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Abstract

This thesis documents a sensor networking project with an interest in internal environ-
ment monitoring in relation to thermal comfort. As part of this project sensor nodes
were designed, built and deployed. Data was collected from the nodes via a wired Eth-
ernet network and was stored in a database. The network remains operational several
years after its initial deployment. The collected data was analyzed in conjunction with
data from a local meteorological station and the building’s smart fiscal energy meters.
The analysis suggests the possibility of automated thermal comfort classification using
data from a sensor network.
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Chapter 1

Introduction

1.1 What this Project is About

This project investigates the use of a sensor network for monitoring the internal en-
vironment of a building, in relation to maintaining occupant thermal comfort while
reducing energy use. As part of this project a sensor node design was created, 20
nodes were fabricated, and 17 were deployed. Chapter 4 describes the hardware used
as part of this project. These sensor nodes transmit their measurements to a central
server, which stores the measurements in a database. Chapter 5 describes the software
which is running on the sensor nodes and the server, and the communication protocol
used for communication between the nodes and server.

The sensor network has been operating since September 2012. Some analysis has
been performed on the data collected over a period greater than a year. This analysis
and its results are presented in Chapter 7 and the mathematical methods used in that
chapter are described in Chapter 6.

Chapter 2 is a literature review which provides background information related to
this project. A more in depth overview of the project is given in Chapter 3.

1.2 Motivation for Project

Climate change is a very real problem which requires action to counter [1]. Methods of
countering climate change are referred to as ‘mitigation’ methods [2]. In 2010 build-
ings accounted for nearly one third of all global energy use. Space heating accounted
for approximately one third of the energy used by buildings [3]. The primary motiv-
ation for this research is that of reducing energy use. Building monitoring systems

13



CHAPTER 1. INTRODUCTION 14

installed in naturally ventilated passively cooled buildings have previously been used
to achieve significant energy use reductions with improved ventilation scheduling [4].

1.3 Project Aims and Objectives

The project aims to investigate the use of sensor networks to monitor thermal comfort,
and whether they can be used to reduce energy usage. A related aim is to investigate
whether a sensor network can be used to measure variables sufficient for predicting
occupant thermal comfort; and whether such a predictive model coupled with real-time
sensor data can be used to control heating systems to maintain occupant comfort while
reducing energy usage. To work towards achieving these aims the project worked on
the following objectives:

• Design a sensor node which

– is low cost
– produces data that informs design of future sensor nodes — relatively high

sampling rate, large number of sensors
– is reliable
– requires zero maintenance
– operates indefinitely

• Produce multiple copies of the sensor node and deploy them to form a sensor
network

• Operate the sensor network for a period greater than one year
• Produce a dataset for use in future research
• Conduct analysis on the gathered dataset

1.4 Contributions to Subject

This project has made a number of contributions, the most important of which is the
dataset collected from the sensor nodes. This dataset is unlike datasets collected by
other sensor network research projects because it has:

• a higher temporal sampling frequency (especially compared to wireless imple-
mentations)

• a larger number of nodes at a higher spatial frequency
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• more parameters measured on each node than some networks with similar ob-
jectives

• operated for a longer duration than other comparable networks
• occupant comfort votes associated with the data which many projects do not

have

This isn’t to say that there aren’t projects which are superior in some of these aspects,
but there aren’t projects which are superior in all of these combined. That is to say that
while other projects may exceed this in some aspects, this dataset is above average in
all aspects, and is intended to be adequate for most analysis one would wish to perform
on data from a sensor network.

A benefit of the above average number of sensors on the nodes is that future node
designers can test their data analysis algorithms on this data set. This allows them to
determine which parameters are actually valuable for their node to measure at design
time, rather than making educated guesses at what they believe will be relevant.

The analysis performed on the data suggests the possibility of being able to measure
and automatically classify comfort using a sensor network using parameters that are
easier to measure than those required by the industry standard Predicted Mean Vote
comfort equation.

The sensor network itself serves as an example for sensor network researchers at a
time where most research is focused on wireless sensor networks. It demonstrates the
viability, reliability and longevity of a wired sensor network. Higher installation costs
of wired networks is often cited as a reason for choosing wireless nodes. However
by utilising the building’s existing Ethernet network, this project demonstrated that
the installation cost of wired sensor nodes isn’t necessarily much higher than wireless
versions, and is partially offset by the lack of need for radio hardware or certification
tests.



Chapter 2

Literature Review

2.1 Introduction

Climate change is a major problem facing mankind [1]. As part of the effort to combat
it the UK is committed to reducing its greenhouse gas emissions by 20% from emission
levels in 1990 by 2020, and by 80% by 2050 [5, 6]. In 2013 30.65% of all energy usage
in the UK was attributed to heating systems; excluding transport uses, that figure rises
to 47.84% of the energy used [7]. With such a large proportion of the UK’s energy
used for heating it is essential to research ways to reduce heating consumption in order
to hit the emissions targets.

This chapter reviews literature related to thermal comfort and sensor networks for
monitoring the environment within buildings in relation to occupant thermal comfort.

2.2 Thermal Comfort

Thermal comfort is defined as:

“That condition of mind which expresses satisfaction with the thermal
environment and is assessed by subjective evaluation.”

[8, ASHRAE Standard 55]

Being a qualitative and subjective definition makes it difficult to optimize for. Sur-
veys of occupant thermal comfort typically use the 7 point ASHRAE thermal sensation
scale [8, 9]. This scale ranges from −3 (cold) to +3 (hot) with 0 being neutral. Votes
with a magnitude of 2 or more indicate that the occupant is dissatisfied with the envir-
onment.

16
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In thermal comfort literature there are two main schools of thought, the static and
the adaptive. The Predicted Mean Vote (PMV) model is at the core of the static school
of thought. It is used to predict the average comfort vote of a large group of occupants
based on a number of measured parameters. The PMV and the standards that are
based upon it are referred to as the static model, they are discussed in Section 2.2.1.
Competing with the static model is the newer school of thought referred to as the
‘adaptive’ model [10]. The adaptive approach is discussed in Section 2.2.2.

It is important to maintain occupants thermal comfort as thermal discomfort results
in lower productivity and by definition, occupant discomfort [11]. Being too hot has
been shown to reduce productivity in office environments by approximatly 2% per °C.
Being too cold has a direct physiological affect on productivity of manual labourers as
the body directs blood away from the hands, reducing control [11].

For large buildings such as most commercial and public buildings, modern Heating
Ventilation and Air Conditioning (HVAC) systems are built to the ISO 7730 standard in
Europe and the ASHRAE 55 standard in the USA [8, 12, 13]. These standards specify
limits on cyclic variations and ‘drifts and ramps’, and provide methods of calculating
the “optimum” internal temperature for a building at a given time of year. Drifts and
ramps are changes from one temperature to another over time. The standards place
limits on the maximum temperature change in a given time period. A drift is differ-
ent from a ramp in that a temperature drift is something that occurs naturally where
as a ramp is driven artificially by the HVAC system. Cyclic variations are temperat-
ure changes in which the temperature variation isn’t monotonic. What differentiates a
cyclic variation from a series of drifts and ramps in alternating directions is that cyclic
variations happen in a shorter period of time. The ASHRAE standard limits cyclic vari-
ations to a peak-to-peak amplitude of 1.1°C in a period of 15 minutes. HVAC systems
are classified by the standards based on how closely they maintain the temperature to
a given set point [9].

The standards, while primarily based on the static model, have started to incorpo-
rate ideas from the adaptive school of thought in limited ways [9]. The ASHRAE 55
standard specifies the ‘Adaptive Comfort Standard’ (ACS). The ACS applies only to
buildings with no mechanical cooling system. It specifies a target temperature based
on the monthly mean outdoor temperature and the amount of deviation from the tem-
perature that’s acceptable. ISO 7730 does not have any adaptive specifications, but EN
15251 specifies an adaptive temperature model for free running buildings, similar to
the adaptive model in ASHRAE 55 [14]. The EN 15251 model has advantages over
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the ASHRAE 55 model as it uses an exponentially weighted running mean of recent
outdoor air temperatures, rather than historical monthly mean temperatures [9].

2.2.1 The Static Model

The dominant quantitative measurement pertaining to thermal comfort is the Predicted
Mean Vote developed by P.O. Fanger [15]. The PMV uses an equation to convert a
number of measured parameters into a number on to the ASHRAE 7 point scale [8].
The number represents the average expected result of a survey of a large population
of healthy adults exposed to the measured conditions voting on the 7 point ASHRAE
scale.

The PMV model is based on the physics of heat transfer from the body to an un-
changing environment. The PMV models is referred to as the static model as it as-
sumes a steady state environment, in which the occupant is a passive receiver. The
relationship between the input parameters for the PMV equation and occupant comfort
was established experimentally using many trials with subjects in climate chambers.
The environmental parameters of the chambers were varied individually in a controlled
manner and the occupant’s comfort votes were recorded. The most important factors
affecting thermal comfort are [15]:

• activity level (how much heat the body is producing its self)
• how insulating the clothing being worn is
• air temperature
• mean radiant temperature
• air velocity
• ambient water vapour pressure (humidity)

Related to the PMV is the Predicted Percentage Dissatisfied (PPD). This is a num-
ber that can be calculated which predicts the average percentage of people who will
be dissatisfied with the thermal environment for a given PMV. The goal of traditional
heating systems is to minimize the PPD. Heating systems are rated by how well they do
this. Some parameters of the PMV equation such as those relating to occupant activity
level, occupant body surface area and clothing level are difficult to measure in prac-
tise. Heating engineers estimate these parameters based on expected room usage when
installing heating systems on a commercial scale. This can lead to incorrect heating,
especially if what the room is used for is changed from when the heating system was
setup.
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The model has been found to be free from substantive biases overall, but some
biases have been found in the input parameters [16]. The PMV model was originally
created with the intention that it only be used for artificial environments regulated by a
HVAC system [17]. In buildings with both heating and cooling the model works well.
Indeed occupants come to expect a very well regulated environment in such buildings
and become dissatisfied with the environment more quickly than in naturally ventilated
buildings [18], unlike free-running buildings where occupants are more accepting of
wider variation of temperatures [19]. Comfort temperature varies little in a HVAC
building, where as in a free-running building comfort temperature is linearly related to
the outdoor temperature [19] and is affected by the average outdoor temperature of the
previous few days [20].

The PMV has been applied to all people in any type of building, but doing this
has been questioned. One flaw in particular is that the majority of climate chamber
studies were performed with university aged subjects in North America and northern
Europe [17]. Additionally it has been argued by environmental psychologists and hu-
man ecologists that such laboratory studies simplify the relationship between occupant
and environment too much. Such methods ignore completely the differences between
the mental representations of the different occupants in the same environment as well
as their backgrounds and prior experiences [18]. The ‘one temperature suits all’ idea of
the static model has also been criticised. The idea was supported by climate chamber
studies with a small group of travellers — who may have become acclimatized to the
local conditions where the study was taking place. Studies carried out in a variety of
locations around the world have revealed a range of preferred temperatures from 17 to
30°C [18].

2.2.2 The Adaptive Model

In contrast to the static model, which views occupants as passive recipients of the envir-
onment, the adaptive approach recognises that the occupant can play an active part in
maintaining their thermal comfort via multiple feedback loops [21]. The fundamental
assumption the adaptive approach is based on is known as the adaptive principle:

“If change occurs such as to produce discomfort, people react in ways
which tend to restore their comfort.” [19]

Since occupants will make changes to achieve thermal comfort, the adaptive prin-
cipal suggests that the ideal environment isn’t one with a specific temperature (as per
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the static model), but one in which the occupants can most readily adapt to and/or alter
in order to achieve thermal comfort [22]. Compared to the static model, the adaptive
approach suggests the possibility of reducing energy usage while maintaining occu-
pant comfort. This is because the static model specifies a narrow band of acceptable
temperatures which requires a large amount of energy to artificially force the environ-
ment to conform to; where as the adaptive model permits a wider range of temperatures
provided the occupants have sufficient means to adapt the environment or adapt to the
environment. This is especially relevant for people’s homes, where people have the
most control over their environment. This is important as housing consumed the most
energy by sector in 2012 [23].

There are three main ways that occupants can make changes to achieve thermal
comfort: behavioural changes; physiological changes; and psychological changes [10].

Behavioural changes refer to some physical activity that an occupant might under-
take to adjust their thermal comfort. Examples would include changing clothing level;
drinking a hot or cold beverage; moving into or out of an area of sun, possibly by ma-
nipulating blinds; opening or closing a window; changing the settings on any HVAC
equipment they can control; scheduling activities to be at a time of day with a more
appropriate thermal environment.

Physiological changes refer to changes an occupants body makes to adapt to be-
come comfortable with a thermal environment. The most common form of this is
acclimatization, where discomfort with a new environment diminishes over a period of
days or weeks. This may be experienced by travelling to a region which is much hotter
or colder than one’s normal environment and staying for a sufficient length of time.
One will find that initially the temperature seems too hot or too cold, but over time the
discomfort diminishes until the temperature of the environment becomes ‘normal’ and
expected. Changes typically take a few days to a couple of weeks to manifest. Ex-
amples of changes to a hot climate include a lower pulse rate, maintenance of a lower
body temperature and sweating more readily [24]. Physiological changes also include
genetic adaption, wherein a group of people living in an environment develop ways of
coping better with that environment. An example of this is the higher basal metabolic
rate in indigenous Siberian populations [25].

Psychological changes relate to changing ones expectations for the environment.
It includes cultural and cognitive factors which affect ones perception and reaction
to the environment [21]. An example is the mind interpreting a stimulus as being
less intense after repeated or long term exposure to it. There is no mechanism in the
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PMV to handle this type of adaption. Thermal comfort that one perceives is ultimately
an psychological condition, in that it only exists as an electro-chemical state in the
brain. As such there isn’t a fixed temperature or temperature region that one finds
comfortable. Occupants can change their expectations for the environment and thus
become comfortable.

2.3 Improving HVAC Systems

This section describes some of the problems with existing Heating Ventilation and
Air Conditioning (HVAC) systems, and possible improvements. Topics discussed are
the poor utilization of existing HVAC controls, improved control strategies, the use of
occupancy monitoring to improve efficiency and reduce energy usage, and the recent
advent of the smart thermostat.

2.3.1 Poor Utilization of HVAC Control

Home heating systems often operate on a timer in combination with a thermostat. Of-
fices and other places of work can have similar systems installed. Larger buildings
often have a system designed and configured by Building Service Designers, Mech-
anical Engineers or Building Service Engineers, which may or may not be integrated
with a Building Management System (BMS). Occupants typically don’t have access to
controls for such systems.

When occupants have access to heating controls in their place of work, those con-
trols typically are under utilized for a number of reasons. The occupants may not
know where the controls are, how they work, or if they have permission to operate
them. Additionally as there is a large time delay between changing a setting on the
control panel and a noticeable change in the environment, it often isn’t apparent to the
occupant using the control panel whether their interaction has had any affect. This
can lead them to think that the panel doesn’t work or the system isn’t switched on.
Additionally it often isn’t apparent based on an examination of the control panel what
affect a change of settings will have [26]. Occupants often have a better understanding
of the heating systems and temperature controls in their own homes than they of their
work places [27]. Individual occupants may have conflicting thermal preferences, such
conflicting preferences can prevent occupants from adjusting controls to satisfy their
own preferences.
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2.3.2 Improved Control Strategies

It has been suggested that occupant comfort could be better maintained if HVAC con-
trol systems regulated a value analogous to thermal comfort instead of regulating tem-
perature. Research has been done examining using PMV as the controlled variable,
and fitting the sensors required to calculate the PMV in the room being regulated by
the HVAC system [28].

One problem with this is that the PMV is computationally expensive to calculate
as it requires iteratively solving a nonlinear equation using numerical methods. Doing
so can take too long for embedded processors as part of a real-time system. This is
particularly the case if the initial estimate values are far away from the true values as
this greatly increases the number of iterations required before convergence is achieved
[28]. The standard method for dealing with this is to use look-up tables of precalculated
results [13, 15]. One approach to solving this problem used a Neural Network to
calculate PMV approximations in a constant amount of time [28]. This provided a
good approximation of the PMV for the values the network was trained on.

A second problem is that several of the parameters for calculating the PMV are dif-
ficult to measure automatically and in real time. In particular the problem of automat-
ically determining occupant clothing insulation and activity level remains unsolved.
PMV based control systems typically require user input for these values or assume a
constant value which is set when installing the system. This is a problem as these two
variables are two of the most significant methods occupants have of active thermal self
regulation.

The Adaptive Control Algorithm (ACA) was created as part of a large European
project to turn adaptive thermal comfort theory into a HVAC control specification [20].
As part of the project thermal comfort surveys were carried out in five countries. The
project proposed some equations to calculate preferred temperatures, and the constants
for these equations were found by analysing the results of the thermal comfort surveys.
The most significant difference between the ACA and traditional setpoint temperature
is that the ACA determines the target temperature based on an exponentially weighted
running mean of the recent history of the outside temperature. The ACA was deployed
to two buildings, one in the UK and one in Sweden. Both buildings had the same model
of HVAC control system and the ACA software was deployed as a new controller for
the existing system.

Thermal comfort surveys were also carried out while the ACA was deployed. The
results showed no significant changes in comfort level and no increase of discomfort.



CHAPTER 2. LITERATURE REVIEW 23

The ACA resulted in a higher internal temperature as compared to the setpoint temper-
ature that the building’s control system was normally set to. As the ACA was deployed
during a time of year when air conditioning is in use the higher target temperature
resulted in lower energy use.

2.3.3 Occupancy Monitoring

A method for reducing heating system energy usage is to attempt to eliminate unneces-
sary heating by using occupancy monitoring. Energy usage is reduced by not heating
rooms which aren’t occupied. This method of energy use reduction has been studied
for lighting systems and results in between 17–60% energy savings [29]. Occupancy
monitoring has been implemented commercially for heating systems, with the com-
pany claims reduces energy usage by 35–40% [30]. Passive Infrared (PIR) sensors are
used in both this system and the study on lighting. PIR sensors are commonly used in
burglar alarm systems and outdoor security lighting. They are relatively cheap, simple
to use and commonly available. Other occupancy technologies are available such as
ultrasonic occupancy detectors, some of which can detect smaller movements than PIR
sensors. More elaborate occupancy detection methods have been investigated such as
using networked computers which are already present in a room [31].

2.3.4 Smart Thermostats

Learning thermostats are the latest commercial development for home thermal control.
The canonical example is the Nest Learning Thermostat. It keeps a record of when
occupants change the target temperature and to what temperature it was set. In future
it automatically makes the same change without user interaction. The Nest unit recog-
nises similar patterns happening on different days and then when a schedule change is
made on one day, it makes the same change on the other days it has recognised as being
similar to that day [32]. The Nest Thermostat has reported energy savings between 10
and 25% [33].

2.4 Similar Systems

This section describes several sensor networks, the majority of which are the products
of university research projects. This section has been divides into two parts. The
first describes systems which are designed for building monitoring. These systems
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collect data for it to be interpreted by a building manager or engineer. The second part
describes systems designed with thermal comfort in mind. These systems may survey
occupants about their thermal environment, may interface with the building’s HVAC
system to effect changes in the thermal environment, or they may do both. These
systems use sensor networks to better monitor or regulate the thermal environment.

2.4.1 Sensor Networks for Building Monitoring

This section describes three sensor networks intended for building monitoring. These
systems are all wireless sensor networks which record data about the indoor environ-
ment and other aspects of building performance. The data from these networks is not
used by any control systems or other automated systems, it is simply recorded for fu-
ture examination by a human. The first two systems are located in office building used
by researchers, the third is based in a residence.

The first system described here is a Wireless Sensor Network (WSN) deployed
in the Environmental Research Institute building at the University of Cork in Ireland
[34]. It was produced to research the use of wireless building performance monit-
oring (BPM). The belief being investigated was whether a WSN could provide more
information about internal conditions and thus enable building managers to make bet-
ter decisions. The nodes are modular, consisting of a series of square boards stacked
on top of each other. The nodes are small, with the square boards having a side length
of 25mm. The modularity of the nodes allows the use case of each node to be modi-
fied. This allows some nodes to control actuators in addition to or instead of mounting
sensors. A total of 60 nodes were deployed. Nodes communicate with IPv6 over low
power WPAN (6LoWPAN). The nodes send measurement data to a server via a bridge
node which links the WSN to a computer. The data sent to a server is then presented
in a GUI.

The nodes detect occupancy, the opening and closing of doors and windows, the
flow and temperature of water in water pipes, humidity, temperature and light levels.
The nodes use PIR sensors to detect occupancy. The opening and closing of doors and
windows is detected by the accelerometer sensor of nodes mounted on those features.
To save power the node remains in a low power sleep state most of the time, and
is woken from a low power state by a vibration sensor when the door or window is
moved. When woken in this way it uses the accelerometer to determine whether the
door or window is being opened or closed (direction of movement), and by how much
(angle of change). A surface mount temperature sensor and a ultrasonic flow meter
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allow a node to measure temperature and flow of water in water pipes. The sensor
module board also features a SHT11 sensor to measure temperature and humidity, and
a light level sensor.

Compared to other projects, this project features a large number of sensor nodes,
deployed with a high spatial density with an average number of sensors. The paper
does not specify how long the network operated for, the battery life of a node or the rate
the sensors weer sampled at. Examination of the graphs in the paper suggest a sample
rate of 1 reading every 6 minutes, with window or door sensors sending additional
updates whenever they detect movement, and the occupancy detectors updating once
every half hour or whenever they detect occupancy. The data collected by the nodes is
stored, but only used to plot graphs.

The second system described in this section is a network of 7 wireless sensor nodes
deployed in the Building and Fire Research Laboratory at the National Institute of
Standards and Technology in Maryland USA [35]. The nodes used were commercially
available off-the-shelf products which cost $100 in 2007. The nodes consisted of two
stacked PCBs attached to a battery holder which holds two AA batteries. The nodes do
not have any form of case. One PCB had a microcontroller and radio onboard, the other
was the sensor board. The sensor board featured temperature, light, acceleration and
magnetic sensors. The batteries of the node would last 61 days with average use, with
a maximum lifetime of a year if the node remained in low power mode throughout.
The nodes formed a mesh network using the ZigBee protocol. One of the nodes acted
as a gateway and relayed the data from the other nodes via serial link to a PC running a
program written in Java. The Java program received the data and stored it in a MySQL
database. A website was produced to display the data in the database.

In comparison to other projects, this project used a relatively small number of nodes
with very few sensors. The nodes sampled their sensors more frequently than other
projects with samples being taken once every 8 seconds. This higher sample rate will
have contributed to the lower lifespan of the nodes’ batteries. The use of ZigBee and a
gateway node connecting the network to a computer is typical of WSN projects. The
use of a database is superior for long term operation compared to projects which simply
store the received data in a text file. The data collected was only used to populate
tables of measurements on a website, as the project was only intended to demonstrate
the steps needed to implement a WSN.

The third project discussed is a wireless sensor network installed in a three-story
townhouse [36]. The aim of the project was to discover the challenges and obstacles
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that prevent building operators and researchers from deploying WSNs for building
monitoring. The project used commercially available mesh network development kit
boards for the sensor nodes. These boards were mains powered. Appropriate sensors
were connected to the boards’ input connections to turn them into sensor nodes. One
board was connected to a computer via serial link to record the data from the nodes in
a text file. The development kit came with software for establishing a mesh network,
but the application layer to take the sensor readings and send them through the network
was custom written, as was the software on the computer to record the data.

The network was deployed in several stages. Initially one node was used to monitor
an air handling unit, with sensors monitoring air temperature, humidity and fan energy
usage. Another node was used to monitor a heat pump. Separate nodes were used
to monitor the indoor and outdoor temperature and humidity. After three months a
node was added to monitor a water heater. This node had temperature sensors on the
inlet and outlet of the water heater, a flow rate sensor, a temperature sensor inside the
heater’s insulation jacket, an ambient temperature sensor outside the insulation jacket,
and an electrical power meter on the heater’s power input. Six months into the project
four new nodes were added to the network. These nodes monitored temperature and
humidity inside an exterior facing wall. These nodes were spaced to determine if there
was a moisture gradient inside the wall.

The project’s conclusion was that while the installation of the nodes and setup
of the mesh network was simple, adding sensors to the nodes and writing low level
code to configure the nodes are tasks outside the comfort zone of many heating and
building engineers. The authors suggested that wider use of sensor networks would
require commercially available sensor nodes with pre-installed sensors appropriate for
building monitoring (and provided a list of suggested parameters to sense); and that
the engineers installing them should only need worry about high level configuration
for their particular project. They also noted the unreliability of the wireless network.
There were problems with both the availability of nodes decreasing over time, and er-
rors occurring in the transmitted messages resulting in corrupted data. They suggested
that work should be done to produce a common industry standard for sensor nodes to
communicate data, and that consideration should be given for securing the communic-
ations of the nodes. It was noted that the wireless nature of the nodes was advantageous
as it reduced the installation time and meant that data wires didn’t need to be installed.
This limited disruption for the occupant of the house. It was suggested that the use
of battery powered nodes would further improve the situation as it would remove the
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need for power lines, which may prove inconvenient if there are many nodes installed.

2.4.2 Sensor Networks for Thermal Comfort and Control

This section describes four sensor network studies which may monitor thermal comfort
or which may control the HVAC systems of a building, or both. A patent describing
a system which performs these functions is also discussed. The first project describes
two wireless systems deployed in different operating conditions, and compares them
to the traditional wired alternative. The systems control and monitor a HVAC system.
The second project discussed uses a sensor network to monitor conditions, survey soft-
ware to record occupant comfort preferences, and an algorithm to control the building’s
HVAC system. The third project uses a sensor network to monitor and control more
environmental parameters than a traditional HVAC system. It regulates temperature,
light level and CO2 level. The fourth project investigates using a sensor network to
measure PMV in real time. The final item in this section is a patent which describes
a an algorithm for thermal regulation using a sensor network which monitors the en-
vironment and provides a physical interface for occupants to express their thermal
preferences.

The first study discussed here was conducted by the U.S. Department of Energy
Office of Building Technology. It featured two wireless sensor networks deployed
at the Pacific Northwest National Laboratory [37]. The purpose of this study was
to investigate the costs of wireless sensor networks as compared to traditional wired
sensor networks in two different usage scenarios.

The first system in the study had 30 nodes deployed in a heavy steel and concrete
building. There were 10 nodes deployed per floor with an additional repeater on each
floor. The repeater forwarded the signals to a gateway node connected to a building
management network. The project considered 6 different wireless technologies and
found one to be marginally cheaper than the estimated wired installation costs ini-
tially. After two cycles of battery replacements the wireless system becomes more
expensive overall. The second battery replacement would take place 10 years after
deployment. The batteries were made to last an estimated 5 years by having the nodes
sample their sensors very infrequently (once every 10 minutes). This sample rate was
much lower than that offered by the traditional wired system. This made the wireless
sensors unsuitable for real-time air handler closed loop control, but the update rate was
considered suitable for zone control (for which it was typical for the temperature to
change over 30 minute periods). The wireless cost savings would have been greater
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had the repeaters not been required due to the building’s structure, but conversely had
more repeaters been required the wireless costs would have exceeded those of a wired
system.

The second system in the study had nodes connected to three rooftop HVAC units.
The nodes communicated their readings to a central receiver unit connected to a com-
puter, which would then forward them to a LAN, WAN or the Internet. Unlike the first
system these nodes could be powered from the mains power that was already connec-
ted to the rooftop HVAC units, eliminating the need for batteries. Not using batteries
allowed higher sample rates and eliminated ongoing battery replacement costs. These
nodes also had clear lines of sight between their antennas, meaning that repeaters were
not required as there was nothing to attenuate the radio signals. The lack of repeat-
ers further lowered the cost of the rooftop wireless system as compared to the inside
wireless system. These factors made the rooftop wireless system cheaper than a tradi-
tional wired system, but only if the HVAC units were over a certain distance from the
receiver unit. Over short distances the cost of the wireless transmitters exceeded the
cost of using wires to connect the units.

The study was conducted in 2002 and the costs of wireless hardware have fallen
since. The study does show however that the suitability of a wireless system depends
on the situation. Sensor nodes can benefit from not being totally wireless by utilising
wired mains power if it is conveniently available. Similarly if only short runs of cable
are required to connect a node to a wired network then the node can benefit from
the more reliable and higher data rate communication channel provided by the wired
network, while still being cost competitive as compared to a wireless system.

The second project is described as a Human-Building Interaction for Thermal
Comfort (HBI-TC) framework [38]. It features a per occupant thermal comfort pro-
file which is informed by comfort votes from an survey application on an individual’s
smartphone or tablet, or alternatively a web application on a computer. There is a BMS
controller module which is linked to the building’s BMS and HVAC system which
provides control of the HVAC temperature set point. The BMS controller receives
data from a wireless sensor network and uses the occupant thermal profiles and recent
comfort votes to determine the HVAC set point.

The first stage of the project was producing the thermal comfort profiler. The pro-
filer produced thermal models for each individual occupant using the system. The
profiler was fed thermal preference votes by each user from a survey application. The
survey application allowed occupants to vote on a slider between the arbitrary values
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of −50 to +50 to rate their thermal preference relative to the current conditions. Pos-
itive values indicated a desire for a warmer environment and negative values indicated
a preference for a cooler environment. The magnitude of the values is analogous to the
strength of preference or level of dissatisfaction with the current environment.

To measure the ambient conditions at time of comfort vote, and when the system is
being used to regulate conditions, a wireless sensor network was used. The networked
nodes have 8 sensors in total. The environmental parameters of temperature, relative
humidity, CO2 level, light level and sound are measured. Occupancy is detected with
a PIR sensor. There is door switch sensor to detect whether a door is open or closed.
There is also a motion sensor but it is not specified what motion it detects. The nodes
send the data once a minute to a database using a WiFi network. The nodes are based
on the Arduino Black Widow board and housed in a box.

The thermal comfort profiler model was tested over a period of 3 weeks. The test
was conducted in the autumn season in an office building in California. The build-
ing’s HVAC set point was varied between 18–29°C over the three week period. Four
occupants rated their comfort using the smartphone app. The feedback was used to de-
termine the changes to the temperature set point to encourage participation in the test.
This data was used to train a model of five fuzzy sets representing the conditions very
warm, warm, neutral, cold, and very cold. Sensitivity analysis showed that between 40
to 50 pieces of evenly distributed feedback were required per occupant to produce an
accurate comfort model for said occupant.

As part of the personalised comfort profiling the complete system operated for two
months in four zones of an office building. Initially the system operated in training
mode in which it adjusted the temperature of the controlled zones based on immediate
feedback from the survey application. Once sufficient survey votes had been collected
for profiles to be reliable, the system switched to regulating the temperature set point to
minimize a calculated error value based on current sensor node readings and occupant
comfort preferences. The system still responded to comfort votes in this second mode.

The performance of the BMS control was assessed by using the system to control
two zones. Zone A in the north side of the building had three rooms, and zone B in the
south side had two. All the rooms were of similar size and configuration of furniture
and windows. Each room was fitted with a wireless sensor node close to the door.
Each room also had the pre-existing BMS temperature sensor connected to the HVAC
system. The BMS temperature sensor continued to be used by the HVAC system as
normal, but the HVAC system’s set point was controlled by the thermal model running
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on a computer which received data from the wireless sensor nodes. The system proved
functional and responded to occupant comfort requests appropriately.

The third project discussed is called the Integral Control system of Indoor Environ-
ment (ICsIE) [39]. It is an experimental control system installed in a room in an office
building in the Faculty of Civil and Geodetic Engineering, University of Ljubljana. It
monitors both indoor and outdoor parameters. Internally, humidity, temperature, light
level, CO2 and the energy used for both heating and cooling are measured. Extern-
ally, wind speed and direction, temperature, light level, humidity, precipitation type
and direct and reflected solar radiation are measured. The internal sensors are distrib-
uted around the room. There is one light level sensor beside the windows and one
in the middle of the room. They measure the illumination of two distinct workplaces
within the room. On the wall opposite the windows are the air temperature, the relative
humidity sensor and the CO2 sensor.

The ICsIE regulates three distinct parts of the environment: the visual environment,
the thermal environment, and the olfactory environment. The visual environment is
controlled by adjusting the illumination level. This is done by controlling blinds and
artificial lighting. The thermal environment is regulated by operating windows, blinds
and active heating and cooling systems. The olfactory environment is measured by
proxy of the CO2 level. The system maintains the level of CO2 below a threshold value
by actuating the windows. It uses a Proportional-Integral(PI) controller and a fuzzy
logic system running on a Programmable Logic Controller (PLC). Measured data is
sent from the PLC to a PC to be recorded. The system prioritised occupant comfort
over energy efficiency, and was believed to have performed well as the occupants very
rarely overrode the settings the system chose.

The fourth project is a system which attempts to measure PMV in real time using
a sensor network. Measuring PMV in real time is an area of interest for research-
ers. The real time measurement of PMV would allow a control system to regulate the
PMV to minimize occupant dissatisfaction with the environment. An example system
was deployed in an air-conditioned office building by researchers in Hong Kong [40].
The system used a network of sensors to produce a single PMV sensor. The network
used sensor nodes to measure the temperature of the surfaces surrounding the occupant
to determine their radiant temperature. The network node which served as the PMV
sensor would theoretically measure airspeed, relative humidity, and air temperature at
its location. The PMV sensor node in the implementation lacked appropriate sensors
and used adjustable preset values. The paper suggested using an application-specific
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integrated circuit (ASIC) to measure these values [41]. The system also required the
the measurement of the occupant’s thermal radiation level, and suggested using a ther-
mopile aimed at the occupant. A rotary encoder was used in place of a thermopile
to input the occupant thermal radiation level from a list of preset values when testing
the system. The system obtained the last two required input parameters for the PMV
equation (occupant clothing insulation level and occupant metabolism level) from an
application running on the occupant’s computer. The occupant is required to select a
value appropriate to their current condition from a list of values presented to them, and
update their selection as their situation changes. While many of the inputs to the sys-
tem were simulated and thus prevented the system from actually measuring the PMV
in real time; it did demonstrate the use of a lookup table combined with interpolation
as a practical method for low powered devices to determine an approximate value (to
within 0.5 of a PMV) for the PMV for a limited range of input values.

The final item in this section is a patent assigned to Siemens Energy & Automation
Inc. It describes a system in which an optimisation program determines a temperature
set point based on data from many sensors which are part of a sensor network [42].
The sensor nodes monitor temperature and humidity, and provide an interface for user
interaction. The user interaction is in the form of two buttons. One button is used to
indicate that the current environment is too hot, the other that it is too cold. The data
from the sensor nodes is stored in a database, and a program generates one or more
occupant preference profiles from the data. A controller uses the profiles to generate a
temperature set point using an optimisation algorithm.

2.5 Conclusion

In order to reduce the effects of global warming, mankind needs to reduce its energy
use. A very large proportion of energy in the western world is used for heating and air-
conditioning. Besides increasing people’s comfort, HVAC systems improve productiv-
ity and in some climates, seasons or sections of the population they are essential for
remaining healthy. Since people won’t stop using HVAC systems, improving HVAC
efficiency is therefore essential.

To improve their efficiency one needs to reduce the amount of energy used to
achieve the same level of perceived occupant satisfaction. Rigorous scientific research
has been conducted into what conditions people find satisfactory. An important product
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of this research is the PMV model. While the PMV works well in laboratory condi-
tions, there are some problems with its application in the real world. In particular some
important inputs to the equation (e.g. clothing level, metabolic level) are difficult to
measure. The traditional solution is to use fixed values based on expected room usage
for these parameters when configuring a HVAC system. The PMV model assumes oc-
cupants are passive receivers of their environment, which is not true in the real world.
In addition to actively changing PMV parameters the HVAC system can’t measure
such as clothing level, occupants will actively modify their environment (e.g. by oper-
ating windows), change their activity schedule based on expected thermal conditions,
or change their perceptions and expectations of what conditions they consider to be
comfortable conditions.

To address these faults of the PMV model the adaptive model of thermal comfort
was proposed by researchers. The adaptive model seeks to provide occupants with
an environment that they can most readily adapt to or alter to achieve satisfaction. It
considers not just the immediate environment the occupant finds themselves in, but
the recent history of outdoor conditions, as these have been shown to affect people’s
expectations for their environment. Modern standards for HVAC systems are still based
on the PMV model and encourage regulating building temperatures to be within a
narrow range, which is very energy intensive. Recently some aspects of the adaptive
model have been adopted by the standards for some types of buildings.

An active area of research for increasing HVAC system efficiency is building mon-
itoring sensor networks. There are several ways these are expected to improve HVAC
efficiency. One way is detecting occupancy patterns and only heating rooms when
they are, or are expected to be occupied. Another is using sensor networks to mon-
itor many environmental parameters and using them to predict or measure occupant
comfort, and then using the heating system the minimum amount required to achieve
occupant comfort. In addition to thermal comfort these sensor networks often measure
light level, potentially allowing reduced lighting energy usage and/or improved visual
environment satisfaction. CO2 level is also often measured by these systems as it is a
good indicator of indoor air quality. It works as an indicator because humans generate
CO2 at a similar rate to the rate they generate metabolism byproducts and bioeffluents,
which are typically the main pollutants of indoor environments [43]. The CO2 level
affects occupant satisfaction with their environment and also their health. It is sensible
for sensor networks intended to reduce HVAC energy usage to measure CO2 level as
the ventilation of a building is related to its heating and air conditioning.
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So far research into sensor networks for thermal regulation has demonstrated that
they can produce environments occupants are satisfied with and have shown the possib-
ility of energy use reduction. Prediction and classification of occupant thermal comfort
based on measured environmental parameters hasn’t been convincingly shown and re-
quires further research.



Chapter 3

Project Overview

To investigate the objectives described in Chapter 1.3, a sensor network was designed
and implemented. This chapter provides an overview of what was built and why —
also covered here is why certain methods of data analysis were used on the collected
data. Later chapters will provide the technical details describing exactly what was done
and how.

The sensor network that was deployed consists of 17 sensor nodes — an overview
of which is provided in Section 3.1 with specific details in Chapter 4. These nodes
communicate with a central server which stores their readings in a database. This
server also receives data from a local meteorological station and the building’s smart
utility meters. An overview of the software is provided in Section 3.2, more details
are provided in Chapter 5. A number of data analysis methods have been used on the
data in the database. The motivation for these is explained in Section 3.3 with details
of the results given in Chapter 7. The analytical methods used for the data analysis are
described in Chapter 6.

There are several aspects which combine to differentiate this project from others in-
vestigating sensor networks for internal environmental monitoring. Firstly, this project
uses a wired communication channel, rather than wireless which more research focuses
on. The wired channel removed the ultra low power requirement placed on wireless
sensor networks. This enabled the sensor nodes used in this project to mount more
sensors, take measurements more frequently and operate for a long duration without
maintenance. Secondly, this project deployed a large number of sensor nodes in a re-
latively high spatial density. Thirdly, this project combines the data from the sensor
nodes with data from a local meteorological station and the building’s smart fiscal
energy meters.

34
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The reason for collecting weather and smart meter data in addition of the sensor
node data is because of the principle of ‘Boosting’ classifiers. This is where a number
of weak classifiers are combined into an arbitrarily strong classifier [44]. This works
because data which is uncorrelated with a parameter of interest neither improves nor
degrades your knowledge about the parameter, but information that is correlated —
even weakly — improves your knowledge of a parameter. This means that monoton-
icity applies to your knowledge of a parameter as you add more information — whether
it’s correlated or not. Neither the smart meter nor the weather data can be used alone
for classification, but they both contain some information which is related to comfort.
So having that information available allows for production of stronger classifiers.

One of the aims of this project is to inform future sensor network research and
node design. This led to the design of the nodes and specifications for data collec-
tion being deliberately over engineered. Firstly the sensor nodes and weather data
are sampled every 30 seconds. This sample period was chosen as it was assumed to
be much shorter than the rate that the environment changes significantly. This over
sampling enables analysis to be performed with simulated slower sample rates to al-
low optimum sampling rates for a given task to be determined. Secondly the nodes
had a number of sensors measuring duplicate parameters. This allows assessment of
the real world performance of the sensors over a long period of time, to inform future
node design decisions. The duplicate light sensors also enable investigation of whether
it is valuable to sense the directionality of light when attempting to measure occupant
comfort level.

Figure 3.1 provides an overview of the system. The arrows indicate the direction of
travel of data. It shows the sensor nodes which send their data to the data receiver soft-
ware on the server. That software also sends the current time and time to take the next
sample back to the nodes. The server also receives the data from the meteorological
station and fetches the smart meter data. All the data the server receives or collects is
stored in a database. The database can be accessed remotely to allow the stored data to
be analyzed. There is also software running on the server to monitor the status of the
system and perform automated error recovery.

3.1 Sensor Nodes

The sensor nodes are the core piece of work in this project. They are the tools produced
which were used to generate the most significant contribution to the subject — the
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FIGURE 3.1: System overview diagram

novel and unique dataset of sensor node data. The sensor nodes are essentially small
boxes which house a variety of sensors. These sensors measure local environmental
parameters and transmit the measurements to a server to be stored in a database.

An important feature of the nodes produced is that, in addition to measuring local
environmental parameters, they also allow occupants to indicate their current comfort
level. The user interface (or UI) was based on the PMV 7 point voting scale, but
simplified so that it had just three categories — ‘Too Hot’, ‘Just Fine’ (aka ‘Ok’ or
’Neutral’) and ‘Too Cold’. The change from the 7 point scale to 3 points was done
for reasons including simplifying the UI so it can be used without instruction and the
impracticality of fitting 7 buttons on the nodes.

3.2 Server Software

The primary job of the server software was that of receiving and storing the data col-
lected by the sensor nodes, meteorological station and building smart fiscal meters. In
addition to directly performing that task, great focus was given to making the system
reliable and capable of recovering from errors. This included the writing of several
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pieces of software to monitor, perform error recovery, and provide automated status
reports on the software that directly fulfilled the primary job of the server software.
These pieces of secondary software ensured that the system would be able to perform
its task in the long term, and reduced the chances of silent unrecoverable errors leading
to lost data.

3.3 Data Analysis

3.3.1 Purpose

One of the aims of this project is to investigate the use of sensor networks to produce
heating control systems that maintain occupant comfort while reducing energy usage.
Before this can be achieved the data needs to be analyzed to find out what information
can actually be obtained by a sensor node and if it is of any use.

3.3.2 Motivation for Classification

A significant amount of the data analysis focused on seeing if it’s possible to cre-
ate a classifier, which given current sensor readings will output whether an occupant
would be comfortable. The reason for this is such a model would then transform the
sensor node from something that measures environmental parameters, to something
that measures comfort. A comfort sensor which requires no user interaction can then
be used to provide feedback for a heating control system which regulates the environ-
ment to maintain a level of comfort, rather than a traditional level of temperature or
humidity.

The PMV model is based on parameters which aren’t practical to measure such as
occupant clothing level, wet bulb temperature and airflow. It was of interest whether
the sensors on the sensor node provided data which is indicative of thermal comfort.
If they did, then it would be possible to be able to build a model that determines in
real time what the thermal comfort level of occupants is. The model could then be
used to control a heating system to regulate comfort level in a closed loop manner. The
model could also be used to determine which of the controllable parameters requires
the least energy to change the environment from a given uncomfortable environment
to a comfortable one.



Chapter 4

System Hardware

In order to investigate the utility of sensor networks in relation to reducing energy us-
age while maintaining thermal comfort, a sensor network was designed and deployed.
20 bespoke sensor nodes called Ethernet Nodes were produced, 17 of which were de-
ployed as a sensor network. This chapter describes the physical aspects of their design,
development and deployment. A node is shown in Figure 4.1.

4.1 Ethernet Nodes

FIGURE 4.1: A fully assembled Ethernet Node

38
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4.1.1 Design Objectives

There were a number of design objectives guiding the design of the nodes. These were:

1. Low Cost

2. Long Lifespan with zero maintenance

3. Provide reference for future work by over-engineering the nodes to gather more
data than is necessary — both in terms of sampling frequency and measurement
of the same parameter with multiple types of sensor.

The first objective that the nodes be low cost is important since the number of nodes
which can be deployed with a given budget is inversely proportional to the cost of a
node. Being able to deploy a large number of nodes was important for this project
as the main purpose of this project is to investigate the utility of sensor networks,
and using a network with only a small number of nodes for the investigation would
yield less representative results. The target when designing the node was that each
node should cost around £25. This was a target to aim for and guide design decisions
rather than something that could actually be achieved with the small scale of production
involved in this project.

The second objective was that the nodes should operate for a long time (longer than
several years) without requiring any maintenance. This objective effectively ruled out
the use of batteries for powering the nodes, as batteries would eventually need to be
replaced. It also set a standard for the level of build quality for the nodes — they had
to be built to last.

The third objective involved equipping the nodes with multiple sensors for most
measured parameters. This was to allow real world comparisons of more expensive
sensors and cheaper alternatives to be performed. To a certain extent this conflicts
with the first objective as it would be cheaper to have a single sensor per measured
environmental parameter; however, so long as the additional sensors were also low
cost and their addition didn’t reduce the number of nodes that could be produced, then
their inclusion doesn’t clash with the low cost objective. Furthermore the cost of a
node without their inclusion can still be calculated and potentially reduced should the
cheaper sensors prove to be adequate replacements.
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FIGURE 4.2: Block diagram of an Ethernet Node

4.1.2 Overview

Figure 4.2 gives an overview of the Ethernet Node design in block diagram form. The
Ethernet cable provides the node with power and also its network connection. The
node’s Ethernet hardware separates the power from the network connection and links
the network connection to the microcontroller. The power from the Ethernet cable is
sent to voltage regulators to be converted to the 5V and 3.3V used by the rest of the
node’s components. The microcontroller receives data from the sensors and transmits it
via the Ethernet hardware to a networked server (not shown). The microcontroller gets
its unique MAC address from a pre-programmed EEPROM chip. The EEPROM chip
also receives power from the voltage regulators, but this is not shown on the diagram.

Figure 4.3 shows the inside of the node. Bottom left is the Ethernet socket. To the
right of it are four resistors and two capacitors which are part of the Ethernet commu-
nication hardware. To the right of those is the power supply hardware. This includes
two voltage regulator components (black boxes, far right); two large electrolytic ca-
pacitors; an inductor; a connector for alternative power input; and a switch to select
between input power from the Ethernet socket or the alternative power input. On the
far right are two hexagonal posts which hold the board down and in place. The ends
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FIGURE 4.3: Photograph of the inside of an Ethernet Node. The front face has been removed
and the front face sensors are disconnected.

of the posts are threaded to allow the front face to be bolted into them. The board is
supported underneath by two shorter hexagonal posts of the same size directly below
them. Bolts screw in through the bottom face, through the bottom posts, through holes
in the PCB and into the top two posts.

Above the Ethernet socket in Figure 4.3 is the green programming connector for
programming the microcontroller. To the right of the programming connector is the
25 MHz clock source. To the right of that is the 64 pin microcontroller. By the top
left corner of the microcontroller is the EEPROM containing the node’s MAC address.
To the left of that are three clear light guides under which are three LEDs. Around
these components are various resistors required for their operation and decoupling ca-
pacitors. All other components not discussed so far which aren’t capacitors are sensor
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related.

4.1.3 Microcontroller

An 8-bit PIC18F66J60 [45] was selected for use in the sensor nodes. An 8-bit micro-
controller was chosen as the sensor nodes did not require significant processing power.
The 18F66J60 specifically was selected because it had Ethernet physical layer hard-
ware built in. Having a portion of the Ethernet hardware built in was important because
it reduced component count which both reduced component cost, saved space on the
PCB and simplified the circuit design — thus saving time debugging.

A side effect of using the built in Ethernet hardware is that the microcontroller
needed to be clocked at 25MHz, which is much slower than the 41.667MHz maximum
clock rate [45]. The lower processing speed turned out not to be a problem as the
sensor node does not have much processing to do. The lower clock rate is actually
beneficial as it reduces the node’s power consumption. Although the node is powered
by mains (either directly or via PoE) and isn’t required to minimise energy usage like
a battery powered node, low power consumption is still important for the sensor node
to prevent self heating from distorting sensor measurements.

4.1.4 Ethernet Hardware

Although the selected microcontroller had an Ethernet physical layer modem built in,
some supporting hardware was required to make it functional. Ethernet signals are
magnetically isolated from the communicating devices. The required magnetics are
not included as part of the microcontroller, so were required externally. The MAG-45
[46] PCB mounted Ethernet socket integrates the required magnetics into an Ethernet
socket, reducing component count and saving board space. A specialized Power over
Ethernet (PoE) version of the MAG-45 was selected. This version includes bridge
rectifiers to rectify a differential voltage between the Ethernet pairs and output it on
two power pins. These pins were connected to the node’s voltage regulation circuit. In
addition to the magnetics the microcontroller’s Ethernet module required some external
bias resistors and capacitors.
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4.1.5 Sensors

The nodes were designed with a large number of sensors, several of which measured
the same parameter. This is because project is intended to provide a reference for future
node designs and research, and investigates new methods of predicting occupant com-
fort. Some parameters such as the pressure and humidity had both lower and higher
cost sensors. The reason for this is to provide data to guide future design decisions
on whether the higher accuracy and resolution of the more expensive sensors is worth
their added cost. Other sensors such as the Light Dependant Resistors (LDRs) had
duplicates positioned in different physical orientations to measure light from different
directions. This was to allow investigation as to whether the direction the light in the
room came from contains any useful information.

Temperature

There are two temperature sensors on the Ethernet nodes. The most precise is on the
SHT11 humidity and temperature sensor module. This sensor uses a two wire serial
data interface to communicate 14-bit temperature readings with a resolution of 0.01°C.
The SHT11 datasheet claims an accuracy of 0.3°C [47]. The other temperature sensor
on board is the SP100-7T combined pressure and temperature sensor. This sensor
reports temperature to integer precision via SPI. Its datasheet claims accuracy to be
within 2.4 to 4.8 degrees of the actual value [48].

The power usage of the nodes is low enough that self heating of the node is not
believed to be an issue that will affect the temperature sensors. Additionally the SHT11
datasheet recommends taking samples at a frequency of 1Hz or less to keep self heating
of the sensor below 0.1°C. The 1/30Hz sampling rate used by the nodes satisfies this
condition.

Humidity

There are two humidity sensors on the Ethernet nodes. One is the more expensive
SHT11 sensor which uses serial communication, the other is the cheaper Honeywell
HIH-5031 analogue humidity sensor. Their datasheets claim they both have the same
3 % RH accuracy [47, 49]. However the SHT11 has its reading digitized by an in
package 12-bit ADC, whereas the HIH-5031 is read by the microcontroller’s 10-bit
ADC via a connecting PCB trace which is more susceptible to external interference.
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Pressure

There are two pressure sensors on the sensor node. There is the more expensive SP100-
7T sensor which uses SPI to communicate its readings which were taken using an
internal ADC. The second pressure sensor is the MPXA6115A which outputs its read-
ing as an analogue voltage. The MPXA6115A is internally temperature compensated
[50]; whereas the SP100-7T requires a calculation be performed using a temperature
reading (such as one from its internal temperature sensor), using a formula provided
in the relevant datasheet [48]. The analogue output voltage is read by the microcon-
troller’s 10-bit ADC. The datasheet for the SP100-7T does not specify the resolution
of its ADC as a number of bits or otherwise, however it state that it has a resolution of
1.25 kPa per LSB — which is approximately an order of magnitude less precise than
the MPXA6115A.

Light

There are two types of light sensor on the sensor nodes. The first is a TAOS TSL252R-
LF photodiode which outputs a voltage that is linearly related to light level [51]. The
second type of light sensor is the cheaper Light Dependant Resistor (LDR). The two
types of sensor are sensitive to different regions of the electromagnetic spectrum. It
wasn’t known at design time whether there was any advantage to using the more ex-
pensive photodiode over the cheaper LDR, so both were included on the final node
design to gather data to inform future decisions.

There is one linear photo diode mounted to the top of the node which faces forward.
There are four LDRs mounted on the node’s case, one facing forward, one facing
left, one facing right, and one facing upward. The reason for multiple LDR sensors
which face in different directions was to permit investigation as to whether detecting
the direction as well as the intensity of light provides any information which can be
used to predict thermal comfort. The reason for duplicate LDRs instead of duplicate
linear photodiodes was due to the lower cost of the LDR relative to the photodiode.
The forward facing LDR is placed in close physical proximity to the linear photodiode
so that they receive approximately the same level of illumination. Though the design of
the case and the photodiode result in the photodiode being shielded from illumination
coming from a light source at a lower height than the node.

A comparison of the sensors has been performed and an equation was derived from
the results to convert linear photodiode voltage readings into the equivalent values that
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the LDR would produce given the same illumination level. The derived equation is
shown in Equation 4.1. The test exposed both types of sensors to the ambient indoor
light which consisted of both artificial light and indirect sunlight. The light level was
varied artificially before being allowed to vary naturally. The artificial variation was to
record the sensors response to light intensities that were higher than would typically
be expected in the normal use of the nodes. The test lasted for slightly less than 24
hours and sampled the output of the sensors once per second. The data was collected
by connecting the sensors to a National Instruments PCI-6120 and using LabVIEW to
record the values. Figure 4.4 shows a plot of the LDR output voltage values vs the
linear photodoide output voltage for a range of light levels.

Vldr(Vll) =


0.017e1.4347Vll if Vll < 2.1

5.9037V 4
ll −53.421V 3

ll +181.86V 2
ll

−275.17Vll +156.13
if 2.1≤Vll < 2.75

0.0000353909e3.8421914432Vll if 2.75≤Vll

(4.1)

It was found that the LDR responded to a greater range of light levels. Due to
the non-linearity of the LDR it provided a higher sensitivity when reading low light
levels. At high light levels, while the photodiode provided greater sensitivity, its output
clipped once a certain intensity was reached, where as the LDR’s output remained
analogous to the light level.

Occupancy

The node features a Passive Infrared (PIR) occupancy sensor. This sensor outputs
a logic high voltage when it detects a sudden change in the distribution of infrared
sources in its field of view — such as a person moving. Having a measure of room
occupancy is very important for this project as it permits analysis related to heating of
unoccupied rooms and the impact of room occupancy on the environmental conditions.
The PIR sensor only provides a boolean value of whether the room is occupied or not.
A count of the number of occupants would be preferred, but determining the number
of occupants is a difficult problem to solve and would have required more expensive
hardware. The PIR sensor used on the sensors nodes is a Panasonic AMN34112 [52].
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Sound

The nodes have an electret microphone on board. The microphone is used to measure
the average and peak amplitude of the sound around the node. It was thought that
the sound level could potentially be indicative of occupancy. If this is the case then
the cheaper microphone could be used in place of the more expensive PIR occupancy
sensor in future systems which require low cost occupancy detection. Including a mi-
crophone alongside an occupancy sensor allows analysis to be performed to determine
this. It also allows for investigation as to whether the ambient sound contains inform-
ation which could be used to predict occupant comfort.

The microphone is connected to the microcontroller via two opamps. The signal
travels from the microphone to the first amplifier via an AC coupling capacitor and
resistive biasing network [53]. The first opamp implements a non-inverting amplifier
with a gain of 13. A non-inverting amplifier is used to avoid the amplifier affecting the
signal from the biasing circuit. The second opamp is used in an inverting configuration
with a gain of 12. A potential divider provides a reference voltage to the amplifi-
ers halfway between 3.3V and 0V. The circuit diagram of the microphone circuit is
provided in Appendix B.10.

System Voltage

The SP100-7T digital pressure sensor also measures the actual voltage of the system’s
+3.3V supply rail. Using this measured value instead of a constant 3.3 when calcu-
lating the values read by the microcontroller’s ADC was considered. However it was
decided against doing this as it would require additional testing to see if it improved
results, or if it would only introduce more noise.

Sensors Not Used

It was desired to measure CO2 and air movement but sensors to measure these para-
meters were not included on the nodes. The low cost CO2 sensors examined typically
operated on 12V or more and made use of a heated element. The nodes do not have
a regulated 12V supply and it was undesirable to add a third positive voltage rail to
the nodes. The warm-up time of the heating element would have necessitated running
the heater constantly. There was concern that the small size of the node would have
meant that the heater would have affected the temperature sensors. The final and most
significant issue preventing the use of a CO2 sensor was that an appropriate supplier
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could not be found at the time of design and testing.
Air velocity is one of the main factors affecting thermal comfort and thus meas-

uring it is relevant for a sensor network studying thermal comfort. Unfortunately air
velocity meters designed for use in the open air (as opposed to measuring flow in a
pipe) are larger than the node and are costly. Locating an air speed sensor was also
problematic. It was undesirable to have sensors mounted so they stuck out of the node,
or were connected via a cable to it and mounted near by. It was also suspected that the
walls of the node’s case would restrict the flow too much for measurement of the air
speed to be performed inside the node’s case. Using a thermistor to produce a value
analogous to airspeed was considered. The principal of operation is that a thermistor
is kept at a temperature above ambient by a control loop that alternately measures its
resistance and heats it by driving current through it. Airspeed affects the cooling rate
of the thermistor, thus when airspeed is higher, the control loop has to heat the ther-
mistor more to keep it at the target temperature. Other design priorities prevented the
investigation and development of this sensor.

4.1.6 Sensor Calibration

Calibration of a number of the Ethernet node’s sensors was performed at the Centre
for Atmospheric Science which is part of the University of Manchester’s School of At-
mospheric and Environmental Science. The sensors tested were the pressure, humidity
and temperature sensors. The tests were performed to investigate whether there was
much variation between measurements of the same value made by different nodes, the
accuracy of the values, and to determine correction factors to map measured values to
true values.

Humidity and Temperature

The humidity and temperature sensors were tested at the same time as relative humidity
is a function of temperature. The reference measurement devices were a Retronix
Unicap S3 and a Retronix Hygroclip SC05. Two Ethernet Nodes were sealed in a
bell jar connected to a dew point generator. The Ethernet Nodes transmitted their
measurements to a laptop running the Data Receiver Server software and a PostgreSQL
database. The measurements from the reference instruments were logged to a file on
another computer. Figure 4.5 shows the experimental setup measuring the ambient
temperature and humidity prior to placing the nodes in the bell jar.
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FIGURE 4.5: Image from left to right: The beige box is the dew point generator; a red and grey
multimeter; the bell jar used in the experiments; the multimeter is connected to a reference hu-
midity sensor on top of two sensor nodes which have their front panels removed; blue Ethernet
cables connecting the nodes to modified Ethernet switches (green PCBs), which provide power
to the nodes and connect their Ethernet data connection to the Power over Ethernet supplying
Ethernet switch (dark beige box top right) that is on top of a router and connected to it with
a purple Ethernet cable; a router which provides DHCP functionality and is connected via a

yellow Ethernet cable to a laptop (not shown) which receives data from the nodes.
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The dew point was varied using the dew point generator. First the dew point was
swept from 2.7°C to 17.2°C over a period of 48 minutes. Next the temperature was
increased to 32°C over 20 minutes using a hot air source applied to the outside of the
bell jar. The temperature in the jar was decreased to –3°C by placing the jar in a freezer.
It was noted that the low temperature caused one node to stop working below 4°C and
the other at 0°C. Both nodes began functioning — intermittently at first, then normally
— once restored to a warmer temperature.
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FIGURE 4.6: A plot of the relative humidity measured by the two nodes and against the relative
humidity measured by the reference sensor. Linear trend lines are also shown, as is the equation

and R squared value for one of the trend lines. There are 447 points in the plot.

A program was written to read the results from the sensor nodes and the reference
sensors and output values with aligned timestamps to a file. Analysis of the data mainly
focused on the node’s SHT11 sensor as this is the most accurate and highest resolution
temperature and humidity sensor on the node. Analysis showed that both the humid-
ity and temperature measurements did not match closely to the reference values, but
were linearly related to the actual values, so are simple to correct. The results for the
humidity measurements shown in Figure 4.6 show that the humidity is incorrect by a
constant factor of about 1.29. The results above 80% RH were ignored since they were
recoded while the nodes were not operating correctly due to being frozen.
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The results for temperature are shown in Figure 4.7. They show that the temper-
ature that the sensors report is offset from the real the temperature by a constant 5°C.
Aside from the constant offset, the temperature reported by the SHT71 sensors had
an excellent linear relationship with the real temperature. The curve between 2°C and
12.5°C should be ignored for the purposes of calibration as it was recorded while the
node was warming up after being frozen — a state that had a detrimental affect on the
node’s functionality.
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FIGURE 4.7: A plot of the temperature measured by the two nodes and against the temperature
measured by the reference Retronix HygroClip SC05 sensor. Linear trend lines are also shown,

as are their equations and R squared values.

Pressure

The Pressure test was carried out after removing the nodes from the freezer for the
temperature test. This caused the nodes to function intermittently. It was possible to
complete the pressure test, since the nodes would send one reading each time they
were reset before they stopping working again. As the nodes warmed up they began
to function normally. The pressure test was performed by placing a reference pressure
probe in the bell jar with the nodes and connecting the sealed jar to an air pump. The
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reference sensor was a Baritron 750brdpcd2ga. Like the temperature and humidity
tests, the node’s readings were stored in the database. Unlike the tests the reference
pressure readings were recorded by hand on computer with timestamps taken from the
same clock that the sensor nodes used as a reference.

For the first part of the test the pressure in the jar was reduced to 13.5PSI. The
pressure was then returned to normal atmospheric pressure. The pressure was then
increased to 15.275PSI. The range of pressures the nodes were subjected to was chosen
to exceed the range of pressures they could be reasonably expected to experience under
normal atmospheric conditions.

The tests showed that the uncalibrated values of the analogue pressure sensors were
below the actual pressure by approximately 20 kPa, but that they did vary with chan-
ging pressure, and that the errors could be corrected for to produce accurate values if
required. Figure 4.8 shows a scatter plot of the pressure calibration results. There are
fewer points than for other plots because the reference samples were recorded manu-
ally, and because the nodes were operating intermittently due to having been frozen in
the earlier temperature calibration experiments.
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FIGURE 4.8: A plot of the pressure measured by the two nodes and against the pressure meas-
ured by the reference Baritron 750brdpcd2ga sensor. Linear trend lines are also shown, as are
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4.1.7 Case

The project required the sensor nodes to be in operation for an extended time period
and be subject to user interaction while operating. This resulted in the requirements
that the sensor node case be robust, be of a build quality above the typical lab prototype,
and not be unsightly. There were additional requirements that the case be cheap and
simple to manufacture; that it not inhibit airflow to the internal sensors; that it provide
a non-destructive method of wall mounting; and that it convey instructions for its user
interactivity.

The final design for the case — shown in Figure 4.1 — features 6 interlocking
pieces of acrylic. The pieces are primarily held together by friction, but four screws
connected to two internal pillars are used to provide a compressive force for added
security. The internal pillars also served to secure the internal circuit board in position.
The case was designed at the same time as the PCB layout was being finalised. This
was so that components could be moved to provide space for the case’s PCB supports to
reach the PCB without interfering with components, and so the case could be designed
to accommodate the Ethernet socket.

The acrylic pieces of the case were cut from a sheet of acrylic using a CNC laser
cutter. The laser cutting process was found to be very flexible and was used to achieve
some more sophisticated objectives. One example is the QR code which appears on
the front of the nodes. The QR code was produced by applying masking tape to the
approximate region of the front panel where the QR code should appear. Then using
the laser cutter on a low power setting, burning away the masking tape and a small
amount of the acrylic in the regions of the QR code which were to be painted white.
When painted with a spray paint the remaining masking tape protected the regions
which were to remain black, but filled the burnt depressions which were intended to
be white. The tape could then be removed once the paint was dry so that paint only
remained in the depressions forming the QR code.

The laser cutting process was also modified to achieve the objective of affixing the
node to walls in a non-destructive manner. This was done by applying double sided
foam tape to the approximate area from which the back panel of the node case was to
be cut from. When the back panel was cut the tape was also cut to perfectly align with
the edge of the case. The end result when assembled is that the wall-facing face of the
case has a layer of double sided adhesive foam pre-applied which perfectly follows the
edges of the node. It was decided to use foam tape as the method of installation since
it doesn’t require any drilling; and it is compressible meaning that it will conform to
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an uneven surface while holding the node steady. It also makes the nodes very simple
to install as one simply needs to peel off the backing paper covering the foam tape, and
then press the node’s adhesive side against the wall one wishes to install it to (after first
ensuring the location is dust free).

Clear acrylic light guides were cut using the laser cutting process. These fitted into
slots cut in two of the six pieces of the black acrylic case during their laser cutting
process. They guided light from three surface mount LEDs on the node’s PCB to the
front of the node.Having light guides rather than case mounted LEDs reduces the cost
as SMD LEDs are cheaper and require less labour to install. Subjectively the light
guides give the nodes an appearance of being higher quality than case mounted LEDs
would.

Psychological Considerations

While the nodes were being designed it was thought that the colour of the nodes might
influence the comfort votes — a blue coloured node might subconsciously suggest
cold to an occupant about to vote, or a red node might suggest hot to them. In order
to avoid introducing a bias to the occupant comfort votes careful consideration was
given to the visual appearance of the case design. The colour of the case was chosen to
be black as black doesn’t have a temperature commonly associated with it. Black was
also chosen to give the nodes a more stylish appearance. The question text ‘ARE YOU’
and QR code were coloured white as white also doesn’t have a temperature commonly
associated with it and it contrasts well with black.

The buttons and their associated labels ‘TOO HOT’, ‘JUST FINE’ and ‘TOO
COLD’ were given colours different to the white text to give visual cues as to which
button was for which option. The ‘TOO HOT’ button and text were coloured red as red
is considered a warm colour. The ‘TOO COLD’ text and button were coloured blue
as blue is considered a cool colour. The ‘JUST FINE’ text and button were coloured
green. This was because green isn’t thought to suggest a temperature but is a different
colour than the other temperature neutral colours already used on the node (black and
white).

Care was taken to make the total area of each colour used for the buttons and their
labels approximately equal. This was done to prevent one colour or option dominating
the appearance of the node which might appear to suggest a preferred option. This was
done by selecting words for each option with an approximately equal number of letters
so that the text could be arranged in a similar manner for each option while taking up
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a similar sized area. This is why term ‘JUST FINE’ was used rather than ‘Neutral’,
‘Comfortable’ or ‘OK’. ‘OK’ also has the problem of being commonly used on buttons
which confirm actions, which might result in people thinking they need to press it after
selecting one of the other options.

4.1.8 Power

The requirements that the nodes operate indefinitely with zero maintenance ruled out
the use of batteries as a sole means of powering the nodes. The large number of sensors
on the node results in a power usage which is too great to make energy scavenging
approaches practical. This left low voltage DC adapters powered by mains power as
the only viable long term option. A downside of using mains is that it requires running
a wire to the node. This limits the potential installable locations of the nodes to places
near power points — unless long cables are used. Long power cables add to installation
costs, and some consider them unattractive.

Since a sensor node will already have a cable running to it for communications, it
was investigated as to whether that cable could serve a dual purpose and supply power
to the node in addition to being a communication medium. The IEEE has a standard
for such a use case known as IEEE802.3af Power Over Ethernet (PoE) [54]. Ethernet
cables consist of four pairs of wires. PoE provides power by applying a differential
voltage between two or more pairs of wires. This does not affect the Ethernet commu-
nication as signal pairs are magnetically isolated; and the voltage applied to the pair is
a common mode voltage, which doesn’t affect the differential signal voltage.

Power over Ethernet requires some additional hardware in addition to voltage reg-
ulators in order to perform a handshake protocol. This protocol signals to the Ethernet
switch that the device supports Power over Ethernet and how much power the device
requires. This additional hardware adds cost to the node, but is offset by the fact that
many powered devices can share a single power-supply instead of requiring one each.

There was a requirement that the nodes could be installed without removing the
occupant’s access to the room’s Ethernet port. To meet this requirement it was de-
cided to use an Ethernet switch to share the port between the node and the occupant.
Since the node required power it was decided to put the PoE receiving hardware on
the Ethernet switch. These switches are discussed further in Section 4.2. Adding PoE
receiving hardware to the node, and both PoE receiving and supplying hardware to
the switch would have increased the cost of the system and required further hardware
design work to build the PoE supply hardware. Instead it was decided that the switch
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would receive power using IEEE802.11af PoE, but would simply supply 12V to the
spare pair contacts on one of its ports.

When it was time to deploy the Ethernet nodes there were delays in acquiring
the Power over Ethernet supply Ethernet switches. An alternative means of powering
the nodes and switches was used. A number of Ethernet cables were modified by
connecting a female DC power receptacle to the unused spare pairs of the Ethernet
cable. The connection was made in such a way that only the spare pair pins on the
unmodified end of the cable would be connected to the DC power. The unmodified
ends of these cables were connected to the Ethernet nodes. The modified ends of the
cables were connected to the Ethernet socket providing a connection to the network.
A 12V DC wall adapter was then connected to the power receptacle on the modified
cable to power the node. In the case that there were no free Ethernet sockets in the
installation area, an unmodified 5 port Ethernet switch was used to share the Ethernet
socket with the existing users and the node. Both the switch and the node were powered
with a wall adapter which was modified to have two plugs on the end of its DC output
cable. One of the plugs powered the Ethernet switch, the other powered the node via
the modified cable.

A high efficiency switching voltage regulator was used for the main 3.3V supply on
the node. This was to minimize the effect of component power consumption heating
the node and affecting sensor measurements. A cheaper linear regulator was used for
the 5V rail. This was acceptable as there are only two sensors powered by the 5V
rail. These draw very little current, resulting in little power dissipation in the voltage
regulator module.

4.1.9 Node Cost

The nodes were designed to be low cost; but with the exception that there would be
duplicate sensors - which would inform future design decisions and possibly lead to
cheaper future nodes. The total cost of all the components on the Ethernet Node’s
PCB is £57.34. The cost of PCB manufacture and assembly was £51.70 per board,
with an additional setup and tooling cost of £255 for the batch of 20. The cost of the
a 2030mm x 1500mm x 3mm acrylic sheet the cases for the node were cut from was
£177.30. Each node required 30290 mm2 costing £1.76. Each node required 200 mm
of adhesive tape which came from a 25m roll costing £15.07 — total cost of tape per
node was £0.12. There were an additional £13.91 of sensors and buttons mounted on
the case. This makes the total cost per node £137.58 excluding labour costs of painting
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the nodes, assembling the case and fabricated PCB.
The cost of the nodes can be reduced by removing the duplicate sensors. The

selection of which sensors to remove can be informed by the data collected by the
installed nodes. Removing some of the sensors directly reduces the cost; but also has
a compound effect on the cost as fewer sensors results in a smaller PCB — which is
cheaper to fabricate — and a smaller case — which requires less material. The cost
would be further reduced if the +5V rail was removed — by replacing the sensors that
operate on 5V with ones that would run on the 3.3V rail, or if they were removed
entirely — as this would eliminate the 5V voltage regulation hardware, again saving
on both component cost and board space. Manufacturing a larger number of nodes
would also reduce costs as components could be bought in larger quantities for a lower
cost per component, and a lower manufacturing price per PCB could be negotiated.

4.2 Power over Ethernet Switches

It was required that the installation of an Ethernet Node should not result in the discon-
nection of an existing device from its Ethernet connection. To achieve this in locations
where all available Ethernet sockets are already in use (or will be used in future) the
use of an Ethernet switch was required. It was originally planned to integrate a 3 port
Ethernet switch into the Ethernet node, however there was insufficient time to redesign
the node and debug both the switch software and hardware. Instead it was decided
to use low cost commercial Ethernet switches. As the use of Power over Ethernet
had already been decided upon for the project it was decided that the Ethernet switch
should be powered using Power over Ethernet to avoid consuming a mains socket. As
PoE powered Ethernet switches are targeted at businesses, there are no low cost con-
sumer versions available commercially. It was decided to modify low cost non-PoE
powered Ethernet switches to be powered by PoE.

A sample 5 port Ethernet switch was purchased, disassembled and assessed visu-
ally and electrically. It was found to be designed in such a way which made it readily
modifiable for the project’s needs. The switch was modified by removing the Ethernet
transformer from one of the Ethernet ports and attaching a custom designed PCB in its
place. The custom PCB performs the same role as the removed transformer — mag-
netically decoupling the Ethernet data signals — but also implements IEEE802.11af
Power over Ethernet. The custom PCB converts the received power into 12V DC which
it supplies to the voltage regulator input on switch’s PCB. The 12V is also supplied to
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the spare pair connections of another of the switch’s Ethernet sockets to provide power
to the Ethernet Node. The modified Ethernet switch with custom PCB is shown in
Figure 4.9.

FIGURE 4.9: The Power over Ethernet Switch circuit boards. The upper smaller board is the
PoE receiving board. The lower larger board is the Ethernet switch. The upper board receives
power using IEEE802.11af PoE from the left most Ethernet socket and supplies 12V to the

right most socket and the lower PCB.

4.3 Deployment

The main deployment of Ethernet nodes occurred early in September 2012 in which 15
nodes were deployed. Fourteen of the nodes were deployed across two floors of office
space in the Sackville Street Building, which is a grade 2 listed building owned by the
University of Manchester. The lower floor consisted of traditional offices, whereas the
upper floor is an open plan work place. The locations of the deployed nodes are shown
in Figure 4.10. This part of the building has two exterior walls and no floors above it.
The fifteenth node was deployed to an office located in the corner of the building, but
on the same floor as the lower floor to which the majority of the nodes were deployed
to.
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FIGURE 4.10: A map depicting the locations of nodes in the main deployment area

Two more nodes were deployed in October and December. One was located in
the office next door to the office the fifteenth node was deployed to. The other was
deployed to a student work space distant from the main deployment area.

4.4 Footstep Detector

While investigating possible sensors for the sensor node a footstep detector was con-
ceived of, designed, built and tested. The motivation behind the footstep detector was
that footsteps are indicative of occupancy — making the footstep detector a motion
sensitive occupancy detector which is not limited by line of sight. The design featured
a laser which was bounced between two mirrors which were suspended on thin plastic
cables and onto a light dependant resistor. The output voltage of the LDR was then fed
to a software implemented correlator. The correlator was created using LabVIEW and
matched the received signal against a reference signal taken of the output after a foot-
step. When the output of the correlator exceeded a threshold it asserted a footstep had
been detected, otherwise it indicated that no footstep had been detected. The prototype
detector is shown in Figure 4.11. The photo was taken inside a box filled with artificial
smoke to allow the path of the laser to be photographed.

The detector’s method of operation is hereby explained. Footsteps cause vibra-
tions in the surrounding area, the suspended mirrors when subjected to these vibra-
tions would themselves then vibrate. The mirror’s vibration would alter the path of the
laser. Since the laser bounced multiple times between the two mirrors, the affect of
the vibration would be multiplied since the laser’s path is adjusted in multiple places.
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Sensitivity may be adjusted by varying the number of reflections of the laser, though
this is limited by the fact that each reflection reduces the laser’s intensity. The de-
flection of the laser from its quiescent path is detected by the LDR — which under
quiescent conditions is covered by half the laser’s light circle — as an increasing and
decreasing amount of light exposure. The correlator distinguishes the detected vibra-
tion pattern created by footsteps from other vibration patterns which may occur in the
environment.

FIGURE 4.11: The footstep detector prototype

The footstep detector was found to work well, however it was not used in the sensor
nodes for a number of reasons. Its size was similar to the sensor node’s, which would
have made it difficult to integrate. While the effort required to build it was not signi-
ficant, producing 20 duplicates would have required too large an investment of time.
Additionally the correlator was implemented on a PC, and it was unclear whether the
8-bit microcontroller on the sensor nodes could perform the correlation without inter-
fering with its other operations. It was decided not to use the foot step detector before
any quantitative analysis of its performance was carried out. It is described here due to
its novelty and because the initial qualitative assessment of its performance suggested
that it is suitable for further development.



Chapter 5

System Software

This chapter describes the software written for this project both for the sensor nodes
and the server. Two of the most significant items are the software on the sensor nodes,
and a piece of software running on the project’s server called the Data Receiver Server
(DRS). The software on the node is responsible for initiating communication with the
DRS and for taking measurements at the times the DRS tells it to. This is discussed
in detail in Section 5.3. The DRS is responsible for coordinating the nodes and inter-
facing with a database to store the sensor readings from the sensor nodes. The DRS’s
functionality is discussed in Section 5.2.

5.1 Aspects common to both Server and Sensor Node

There is communication between software running on the server and the software run-
ning on the sensor nodes. As a result of this there are some aspects common to both
pieces of software. This section introduces those shared aspects.

5.1.1 Communication Protocol

The communication between the sensor nodes and the Data Receiver Server is bidirec-
tional over an Ethernet IP based network. This project uses User Datagram Protocol
(UDP) [55] for transmitting messages across the network. UDP was chosen as its
simplicity allows for lower latency in communication – which is important for syn-
chronizing the nodes times with the server. Figure 5.1 shows where the communica-
tion protocol used sits on the network stack. Communication is always initiated by the
sensor nodes as the server has no way of knowing the addresses of the sensor nodes or

61
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whether they are online. The nodes know the server’s address as it is preprogrammed
into them. The server always sends a reply to valid messages from sensor nodes, and
the reply always contains the current system time and the next time the node should
take measurement samples.

Physical Layer

Data Link Layer

User Datagram 

Protocol

System Protocol

Internet Protocol

FIGURE 5.1: Network stack
diagram.

There are two types of message a node can send, and
two types of message the Data Receiver Server can send.
The sensor node can send Introduction messages and
Sensor Readings messages. The Data Receiver Server
sends Who Are You messages and OK messages. The
message formats are described in detail in Appendix A.

The Introduction message describes how many
sensors the node has and of what type. It is sent when
a sensor node starts up, or in response to a Who Are You

message. The Who Are You message is sent as a reply
by the server if it receives a Sensor Readings message
from a node for which an Introduction message has
not been received. Figure 5.2 shows the sequence of
communication which occurs when an Introduction

message is sent.
The Sensor Readings message contains the sensor readings for the sensors de-

scribed in the node’s Introduction message, and the timestamp of when they were
taken. The server responds to Sensor Readings messages with either the OK message
— if the node has previously introduced its self — or with the Who Are You mes-
sage. The OK message acknowledges the reception of the Sensor Readings message
and maintains the sensor node’s clock and updates the time the next readings should
be taken. If the node doesn’t receive an OK message within a time limit after send-
ing a Sensor Readings message then the Sensor Readings message is resent. This
sequence of communication caused by a Sensor Readings message is depicted in
Figure 5.3.

The acknowledgement function of the OKmessages and the resending of the Sensor
Readings message is an important feature of the communication protocol. This is be-
cause the UDP protocol used for communication does not guarantee message delivery.
Since the communication medium is wired Ethernet, very little packet loss was expec-
ted. So it was assumed that only one retry was necessary — if both failed then there
is likely to be something wrong with the network and sending more packets would not
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help.

Ethernet Node Server Database 

Introduction 

Is node registered? 

Yes/No 

If node is registered 
Update node details 

If node is not registered 

Register node 

Create node data table 

OK 

FIGURE 5.2: The sequence of communication triggered by an Introduction message.

5.1.2 Time

The subject of representing absolute time over long periods is very complex and nu-
anced. In day to day life, time is represented as a year, month, day, hours, minutes,
and seconds; which seems simple enough until you consider factors such as leap years,
leap seconds and daylight saving time (DST), as well as political changes as to when
or whether DST applies. Writing software which represents time in this way and takes
into account all the exceptions to the general rules and the exceptions to the exceptions
is a very difficult task to do correctly. Indeed it’s impossible to create a stand-alone
clock which represents the current date and time in this form as this form is subject
to change — such as the day daylight saving time takes effect changing for political
reasons. Since representing time in this manner would have required writing a large
amount of code for the sensor nodes, and would most probably fail to handle all the
exceptions to the rules and thus become inaccurate at some point, an alternative was
sought.

“Unix time” is the way time is represented in Unix based computers. It represents
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Ethernet Node Server Database 

Sensor Readings 

Is node registered? 

Yes/No 

If node is registered 

Add new readings to table 

If node is not registered 

Introduction 

OK 

Who Are You 

FIGURE 5.3: The sequence of communication triggered by a Sensor Readings message.
The Introduction message sent in response to the Who Are You message will trigger the

sequence shown in Figure 5.2.

time as a 64-bit integer number of seconds since midnight on January 1 1970 [56]
— that date is referred to as the Unix ‘epoch’. The number of milliseconds past the
second is stored separately. This is a much simpler system of representing time that
sidesteps all the complexities and political issues of the previously discussed system.
It was decided that this system was also unsuitable for the sensor nodes. This was
because working with 64-bit numbers on low power microcontrollers is computation-
ally expensive and sub-integer precision was desired, but not to millisecond accuracy.
Instead a custom time format was created which was inspired by the Unix time format.

In the time format used by this project time is represented by an epoch and the
number of ticks since that epoch. A tick is a period of 50 milliseconds. The epoch
is an 8-bit number used to identify a day. It is used to prevent confusion as to which
day measurements belong to — without it there could be ambiguity as to which day
measurements taken around midnight belong to should they get delayed. The epoch is
advanced one value at midnight each day. Zero is not a valid epoch value. There may
appear to be a problem as this system can only uniquely represent 255 days and the
sensor nodes are intended to collect data for years. The small number of uniquely iden-
tifiable days is not a problem as in this time system the ticks only represent absolute
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time since the current epoch; and the epoch is used to identify on which of the previous
255 days a message was sent relative to the current day. This means that as long as
a message takes less than 256 days to arrive then the server can always determine at
what time its measurements were taken. The server converts the custom time format
to the standard time format used by the PostgreSQL database when storing readings.
The server’s time is defined as the correct time, the nodes attempt to minimize the
difference between their local clock’s time and the server’s time.

5.2 Data Receiver Server

The Data Receiver Server (DRS) performs several important functions. The DRS is
the software that the sensor nodes communicate with. It maintains the system clock on
which the sensor sampling is scheduled. The DRS tells the sensor nodes the current
time and when they should next take samples, and the sensor nodes send the samples
to the DRS. The DRS manages a PostgreSQL database [57]. It registers new nodes
in the database, creating tables and the functions to input data into them as necessary.
When samples are received from nodes it stores the readings in the database. Figure 5.4
shows the relationship of the DRS, nodes and database. Physically both the DRS and
the database are running on the same machine, and are connected using the loopback
adepter rather than physical Ethernet cable.

Node 1

Node ..

Node N Network
Data 

Receiver 

Server

PostgreSQL 

Database

FIGURE 5.4: A diagram showing the relationship of the nodes, the DRS and the database.
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5.2.1 DRS Operation

When the DRS starts it initialises the UDPServer module, and if that is successful
it sends an email [58] to the system administrator that the DRS has started. The
UDPServer module encapsulates the core communication functionality of the DRS.
When started the UDPServer opens a UDP port to receive messages from the nodes
and creates a new thread to listen to that port and handle any received packets.

When a packet is received the UDPServer checks if the packet starts with a magic
number [59, 60] indicating it is a message from a node. If the magic number is incorrect
the packet is discarded. If it is correct the server attempts to interpret the packet as a
message. If the message has successfully been decoded and has a valid epoch the
UDPServer thread passes the message to a thread from the system thread pool, and
then returns to listening to listening for more packets. If the packet was valid but it
had an invalid epoch then the UDPServer thread replies to the packet’s source address
with an OK message to tell the node the correct time. Passing the received message to
the system thread pool for processing is done to allow parallel processing of messages
which are received in close temporal proximity.

When the system thread pool is given a message to process it assigns an existing
available thread to process the message. The processing of the message begins with
obtaining a connection to the PostgreSQL database. What happens next depends on the
type of message that is being processed. If the message is an Introduction message
then an OK message is sent in reply, and then the sensor node is registered in the data-
base (if it hasn’t already been registered). If necessary, appropriate tables for storing its
sensor readings and stored procedures for inserting them — as well as performing other
operations — are created. If the node has already been registered then no changes to
the database are made. If the number of sensors has changed then the database entries
for the node’s sensors are changed. Currently the server does not check if the sensor
data type has changed, and does not modify the sensor readings table for the node to
reflect changed sensors. As a result, nodes that change their sensors are incompatible
with the current version of the DRS.

If the message being processed is a Sensor Readings message then the database
is queried to see if it is from a node which has been registered. If it isn’t then a
Who Are You message is sent in reply to ask the node to register itself. If the node
is registered then an OK message is sent in reply. After the OK reply has been sent,
the sensor readings in the message are stored in the database. The time it took from
receiving the UDP packet to adding the sensor readings to the database is then recorded
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to a performance log file. The DRSMonitor program is then sent a message indicating
that sensor readings for a particular node have been successfully received and added to
the database.

5.2.2 System Clock Implementation

Creating a clock which has precise updates of short time periods and which maintains
accuracy over long periods of time on a multitasking operating system (OS) is not a
simple matter. The timer libraries provided with most programming languages are typ-
ically intended for use in tasks which do not require long-term accuracy. Additionally
they do not guarantee that the time between the events they raise will be exactly what
was requested as they are subject to the OS’s scheduler. The OS does provide timers
with guarantees about the regularity of events in the short term, but these are intended
for media playback applications and are subject to drift in the long term.

Because of these problems this project took an approach to updating the system
clock which didn’t involve using timers that generate events at regular intervals. Since
the time format used by the project measures time in 50ms ticks past midnight UTC,
one can determine in absolute wall clock time when the next tick is. When the system
clock is started an event is scheduled to call the time update method at the time of the
next tick. When the time update method is triggered by an event, the time is updated.
After the time is updated the current wall clock time is obtained from the OS and the
number of milliseconds until the next tick is calculated. A timer is then created to
generate an event in that many milliseconds time to update the system clock.

Using this method the system clock maintains accuracy over long periods of time,
but is still subject to the jitter [61] problems of using the timer libraries [62]. The jitter
however is not considered to be a major problem since it is much less than the 50ms
of a clock tick. There is however a problem with this method in that it relies on the
accuracy of the OS’s time. If the OS time is incorrect or drifts then so will the project’s
time. Indeed it was found that when the OS performed a network time update it was
causing sensor reading data to be lost as new data had the same timestamps as already
existing data. To address this, steps were taken to force the OS to synchronize its time
with an external server more frequently to avoid its clock becoming too inaccurate.
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5.3 Sensor Nodes

The software on the sensor nodes is responsible for establishing communications with
the central server, taking measurements at the time specified by the central server and
sending the measurements to the central server. The software works as a finite state
machine. Figure 5.5 shows the states of the sensor node’s Finite State Machine (FSM)
and transitions relating them.

5.3.1 Communications

The node communicates using wired Ethernet. A modified version of the Microchip
TCP/IP library [63] is used to control the node’s Ethernet hardware. The library was
modified by removing unused parts to save space and patching a bug. The bug was
located in the MACPut function of the ETH97J60 file in the 2010-10-19 version of
the Microchip TCP/IP library. The function was supposed to write a byte of data to
the EDATA register to be sent by the Ethernet hardware. The bug was in a line of
inline assembly where a movff instruction was reading from a C variable rather than
the hardware register which the C variable had been assigned to in the line above the
erroneous line. The result of this bug was that no data was written to the register, so no
messages sent contained any data.

When the node starts up its first priority is to establish Ethernet communications.
First the Ethernet library is configured with default settings and the node’s MAC ad-
dress which is read from an external preprogrammed EEPROM chip. The Ethernet
library is then used to activate the Ethernet hardware. All this takes place in the reset
state. The reset state also initilizes the different modules; performing actions such as
configuring the LEDs for output, setting the clock to the default invalid time, and re-
setting the sensor statistics. The node then waits in the macUnlinked state until the
Ethernet hardware reports that there is a valid connection at the hardware level to an-
other device. When this occurs, the node transitions to the invalidIP state. In this state
the node attempts to use DHCP [64] to obtain an IP address for itself, or use a default
pre-programmed one if it has been configured not to use DHCP.

After obtaining an IP address the node moves to the beginDNSLookup state. In
this state the node attempts to initiate a DNS lookup to obtain the server’s IP ad-
dress using the url for the server which was preprogrammed into the node. The node
will make multiple attempts to contact a DNS server. Should it fail repeatedly it
will move to the unknownServerIP state. In the unknownServerIP state the node
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FIGURE 5.5: The finite state machine of the Sensor Node. Not shown are the transitions from
all states with grey backgrounds to reset state which occur when the Ethernet MAC layer is
not connected. Also all states transition to reset 5 minutes after the last message received from

the server or last reset.



CHAPTER 5. SYSTEM SOFTWARE 70

selects the preprogrammed IP address of the server to be used and then moves to
the unknownServerMAC state. If it succeeds in contacting a DNS server in the
beginDNSLookup state, it moves to the waitingForDNS state to wait for the response

to the DNS lookup request. The node waits a timeout period for a successful DNS re-
sponse. Should it not arrive within that time it moves to the failureDNS state. The
failureDNS state is a placeholder state for additional error handling. It does nothing

except move the node to the unknownServerIP state. If there is a response identify-
ing the server’s IP address the node stores the server’s IP address and moves to the
unknownServerMAC state.

In the unknownServerMAC the node repeatedly sends an ARP request and waits
for the response. When it receives a response it stores the server’s MAC address and
moves to the portNotOpen state. In the portNotOpen state the node opens the local
UDP port it will use to communicate with the server.

At this point the low-level initialisation is complete. The node then moves to
the sendIntroduction state to begin the application layer initilization by sending the
Introduction message to the server using UDP. The node will then transition to the
waitingForIntroReply state to wait for the server’s reply. If the timeout of 200 ticks (10

seconds) on the server’s reply expires, it moves back to the sendIntroduction state to
try sending the introduction again. If the node does receive a response from the server
in the waitingForIntroReply, state then the initilization is complete and it transitions
to the waitingToTakeMeasurements state.

5.3.2 Data Collection

When in the waitingToTakeMeasurements state several tasks are performed. The node
checks for and handles any messages received from the server. Next the microphone
is sampled and the audio statistical measurements (average and peak sound level) are
updated with the new sample value. The current time is then checked to see if it is time
to begin taking measurements. If it is, then a function call is made to start the SHT11
sampling its temperature sensor, as it takes several hundred milliseconds to sample.
The node then moves to the state slowMeasurementsStarted. If it isn’t time to start
taking measurements then the node remains in the waitingToTakeMeasurements state.

The slowMeasurementsStarted state continues to sample the microphone like the
waitingToTakeMeasurements state, but does not check for messages from the server

as handling these may delay sampling of the sensors. The time is checked to see if it is
appropriate to initiate the next phase of measurement collection. If it is, a function is
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called to record the result from the SHT11’s temperature sensor and start it sampling
the humidity. The node then moves to the takeMeasurements state. If it is not the
correct time the node remains in the slowMeasurementsStarted state.

In the takeMeasurements state the node samples the microphone and updates the
audio statistics. It then checks the time to see if it is time to sample the remaining
sensors. If it is, then the node obtains the humidity reading from the SHT11 sensor
and samples all the other sensors. Where possible sensor sampling is done in parallel
to minimize the time between samples being taken. The current time is then recorded
to be used in the Sensor Readings message that will be sent to the server. The node
then moves to the waitingToSendMeasurements state. If it isn’t time to sample the
sensors then the node remains in the takeMeasurements state.

The waitingToSendMeasurements state exists to prevent all nodes from sending
their data samples to the server at exactly the same time. In this state the node continues
to sample the microphone and update the audio statistics. It also checks the time to see
if it is time to send the measurements. The time to send measurements is after a fixed
delay after the sampling time. The delay is different for each node as it is calculated
using a 24 bit Fowler–Noll–Vo (FNV) hash [65] of the Network Interface Controller
identifier part of the node’s MAC address [66]. The delay ranges between 0 and ap-
proximately 12.8 seconds. If the time is correct then the node sends the sampled sensor
values in a Sensor Readings message to the Data Receiver Server and moves to the
measurementsSent state. Otherwise it remains in the waitingToSendMeasurements

state.
In the measurementsSent state the node samples the microphone, updates the au-

dio statistics and checks for a response from the Data Receiver Server for the previ-
ously sent Sensor Readings message. If there is a message and it’s an OK message
then the node moves to the waitingToTakeMeasurements state. If the message is a
Who Are You message, the node sends an Introduction message but remains in the
measurementsSent state. If no OK message is received within a timeout period of 200

ticks (10 seconds), the node resends the previously sent Sensor Readings message
and moves to the resentMeasurements state.

The resentMeasurements is a placeholder state where additional error handling
can be added to check for a response to the re-sent Sensor Readings message. At
present the state provides no functionality other than to transition the node to the
waitingToTakeMeasurements state.
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5.3.3 Time

It is important for the sensor node to maintain an accurate track of time in order to
properly synchronize taking measurements and desynchronize sending them. When
reset, the node sets the epoch value to zero to indicate it doesn’t know what the correct
epoch is. The node uses the 16-bit “Timer1” to generate high priority interrupts every
50ms to increment the tick count. During these interrupts a software watchdog timer
is decremented. This timeout is used to reset the node should it reach zero. Its initial
value is 6000 which when decremented every 50 milliseconds gives 5 minutes. The
value is reset to 6000 every time the node receives a message from the server.

When the node receives a reply from the server, the timestamp included in the
message is used to update the node’s time. If the node’s epoch is different to the epoch
in the message from the server, the node assumes that its time is invalid and changes
its time to match the timestamp in the message from the server. This guarantees that
the nodes time will be set to an incorrect value as the timestamp in the message from
the server is of a time in the past. This is not a significant problem because the time
difference between that timestamp and the true time is only the amount of time the
message took to be sent, travel across the network and be received. If that time is less
than 1 tick (50 milliseconds) then the clock will be changed to the correct value. If
it’s greater then the clock will be corrected when the node next communicates with the
server. If the epoch in the message from the server matches the node’s epoch, then the
number of ticks is updated to the time the server said it sent the message plus half the
round trip time (the time between sending the message to the server and receiving the
reply).

If the round trip time was over 2000 ticks (100 seconds), it is assumed something
went wrong and that the node’s time is invalid. The node’s time is then changed to
be the same as the time the server said it sent the message. While this guarantees the
node’s current time will be behind the server’s current time, it also guarantees that
the previous inaccurate state will be significantly improved, and that the node’s time
should be properly synchronized by the next communication with the server.

5.4 Weather Data

Weather data is sent to the central server from the Whitworth meteorological station
in a UDP packet every 30 seconds. Software running on the central server called
‘WeatherReceiver’ receives the weather reading UDP packets, parses them and stores
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them in the PostgreSQL database. Any errors the program encounters are written to
a log file and also sent in UDP packets to a port on the loopback address which is
listened to by another program called ‘WeatherMonitor’. The WeatherReceiver also
sends an ‘OK’ message to the WeatherMonitor program every time it successfully
stores received weather readings in the database. The WeatherMonitor program is
described in Section 5.5.3.

5.5 Status Assurance

Since the system is required to collect data for an indefinite period greater than a year
it is important that steps be taken to maintain its operation. The philosophy used to
maintain system uptime is that failures shouldn’t be silent — that any unusual events
be reported to the system administrator so that they can be investigated or remedied
as needed. In order to do this a number of programs were written to monitor the state
of the programs collecting data. The job of these programs is to perform automated
recovery in the event of errors, and to alert the system administrator of any problems
or unusual events. The reason for separate programs monitoring the state of the data
collection programs is that if a fatal error occurred in the data collection program then
that program is no longer running and thus can’t send the error message or start a new
instance of itself.

5.5.1 SendAlert

The ‘SendAlert’ program is a simple command-line program that sends an email to
the system administrator. When invoked, the command-line parameters are used for
the contents of the email. If the first parameter begins with “-StartService” then the
program also attempts to start a service running whose name is specified in the first
parameter after a space after the “-StartService” flag.

The SendAlert program is invoked by the OS in the event that any of the service
programs written for this project fail. It is used to automatically re-start the failed
service and to inform system administrators that the service failed. If the DRSMonitor
and the WeatherMonitor guard the data collection programs, then SendAlert is the
program which guards the guards. Trust is placed with the OS to invoke SendAlert
when needed. There are no higher levels of meta-monitoring programs since if the OS
can’t be trusted, then any additional programs running on that OS can’t either.



CHAPTER 5. SYSTEM SOFTWARE 74

5.5.2 DRSMonitor

The DRSMonitor program is a program which monitors the status of the DataRecei-
verServer program. It is run automatically by the OS as a service. The DRSMonitor
checks how many instances of the DataReceiverServer program are running and starts
or stops them as necessary, to ensure that there is always exactly one instance running.
It logs to disk any errors or important events such as starting a DRS instance. It also
sends notifications of these events by email to the system administrator.

5.5.3 WeatherMonitor

The WeatherMonitor program serves to monitor the status of the WeatherReceiver pro-
gram and to alert the system administrator about any problems. It is started automat-
ically by the OS as a service. If the WeatherMonitor detects the WeatherReceiver is
not running, it starts a new instance of it. Whenever the WeatherMonitor starts the
WeatherReceiver, it sends an email indicating this. If the WeatherMonitor detects that
there it more than one instance of the WeatherReceiver, it terminates them all and starts
a new instance. If the WeatherMonitor doesn’t receive any ‘OK’ messages from the
WeatherReceiver for over 5 minutes, it starts to send emails indicating that there is a
problem, and for how long it has been since the last reading was received. The period
between each email is doubled each time one is sent. The error emails stop being sent
when an ‘OK’ message is received. This resets the period to wait before sending an
error email, and triggers an email to be sent indicating readings are being received
again.

5.6 Smart Meters

The university has a system of ‘smart meters’ which are networked fiscal energy
meters. These meters record the usage of parameters such as electrical power (both
active and reactive), gas, water and steam. These recorded readings are stored in a
database at 30 minute intervals. A program was written which interfaces with this
database each night and retrieves the previous day’s readings for selected buildings
and stores them in the project’s PostgreSQL database.

There are several reasons for copying the data from the university’s server to the
project’s server. The interface to the university’s database does not allow complex
queries to be run unlike the project’s database. It reduces the load on the university’s
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database as data is retrieved only once rather repeatedly as analysis is re-run. It means
that only one type of database interface is required for the analysis software. It also en-
ables the provision of limited access to selected meters wouldn’t be allowed or possible
with the university’s database.

5.7 Database

A database was used to store the sensor data for this project. The database chosen for
use in this project is the PosgreSQL database [57]. This is a well proven open source
SQL database.

5.7.1 Database Structure

Each node has a table in the database to store the data received from that node. There
are four other tables which store metadata about the nodes and their database tables.
This structure was chosen as it minimized duplication of data, and simplified searching
for and retrieval of data programmatically.

tblNodes

tblNodes is the primary metadata table. It stores the list of registered nodes. There is
one row for each node. The SQL statement for creating this table is shown below:

CREATE TABLE "tblNodes"

(

"NodeID" numeric(20,0) NOT NULL ,

"PublicID" bigserial NOT NULL ,

"SocketAddress" text ,

"NumberOfSensors" integer ,

"LastSeenTime" timestamp with time zone ,

"IsAlive" boolean ,

PRIMARY KEY ("NodeID"),

UNIQUE ("PublicID")

)

NodeID is the unique ID used to identify each node. It is based on the node’s MAC
address which is burned into flash memory on each node. The numeric data type can
store numbers to arbitrary precision. It is configured here to store 20 significant figures
with no fractional parts. The reason for using the numeric type is because the NodeIDs
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are 64 bit unsigned numbers (often with their most significant bit set to 1), whereas the
largest standard integer type that PostgreSQL supports is signed 64 bit integer. While
the unsigned 64 bit NodeIDs could be stored as signed values, it was decided that they
should be stored in a manner that keeps their sign and apparent value correct. This
was to avoid any potential bugs where a signed to unsigned conversion was missed,
particularly when converting the number to a hexadecimal notation.

PublicID is an ID number assigned by the database. Each node gets assigned a
PublicID when it gets an entry added to this table. The purpose of this ID is to allow the
node sensor data tables to be distributed anonymously, while maintaining a consistent
manner to refer to the tables. Internally the tables and nodes are referred to by their
NodeID; but externally they can be renamed using the PublicID to Node1, Node2 etc.
This enables people to consistently discuss the tables without knowing which table is
from the node in which room. SocketAddress is the network address (IP and port
number combination) that the last communication from the node was received from.
It is stored as text so as to be convieniently human readable. NumberOfSensors is
the number of sensors on the node. LastSeenTime is the time of the last transmission
from the node. IsAlive indicates in a convenient manner whether the DRS timeout
for the node has expired or not.

tblSensorTypes

tblSensorTypes stores the different types of sensors the nodes use. This table is filled
out by hand prior to any nodes being installed. It is used to relate the SensorType

numbers the nodes identify their sensors by to human readable identifiers. The SQL to
create the table is shown below:

CREATE TABLE "tblSensorTypes"

(

"SensorType" integer NOT NULL ,

"SensorDescription" text ,

"Units" text ,

PRIMARY KEY ("SensorType")

)

SensorDescription is a human readable identifier of the sensor, typically identifying
what the sensor measures and possibly the part number of the sensor. Units contains
a text string identifying the units the sensor readings are in such as °C or kPa.
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tblSensors

tblSensors stores which sensors are present on which nodes. There is one row per
sensor on each node. It is also a link table linking tblNodes to tblSensors. The SQL
used to create it is shown below:

CREATE TABLE "tblSensors"

(

"NodeID" numeric(20,0) NOT NULL ,

"SensorID" integer NOT NULL ,

"SensorType" integer ,

"DataType" integer ,

PRIMARY KEY ("NodeID", "SensorID"),

FOREIGN KEY ("NodeID") REFERENCES "tblNodes" ("NodeID") MATCH

SIMPLE ON UPDATE NO ACTION ON DELETE NO ACTION

)

NodeID is the node identifier. It references the NodeID in tblNodes. SensorID is
the sensor identifier. Each sensor on a node has a unique ID number; this field stores
that number. The primary key is made up of both the NodeID and SensorID. This
means that there will be only one row for a particular sensor on a particular node.
SensorType stores the type of sensor. It references SensorType in tblSensorTypes.
This referencing isn’t enforced by the database engine using constraints. This is to
allow nodes to register with new types of sensors before those sensor types have been
added to tblSensorTypes. DataType stores the data type of the data from this type
of sensor (signed or unsigned integer or floating point) and its size in bytes. This field
is described more in Appendix A.

tblNodeLocations

tblNodeLocations is an extra table that is not required for system operation but
was created for convenience and maintenance purposes. It stores human readable text
names or descriptions of the locations of each node. This enables one to find out where
a node is located in the real world from its NodeID. The SQL for creating this table is
shown below:

CREATE TABLE "tblNodeLocations"

(

"NodeID" numeric(20,0) NOT NULL ,

"LocationText" text ,

"Position_X" double precision ,
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"Position_Y" double precision ,

"Position_Z" double precision ,

CONSTRAINT PRIMARY KEY ("NodeID")

)

NodeID is the node identifier. It references the NodeID in tblNodes. LocationText
is a text string naming or describing the location of the node. It is typically a room
number or name. Position [X|Y|Z] are intended to store the nodes position in the
building as 3D coordinates. They were not used in practise.

The NodeID is intended to match the NodeID in tblNodes. There is no constraint
to ensure that the node described exists in the system. Such a constraint would avoid
entering invalid NodeIDs; but would prevent assigning a location for a node in the
database before the node has been activated in the real world and performed its first
registration. The

Node sensor data tables

Each node has its own table for its sensor data. The tables are named tblNode[NodeID]
where [NodeID] is the node’s NodeID expressed in hexadecimal as an uppercase string
of 16 characters. The tables for each node can contain different fields as nodes may
have different numbers and types of sensors. The only field common to all tables of
this type is the TimeStamp field. This field is the primary key as there is one row per
data sample, where a data sample from a node contains the data from all the sensors
on that node at a particular time. The remainder of the fields in the table are named
Sensor[SensorID] where [SensorID] is the ID of a particular sensor on that node.
The sensor fields have a data type appropriate to the sensor they store data for. SQL to
create a node sensor data table would resemble the SQL below:

CREATE TABLE "tblNodeC47345FEFFA30400"

(

"TimeStamp" timestamp with time zone NOT NULL ,

"Sensor0" real ,

"Sensor1" real ,

"Sensor2" smallint ,

"Sensor3" integer ,

...

"Sensor15" smallint ,

"Sensor16" smallint ,

PRIMARY KEY ("TimeStamp")

)
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5.8 Publication of Data

The project’s server is configured to run a script every Sunday. The script saves a
copy of all the Ethernet node sensor data to a file. The file is processed to replace the
node MAC addresses with anonymizing numerical identifiers and compressed. The
anonymizing numbers used are the PublicID numbers assigned to each node described
in Section 5.7.1. The compressed file is copied to a folder which is publicly accessible
via URLs listed in Appendix C. The smart meter data and the weather data is not made
available, as the rights to distribute those datasets are owned by other parties.

5.9 Conclusions

The system software has functioned as intended for over a one year period, and con-
tinues to do so. The only interruptions to operation have been due to external factors.
The system automatically recovers once the external factors have been resolved, and
correctly sends notifications of the start and end of interruptions as designed. The con-
clusion drawn from this track record is that the system software is fit for purpose and
works well.



Chapter 6

Analytical Methods Used

This chapter describes a number of techniques used in the analysis of the data collec-
ted from the nodes. The use of these techniques to perform the analysis of the data
collected from the nodes is described in Chapter 7. This chapter describes what these
techniques do and how they work. The result of these techniques on some example
data is presented to illustrate and aid understanding of their effects.

6.1 Example Dataset

To aid the description of some of the methods that are described in this chapter, two
example datasets have been produced. Dataset 1 consists of two groups of 50 points
randomly generated from Gaussian distributions with standard deviations of 1 and 5.
They have been rotated by 45 degrees anticlockwise. One group has been translated
by 15 units in both positive x and y directions. Dataset 2 consists of two groups of
50 points randomly generated from Gaussian distributions with standard deviations
of 1 and 10. They have been rotated by 45 degrees clockwise. One group has been
translated by 5 units in both negative x and y directions and the other by 5 units in the
positive x and y directions. These have been plotted in Figure 6.1.

6.2 Principle Component Analysis

Principal Component Analysis (PCA) is a method for creating a coordinate transform
matrix W which transforms data from data space to PCA space. The PCA space will
have as many axes as there were parameters in data space, and all the axes are ortho-
gonal to each other. The matrix transforms data so that it is aligned to the axes of PCA

80
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FIGURE 6.1: Example Datasets

space according to its variance. The transformed data is aligned so that the direction
of maximum variation runs along along the first PCA axis. For each subsequent axis,
the data is transformed (without changing the alignment of previous axes) such that the
direction of maximum variation (which is also orthogonal to all the previously found
directions of maximum variation) is aligned to the axis being considered. This means
that in PCA space the first axis is the direction of most variation, the second axis the
direction of second most variation, all the way through to the last axis which is the dir-
ection of least variation. The transformed data values are called scores and are stored
in a matrix T . The scores are calculated by multiplying the input data in matrix X

by the W matrix so T = XW . When applied to physical systems the columns of the
X matrix represent different measured parameters. The rows represent sample values
taken at a common instant of time. In abstract systems the rows represent coordinates
in an N dimensional space, and the N columns represent the axes of that space.

PCA is commonly used for dimensionality reduction. This is achieved by remov-
ing some of the axes with least variation. This is because the axes with most variation
contain the majority of the information describing the data, and the axes with least
variation only contain minor details. Indeed an axis with no variation contains no in-
formation at all. Figure 6.2a shows the results of PCA on dataset 1. The two variables
were both strongly correlated with each other in dataset 1. The result of PCA was that
two correlated variables were mapped onto a single axis which describes the majority
of the variation of the data, and a second axis with only minor variation. It is stand-
ard procedure with PCA to mean centre the data and normalize it. In this example
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the normalization step hasn’t been performed to make visual comparison with the un-
transformed data easier. PCA makes no distinction between different classes within a
dataset, as such it was applied to the example datasets as if the data from both groups
were a single group. As such the colour and marker type of the points only serve to
illustrate how the example data was transformed.
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FIGURE 6.2: PCA Results

The PCA transform isn’t just a sequence of rotations of the data (although it could
be performed as such). Implementations of the PCA transform typically determine the
direction of maximum variation and put appropriate numbers in the W matrix to align
that direction to the PCA axis. For example a 2D PCA transform could be performed
by using Least Squares fitting (discussed in Section 6.4) to find a line of best fit. One
then needs to create a matrix to transform the data so that the line runs along the x-axis.
Which direction along the line of best fit becomes the positive direction of the axis is
subject to implementation details. One could use the slope of the line found to create
a rotation matrix to rotate the data to make the line run along the x-axis. A different
method of doing PCA may have the transformed data mirrored in either or both axes.
If one examines the example datasets in Figure 6.1 and the transformed versions in
Figure 6.2, one can see that the transform of dataset 2 could be achieved with just
rotations, but the transform of dataset 1 requires a reflection.

For datasets with more than two variables one needs to find multiple directions of
maximum variation which are all orthogonal to each other. With N variables one needs
to find N− 1 directions of maximum variation. This can be done by first finding the
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overall direction of maximum variation as in the 2D case discussed in the previous
paragraph and storing the resulting transform for the first PCA axis. Then to find the
transform for each subsequent PCA axis one can subtract all the already found prin-
cipal components from the un-transformed input data and then find the new direction
of maximum variation. The subtraction of the already found principal components
eliminates the variation in the directions they are aligned. The result of this is that
when the new direction of maximum variation is found it will be orthogonal to them
(as directions not orthogonal to them have just had their variance reduced); and it will
also be the direction with the next most variation, as the directions are found in order
of size.

There are many methods of performing PCA with various advantages and disad-
vantages. The non-linear iterative partial least squares (NIPALS) algorithm works in
a similar manner to what was described in the previous paragraph. It is used on high
dimensional data when one only wants the first few principal components. This is be-
cause it calculates the principal components one at a time so only the components that
are needed get calculated. The disadvantage is that with each principal component cal-
culated numerical error accumulates due to the finite precision of computer numerical
representations. This results in an increasing loss of orthogonality between the prin-
cipal components. The PCA transform matrix can also be found via calculating the
covariance matrix or the correlation matrix. These take more calculation to find than
NIPALS but guarantee orthogonality and calculate all principal components at once.
In practise singular value decomposition (SVD) is normally used instead. The specific
details of these methods are beyond the scope of this chapter.

For further information and more mathematically rigorous descriptions of PCA
see Multi- and Megavariate Data Analysis [67] and the PLS Manual [68]. Multivari-
ate Data Analysis by Cooley and Lohnes [69] provides some example data and some
transformed result values (although one value has an error).

6.3 Linear Discriminant Analysis

Linear Discriminant Analysis (LDA) is similar to PCA in that it is a method where you
input data in a matrix X and get back a coordinate transform matrix W which maps
the input data into a new coordinate space using matrix multiplication. The equation
S = XW describes the transformation of the input data into the LDA coordinate space,
where S is the matrix of LDA scores. Unlike PCA which operates on the data X
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alone, LDA requires labelled data. The labels specify which class each row of the X

matrix belongs to. LDA is different to PCA in that PCA attempts to maximize the
variance in each axis, but LDA attempts to maximize the variance between classes
while simultaneously minimizing the variance within a class. The result of this is that
along an axis the data points of different classes get separated (if possible) and the
points of the same class tend to occupy the same region.

Like PCA the axes are ordered in how well they achieve the objective of the
method, so the first LDA axes have the most separation between classes. This makes
LDA particularly suitable for classification problems as having good separation between
different classes is beneficial for many types of classifier, or it may enable the use of
a simpler classifier. For example the input data in Figure 6.1 could be classified by
drawing a straight line between the two classes, but in the LDA transformed data in
Figure 6.3 one only needs to check if the x axis value is positive or negative to assign a
class. Contrast this with the PCA results in Figure 6.2 where with dataset 1 the results
of PCA and LDA are the same (apart for being mirrored in the x axis); but for dataset
2 however the PCA and LDA results have their axes swapped. This illustrates the dif-
ference as PCA maximized the variance of all the data along the x axis where as LDA
maximized the separation between classes along the x axis.
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FIGURE 6.3: LDA Results
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6.4 Least Squares Fitting

Least Squares is a method for producing an equation whose output optimally fits some
example data, were optimal means that the sum of the squared differences between
the equation’s output and the example data is minimized. The difference between
the equation’s output and the value of the data point is called the residual. It is a
standard technique in regression analysis. Least Squares can be used when one knows
the form of equation one wishes to fit to the data, but doesn’t know the values of the
coefficients of the terms of the equation. For Least Squares to work the system needs
to be over determined — there need to be more data points than there are unknowns in
the equation.

There are a number of methods for performing Least Squares. Assume that the
input example values are in matrix X and the corresponding output example values are
in Y . The method used in this project was to perform QR decomposition on the input
data X , resulting in QR = X . A linear set of equations are then solved for a given set of
values Y such that Xa = Y . The effect of this is that you get a vector a which contains
the coefficients one needs to multiply the values in X by to best fit the values in Y .

As an example consider one of the groups of data from the example datasets. It
contains two dimensional data. First split the coordinates of the points in two, and
store the x values in a vector X and store the y values in vector Y . We will attempt to
fit a straight line to the data. The equation for a line is y = mx+ c. In that equation,
we know the values of y — they are stored in vector Y — and we know the values of
x — they are stored in X . This leaves two unknown constants m and c. This means
that the vector a will contain values for m and c. Solving the equation Xa = Y can be
thought of as a way to work out the answer to the question ”What values in a do I need
to multiply X by to get Y ”.

Before X and a can be multiplied they need to have appropriate dimensions. Cur-
rently X only has one column of values (the x values) and a has two values (the coef-
ficient of x, m and the constant c). An extra column filled with 1’s can be added to
X . This means that when X is multiplied by a that the x values in X get multiplied
by the m values in a, and the 1’s in X get multiplied by c in a, and the results of this
multiplication get added together to produce the output y value in Y . This implements
the equation y = mx+1c which is the same as y = mx+ c. The extra column doesn’t
have to be filled with 1’s, it can be any non-zero value, as long as the value is the same
in each row it doesn’t matter. If the value was 2 instead of 1 then the calculated value
of c in a would be half the size as it would be if 1 was used, as using 2 would mean
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you are finding constants for the equation y = mx+2c.
Now that X is the correct size, the QR decomposition can be applied to it, and then

using the QR decomposition in place of X the equation Xa = Y can be solved using
the example values stored in Y to get the values of a. Once one has the values of a one
can make up the x values of X and see what the predicted y values are by multiplying
X by a.

The results of Least Squares applied to the groups in the example datasets are
shown in Figure 6.4. Least squares was applied to each of the groups of data points
individually. It returned values which described lines of best fit. The lines were drawn
on the plots by generating some artificial x values, and using the least squares results
to produce y values. A line linking the points representing the artificial x values and
their corresponding calculated y values was plotted on top of the original data points.
It is a property of the lines of best fit produced by this method that they run along the
direction of maximum variation of the data points they were generated from.
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FIGURE 6.4: Least Squares Results

6.5 Leave One Out Cross Validation

It is standard practise in machine learning applications to divide a dataset and use
one part to train the model, and another part to test the model’s performance. This
is done because one wants to produce models which represent the general principals
behind the data. If the models were tested with the data used to train them, then the
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best performing models would be ones which simply remembered the training data
— which does not require them to generalize and be able to perform well on data
they haven’t seen. In general the more data an algorithm has to work on, the better
it performs [70, 71], indeed if there is insufficient data then it may not be possible to
produce a model at all. In cases where the available data for producing a model is
limited the reduction in the training set size resulting from the standard division of the
data can be severely detrimental to the model’s performance. If the size of the testing
set is reduced to provide a bigger training set, then the accuracy and the confidence of
the performance statistics is reduced.

Cross validation is a method for using all the data for both training and testing.
It avoids the problem of testing the model with data it was trained on by producing
multiple models with different partitions of traning and test data, and then averaging
the results. It also allows a greater proportion of the data to be assigned to the training
set. It avoids the problem of the weaker statistical properties of small testing sets by
averaging the results of many of the small sized testing sets. There are a number of
methods of performing cross validation which differ in how the dataset is split these
include methods which split the data into fixed size sets in an orderly manner and ones
which assign data to randomly sized sets in a random manner. This section will discuss
the Leave-p-Out Cross Validation (LpO CV) technique.

Leave-p-Out cross validation is a method of cross validation where p values from
the dataset are assigned to the test set, and the rest of the data is used for the training
set. The production of the model using the training set, and the subsequent testing
using the test set is repeated with a different combination of points for the test set until
all possible test sets have been used. The average of the testing results is used as the
result of the leave-p-out method. p is often a small number as it allows a larger training
set, additionally the number of repetitions is equal to Cn

p where n is the total number
of points in the dataset, and C is the binomial coefficient function. As p increases
Cn

p increases rapidly and it soon becomes computationally infeasible to train and test
the model as many times as would be required. If larger p values are desired then
there are methods which select the p points at random, and are then run for as many
iterations are practical or until a desired level of statistical strength in the result has
been achieved.

The Leave One Out Cross Validation (LOOCV) is a special case of the LpO CV
algorithm where p = 1. It requires as many iterations as there are data points as there
is one left out (i.e. selected to be used as test data) each time. While the bias in the
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estimation of performance is small for all cross validation techniques, LOOCV has the
least bias. The bias is towards underestimating the performance of the classifier. This
is because a classifier built with only part of the available data will not perform as well
as one built with all the available data. Since cross validation techniques train the clas-
sifiers on part of the data and use part for testing, the classifiers produced are weaker
than a classifier built with all the data. Thus the result of cross validation is measuring
the average performance of a number of classifiers which are weaker than a classifier
produced with all the data. The LOOCV method reduces the performance penalty to
a minimum as it only removes one data point from the training set. This minimizes
the difference in performance between the classifiers produced using LOOCV and a
classifier produced using all the data.

6.6 Gaussian Fitting

The Gaussian or normal distribution is a distribution that appears in many natural sys-
tems. It is often the default distribution chosen to model real systems when there is
little to no prior information about the actual distribution of the system. It can be used
to describe data of any number of dimensions, with each dimension being described
with a mean and a standard deviation (SD). The mean and SD are used in an equation
to describe a bell shaped curve called a bell curve. It is unimodal with the highest
point at the mean. The SD determines the height and width, a low SD makes a tall thin
curve, a high SD makes a wide low curve. The curve has a total area of exactly 1 and
it never reaches a value of 0 at either side. For most purposes the curve is assumed to
be approximately 0 after 3 standard deviations away from the mean.

The normal distribution is a probability density function. This means that the area
under the curve gives the probability of values within that area. That is, if you wish to
know the probability of a specific range of values occurring in the modelled system,
one can find the area (or volume or hyper volume for more dimensions) under the curve
from the lowest value in the range to the highest value. The probability of a specific
value is always 0 as the area under a point is 0. This is not intuitive at first as it is
common in every day life to ask questions of the form “What is the probability that
3mm of rain will fall today?”. The unintuitiveness arises from the unspoken assumed
approximation of the value in the question, where as if one were to answer that question
using a probability density function, the question one would be really asking is “What
is the probability of exactly 3mm of rain falling, not even a plank length more or
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less”, to which it is more apparent that the answer is 0. A more mathematically strong
argument for this is that one is asking for the probability of choosing one particular
value from an uncountable infinity of possible values, and 1 out of uncountable infinity
is 0.

A normal distribution can be fitted to some example one dimensional data by taking
its mean and standard deviation. As is typical of statistical methods, the more data
points used the closer to the true distribution the fitted model will be — particularly if
the data actually does come from a normally distributed system. In higher dimensions
the mathematics becomes more tricky. Assume that the data to be fitted is stored
in a matrix X whose columns represent different variables, and the rows represent
the samples of those variables. First the means of the columns are calculated. The
means are used in calculating the covariance matrix for X . The covariance matrix is
a matrix which describes how each column varies in relation to every other column.
It’s calculated by calculating the sum of the products of the difference between each
value in a column and the column mean (the residual), and the residual of every other
column. When columns vary together — both have positive or negative differences
from their respective means — then the sum of those products tends to be large, when
they aren’t correlated the sum of products tends to be small. The covariance matrix is
a well defined mathematical concept with a number of properties which don’t need to
be discussed further here. After calculating the covariance matrix its inverse is found,
and so is its determinant. At this point the necessary values and matrices needed to
represent the multivariate Gaussian function have been calculated.

To calculate the height of the hyper curve at point p using the previously found
values one first subtracts the previously found column means from p to get d. Then
one multiplies d by the inverse of the covariance matrix, and then multiplies this result
by the transpose of d. The first element of this result (the element whose index is [0,0])
is multiplied by −0.5. The final value is given by multiplying a factor by e raised to

the power of this result. The factor is given by the inverse of
√
(2π)[nd][dc] where [nd]

is the number of dimensions, and [dc] is the determinate of covariance.

6.7 k-Nearest Neighbour

k-Nearest Neighbour (kNN) is a classification method used to decide a class for a data
point using labelled training data. The class of the data point is determined by examin-
ing the classes of the k training data points nearest it and choosing the class which is
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the most common from those points. The value of k controls a tradeoff between how
accurately the classifier describes the classes and sensitivity to noise in the training
data. A small value of k results in a more complex border between classes that cap-
tures small scale details. The larger the value of k the smoother the border between
classes is, the less detail is captured, and the less susceptible to noise the classifier is.

To choose a value for k one typically produces a range of classifiers and measuring
their performance on test data. Typically one starts from a small value of k and works
upwards. One then chooses the value which performed best. A k value of 1 simply
classifies a point as being of the same class as the closest point in the training dataset.
The case of k = 1 is known as the nearest neighbour classifier. For the kNN the value of
3 is often chosen as the lowest value of k. If there are only two classes then k is chosen
to be odd to prevent draws. There is no standard method of resolving draws. As such
an implementation may report that a draw occurred, or use some custom method of
deciding the draw such as reducing the value of k until there is no longer a draw. Do-
main knowledge may be used for deciding draws and may lead to decision rules such
as preferring the class with the fewest examples over the more frequently occurring
class.



Chapter 7

Data Analysis

This chapter describes the analysis performed on the data collected by the sensor nodes.
There were three main stages to the analysis. The first stage was to get a rough con-
ception of the nature of the data such as how it was distributed and how it varied with
time. Next how the data related to thermal comfort was examined. Finally a number of
classification methods were investigated to produce classifiers to map measured data
to comfort classes.

7.1 Overview of Methods Used

This section describes the methods used to analyze the data in the order which they
were used. For the initial analysis, parameters, which intuition suggested would be
most important, were plotted on multidimensional scatter plots against time. This was
done to provide a rough overview of how conditions in the rooms being monitored
changed throughout the day, and how this varied between days. The comfort votes
were used to divide the data, and plots were produced for the different measured para-
meters showing the average value for each vote class and the spread. This was to see if
the recorded values for the vote classes matched initial expectations, and if any para-
meters could simply be thresholded to allow classification. The plots showed that com-
fort votes could not be trivially classified based on measuring one parameter, and that
the relationship between measurements and comfort was more complex than initially
expected. The univariate analysis methods and results are described in Section 7.2.

Since the classification problem could not be solved using univariate methods, mul-
tivariate analysis was turned to. The first multivariate method used was Principal Com-
ponent Analysis (PCA) which is described in Section 6.2. It was hoped that PCA could
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transform the high dimensional input data into an equivalent dataset, in which the ma-
jority of the variation occurred in a small number of dimensions. Multidimensional
scatter plots of the dimensions with the most variance were produced, as were plots of
how much variation was represented in each of the transformed dimensions. Lists of
which parameters contributed to the transformed dimensions and by how much they
contributed were also produced to identify the variables which have the biggest influ-
ence on the whole dataset. These results are discussed in Section 7.3.2. A number
of methods were used to attempt to classify the transformed data. These include Ho-
telling’s T2, Least Squares Fitting and distance functions. More details of the methods
used and why they failed to work in Section 7.3.3.

With PCA not providing satisfactory results, the related method of Linear Discrim-
inant Analysis (LDA) was used. A description of LDA can be found in Section 6.3.
As with PCA the initial LDA results were plotted on multidimensional scatter plots.
These showed promise as clear clusters of comfort votes were visible. These are shown
in Section 7.4.2. With the method showing promising results, attempts were made to
produce classifiers which could predict occupant comfort votes based on the measured
variables. These classification methods and their results are discussed in Section 7.5.

7.2 Initial Visualisation

To begin analyzing the data, the first action taken was to plot the raw data. This was
done to provide an overview of how the data varied over time, and to check that it was
of a form fitting reasonable expectations for the parameters measured. The data for
times when comfort votes were available was plotted on an interactive 3D scatter plot
with the markers coloured based on the comfort votes. The assignment of colours to
markers based on comfort vote would make it possible to observe any clusters of sim-
ilar votes indicating regions in the parameter space indicative of comfort or discomfort.
The scatter plot was displayed using software previously written by the author for the
AASN4IP project. Since only three variables can be assigned axes in three dimensional
space, the variables that literature indicated most significantly affect thermal comfort
were assigned axes. These were temperature, humidity and light level [15]. Light level
was chosen as a proxy for radiant solar thermal energy as the nodes had no sensors to
measure the mean radiant temperature of their surroundings.

Figure 7.1 is a sample screenshot of the 3D plot output. The data is displayed
inside a grey textured cube. The data is plotted with the mean at the centre of the
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cube. The walls represent a distance three standard deviations away from the mean
in three axes. The variables of the plot have been assigned the four most significant
principal components produced by the analysis described in Section 7.3. The most
significant component is plotted on the x-axis (left-right); the next is plotted on the y-
axis (down-up); the third is plotted on the z-axis (towards-away). The fourth is plotted
as the data point’s colour. The colour data is normalized such that 0 is the mean and
the maximum absolute value of any data point is 1. The colours are assigned such that
black is 0, pure red represents a value of +1, and blue represents a value of -1. The
colour fades between these colours proportionately according to the data point’s value.
The data represents a contiguous block of samples taken at 30 second intervals over
27 days, 18 hours and 26 minutes. There are 79960 points in total. In the figure the
viewpoint has been elevated and is looking down on the data at an angle.

FIGURE 7.1: A screenshot of the 3dPondViewer rendering the output of the 3dScatterPlot
application.

There were no clear clusters of like classes present in the scatter plots for what were
believed to be the most important parameters. Given the large number of parameters
it was decided to turn to multivariate analysis to achieve a dimensionality reduction.
This was done with the intention to make practical the observation of regions in the
parameter space which the comfort votes indicate are of a particular comfort rating.
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7.3 Principal Component Analysis

Principal Component Analysis (PCA) was the first multivariate method used in this
project. Principal Component Analysis is a method of generating a co-ordinate trans-
form matrix — the W matrix. The matrix maps the N-dimensional input data into
an N-dimensional space (PC space) with orthogonal axes PC0 – PCN-1. The data is
transformed in such a way that the greatest variation is in the direction of PC0, then
the next greatest is in the direction of PC1, and so on, until PCN-1 which is the axis
upon which there is the least variation. The values of the transformed input data in PC
space are called ‘scores’. The values in the transformation matrix are called ‘weights’
or ‘loading vectors’. There are N weights (one for each output PC dimension) for each
of the N input parameters. The mathematics of PCA are described in Chapter 6.2.

PCA can be used to achieve a dimensionality reduction as in many cases most of
the variation in the data is described by the first few PC space dimensions. The reason
for this is that correlated input variables are mapped to the same dimension in PC
space. This means that one can throw away the higher PC dimensions with minimal
information loss. PCA can also tell you which parameters are contributing the most
variance to the data — these are typically the most important ones. To do this one looks
at the weights which map the input data to for the first few PC dimensions. The input
parameters with the highest magnitude weights are those which contribute the most to
the transformed axes which represent the most variation, and thus are the parameters
responsible for most of the variation in the dataset.

7.3.1 Use in Project

Much of the PCA analysis was performed on a combined dataset of all the sensors
of all the sensor nodes, the data from the meterological station and the data from the
building’s fiscal smart meters measuring utility usage. This combined dataset had a
total of 256 parameters.

There were several reasons for choosing Principal Component Analysis. The high
dimensionality of the data made gaining an understanding of how the comfort votes
related to the data via visual inspection difficult. Furthermore the initial analysis of the
data showed that the data showed that univariate analysis would be ineffective for the
problem at hand, so using multivariate methods such as PCA was essential.

PCA was used to gain a better understanding of the dataset. It was also investigated
to be used as a step in classification of the data. The first use of PCA as with the initial
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analysis, was to simply plot the results. This was to see if anything of value could be
observed from inspection of the processed data.

The most significant principal component weights were analyzed to find out what
contributed the most to the variation in the dataset. This produced a list of parameters
which may be more important than others. It also indicated that the data from the smart
meters did not contribute significantly to the variation observed.

PCA was used as a pre-processing method for building classifiers to attempt to
classify the environment in rooms as too hot, ok or too cold based on sensor measure-
ments. This work is described in Section 7.3.3.

7.3.2 PCA Results

Initially the first two principal components weer plotted on a scatter plot. However
no obvious features could be discerned. This was partly due to the great number of
data points, but also there was nothing in the transformed PC space one could use as a
reference to be able to relate to what was plotted in it. The next step was to colour the
points of the plot based on their timestamps. This is shown in Figure 7.2. From this plot
it was clear that the time of day heavily influenced the two most significant principal
components. Given the large number of light sensors used by the project, the heating
effect of the sun and the fact that a university workday is somewhat synchronized with
the day-night cycle this should have been expected. The most significant principal
component spends most of the day to the right of the graph, but travels to the left and
back during morning and midday. The second principal component spends most of the
day decreasing slowly between mid afternoon, through the night until mid morning,
before increasing when the first travels to the left and back.

As the first two principal components described changes with the frequency of
one cycle per day additional components were plotted. The result of plotting the first
3 principal components along the positional axes of 3D space, and using the fourth
principal component to determine the plotted point’s colour is shown in Figure 7.1.
The third and fourth principal components changed much more slowly than the first
two. Instead of being linked to the day-night cycle, cycling through a similar pattern
each day, they’d change slowly over the course of several days. It was assumed that
parameters indicative of thermal comfort would have a greater rate of change than this.
Plotting data points coloured by their comfort votes in 3D space according to the first
3 principal components, revealed no apparent clusters of comfort votes.

As the initial plotting didn’t show what was hoped, the contents of the principal
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FIGURE 7.2: Plot of the two most significant principal components coloured by timestamp.
PC0 is plotted against the x-axis and PC1 is plotted against the Y-axis. The colour strip along
the bottom depicts the colours used for the time of day. The leftmost colour is used for points

at midnight, the middle for midday, and the rightmost for the instant before midnight.
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components were examined. It was expected that the majority of the variation would
be described by a small number (less than 10) of principal components. It turned
out that 64 of 256 were needed to represent approximately 93% of the data, and 128
were needed to represent 98%. As such PCA did not yield the desired dimensionality
reduction. Figure 7.3 shows the cumulative percentage variation represented by the
principal components.

The parameters with the largest weights, which combined contributed seven eighths
of the total weighting of each principle component, were examined. This was to gain
a better understanding of what parameters the principal components represented, and
what high or low values of a component meant in the real world. This helped the
understanding of what some of the principal components represented, but didn’t help
with determining if any of the principal components were useful for classification.

7.3.3 Classification

An initial assessment of the viability of producing classifiers from PCA processed data
was carried out. Two methods of processing the PCA transformed data to allow for
classification via thresholding were investigated. Classifiers were not produced with
them, as inspection of the transformed data showed that separation between classes
had not been achieved. A classifier was produced using Least Squares on the PCA
transformed data, however its performance proved to be unsatisfactory.

Method

Both the distance method and the T2 method had the same preparation steps. The same
analysis method was performed for each node. First, for each of the three comfort
classes [Hot, Ok, Cold], the database was queried for times when only the comfort
class being queried for had votes cast. Next, for each time for each comfort vote class
previously retrieved, the database was queried for data for the chosen measurement
parameters, to produce, for each vote class, a set of groups of data points clustered
temporally. Partial classifiers for each vote class were created – each partial classifier
would classify data shown to it as being of the class it was trained on or not. Each
partial classifier was trained on all the data available for that class and tested against
the data for all classes.

The ‘partial classifiers’ are not complete classifiers. Whereas a complete classifier
would perform processing on the PCA transformed data to produce a scalar result,
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and then, depending if the result was above or below a threshold, classify the result as
being of a class or not; the partial classifiers performed all the same processing except
they did not perform the final thresholding to determine the class — as such they don’t
actually classify data. The reason for not building complete classifiers was because the
thing being investigated was whether the scalar result produced by the processing was
suitable for thresholding. Should it be found suitable, then a complete classifier could
be produced using the given processing method.

The data was not split into training, testing and validation sets, since the objective
was to assess if the classification method being tested had the potential to work at all –
should it be found to do so, then more rigorous assessment would be carried out.

Hot, Ok and Cold partial classifiers were created for each individual node with
sufficient comfort votes. The data used to train the classifier was the particular node’s
sensors and the weather station data. The smart meter data was not used as previous
analysis had suggested it did not contribute significantly to the variation in the data.
It was planned to investigate supplementing a single node’s data with data from addi-
tional nodes to potentially improve results, if classification using a single node’s data
demonstrated potential.

Distance Method

With the training data for each class selected and prepared with PCA as described in
Section 7.3.3, the ‘Distance Method’ of processing prepared the data for classification
for each class’s classifier as follows. First, the data points to be classified are trans-
formed into PCA space by using the previously calculated PCA transformation for the
particular class the classifier classifies the data as being in or not. The classifier calcu-
lates a scalar value for each data point to be classified in the following manner: each
principal component score for that data point is first squared; each squared value is
then normalized by dividing it by the standard deviation of the transformed training
data for the principal component in question; the final value for the data point is the
sum of its normalized squared values.

The principle of operation of this classifier is that data similar to that which it was
trained on, would be close to the origin of the PC space and thus have a low sum of
normalized squares, whereas data dissimilar to what it was trained on would be further
away from the origin and would have a higher value. So, to classify some data as being
of the same class as the classifier was trained on, one would simply need to threshold
the calculated value.
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This was not the case as the spread of values for test data from the other classes had
significant overlap with the spread of values for the test data of the same class that the
classifier was also trained on. The results of the T2 classifier shown in Figure 7.4 are
similar enough to be illustrative of the results of this classifier. The data points from
the same class the classifier was trained on did have the lowest values as expected, but
they also have a large proportion of higher values which overlap significantly with the
results from the other classes. The lowest value results from the classes the classifier
was trained on, are much lower than was expected. It was expected that they would
be significantly higher than the majority of the results from the class the classifier was
trained on, whereas they were only slightly higher than the lowest results.

T2 Method

The T2 based classifier is very similar to the distance method. The singular difference
is that, prior to squaring the PC score for the data being classified, it has the mean value
of the PC scores of the training data for that particular component subtracted. Thus the
distance is measured from the mean value of the training data rather than the origin of
the PC space.

Like the distance method, the T2 method classifiers also failed to produce the separ-
ation between the scores of the different classes required for classification. An example
of the results of the T2 method are shown in Figure 7.4. In the plot the classifier’s out-
put value for a particular point determines its y-axis position. The left three vertical
groups of data points are the results of the classifier trained on the ‘Hot’ vote data
points. The middle group of three sets of data points are the results given by a clas-
sifier trained on ‘OK’ labelled samples. The three right most groups of points are the
results from a classifier trained only on ‘Cold’ voted samples. For visibility the results
of each class of data have been separated in the x-axis direction; the results within a
class have had their x-axis position varied to reduce the effect of data points hiding
others by being plotted on top of them. The points are coloured according to what vote
class they originally came from.

Least Squares Classifier

Least Squares is a mathematical method of producing function which describes an
optimal line of best fit for a dataset. The mathematics of Least Squares fitting are
described in Section 6.4. Unlike the Difference and T2 methods a complete classifier
was produced using the Least Squares method. As with the other methods, each class
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FIGURE 7.4: A plot showing the scores of the test data of each comfort vote class for each T2

classifier trained. The axes are described in the text referencing this figure.

had a classifier produced which would classify a data point as being of that class or not.
The classifiers produced were tested using Leave One Out Cross Validation (LOOCV).
In the LOOCV method a classifier is trained on all the data except for one piece of
data which is used to test it. The training and testing is repeated using a different
piece of data for testing each time until all data has been used for testing. When the
testing results are all combined they are then representative of the performance of the
classifier. Classifiers were produced for each node. Classifiers for each node were
produced using just the data from the node alone, and also from the node combined
with the weather data. Classifiers were only produced for nodes which had sufficient
data to produce a classifier.

Given a matrix X containing rows of data, and a column vector Y containing scalar
values; Least Squares produces a vector F that describes a linear line of best fit map-
ping the rows of X to their corresponding Y value. When X is multiplied by F it
produces values Y ′, which are the values approximating Y for the given X values ac-
cording to the line of best fit. For each node the database was queried for data for
times when any of that node’s comfort vote buttons were pressed. The database was
then queried for the node’s sensor readings for those times (and the weather readings
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too if they were being used). This data was stored in the X matrix for that node. The
database was also queried for the comfort vote counts for the node at those times; the
Hot vote counts were stored in a vector Yh; the Ok vote counts in Yo; and the Cold
counts in Yc. Note here that X contains a row of data for any time interval when at least
one button was pressed at least once, and the Yh, Yo, Yc vectors contain the number of
times their respective button was pressed in that time interval — which may be zero if
another button was pressed, or more than one if the button was pressed multiple times.
Least Squares was then applied to the Yh, Yo, Yc vectors to produce Fh, Fo, Fc vectors.
The result of this is that, each classifier was trained on data which had Y values greater
or equal to 1 for X data labelled as being from the class of the classifier, and 0 for data
which isn’t from the classifier’s class.

The principle behind the classifier’s operation was that the Least Squares process
would fit a line which had a larger (closer to 1 or above) value in the region of space
where the votes for the classifier’s class were located, and a smaller (closer to 0 or
below) value away from that region [where the votes from the other classes were].
Classification would then be achieved by thresholding the value of the line for a given
data sample, if the value is above the threshold then the data is classified as the same
class as the classifier, otherwise it isn’t. To gauge the best case performance of the
classifiers, the threshold value was set to a numerical approximation of the optimal
value as determined with a binary search. The binary search was used to maximize the
R2 value by varying the threshold used to classify the training data. The binary search
was limited to 5 iterations for performance reasons.

The results of the classifiers trained on the raw results of a node are shown in
Table 7.1; the results of classifiers trained on the node data which had been processed
with PCA are shown in Table 7.2; and the results of the classifiers trained on combined,
PCA processed, node and weather data are shown in Table 7.3. As can be seen from
the tables none of the classifiers had high accuracy in both true negatives and true
positives. Often one had a very high value while the other had a very low value. This
was because many of the classifiers were simply classifying all data points as being
from the most common class (or as not being from the less common classes). The
classifiers may have had greater success had they been trained on data processed such
that it had an equal number of data points in each class. However, at the time the
analysis was performed, if the data points for training were selected such that each
class had the same number of points as the class with the least, then there would have
been very few data points to train the classifiers on. Unfortunately, the distribution of
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comfort votes across the classes can’t readily be controlled to produce a more even
distribution; it would require manipulating the building’s heating schedule to produce
various internal environments which the occupants may find objectionable.

The way the Least Squares classifier was designed to work was flawed. The classi-
fier attempts to fit a hyper-plane to the data. This is analagous to fitting a straight line
to two dimensional data. The first problem is that the hyper-plane is linear. Each clas-
sifier had high values for points of their own class and low values for points of other
classes. The problem becomes aparrent if one considers the results of trying to fit a
line to two dimensional data, where as one moves alone the x-axis the data points have
low y values, then high values then low values again. Any line which runs through one
of the outer groups of low values and through the middle group of high values, would
have high y values over the region where the other group of low y valued data points
are. To fit the data correctly one would need to fit a function which has low values, then
high values then low values again — such as a bell curve or a quadratic function. This
mode of failure is applicable to this classifier as each class’s classifier was designed
to represent the region of that class in the data-space as having high values, and that
region would be surrounded by low values representing all other conditions not of the
class of the classifier.

Examination of the failure of PCA for classification

PCA proved ineffective as a preprocessing method for classification. The main reason
for this is that PCA finds orthogonal axes in order of their variation. In this dataset the
greatest variation was caused by the day and night cycle. This meant that the classifiers
were mainly using data which was related to the time of day. As thermal comfort isn’t
directly a function of time of day (it’s possible to be in any comfort state at any time of
the day) the PCA processed data did not contain good information on thermal comfort
for the classifiers to use.

Since the classification methods tried so far had failed, it was decided that an ex-
amination of the dataset was required in order to get a better understanding of it and
how its contents related to thermal comfort. To this end a program was written which
plotted Gaussian curves of the measured and calculated parameters. Multiple curves
were plotted on a chart. Each curve was generated by segregating the parameter data
based on a number of aspects, such as comfort votes or room occupancy. The results
of this program showed that, while there were some differences of the mean values of
parameters grouped by comfort vote, the variance was so large that the classes would
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E1B
Hot 16.00 13.00 15.00 17.00 29.00 32.00 47.54 52.46 26.23 21.31 24.59 27.87
Ok 7.00 21.00 1.00 32.00 28.00 33.00 45.90 54.10 11.48 34.43 1.64 52.46

Cold 9.00 7.00 6.00 39.00 16.00 45.00 26.23 73.77 14.75 11.48 9.84 63.93

E1D
Hot 0.00 0.00 0.00 378.00 0.00 378.00 0.00 100.00 0.00 0.00 0.00 100.00
Ok 0.00 1.00 377.00 0.00 1.00 377.00 0.26 99.74 0.00 0.26 99.74 0.00

Cold 0.00 1.00 0.00 377.00 1.00 377.00 0.26 99.74 0.00 0.26 0.00 99.74
E1H
Barry

Lennox

Hot 0.00 4.00 1.00 41.00 4.00 42.00 8.70 91.30 0.00 8.70 2.17 89.13
Ok 7.00 9.00 21.00 9.00 16.00 30.00 34.78 65.22 15.22 19.57 45.65 19.57

Cold 6.00 7.00 4.00 29.00 13.00 33.00 28.26 71.74 13.04 15.22 8.70 63.04
E1M

Meeting
Room

Hot 7.00 6.00 2.00 27.00 13.00 29.00 30.95 69.05 16.67 14.29 4.76 64.29
Ok 11.00 10.00 16.00 5.00 21.00 21.00 50.00 50.00 26.19 23.81 38.10 11.90

Cold 8.00 8.00 3.00 23.00 16.00 26.00 38.10 61.90 19.05 19.05 7.14 54.76

E8 Igor
Labs

Hot 51.00 32.00 30.00 41.00 83.00 71.00 53.90 46.10 33.12 20.78 19.48 26.62
Ok 51.00 7.00 93.00 3.00 58.00 96.00 37.66 62.34 33.12 4.55 60.39 1.95

Cold 32.00 42.00 14.00 66.00 74.00 80.00 48.05 51.95 20.78 27.27 9.09 42.86

F1 East
Side

Hot 5.00 9.00 1.00 91.00 14.00 92.00 13.21 86.79 4.72 8.49 0.94 85.85
Ok 14.00 18.00 37.00 37.00 32.00 74.00 30.19 69.81 13.21 16.98 34.91 34.91

Cold 13.00 15.00 26.00 52.00 28.00 78.00 26.42 73.58 12.26 14.15 24.53 49.06
F1A

South
Block

Hot 10.00 13.00 28.00 49.00 23.00 77.00 23.00 77.00 10.00 13.00 28.00 49.00
Ok 4.00 6.00 0.00 90.00 10.00 90.00 10.00 90.00 4.00 6.00 0.00 90.00

Cold 17.00 10.00 69.00 4.00 27.00 73.00 27.00 73.00 17.00 10.00 69.00 4.00
F1B

North
Block

Hot 8.00 5.00 4.00 25.00 13.00 29.00 30.95 69.05 19.05 11.90 9.52 59.52
Ok 7.00 8.00 20.00 7.00 15.00 27.00 35.71 64.29 16.67 19.05 47.62 16.67

Cold 5.00 5.00 8.00 24.00 10.00 32.00 23.81 76.19 11.90 11.90 19.05 57.14

Low
Corridor

Hot 83.00 31.00 19.00 148.00 114.00 167.00 40.57 59.43 29.54 11.03 6.76 52.67
Ok 56.00 21.00 181.00 23.00 77.00 204.00 27.40 72.60 19.93 7.47 64.41 8.19

Cold 21.00 46.00 9.00 205.00 67.00 214.00 23.84 76.16 7.47 16.37 3.20 72.95

TABLE 7.1: Performance results for Least Squares based classifier on node data not processed with PCA.
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E1B
Hot 16.00 16.00 12.00 17.00 32.00 29.00 52.46 47.54 26.23 26.23 19.67 27.87
Ok 1.00 21.00 1.00 38.00 22.00 39.00 36.07 63.93 1.64 34.43 1.64 62.30

Cold 3.00 10.00 3.00 45.00 13.00 48.00 21.31 78.69 4.92 16.39 4.92 73.77

E1D
Hot 0.00 0.00 0.00 378.00 0.00 378.00 0.00 100.00 0.00 0.00 0.00 100.00
Ok 0.00 231.00 147.00 0.00 231.00 147.00 61.11 38.89 0.00 61.11 38.89 0.00

Cold 0.00 1.00 0.00 377.00 1.00 377.00 0.26 99.74 0.00 0.26 0.00 99.74
E1H
Barry

Lennox

Hot 0.00 5.00 0.00 41.00 5.00 41.00 10.87 89.13 0.00 10.87 0.00 89.13
Ok 4.00 20.00 10.00 12.00 24.00 22.00 52.17 47.83 8.70 43.48 21.74 26.09

Cold 3.00 10.00 1.00 32.00 13.00 33.00 28.26 71.74 6.52 21.74 2.17 69.57
E1M

Meeting
Room

Hot 1.00 6.00 2.00 33.00 7.00 35.00 16.67 83.33 2.38 14.29 4.76 78.57
Ok 4.00 17.00 9.00 12.00 21.00 21.00 50.00 50.00 9.52 40.48 21.43 28.57

Cold 3.00 11.00 0.00 28.00 14.00 28.00 33.33 66.67 7.14 26.19 0.00 66.67

E8 Igor
Labs

Hot 50.00 43.00 19.00 42.00 93.00 61.00 60.39 39.61 32.47 27.92 12.34 27.27
Ok 23.00 62.00 38.00 31.00 85.00 69.00 55.19 44.81 14.94 40.26 24.68 20.13

Cold 28.00 41.00 15.00 70.00 69.00 85.00 44.81 55.19 18.18 26.62 9.74 45.45

F1 East
Side

Hot 0.00 10.00 0.00 96.00 10.00 96.00 9.43 90.57 0.00 9.43 0.00 90.57
Ok 9.00 29.00 26.00 42.00 38.00 68.00 35.85 64.15 8.49 27.36 24.53 39.62

Cold 19.00 13.00 28.00 46.00 32.00 74.00 30.19 69.81 17.92 12.26 26.42 43.40
F1A

South
Block

Hot 8.00 12.00 29.00 51.00 20.00 80.00 20.00 80.00 8.00 12.00 29.00 51.00
Ok 1.00 6.00 0.00 93.00 7.00 93.00 7.00 93.00 1.00 6.00 0.00 93.00

Cold 3.00 45.00 34.00 18.00 48.00 52.00 48.00 52.00 3.00 45.00 34.00 18.00
F1B

North
Block

Hot 7.00 9.00 0.00 26.00 16.00 26.00 38.10 61.90 16.67 21.43 0.00 61.90
Ok 2.00 16.00 12.00 12.00 18.00 24.00 42.86 57.14 4.76 38.10 28.57 28.57

Cold 5.00 8.00 5.00 24.00 13.00 29.00 30.95 69.05 11.90 19.05 11.90 57.14

Low
Corridor

Hot 16.00 48.00 2.00 215.00 64.00 217.00 22.78 77.22 5.69 17.08 0.71 76.51
Ok 30.00 95.00 107.00 49.00 125.00 156.00 44.48 55.52 10.68 33.81 38.08 17.44

Cold 8.00 54.00 1.00 218.00 62.00 219.00 22.06 77.94 2.85 19.22 0.36 77.58

TABLE 7.2: Performance results for Least Squares based classifier on node data processed with PCA.
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E1B
Hot 1.00 22.00 6.00 32.00 23.00 38.00 37.70 62.30 1.64 36.07 9.84 52.46
Ok 5.00 19.00 3.00 34.00 24.00 37.00 39.34 60.66 8.20 31.15 4.92 55.74

Cold 2.00 7.00 6.00 46.00 9.00 52.00 14.75 85.25 3.28 11.48 9.84 75.41

E1D
Hot 0.00 0.00 0.00 378.00 0.00 378.00 0.00 100.00 0.00 0.00 0.00 100.00
Ok 0.00 297.00 81.00 0.00 297.00 81.00 78.57 21.43 0.00 78.57 21.43 0.00

Cold 0.00 1.00 0.00 377.00 1.00 377.00 0.26 99.74 0.00 0.26 0.00 99.74
E1H
Barry

Lennox

Hot 0.00 5.00 0.00 41.00 5.00 41.00 10.87 89.13 0.00 10.87 0.00 89.13
Ok 0.00 28.00 2.00 16.00 28.00 18.00 60.87 39.13 0.00 60.87 4.35 34.78

Cold 2.00 11.00 0.00 33.00 13.00 33.00 28.26 71.74 4.35 23.91 0.00 71.74
E1M

Meeting
Room

Hot 4.00 7.00 1.00 30.00 11.00 31.00 26.19 73.81 9.52 16.67 2.38 71.43
Ok 1.00 23.00 3.00 15.00 24.00 18.00 57.14 42.86 2.38 54.76 7.14 35.71

Cold 3.00 10.00 1.00 28.00 13.00 29.00 30.95 69.05 7.14 23.81 2.38 66.67

E8 Igor
Labs

Hot 29.00 43.00 19.00 63.00 72.00 82.00 46.75 53.25 18.83 27.92 12.34 40.91
Ok 14.00 74.00 26.00 40.00 88.00 66.00 57.14 42.86 9.09 48.05 16.88 25.97

Cold 19.00 37.00 19.00 79.00 56.00 98.00 36.36 63.64 12.34 24.03 12.34 51.30

F1 East
Side

Hot 3.00 9.00 1.00 93.00 12.00 94.00 11.32 88.68 2.83 8.49 0.94 87.74
Ok 3.00 30.00 25.00 48.00 33.00 73.00 31.13 68.87 2.83 28.30 23.58 45.28

Cold 10.00 19.00 22.00 55.00 29.00 77.00 27.36 72.64 9.43 17.92 20.75 51.89
F1A

South
Block

Hot 2.00 21.00 20.00 57.00 23.00 77.00 23.00 77.00 2.00 21.00 20.00 57.00
Ok 2.00 6.00 0.00 92.00 8.00 92.00 8.00 92.00 2.00 6.00 0.00 92.00

Cold 7.00 53.00 26.00 14.00 60.00 40.00 60.00 40.00 7.00 53.00 26.00 14.00
F1B

North
Block

Hot 0.00 5.00 4.00 33.00 5.00 37.00 11.90 88.10 0.00 11.90 9.52 78.57
Ok 0.00 28.00 0.00 14.00 28.00 14.00 66.67 33.33 0.00 66.67 0.00 33.33

Cold 1.00 10.00 3.00 28.00 11.00 31.00 26.19 73.81 2.38 23.81 7.14 66.67

Low
Corridor

Hot 58.00 34.00 16.00 173.00 92.00 189.00 32.74 67.26 20.64 12.10 5.69 61.57
Ok 18.00 123.00 79.00 61.00 141.00 140.00 50.18 49.82 6.41 43.77 28.11 21.71

Cold 20.00 51.00 4.00 206.00 71.00 210.00 25.27 74.73 7.12 18.15 1.42 73.31

TABLE 7.3: Performance results for Least Squares based classifier on node and weather data processed with PCA.
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be indistinguishable from any single parameter.

The Low Corridor node is located in a corridor. As many people pass it each day
(unlike nodes located in offices with a single or small number of occupants) it received
the highest number of comfort vote button presses. As a result of this the comfort
votes from this node are most representative of a large population. Figure 7.5a and
Figure 7.5b show the Gaussian curves for the Low Corridor Ethernet Sensor Node’s
temperature sensors. The mean temperatures of the samples grouped by comfort votes
agree with expectations — that is, cold votes had the lowest mean temperature, and
hot votes had the highest — and thermal comfort research. The curves have a large
overlap meaning that, knowing just the temperature, one can’t say with certainty for
which class an occupant would vote.

The graphs of data grouped by the comfort votes from the Low Corridor node
for the indirect solar radiation (Figure 7.5c) and temperature (Figure 7.5d) from the
meteorological station, and the LDR readings from some other nodes, were similar to
the graphs for the node’s temperature sensors. These were some of the most reassuring
results in that they conformed to expectations and had some separation between the
average values of the classes.

However the data from the rest of the nodes was not as promising. Many had the
comfort votes for temperature in the ‘wrong’ order — i.e. not cold, then ok, then hot as
temperature ascends — though this was attributed to some of the classes having very
few data points. Insufficient votes wasn’t the only problem. The E8 node is an example
of a node in a small electronics laboratory with a large number of votes for each class.
Comparing the results grouped by the E8 node’s data (Figure 7.5e and Figure 7.5f) to
the results grouped by the low corridor node (Figure 7.5b and Figure 7.5d), one can
see that the results for a small population are quite different from those of a larger
population. The results for the E8 node show very little difference in the mean values
for both internal and external temperature.

The majority of the graphs for the principal components had the curves overlapping
greatly. Figure 7.6 shows the graphs for the first two principal components with the
data points grouped by the Low Corridor node’s comfort votes. These graphs are
representative of the other principal components and of the graphs which used comfort
votes from the other nodes to group the data points.
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(A) Low Corridor SP100T Temperature
grouped by Low Corridor node votes

(B) Low Corridor SHT71 Temperature
grouped by Low Corridor node votes

(C) Weather station indirectDownwardSolarRadiation
grouped by Low Corridor node votes

(D) Weather station temperature
grouped by Low Corridor node votes

(E) E8 node SHT7X Temperature
grouped by E8 node votes

(F) Weather station temperature
grouped by E8 node votes

FIGURE 7.5: Gaussian curves fitted to the samples collected by the two temperature sensors
on the Low Corridor Ethernet Sensor Node. The samples are divided into groups based on the
PIR occupancy sensor and the comfort vote button presses of the Low Corridor Ethernet Sensor
Node (figures A–D) and the E8 Ethernet Sensor Node (figures E and F). The legends show the
count of data points that the curves were fitted to. The x-axis values are the raw uncalibrated

values.
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(A) Principal Component 0

(B) Principal Component 1

FIGURE 7.6: Gaussian curves fitted to the two most significant principal components of all the
data collected. The samples are divided into groups based on the comfort vote button presses
of the Low Corridor Ethernet Sensor Node. The legends show the count of data points that the

curves were fitted to. The x-axis values are the raw uncalibrated values.
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7.4 Linear Discriminant Analysis

Linear Discriminant Analysis (LDA) is a multivariate method similar to PCA. Like
PCA it analyzes a dataset and produces a transformation matrix to transform data into a
new parameter space based on its variation. Unlike PCA the data it analyzes is labelled
into classes prior to being processed. LDA transforms the data into a parameter space
such that the variation between classes is maximized, while the variation within a class
is minimized. As a result of this, it tends to separate the classes if possible. The
dimensions of the transformed parameter space are ordered such that the first ones
have the most variation between classes, and the last ones have the least.

7.4.1 Use in Project

LDA was used in much the same way as PCA. In some cases it was essentially used
as a direct replacement for PCA. Since LDA was more successful at separating the
classes than PCA, there was more analysis and classification work done using LDA for
pre-processing than with PCA.

A range of classification methods were used to attempt to classify the LDA out-
put, they include the Cosine Windowing Function classifier; the Gaussian Likeliness
classifier; the Gaussian Probability classifier; and the K-Nearest Neighbour classifier.
These are described in Section 7.5.

7.4.2 Results

Like with PCA, the first thing done with LDA was to plot its most significant output
components on a 2D scatter plot. Unlike with PCA, the LDA model is built using
labelled data. As a result, instead of using all the data to build the model, only data
within 5 minutes of a comfort vote button press was used to build the model. The data
was labelled as being of the same class as the button press it was within 5 minutes of. If
there were multiple buttons pressed in that time span then there were multiple instances
of that data value included with labels appropriate for each of the button presses. The
reason for the time range was that statistical methods work better with more data, and
most nodes did not have a large number of button presses. The time range increased
the number of data points included for each button press from 1 to 21. It also meant
that the data points for the button press effectively describe the average conditions at
the time the button was pressed, rather than the conditions at a specific instance. The
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time of 5 minutes was chosen as it was assumed that the thermal comfort conditions
were unlikely to change significantly during that time. When building the models, the
only data used is the weather data and data from the the node whose comfort votes are
being used to select the data. This is a total of 33 variables; 19 from the meteorological
station, and 14 from the node.

The results of this were promising, as the plots clearly showed the comfort votes
of like classes were grouped together. Example plots from 4 rooms are shown in Fig-
ure 7.7. Figure 7.7a uses data from a node in a single occupant office. This particular
node only had 12 comfort votes, yielding 252 data points in its plot. As can be seen
the clusters are well separated. The clear class distinctions are likely due to the low
number of comfort votes as compared to the dimensionality of the space. Figure 7.7b
is a single occupant office similar to the previously mentioned plot, but it has a greater
number of comfort votes — 43 votes yielding 903 points plotted. While their classes
aren’t separate any more, three clouds of points (one for each class) can be clearly
recognised. Figure 7.7c shows the results of a multi-occupant electronics lab. While
the data from the previous two plots can be assumed to primarily representative of a
single individual, the data from this node represents multiple individuals. As a result
of this, the classes are less distinct, as different people have different comfort zones,
which are overlapping and not differentiated when plotted here. A second result of
this is that there are more comfort votes; over 100 yielding over 2200 points plotted.
This also contributed to the overlapping of the classes. Figure 7.7d is from a corridor
leading to the offices in the main deployment area. This node received the largest num-
ber of comfort votes (around 270) due to the number of people walking past it. Again
as the number of users and comfort votes increase, the separation between the clouds
decreases, though they do remain contiguous.

Since the 2D scatter plots for the two most significant axes of the LDA process
showed promise for a basis of classification, it was decided to investigate whether the
next most significant axis would further separate the classes. A program was written
to perform the LDA process and feed the results into the 3dPondViewer application.
Some sample results are shown in Figure 7.8. The three most significant LDA axes
are plotted in order of significance against the Y, X and Z axes of the 3D space. The
data is plotted inside a cube that is aligned to the axes of the 3D space which acts as a
visual reference. The data is scaled such that the maximum or minimum data point on
any axis is plotted at the position of the cube face that intersects that axis. The plots
on the left are viewed from the front, resulting in the Y axis running up and down the
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(A) Single Occupant Office (few votes) (B) Single Occupant Office

(C) E8 — multi-occupant lab (D) Low Corridoor

FIGURE 7.7: A selection of plots of 2D LDA results. The results come from four different
locations. There are two single occupant offices, one office where the occupant voted often and
on where the occupant did not. There is a small multi occupant lab and there is a corridoor,
both of which have many votes. Point colours correspond to the following training sets — Red:

Too Hot, Green: Just Fine and Blue: Too Cold.
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(A) Single occupant office front view (B) Single occupant office top view

(C) Single occupant office (few votes) front view (D) Single occupant office (few votes) top view

(E) Multi-occupant electronics lab front view (F) Multi-occupant electronics lab top view

FIGURE 7.8: 3D plots of the first 3 most significant LDA axes for three different nodes.
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page, the X axis running across the page, and the Z axis into the page. These plots
are comparable to the two dimensional plots in Figure 7.7. The plots on the right are
viewed from above, resulting in the Z axis running up and down the page, the X axis
across the page, and the Y axis out of the page. This perspective allows the distribution
of points along the third LDA axis to be clearly viewed.

The plots showed that moving from two to three dimensions didn’t result in fur-
ther separation of the classes. As a result all further processing based on LDA was
performed only on the two most significant LDA axes.

7.4.3 Histograms

Prior to classification histogram plots of the LDA processed data were produced. These
were produced to gain a better understanding of the results of the LDA and how their
structure and distribution would affect classifiers. This enabled via inspection to check
the validity of the assumptions some classifiers are based of — such as that the data
follows a Gaussian distribution. The plots were produced for all the data divisions that
would be used when producing classifiers. The division technique used is described in
Section 7.5.2.

7.5 Classification

There are a number of methods for producing classifiers to predict the comfort classi-
fication (Too Hot, Ok, Too Cold) given a set of measured environmental parameters.
All the classifiers discussed here are based on two dimensional data that has been pro-
duced by processing the measured environmental parameters using Linear Discrimin-
ant Analysis.

Table 7.4 provides a summary of the accuracy of the classifiers produced. There is
a subsection discussing each classifier in the table. Section 7.5.4 discusses the Cosine
window function based classifier. Two Gaussian based classifiers are discussed in
Section 7.5.5 and Section 7.5.6. Section 7.5.7 discusses the k-Nearest Neighbour (k-
NN) classifier. Finally 8.2.1 discusses areas of interest for future work relating to
building classifiers for this dataset.
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Classifier
Average

accuracy of all
classifiers

Average Hot
classifier
accuracy

Average Ok
classifier
accuracy

Average Cold
classifier
accuracy

Cosine Window 49.42 44.52 52.68 49.23
Gaussian
Likeliness

49.81 47.61 49.65 50.45

Gaussian
Probability 49.67 47.04 49.65 50.82

k-NN (K=5) 44.95 39.33 58.73 34.93
k-NN (K=7) 45.23 38.65 59.67 35.51

k-NN (K=11) 45.36 38.15 60.23 35.82
k-NN (K=15) 45.37 37.97 60.78 35.48
k-NN (K=19) 45.49 37.65 61.39 35.54
k-NN (K=25) 45.51 37.48 61.41 35.81

TABLE 7.4: The overall average accuracy of all classifiers, and the average accuracy of each
classifier across all rooms

Interpreting Accuracy Results

When interpreting the class accuracy results one needs to compare the accuracy value
to the value one would expect from random chance. In most instances this is 33.3%,
some nodes only have data for two classes so one should compare their values to 50

Values lower than random chance indicate that the classifier is sacrificing perform-
ance of that class to artificially inflate its performance in another class. An extreme
example of this would be a two class classifier with 100

7.5.1 Dataset

The dataset used for creating classifiers for each node consists of data from the node
the classifier is being made for and the data from the Whitworth meteorological station.
The data for each class for a node is selected using the comfort votes from that node.
Node and weather data between 5 minutes before and 5 minutes after the time of each
comfort vote, is added as a group of points to the set of data to be used for creating
the classifier. It is labelled as being of the same class as the comfort vote which was
used to select it. With 30 seconds separating readings and a 5 minute selection range,
a comfort vote can select up to 21 rows of data (forming 21 data points) to go into a
group. Only rows of data where both node and weather data are available are used, so
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a group may contain less than 21 data points.
There are several reasons for selecting up to 21 data points to represent each com-

fort vote. Firstly, instead of training the classifiers on the specific environmental con-
ditions at the time of the vote, including samples from the surrounding time trains the
classifier to recognise similar conditions as being from the same class too, which aids
in the generalization of the classifiers. Secondly, LDA is a statistical method, and stat-
istical methods work better with more data. Thirdly, some nodes had recorded fewer
comfort votes than there were measured parameters. LDA cannot be performed if
there are less measurements than parameters. Increasing the number of measurements,
by including samples from around the time of the comfort vote, enabled LDA to be
performed for these nodes, and thus allow classifiers to be produced.

There was significant variation in the number of votes per node. Multi-occupant
work areas received more votes than those in single occupant offices, but not as many
as those in well trafficked areas. Table 7.5 shows how many comfort votes each node
received and the resulting data points used for classification, in the time frame used for
testing the classifiers.

Name Total Hot Ok Cold Total Hot Ok Cold
Votes Votes Votes Votes Points Points Points Points

E1H Barry Lennox 67 7 46 14 1261 133 862 266
E1B 78 31 28 19 1461 589 511 361

E1M Meeting Room 140 29 88 23 2635 551 1647 437
E1G 20 7 8 5 370 123 152 95
E1A 27 4 19 4 513 76 361 76

C34 Student
Electronics
Workshop

159 44 56 59 2854 814 956 1084

E1L 21 10 8 3 399 190 152 57
F1 East Side 380 69 242 69 7206 1311 4591 1304

F1A South Block 240 130 26 84 4510 2450 481 1579
E8 Igor Labs 157 43 84 30 2963 812 1584 567

E7 Peters Room 21 8 13 0 365 140 225 0
F1B North Block 142 65 55 22 2665 1228 1025 412

Low Corridor 668 77 518 73 12671 1463 9821 1387
Total 2120 524 1191 405 39873 9880 22368 7625

Average 163.08 40.31 91.62 31.15 3067.15 760.00 1720.62 586.54

TABLE 7.5: Data about the dataset used for training and testing classifiers
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7.5.2 Leave One Out Cross Validation

Due to the small number of button presses recorded on some nodes, it was found that
the models wouldn’t form correctly if the training set’s size was reduced by removing
multiple data points to use as test data to assess the models. The points would be
intermixed and the regions of space dominated by points of a particular class wouldn’t
be apparent. In order to assess the models without causing them to fall apart a method
was needed that required very few data points be removed from the training set in
order to test the model. Leave One Out Cross Validation (LOOCV) is a method of
cross validation which requires only one data point to be removed from the training set
in order to test the model.

If you have N data points, LOOCV works by building the model N times, and each
time using N− 1 points to train the model, and the 1 point left out is used to test it.
A different point is chosen to be used to test the model. The mean accuracy is then
calculated based on the results of all the tests. The mean accuracy is representative for
models built by the method being used and trained on N−1 data points. The variance
associated with the accuracy measure is higher using this method than other validation
methods. More details on LOOCV can be found in Section 6.5.

The LOOCV method was modified slightly when used in this project. As was
described in Section 7.5.1, each button press was transformed into a group of up to 21
data points. Instead of leaving each individual data point out once, individual groups of
data points were left out instead. The idea was that this would be equivalent to leaving
out an individual button press. This was important because the points all described
similar conditions having only a short time between them. If a single point of the
group of up to 21 points was left out, there would be a guarantee of up to 20 points
which were very similar to it that would be in the training data. This would be almost
equivalent to not removing the data point at all, and testing the classifier using the
training data.

7.5.3 Accuracy

The accuracy values presented in this section were calculated using the following
method. When a classifier is trained and tested on data from a node, the results of
the classifier are stored in a file. The file stores the results of each iteration of the
LOOCV on a separate row. Each row contains the number of points being classified
in that iteration — the data points that were left out that iteration; the actual class of
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those data points; the number of true positives and false negatives; and the number of
data points classified into each of the three classes.

Given a file of classifier results for a node, the accuracy for each class is calcu-
lated by summing up the total number of points for the class whose accuracy is be-
ing determined giving the ‘totalClassPoints’. The number of points whose actual
class is the same as the class whose accuracy is being calculated, which were cor-
rectly classified as being from that class, is totalled giving the ‘totalClassified’.
The accuracy of the classifier at classifying points of the class whose accuracy is be-
ing calculated (the ‘classAccuracy’), is the result of dividing totalClassified by
totalClassPoints.

The overall ‘Average Accuracy’ of the classifier is calculated as the mean of the
three class’s classAccuracy values. If a classAccuracy value was not present (per-
haps due to the class not receiving any comfort votes), then the Average Accuracy

was calculated as the mean of the classes which were present.
Table 7.4 displays the average accuracy across all the nodes of each classifier.

The accuracies displayed for each class in that table are calculated as the mean of
the Average Accuracys for each node for a given classifier. The average accuracy
column in this table is calculated as the mean of those values.

7.5.4 Cosine Local Neighbourhood Windowing Function

The first method used to attempt to classify the LDA processed data is the Cosine Local
Neighbourhood Windowing Function. The classifier is prepared by running a set of
labelled training data through the LDA process. This produces a set of labelled data
points in LDA space, and a transformation matrix which maps measured parameters to
LDA space.

When classifying a data point, the data point’s position in the LDA space is first
determined by multiplying the data point’s readings by the transformation matrix pro-
duced when processing the training data. Next all the LDA transformed training data
points within a set range ra of the position of the data point to be classified are found.
The range has a subscript a as it can take on a different value for each axis in the mul-
tidimensional dataset. Next, a value is calculated for each of the three possible classes.
The value for a given class is the weighted sum of all the data points of that class from
the data points that were previously selected, due to being within the range of the point
to be classified. The data point is classified as being of the class which has the highest
total.
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Name Average Hot Ok Cold
Accuracy Accuracy Accuracy Accuracy

E1H Barry Lennox 58.58 51.13 64.85 59.77
E1B 53.73 59.08 44.23 57.89

E1M Meeting Room 48.92 35.93 53.86 56.98
E1G 20.43 30.89 28.29 02.11
E1A 56.69 43.42 75.35 51.32

C34 Student Electronics Workshop 42.05 28.50 35.46 62.18
E1L 24.61 36.32 37.50 00.00

F1 East Side 59.94 41.80 62.32 75.69
F1A South Block 58.19 62.78 42.83 68.97

E8 Igor Labs 37.62 22.54 45.52 44.80
E7 Peters Room 72.98 79.29 66.67 -
F1B North Block 65.12 63.60 75.22 56.55

Low Corridor 43.56 23.44 52.72 54.51
Average 49.42 44.52 52.68 49.23

TABLE 7.6: Results of the Cosine Local Neighbourhood Windowing Function classifier

The weighting of each training data point is calculated according to Equation 7.1.
The variable da represents the distance between the training data point and the data
point to be classified along the axis a. A is the total number of dimensions the classifier
is being used in.

∑
A
a=1 cos(da/ra)

A
(7.1)

In the classifier trained on the LDA processed data, A was chosen to be 2. This meant
that da took on the values of the distance between the training data point and the data
point to be classified along the x-axis and the y-axis. The range for a given axis ra is
calculated as half the average of each class’s standard deviations of the LDA processed
training data for that axis.

This windowing function makes data points, which are closer to the point to be
classified, contribute more than points which are further away. It was inspired by the
k-NN classifier in that it looks in the local area of the point, but it considers the values
of points in a wider area, and is affected by the density of points in an area. This has
a smoothing effect on its output value and prevents it from being affected by a small
number of tightly clustered points from one class in an area dominated by points of
another class.

Table 7.6 contains the accuracy results for the classifiers produced for each node.
Overall the classifier performed well for a first attempt. It had poor performance for
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nodes with few points. Nodes which had multiple people interacting with them had
lower performance than those which only had a single person voting; though they
would typically have average performance at classifying one or two classes.

7.5.5 Gaussian Likeliness

The Gaussian Likeliness classifier fits three Gaussian surfaces to the LDA processed
data. One surface is fitted to the training points of each class. To classify a point,
its coordinates in LDA space are determined; then the value of each of the Gaussian
surfaces at that point is calculated. The point is classified as being of the class whose
Gaussian surface was highest at that point.

Unlike the Cosine Windowing and the k-NN classifiers the Gaussian Likeliness
classifier does not classify a position in LDA space as being of a particular class based
on the points in the local area. Those other classifiers may have islands of one class
mixed in with another if there is a sufficient density of points of that class in a local
area. The Gaussian Likeliness classifier is different in that it divides up space into three
distinct regions (one region for each class) with well defined boundaries.

Unlike the Cosine Windowing classifier and the k-NN classifiers, once the classi-
fier is trained the training data is no longer, needed as it is only used to produce the
model and not used in the actual classification process. This means that the Gaus-
sian Likeliness classifier will classify points faster if there is a large training set. This
is because the other classifiers need to compare a point to all the other points when
classifying a point, whereas this classifier needs only calculate the height at a point
on some pre-computed Gaussian surfaces. In Big-O notation, this classifier is O(1)
where as classification in other classifiers is O(N) where N is the number of points in
the training dataset. Only requiring the curves to be stored also means that a trained
classifier requires much less memory to store and use.

The accuracy results of the Gaussian Likeliness classifier are shown in Table 7.7.
The results are fairly similar to the Cosine Windowing classifier with most nodes per-
forming better than random chance. Similarly, the classifier performed poorly on two
of the nodes which only had 20 comfort votes in total across all three classes, but per-
formed well on the node with 21 votes spread between just two of the classes. Again
the classifier performs less well on some nodes (the Electronics Lab, Electronics Work-
shop, and the corridor node), where there are multiple people voting. It is noted that
the performance of this classifier for the Hot class is slightly improved for the Student
Electronic Workshop node as compared to the Cosine Windowing classifier; though
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Name Average Hot Ok Cold
Accuracy Accuracy Accuracy Accuracy

E1H Barry Lennox 58.16 51.13 60.56 62.78
E1B 54.50 57.56 43.05 62.88

E1M Meeting Room 49.72 41.20 50.76 57.21
E1G 18.98 21.95 32.89 02.11
E1A 58.01 38.16 70.08 65.79

C34 Student Electronics Workshop 43.67 38.21 35.15 57.66
E1L 28.07 55.26 28.95 00.00

F1 East Side 60.92 50.34 58.03 74.39
F1A South Block 57.77 62.82 44.70 65.80

E8 Igor Labs 36.92 26.72 42.23 41.80
E7 Peters Room 72.75 79.29 66.22 -
F1B North Block 64.14 66.53 62.05 63.83

Low Corridor 43.88 29.73 50.80 51.12
Average 49.81 47.61 49.65 50.45

TABLE 7.7: Results of the Gaussian Likeliness classifier

performance is now only slightly better than random chance. Again performance is
reasonable for the multi-user nodes in the open plan work areas (the East Side, North
and South Block nodes), and the Meeting Area node. Overall the results for each node
are very similar to the Cosine Windowing classifier, with performance largely gov-
erned by the dataset. The classifier is marginally better than the Cosine Windowing
classifier on average.

Figure 7.9 shows some example plots of the results of the Gaussian Likeliness clas-
sifier. There are three figures each for a single occupant office and the corridor node.
The office node plots are on the left and the corridor plots are on the right. Figure 7.9a
shows the data points used for training the classifier along with a group of test data
points in a lighter colour. This plot is for reference to compare to the visualizations of
the classifier. Figure 7.9c visualizes the 2D Gaussian surfaces by changing the RGB
colour values of the background. The value of the Hot class Gaussian curve at a point
determines the red channel value at that point; the value of the Ok class’s curve controls
the green channel; and the value of the cold curve sets the blue channel. The values
are mapped such that a 0 value of the curve is 0 of the related colour, and the value at
the highest point of the surface is 255, the maximum colour value. In Figure 7.9e the
background colour is set to be that of the class whose curve is highest at each particular
point.

Figure 7.9c provides a visual representation of the 2D Gaussian surface which was
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(A) Data points only (B) Background coloured by Gaussian Curve values
No data points

(C) Background coloured by
Gaussian Curve values

(D) Background set to colour of class
with highest curve at that point, no data points

(E) Background set to colour of class
with highest curve at that point

(F) Background set to colour of class
with highest curve at that point

FIGURE 7.9: Various plots showing results of the Gaussian Likeliness classifier. Plots on the
left are from a single occupant office. Plots on the right are from a frequently used corridor.
Key indicates how many points of each class were used for training and testing, what class the

test points were and what they were classified as.
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fitted to the data points of each class. Visual inspection suggests that the curves fit the
data from this node quite well. Figure 7.9e shows the classification regions that the
curves define. It can be seen that the boundaries between the regions are positioned
such that they divide the data points in a way that places the majority of the points of a
class in the correct region.

Figure 7.9b is the same type of plot as Figure 7.9c, but for the corridor node. It
doesn’t show the data points as including them on the plot would obscure the back-
ground and prevent one from getting an idea of what the Gaussian surfaces of the
classifiers look like. Compared to Figure 7.9c the curves are much closer together and
overlap more. This is a result of the greater overlap of the clouds of data points of each
class. This is believed to be due to the corridor node being used by many people as
opposed to just one; so its data is made up of many people’s comfort zones, which are
all slightly different.

Figure 7.9d is a plot for the corridor node which shows the regions where each
classifier’s curve is the highest of all the curves, and thus what data points in that region
would be classified as. Again the data points are not plotted as they would prevent one
from seeing where the boundaries are. Figure 7.9f includes the data points. One can
compare Figure 7.9b and Figure 7.9d to Figure 7.9f and relate their background to the
point cloud to understand how they relate.

The corridor node plots illustrate why the classifiers were typically correctly clas-
sifying the test points at a rate of 50–60%. There is such a large overlap of points of
different classes that if you define a region as being of a certain class then one is cer-
tain to mis-classify a large number of points. A solution to this would be to move to a
higher dimensional space for classification. Increasing the dimensions could increase
the spacing between the majority of the points of each class. However, the reason this
analysis was done on 2D data was that prior investigation of LDA showed that the third
LDA dimension didn’t contribute any significant class separation. To make additional
dimensions work, one would require something to further differentiate the different
classes; either additional environmental parameters (additional sensors on the nodes
or using data from multiple nodes or other sources) or some other processing besides
LDA (perhaps include non-linearly transformed versions of measured variables).

One may see the lower right region of Figure 7.9d being classified as hot as a
problem with the classifier, since it’s on the opposite side of the data point cloud to
where the majority of the hot class training data points are. The reason this area is
classified as being hot is because the hot training data has a higher standard deviation
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than the other two classes. This results in the hot classifier’s Gaussian surface having
less height than the others, but having a higher value further away from the mean
of its class; whereas the other class’s curves are higher but drop close to 0 after a
shorter distance travelled from their respective means. If one were using this type of
classifier in a production system, one should consider not just which curve is highest
at a particular point like this plot does, but what the height value of the curve is at that
point. When one looks at the lower left region in Figure 7.9d, one can see that all the
curves have values close to 0 in that region. The height of the curve can be used as a
proxy for confidence in classifying a point as being of that curve’s class. It might be
more reasonable to give an error, or return no class for regions which have very low
curve heights. Alternatively, one could classify points in regions, where all curves are
below a certain height, as being of the class whose mean is closest to that point.

7.5.6 Gaussian Probability

The Gaussian Probability classifier is a modified version of the Gaussian Likeliness
classifier. The Gaussian Likeliness classifier uses the height of the Gaussian surfaces
as a proxy for how likely each particular class is at that point. It doesn’t give a measure
of probability, as the probability at a particular point on the surface is given by the
volume under that point; and since the area under a point is 0, the probability of any
class at any point is 0 regardless of the height of the surface. The Gaussian Probability
classifier calculates a probability of a class at a particular point by calculating the
volume under a small area around the point. It then classifies that point as the class
which has the highest probability.

The probability calculated is a numeric approximation to the true probability. The
area around the sample point is divided into a number of squares. Only those squares
whose centres are within a certain radius of the sample point are used in calculating
the area. The length of a squares side is r/7, where r is the radius. Each square within
the radius of the sample point has the height of the Gaussian surface in its centre point
calculated. The probability is calculated as the sum of these heights multiplied by the
area of each square.

The true probability could be calculated if the N-dimensional Gaussian library writ-
ten for this project was extended to provide an N-dimensional error function. There
was insufficient time to do this, so the numerical approximation approach was used
instead.
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Name Average Hot Ok Cold
Accuracy Accuracy Accuracy Accuracy

E1H Barry Lennox 58.19 51.13 60.67 62.78
E1B 54.50 57.56 43.05 62.88

E1M Meeting Room 49.72 41.20 50.76 57.21
E1G 18.76 21.95 32.24 02.11
E1A 58.98 36.84 70.36 69.74

C34 Student Electronics Workshop 43.55 37.84 35.15 57.66
E1L 27.89 54.74 28.95 00.00

F1 East Side 61.03 50.27 58.20 74.62
F1A South Block 57.79 62.73 44.70 65.93

E8 Igor Labs 36.96 26.72 42.17 41.98
E7 Peters Room 70.25 74.29 66.22 -
F1B North Block 64.15 66.61 62.24 63.59

Low Corridor 43.88 29.60 50.72 51.33
Average 49.67 47.04 49.65 50.82

TABLE 7.8: Results of the Gaussian Probability classifier

Table 7.8 shows the results of the Gaussian Probability classifier. As one would ex-
pect, they are similar to the Gaussian Likeliness classifier’s results. They are however
very slightly worse.

7.5.7 k-Nearest Neighbour

The k-Nearest Neighbour (k-NN) is a classic and well known classifier used in many
machine learning applications [72]. To classify a point, the k-NN algorithm examines
the class of the k nearest data points to the point to be classified in the labelled training
set. The point is classified as being of the class which is most frequent in those k data
points. Using a smaller value of k results in greater sensitivity to fine details of the
training set, but also to noise present in the training data. A larger k results in the
classifier representing the larger structure of the classes, with a less detailed boundary
region.

As the best value of k was not known, classifiers with a range of values of k were
produced. The values of k which were used were 5, 7, 11, 15, 19 and 25. The average
results of these classifiers are presented in Table 7.4. To save space this subsection
presents more detailed results only for the classifiers with k-values of 5, 15 and 25.

The results for the k-NN classifier with a k value of 5 are shown in Table 7.9. This
classifier used the lowest value of k. The results are very poor. Some classes for some
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Name Average Hot Ok Cold
Accuracy Accuracy Accuracy Accuracy

E1H Barry Lennox 44.06 16.54 75.41 40.23
E1B 54.96 57.56 41.68 65.65

E1M Meeting Room 44.57 27.59 72.50 33.64
E1G 17.89 21.95 29.61 02.11
E1A 53.00 34.21 74.79 50.00

C34 Student Electronics Workshop 44.26 41.28 50.73 40.77
E1L 29.39 44.74 43.42 00.00

F1 East Side 49.51 31.27 76.76 40.49
F1A South Block 51.31 79.80 14.55 59.59

E8 Igor Labs 35.13 29.68 59.47 16.23
E7 Peters Room 58.98 42.86 75.11 -
F1B North Block 64.50 73.62 59.22 60.68

Low Corridor 36.76 10.25 90.31 09.73
Average 44.95 39.33 58.73 34.93

TABLE 7.9: Results of the kNN5 classifier

of the nodes have good scores, but the other classes on those same nodes have very
poor scores. This means that for those nodes the classifier was simply classifying the
majority of points as being from the class which had the best score. Typically in these
cases the class which had the best score was also the one with the most data points.
Indeed, in 7 out of 13 of the nodes, the order of the classes sorted by their classification
accuracy from highest to lowest, was same as the order of the classes when sorted by
the number of training data points each class had.

Table 7.10 shows the results for the k-NN classifier with a k of 15. 15 is in the
middle of the range of k values tested. The results of this larger k value are similar to
those of the smaller k = 5 value. Some results have shown a slight improvement in all
classes, but in others only the class with the most votes gained accuracy at the expense
of the other classes.

The results of the highest k value of 25 are shown in Table 7.11. As with the
other k-NN classifiers, the classifier performed reasonably well on nodes which had
a similar numbers of data points for each class, and performed badly on nodes where
one class’s data points significantly outnumbered the other classes. The higher value
of k did improve performance slightly overall but decreased it slightly in some cases.
This k-NN classifier did perform better than the Gaussian Likliness classifier in the
F1B North Block case but less well in all others.

The performance of the k-NN classifiers is quite sensitive to the training set. Given



CHAPTER 7. DATA ANALYSIS 126

Name Average Hot Ok Cold
Accuracy Accuracy Accuracy Accuracy

E1H Barry Lennox 44.93 16.54 75.41 42.86
E1B 55.59 58.74 42.66 65.37

E1M Meeting Room 45.04 26.86 75.53 32.72
E1G 17.62 21.14 29.61 02.11
E1A 52.75 32.89 75.35 50.00

C34 Student Electronics Workshop 44.99 35.87 51.78 47.32
E1L 30.18 43.16 47.37 00.00

F1 East Side 50.43 28.76 81.73 40.80
F1A South Block 51.67 82.29 12.89 59.85

E8 Igor Labs 34.16 25.25 63.83 13.40
E7 Peters Room 60.01 43.57 76.44 -
F1B North Block 66.69 73.94 62.54 63.59

Low Corridor 35.80 04.65 94.98 07.79
Average 45.37 37.97 60.78 35.48

TABLE 7.10: Results of the kNN15 classifier

Name Average Hot Ok Cold
Accuracy Accuracy Accuracy Accuracy

E1H Barry Lennox 45.82 18.05 76.57 42.86
E1B 55.49 59.42 41.68 65.37

E1M Meeting Room 44.45 23.59 76.56 33.18
E1G 17.62 21.14 29.61 02.11
E1A 52.84 32.89 75.62 50.00

C34 Student Electronics Workshop 45.81 33.54 53.24 50.65
E1L 30.39 43.16 48.03 00.00

F1 East Side 50.70 28.30 83.08 40.72
F1A South Block 52.02 82.53 13.10 60.42

E8 Igor Labs 33.60 21.55 66.73 12.52
E7 Peters Room 59.79 43.57 76.00 -
F1B North Block 67.59 75.24 62.24 65.29

Low Corridor 35.57 04.24 95.85 06.63
Average 45.51 37.48 61.41 35.81

TABLE 7.11: Results of the kNN25 classifier
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a “nice” training set where each class has a similar (and large) number of data points,
and without too much overlap of the points in different classes, the k-NN classifier
performs quite well. In most cases however, the data from the nodes is not “nice”. In
most cases one class occurs far more frequently than the others, in one case a class isn’t
represented at all as the room never gets cold. There is also significant overlap in the
classes. Since k-NN is based on counting a number of points and choosing the most
frequent class in that count, it can get affected detrimentally if in the training set one
class occurs more frequently — as there are simply more of that class’s points about to
count.



Chapter 8

Conclusion

This chapter discusses what this project intended to achieve, how well the project met
its aims and objectives, and the conclusions that can be drawn from the project and
suggests possible avenues of future research.

The main motivation for the work is the need to reduce energy usage to combat
climate change. Heating and air-conditioning systems use a lot of energy, so find-
ing a way of reducing their energy use while maintaining satisfactory conditions for
occupants is desirable. This thesis examines the use of a sensor network to classify
occupant comfort based on both the local environment around the sensor nodes and
the external environment. Having a model that can predict occupant comfort based on
real time data of environmental parameters would allow the development of an indoor
environment control system that regulates comfort in a closed loop manner. The same
model could be used to predict comfort with, or hypothetical values of, parameters.
Optimisation algorithms could then be applied to the said control system to minimize
its power usage while maintaining occupant comfort.

The specific aims and objectives of the project are described in Chapter 1.3. Overall
the project has met its aims and objectives.

8.1 The System

The sensor network as deployed consists of 17 sensor nodes connected to an Ether-
net network. These nodes send data to a database server. The original plan called
for multiple sensor networks to be developed. There was to be an initial small scale
deployment, followed by a larger deployment of nodes. The nodes in the second de-
ployment would be of an improved design based on lessons leaned and data from the
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initial deployment. Control of the building’s heating system was also planned. The
plans for both the larger deployment and the heating control had to be dropped when
development of the initial batch of nodes took longer than planned.

Overall the system has performed well. It has operated since September 2012
without any sensor network hardware or software failures, and continues to do so at
time of publication.

8.1.1 Hardware

A total of 20 nodes were produced, of which 17 were deployed and 3 were kept for
calibration and demonstration purposes. These nodes cost more to produce than the
original target price for a node, but are still of lower cost than comparative units which
are available on the market. The main reason for the higher cost was that they were
deliberately outfitted with more sensors than necessary. In particular they had multiple
sensors measuring the same environmental parameters. This was done to enable de-
signers of future nodes to analyze the data from these nodes and decide if they need
the cheaper or more expensive version of a sensor, or if having directional light in-
tensity measurement is important. Analysis of this nature was going to be performed
when designing the second version of the nodes for the second larger deployment, but
time limitations prevented this as the development of the first generation of nodes took
longer than expected.

Some analysis of the sensors was performed, but it was mainly limited to calibra-
tion to assess the relationship between measured values and true values of the para-
meters. The analysis of whether the lower quality sensors were useful, or whether the
directional light sensors were of benefit was not performed. The data is available as a
resource to aid future sensor network designers.

Overall all aspects of the system have performed well. The hardware met its ob-
jectives and fulfilled its purpose. The calibration performed provided factors to correct
measured values, though in the end it wasn’t necessary for the analysis performed as
the data normalisation step would remove any calibration adjustments.

8.1.2 Software

Custom software was written for both the nodes and the server they send their data to.
The primary functions of the server software were to synchronize the data sampling
of the nodes and to receive and store data transmitted to the server. The secondary
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functions related to monitoring the status of the system, sending out alert emails based
on the system status and providing access to the received data. The primary functions
of the software on the node were to establish contact with the server, to sample its
sensors at the correct time and to transmit the samples to the server. The secondary
functions were to communicate a description of the node’s sensors to the server if
requested, and to provide user feedback via the LEDs.

Due to the requirement for the system to operate for a long duration the software
was designed to both send reports about the system status and to detect and automat-
ically recover from errors. Different error recovery strategies were employed on the
nodes and the server. The nodes had a simple strategy of reverting to a known good
state by resetting themselves should any deviation from normal operation be detected.
This strategy was chosen since there are two types of problem the nodes can encounter:
firstly problems that can be fixed from software and secondly, problems which can’t
be fixed from software. If the problem is one which can’t be fixed from software, then
no recovery procedure would be effective, and resetting the node has no effect. If the
problem is one that can be fixed from software, then traditionally it would be necessary
to identify the error and then take steps to recover. This strategy requires anticipating
all recoverable error types. The simpler strategy of resetting the node is guaranteed to
put the node into a known good state. This may cause the loss of some measurements,
but it means that all measurements sent and successfully received by the server are
valid measurements.

The main piece of server software called the DataReceiverServer (DRS) performed
the primary functions of the server software. It maintained the system’s representation
of time, synchronized the node’s sampling, stored received data in the database, and
handled node registration. The database used for the project was the open source
PostgreSQL database. These two pieces of software worked well to collect and store
the data from the sensor nodes. The status of the DRS and the nodes was monitored
by another program. This program received two types of heartbeat messages from the
DRS. One type was a simple timed heartbeat message to indicate the DRS program
was running. The other was sent whenever a node’s data packet was received. This
type included the node’s ID to allow tracking of which nodes were active without
querying the database. The program that received these heartbeat messages fulfilled
the secondary functions of the server, that of monitoring the system status and sending
out alert emails should it be too long since a heartbeat message was received from the
DRS.
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The storage of weather readings was handled similarly. There is a piece of software
that receives the weather readings and stored them in the database, and there is a piece
of software that monitors it and sends alerts should it be too long since the last reading
was received. The software to retrieve the building’s fiscal smart meter readings did not
have monitoring software as it retrieved it’s data periodically from an external source
rather than receive data sent to it.

The monitoring software would continue to send emails so long as a monitored
component had failed. The time between emails being sent was doubled each time one
was sent to avoid generating too many emails for a long duration outage.

Overall the software developed worked very well. The monitoring software gener-
ated prompt notifications of any errors. These errors were usually the power to a lab
being turned off at the end of the day, or an occupant unplugging a node from an Eth-
ernet wall socket to plug in a computer rather than use the provided Ethernet switch.
This allowed the errors to be corrected with actions such as plugging the node back in,
or routing power from outside the lab to the node. Using the PostgreSQL database to
store the measurements was hugely beneficial for analyzing the data. Storing the data
in a text file as other research sensor networks have done in the past would have made
analysis impractical give the size of the dataset resulting from the duration, frequency
and number of nodes used in this project.

8.1.3 Network protocol

The nodes and the server used a custom protocol to communicate. The protocol served
multiple purposes. It allowed the server to set the node’s clocks to the correct time and
to communicate the next data sampling time to the nodes. It allowed the nodes to send
their data to the server as well as resend data the server did not acknowledge receiving.
It also allowed the node to transmit a description of itself and its sensors to the server
and also for the server to request the description to be sent.

A custom protocol was used since it allowed the desired functionality to be imple-
mented with a minimum of overhead. Since the nodes operated on an IP based network
the two main protocols to build the custom protocol on top of were TCP and UDP. This
protocol was built on top of the UDP protocol because it was a lighter weight protocol
than TCP and because TCP was unsuitable for the time synchronization functionality
of the protocol. Using a custom network protocol has worked well for this project. It
solved the problems it was designed to and it did so with a minimum of overhead.
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8.1.4 Sensor Nodes V2

Some design work was done on a second version of the sensors nodes. This design
was intended to integrate the Ethernet switch into the sensor node so only one device
needed to be installed in each location. The new design featured a 32-bit PIC micro-
controller and a 3 port Ethernet switch integrated circuit one PCB. The change to the
32-bit PIC was due to it supporting the [R]MII interface required to use the third port
of the Ethernet switch IC.

The 32-bit microcontroller also offered several advantages. It had a unique MAC
address preprogrammed in it and thus eliminated the need for the external MAC ad-
dress containing EEPROM chip the first design used. The greater processing power
afforded by the 32-bit microcontroller permitted use of more CPU intensive sensor
data processing — in particular Fourier transforms of the microphone data could be
taken to produce average and peak levels of different frequencies during the sampling
period. It was also of interest to investigate whether an occupancy detector could be
developed by connecting a inexpensive webcam to the microcontroller’s USB port and
implementing a basic face detection algorithm to attempt to count the number of occu-
pants visible from the node.

Development of the redesigned sensor nodes stopped when it became apparent that
it would take too long to develop them, and that the focus of the project needed to
change to analysing the collected data rather than collecting more.

8.2 Analysis

The aim of the analysis performed was to produce a classifier that can predict occupant
comfort from the data produced by the sensor network as well as the data from the
building’s smart fiscal meters and data from a nearby meteorological station. Before
attempting to produce classifiers, time was spent analyzing the data to gain a better
understanding of the dataset as well as its relation to the comfort votes.

The initial analysis was quite disheartening. There was much overlap in parameter
values for different vote types in all measured parameters. Worse still the average value
of the parameters of different vote types would sometimes be in an order one wouldn’t
expect. For example if the parameter was temperature one would expect the cold class
to have the lowest average value, the hot class to have the highest average value and the
fine class to be in the middle. However Figure 7.5f in Chapter 7 provides an example
where cold class has the lowest average value, hot class is next highest, and fine class
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has the highest mean value. At face value such results would suggest that if people
think they are too hot, you need to increase the temperature to make them satisfied.
This is clearly wrong. The explanation for results like this is that thermal comfort is a
multivariate problem, so there were differences in other parameters that were making
people happy at the higher temperature and feel too hot at the lower temperature. The
initial analysis clearly showed that a univariate approach would not work for comfort
classification.

Initial attempts at multivariate analysis did not go well. PCA was used both to
reduce the number of parameters used in the analysis and to try and transform the
data parameter space into something with more separation between the classes. When
run on 256 parameters in the database it showed that about half of them contained
the vast majority of information and the other half were essentially duplicating this
information but that still left 128 parameters to work with. An examination of the
spread of the different vote classes along the axes in PCA space produced similar
results to the initial univariate analysis. There was much overlap in the values of each
vote class making them unsuitable for producing classifiers. Animating the plots of the
most significant principal components so that points were added and removed based on
the time they were collected suggested the reason PCA was producing unsatisfactory
results. There was a clear 24 hour cycle in the data points. PCA arranges axes based on
which has the most variation. Parameters which vary together contribute to the same
axis. The sun greatly affects many parameters, even indirectly, and it affects them at
the same time. When the sun rises it increases the light level, the temperature as well
as other parameters, but it also indirectly affects other parameters. The building being
monitored is primarily used in the day time. This means that when the sun rises; the
values of the fiscal smart meters rise; the occupancy detector values rise; the sound
level rises; and the building temperature rises because the heating was set to turn on
ready for the people whose arrival is related to the position of the sun. The PCA charts
were essentially descriptions of the time of day rather than descriptions of comfort.

After the failure of PCA a different but related multivariate method called LDA was
tried. The use of LDA was possible due to having comfort classes labelled by com-
fort votes. LDA attempts to find a coordinate transform that maximises the variation
between classes while minimizing the variation within a class. Since it wasn’t trying to
maximize the overall variation it wasn’t ‘distracted’ by the sun and it produced results
with reasonable separation between classes. The LDA results had the majority of the
separation of the classes contained within the first two axes. The separation was not
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perfect however, there was still some spread between classes. This is a result of the
nature of thermal comfort however. Comfort is a sliding scale rather than a group of
distinct classes. It also deals with averages of people, and people have different values
they consider acceptable or uncomfortable. The regions of overlapping comfort classes
are the regions where one transitions between regions where the majority of people are
comfortable and where the majority of people are uncomfortable.

The classifiers based on LDA worked as well a can be expected given that there
is no clear delineation between classes. The boundaries between classes produced
by the best classifiers appeared to be positioned as well as they could be given the
dataset. There were no clear directions parts of them could be moved that would result
in improved accuracy in all classes. Time constraints brought a close to the analysis
of the data. Section 8.2.1 describes some methods of analysis that seem to be good
avenues to explore based on what was learned from the analysis performed so far.

8.2.1 Potential Methods of Analysis

This section describes some analysis methods which were thought to have potential,
but were not explored due to time constraints.

Changing Classification Type

One of the issues affecting the accuracy of the classification is the fact that there isn’t
actually a clear distinct separation between the comfort classes in reality. There is an
overlap in the region between where most people choose one class and where they
choose another. This means that in this transition region if you draw a hard boundary
between the classes and definitively classify a point as being of a specific class then
you are guaranteed to make incorrect classifications as there are points from more than
one class in that region.

A possible solution to this is to stop trying to classify a point as being of a specific
class. Instead a numerical scale could be used. One possibility could be mapping
the data to a scale similar to the standard 7 point comfort scale, although this could
be problematic as the comfort votes from the nodes don’t indicate the magnitude of
discomfort, only the direction (hot vs cold) of discomfort or if there was no discomfort.
The level of discomfort might be estimable based on a measure of the distance between
the point being classified and an averaged value of the ‘OK’ class. This however does
not seem like a robust approach. A better method might be to assign values to the
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regions of data space based on the proportion or number of comfort votes in that region.
This would result in assigning regions where there are many cold votes negative values
and regions with hot votes positive values and neutral regions with values close to
zero. The magnitude of the value would indicate the confidence that that region was of
a particular type of discomfort, rather than how much discomfort that region caused.

Another possibility is a two dimensional approach. The analysis showed that for
this dataset two dimensions were generally required to represent the data as one dimen-
sion didn’t result in good separation of the classes and three dimensions didn’t add to
the separation. It is possible that attempting to classify comfort on a one dimensional
scale is a fundamentally flawed approach and is based upon the mind’s simplified and
warped perception of reality. One possible two dimensional representation would be
one axis representing the proportion of cold labelled points in the region the point is in
vs the number of neutral points, and the other axis representing the proportion of hot
labelled points vs neutral points. These two axes could be converted from Cartesian
coordinates to polar coordinates to give a magnitude of discomfort and a direction in-
dicating the type of discomfort. Unlike the one dimensional scale, this representation
would allow the case where occupants are both strongly too hot and too cold. It’s not
necessarily clear what this would mean for a control system regulating temperature,
but the occupant comfort votes have indicated that such regions do exist, so a comfort
model that can represent these regions might be more accurate than one that can’t.

Bayesian Analysis

The large variation in the number of comfort votes, and thus data points between the
different classes for each node, proved problematic for some of the classification meth-
ods. One solution to this problem would be to remove points from the classes with a
greater number of points until they had the same number of points as the class with the
fewest points. This is not ideal as it literally is throwing away information about how
the measured parameters relate to comfort. It also removes some information that isn’t
directly measured by the data points; the relative frequency of different comfort states.
It is apparent from the data that the different comfort states are experienced to different
extents. This means that, based on past data, some states are more likely than others.
This is information that could be used when producing a classifier. Bayes Theorem
provides a method to include this information into the classifier.

Bayes Theorem is an equation that provides a method of calculating the probability
of a comfort class given a data sample, based on: the probability of that sample if it
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is indeed of that class; the probability of that class; and the probability of the sample
regardless of what class it is [73]. The mathematical form of Bayes Theorem is shown
in Equation 8.1. P(C|S) is the probability of a class given a sample, P(S|C) is the
probability of the sample given the class, P(C) is the probability of the class, and P(S)

is the probability of the sample.

P(C|S) = P(S|C)P(C)

P(S)
(8.1)

The probability of a sample given a class (P(S|C)) is calculated as part of the Gaus-
sian Probability classifier discussed in Section 7.5.6. The probability of the class P(C)

can be estimated based on the number of data points the class has as compared to the
number of data points in all the classes. The probability of the sample P(S) can be
found by using the law of total probability to expand P(S) into the sum of probabil-
ities of the sample given each class multiplied by the probability of that class. The
expanded equation is shown in Equation 8.2. In the equation Ch refers to the Hot class,
Co refers to the Ok class, Cc refers to the Cold class, and Cx is a variable representing
which class you are calculating the probability for. Cx would get substituted with each
of Ch, Co and Cc to calculate the probability of each class given the sample, and then
the sample would be classified as the class with the highest probability.

P(Cx|S) =
P(S|Cx)P(Cx)

P(S|Ch)P(Ch)+P(S|Co)P(Co)+P(S|Cc)P(Cc)
(8.2)

Bayes Theorem can also be used with likeliness rather than probability, which
would let the likeliness values calculated as part of the Gaussian Likeliness classi-
fier in Section 7.5.5 be used. To use the likeliness value one would need to substitute
L(S|C)P(S) for P(S|C). Performing this substitution in Equation 8.1 allows cancel-
lation of P(S) from numerator and denominator to give the simpler equation Equa-
tion 8.3. This is a superior solution as it does not require a decision to be made as to
what size area around a point on the Gaussian Likeliness curve to integrate to produce
a probability, and simply uses the likeliness at that point.

P(C|S) = L(S|C)P(C) (8.3)
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Frequency Analysis

The main reason for the failure of PCA was that PCA finds orthogonal axes in order of
the variation along them, and the most significant variation in the data set was caused
by the day and night cycle. Thus the data trained on the first few most significant
axes produced by PCA was essentially being trained on data representative of the time
of day, which isn’t directly indicative of any comfort state. The large scale changes
in sensor readings brought about by the day-night cycle dominated the results to the
exclusion of the smaller changes which would be indicative of thermal comfort.

A possible solution to this problem would use Fourier analysis. The problematic
effects of the day-night cycle on sensor readings can readily be removed using fre-
quency based techniques. While their effect on the sensor readings is very large, their
frequency (around 1 cycle per day) is very low, much lower than the frequency of any-
thing which would be relevant for changes to thermal comfort throughout the day. By
processing the data with a high pass filter set to remove these very low frequencies one
could eliminate the day-night effect from the data. This might improve classification
based on PCA results as the PCA wouldn’t “get distracted” by the large scale variations
brought about by the day-night cycle.

One problem is that the frequency range of effects that would be relevant to classi-
fication of thermal comfort is not obvious. Clearly 1 cycle per day is much too slow,
and 1Hz would be much too fast, but where in between these the useful data is would
be a topic for further research. The data set produced by this project is sampled at 1
sample per 30 seconds, meaning the upper frequency of effects accurately represented
in the data is 1 cycle per minute.

8.3 Discussion

While the project has been successful, there were some unexpected problems. One
factor that had not been consciously considered was the variability of people. The
main problem this caused was increasing the overlap between class regions for nodes
in places where multiple occupants used them. It would be of benefit to future thermal
comfort monitoring schemes to keep track of which occupant voted, in addition to
when and where. The modern solution to this would be to use an app on a smart
phone, but there are some problems doing that. One of the main reasons for having
the user interface on the front of the node is it minimizes the effort an occupant needs
to expend to interact with the system and takes advantage of the fact that people like
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pressing buttons. There is essentially zero gain to interacting with the system for an
occupant, so the cost (in terms of effort or otherwise) needs to be comparable. A
smartphone app requires an occupant to have a smartphone, download and install an
app, remember to use the app repeatedly and possibly set up a user account. A phys-
ical box on the wall with blinking lights serves as a reminder to occupants to vote, but
only at a time when it’s most convenient for them to and when it costs them nothing
to do so i.e. when they’re standing right next to it. Finding a suitable user interface is
an essential step in producing a monitoring system that can produce data for optimal
thermal comfort classification. This situation does change somewhat if the data collec-
tion is actively used in real time by a control system regulating the environment, but
only if the interaction has some noticeable effect soon after the interaction occurred.
This is because there is now a noticeable benefit to the occupant to interacting with the
system, so therefore some small cost is acceptable too.

Another problem was the building used for the deployment area. It is an old build-
ing with thick walls and so has a very high thermal mass as compared to modern
buildings. This meant that the conditions inside did not vary hugely. Additionally it
has a heating system. These two facts meant that the occupants weren’t exposed to
much variety of conditions while being surveyed, and they didn’t experience many
cold conditions because the heating system was working as it was supposed to. The
plan this project used was to simply leave the sensor nodes in the test area and record
the votes as a variety of conditions occurred over time. The limited variation of con-
ditions in the building worked against this plan. Indeed it works against any system
that intends to learn an occupant’s comfort preferences by monitoring them in an en-
vironment that’s already regulated or that naturally doesn’t vary much. For a system to
learn what conditions an occupant doesn’t like, it needs those conditions to occur. This
may mean that a system that learns occupant preferences would have a training period
where it subjects occupants to a variety of conditions or it would be pre-programmed
with some average results of some test subjects, which it then adapts based on the
occupant’s feedback.

The issue of high thermal mass would have been resolved had the second deploy-
ment of nodes in other buildings gone ahead, though conditions in those buildings
would still depend on how well their HVAC systems regulated their environment.
While monitoring an old building made producing classifiers challenging, trying to
avoid the problem by monitoring newer buildings isn’t the solution. The reason for
this is that retrofitting advanced heating control systems in old buildings is one of the
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plans for reducing energy usage to combat climate change. Solving the classification
problem in the more challenging environment of an old building is valuable because
it’s the harder problem to solve, and because it’s the case that needs to be solved. Hav-
ing sensor nodes in newer buildings is still beneficial however. It would provide a
reference for comparison, and would allow the production of classifiers which can be
shown to be able to work independent of building type.

It was originally planned that a control system would be produced that regulated
the heating based on occupant feedback. This control system was not produced due to
time constraints and concerns that localised control based on adjusting radiator valves
may result in a catastrophic over-pressure in the building’s very old boiler. An ironic
result of this is that while the project’s main motivation was to reduce energy usage,
it has lead to an increase in energy usage due to operating a server and the sensor
nodes for over three and half years, but made no other changes to the operation of the
building.

While the system worked reliably, there were periods where data was not recorded.
These were due to power cuts, network failures, or third party interference with the
nodes. There is a small amount of non-volatile storage on the nodes both in the mi-
crocontroller and in the external flash memory module that contains the node’s MAC
address. There are a couple of reasons this was not used to store samples for later
transmission during network outages. Firstly, the size of the memory available and
the size of a measurement sample mean that not many samples can be stored. It was
expected that the network would be reliable, and that if it were to fail then the failure
would be of a serious nature and the time it would take to fix would be longer than the
number of samples the node could store. In such an event storing a few more samples
wasn’t expected to impact the study much.

The second more important reason is related to confidence in the sampling timing.
While effort was put into making the node’s internal time keeping be accurate; it was
felt that trust shouldn’t be placed in it as there may be some unforeseen bug that causes
an error in the node’s time if it was disconnected from the server for a long duration.
In such an event there isn’t any way to check that the samples a node sends when it
reestablishes contact with the server are actually from the time the node claims they
are from. By not storing samples for later sending it is ensured that when the node
sends a sample the longest it has been since it updated its clock from the server is 5
minutes — the time out before a node resets due to no contact with the server. There
was sufficient confidence in the node’s time keeping over that short period of time that
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there would be no samples with erroneous timestamps inserted into the database. The
preference was to lose some samples instead of allowing potential invalid samples be
collected.

Thirdly continuing to operate for a long period without contact with the server vi-
olates the node’s error recovery principle of resetting whenever any error condition is
detected. The concept of storing data for future transmission is not without merit how-
ever. For a future data collection network it is worth investigating if there is sufficient
nonvolatile storage and a trusted time keeping module in the node. A possible solution
to allow the system to reset on error conditions but not lose track of time in doing so
would be to put the time keeping part of the system in a module external to the main
microcontroller.

The system monitoring software worked well overall, but there was one incident
where it caused problems. This was a case where some erroneous condition occurred
on the server that caused the weather monitoring software to crash. The software that
monitors the weather monitoring software detected the crash and started a new in-
stance of the weather monitoring software, but it did so before the previous crashed
instance had released its resources. This caused the new instance to crash because it
couldn’t access these resources. The code didn’t handle this error as it was expected
that there would only ever be one instance of the weather monitor running. While the
new instance crashed, it did successfully send an error email before exiting. The soft-
ware monitoring the weather monitor detected the new instance had failed so started a
new instance, which suffered the same problem as the previous one. Unfortunately the
email rate limiting was done by an in memory variable within the weather monitoring
process and didn’t involve any persistent storage of when the last email was sent. This
normally wasn’t a problem as the weather monitor usually only started when the server
started, and stopped when it shut down. In this case however it was a problem, as each
instance of the weather monitor that was started initialised its rate limit variable to
allow it to immediately send an email. Each instance that was started would send an
email before crashing due to the way the previous instance crashed, and then crash in
such a way that it would cause the next instance started to crash.

The problem was identified and fixed, but not before several thousand emails were
sent to everyone who was to be informed of a failure of weather data. Worse still, the
emails indicated that the weather data was not being sent, when it was in fact being
sent correctly and only the monitoring software was at fault. The lessons learned from
this were that important rate limiting components should use persistent storage, and
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that ideally they should be separated from the things that use them. A better version of
the system would have had a separate program that was responsible for sending email
on behalf of all the other programs. This program would only handle sending emails
and rate limiting them using persistent storage of when previous emails were sent. The
limited scope of the program would reduce the chance for bugs to be made.
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Appendix A

Communication Protocol Message
Specification

OK

The ‘OK’ message described in Table A.1 is a message the server sends in response to
messages from nodes. The ‘OK’ message serves several purposes. Firstly it serves as
an acknowledgement of reception of a message. The second purpose of the message is
maintaining timing and synchronisation of the nodes. The ‘OK’ message includes the
time it was sent according the server as well as the next time measurements should be
taken.

Bit offset 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
0 Message version =

0x01
Magic value = 0x6D Magic value = 0x61 Magic value = 0x67

32 Magic value = 0x69 Magic value = 0x63 Message Type OK =
0x01

Current clock tick -
Low byte

64 Current clock tick -
Middle byte

Current clock tick -
High byte

Current clock epoch Next measurement time
tick - Low byte

96 Next measurement time
tick - Middle byte

Next measurement time
tick - High byte

Next measurement time
epoch

TABLE A.1: OK message specification

Who are you?

The ‘Who are You?’ message contains essentially the same information as the ‘OK’
message — as can be seen comparing Table A.1 and Table A.2. It is different in
the respect that it requires a node to reply to it upon reception with an ‘Introduction’
message.
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Bit offset 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
0 Message version =

0x01
Magic value = 0x6D Magic value = 0x61 Magic value = 0x67

32 Magic value = 0x69 Magic value = 0x63 Message Type Who Are
You? = 0x02

Current clock tick -
Low byte

64 Current clock tick -
Middle byte

Current clock tick -
High byte

Current clock epoch Next measurement time
tick - Low byte

96 Next measurement time
tick - Middle byte

Next measurement time
tick - High byte

Next measurement time
epoch

TABLE A.2: Who Are You? message specification

Introduction

The ‘Introduction’ message is sent by a node to describe its sensors to the server. The
message consists of a header described in Table A.3 and then a description of the
sensors on the node.

Bit offset 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
0 Magic value = 0x6D Magic value = 0x61 Magic value = 0x67 Magic value = 0x69
32 Magic value = 0x63 Message version =

0x01
Message version =

0x00
Message Type

Introduction = 0x02
64 NodeID = MAC address of the node extended to EUI-64 bit address
96 (Low bytes first, high bytes last)
128 Number of sensors -

Low Byte
Number of sensors -

High byte

TABLE A.3: Introduction message header specification

The sensor descriptions follow the header and are formatted as follows:
For each sensor the following is appended to the message:

• The ‘SensorID’ an integer identifying the sensor on the node that sent this message—
stored as a 16-bit unsigned value.

• The ‘Sensor Type’ which identifies the type of sensor — stored in a 16-bit wide
field as an unsigned integer.

• The size in bytes of the data type used for this sensors readings — stored in a
8-bit field.

• The ‘Data Type’ — stored in an 8-bit wide field.

The values for ‘Sensor Type’ and ‘Data Type’ are described in Table A.4a and Table A.4b
respectively.

The last two 8-bit wide fields — the size in bytes of the sensor data and the ‘Data
Type’ — can be thought of as a single 16-bit field describing the data type. Thus an
IEEE754 single precision floating point number would be described as 0x0402 as it
has four bytes and the floating point type is assigned the value of ‘2’ in the table of
types Table A.4b.
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Value Sensor Name
1 SHT7X Temperature
2 SHT7X Humidity
3 PIR
4 Mic
5 LDR
6 ThermoCouple
7 AnHumidity
8 AnPressure
9 LinearLight

10 SP100T Temperature
11 SP100T Pressure

(A) Table of current ‘Sensor Type’s

Value Data Type
0 Unsigned Integer
1 Signed Integer
2 Floating Point

(B) Table of current ‘Data
Type’s

TABLE A.4: Tables relating ‘Sensor Type’s and ‘Data Type’s to values representing them in
messages

The size in bytes field is used in creation of the database table to store that particular
sensor’s readings. The system currently does not use any variable length data types.
If a variable length data type were to be used then the value specified here should be
the maximum length of that data type. If the database being used does not require
the maximum size of variable length data be specified then this field may contain any
value. Though it would be sensible to either set it to the maximum anticipated value,
or set it to 0 to indicate that it should be ignored.

Sensor readings

The ‘Sensor Readings’ message contains the measured values of a node’s sensors.
These are preceded by a header described in Table A.5.

Bit offset 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
0 Magic value = 0x6D Magic value = 0x61 Magic value = 0x67 Magic value = 0x69
32 Magic value = 0x63 Message version =

0x01
Message version =

0x00
Message Type Sensor

Readings = 0x01
64 NodeID = MAC address of the node extended to EUI-64 bit address
96 (Low bytes first, high bytes last)
128 Measurement tick -

Low byte
Measurement tick -

Middle byte
Measurement tick -

High byte
Measurement epoch

160 Number of readings -
Low Byte

Number of readings -
High byte

TABLE A.5: Sensor Readings message header specification

The header specified in Table A.5 is followed by a number of sensor readings. The
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number of readings is specified in the header. The format of the readings is as follows:
For each sensor the following is appended to the message:

• The ‘SensorID’ — A 16-bit unsigned integer identifying the sensor.
• The ‘Reading Length’ — A 16-bit unsigned integer which specifies the length

of the value reading in bytes.
• The sensor reading — This is of length [Reading Length] and in a format spe-

cified in the introduction message.



Appendix B

Circuit Diagrams

Not shown are the 13 100nF decoupling capacitors between VCC and GND: CP1-CP3,
CP5-CP10, CP12, CP13, CP15 and CP16.
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FIGURE B.1: Analogue Pressure Sensor Circuit Diagram
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FIGURE B.2: Analogue Humidity Sensor Circuit Diagram
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Digital Data

Anonymized versions of the data collected by the sensor nodes are exported from the
database every Sunday. These archives are available at the following URLs at time of
print:
https://www.dropbox.com/sh/fd9htrr0ch30dvi/AAAGnrnPxf8Q1SjTO2bTQiDka

https://drive.google.com/folderview?id=0B-yrHbj51xfgRzhjbkFDb1p2eFk

The URL for the project website is:
http://www.eee.manchester.ac.uk/envmon

Included with the physical version of this thesis is a DVD containing source code,
hardware designs and sensor data.

The meteorological data used in this project was collected by the Whitworth Met-
eorological Observatory. This data may be obtained from:
http://www.cas.manchester.ac.uk/restools/whitworth/.
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List of Variables and Acronyms

D.1 Variables
ID Name Location
0 SHT7X Temperature PCB
1 SHT7X Humidity PCB
2 PIR1 Front Panel, Facing Front
3 Mic1Avg PCB
4 Mic1Peak PCB
5 LDR1 Top Face, Facing UP
6 LDR2 Right Face, Facing Right
7 LDR3 Left Face, Facing Left
8 LDR4 Front Panel, Facing Front
9 AnHumidity PCB

10 AnPressure PCB
11 LinearLight1 Top Face, Facing Front
12 SP100TTemperature PCB
13 SP100TPressure PCB
14 SW1 (Too Hot votes) Front Panel
15 SW2 (Just Fine votes) Front Panel
16 SW3 (Too Cold votes) Front Panel

TABLE D.1: Table of variables the Ethernet Nodes measure and send send to the server, the
sensor ID numbers assigned to them and a description of the location of the physical sensor
they are derived from. The location describes where on the node the sensor is and the direction
the sensor is facing if relevant. The description of which face of the case a physical sensor is
mounted on assumes one is looking at the front face of the Ethernet Node and the face with the

Ethernet port is the bottom face.

SW1, SW2 and SW3 contain a count of how many times their linked buttons have
been pressed since the last transmission of measurements. Note on the SW1 is linked
to to BTN3 on the PCB which is connected to the ‘Too Hot’ button; SW2 is linked to
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BTN2 which is connected to the ‘Just Fine’ button; and SW3 is linked to BTN1 which
is connected to the ‘Too Cold’ Button.

D.2 Acronyms

6LoWPAN IPv6 over low power WPAN
AC Alternating Current
ACS Adaptive Comfort Standard
ADC Analog-to-Digital Converter
ARP Address Resolution Protocol
ASHRAE American Society of Heating, Refrigerating, and Air-Conditioning Engineers
ASIC Application-Specific Integrated Circuit
BMS Building Management System
BPM Building Performance Monitoring
CNC Computer Numerical Control
CPU Central Processing Unit
CV Cross Validation
DHCP Dynamic Host Configuration Protocol
DNS Domain Name System
DRS Data Receiver Server
DST Daylight Saving Time
EEPROM Electrically Erasable Programmable Read-Only Memory
EPSRC Engineering and Physical Sciences Research Council
FNV Fowler-Noll-Vo
FSM Finite State Machine
GUI Graphical User Interface
HBI-TC Human-Building Interaction for Thermal Comfort
HVAC Heating Ventilation and Air Conditioning
IC Integrated Circuit
ICsIE Integral Control system of Indoor Environment
ID Identity
IEEE Institute of Electrical and Electronics Engineers
IP Internet Protocol
ISO International Organization for Standardization
kNN k-Nearest Neighbour
LAN Local Area Network
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LDA Linear Discriminant Analysis
LDR Light Dependant Resistor
LED Light Emitting Diode
LOOCV Leave One Out CV
LpO CV Leave-p-Out CV
MAC Media Access Control
NIPALS Non-linear Iterative Partial Least Squares
OS Operating System
PC Personal Computer
PC Principal Component
PCA Principal Component Analysis
PCB Printed Circuit Board
PI Proportional-Integral
PIR Passive Infrared
PLC Programmable Logic Controller
PMV Predicted Mean Vote
PoE Power over Ethernet
PPD Predicted Percentage Dissatisfied
PSI Pounds per Square Inch
QR (code) Quick Response (code)
RGB Red Green Blue
RH Relative Humidity
(R)MII (Reduced) Media-Independent Interface
SD Standard Deviation
SMD Surface-Mounted Device
SQL Structured Query Language
SVD Singular Value Decomposition
TCP Transmission Control Protocol
UDP User Datagram Protocol
URL Uniform Resource Locator
USB Universal Serial Bus
UTC Coordinated Universal Time
WAN Wide Area Network
WPAN Wireless Personal Area Network
WSN Wireless Sensor Network
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