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Abstract

Mobile ad hoc networks (MANETs) have gained increasing attention from in-
dustry for their potential applications. MANETs allow devices to communicate
in areas with no pre-existing communication infrastructure. In MANETs, node
mobility leads to dynamic changes in network topologies and fluctuations in net-
work available bandwidth. The lack of infrastructural support means that com-
munication nodes need to collaborate among themselves functioning as routers
(intermediate nodes) for other nodes. This places additional processing and com-
munication loads onto the communication nodes and opens up doors to more
active attacks by intermediate nodes. It is also worth noting that mobile nodes
are typically battery powered, and they are more restrictive in terms of storage
space and processing capabilities than their wired counterpart. These MANET
features indicate that achieving QoS in MANETs should be done in the most
cost-effective manner.

In this thesis, a novel Adaptive Trust-aware Location-based (ATL-QoS ) frame-
work is proposed. The ATL-QoS framework can harvest fluctuating available
bandwidth in the underlying network to deliver high priority traffic in various
network conditions. The novelty of the framework lies in that it uses single path
and multiple path deliveries and packet duplication over multiple path, in an
adaptive manner, in an attempt to increase high priority traffic delivery with
minimum bandwidth overhead costs. The framework handles low and high prior-
ity traffic in a differential manner. To implement these ideas, two novel ATL-QoS
components are designed: (1) a Trust-Aware Dynamic Location-based (improved
version) (TADLV 2) multiple path discovery protocol and (2) a path Selection,
traffic Allocation, and path Verification (SAV ) solution. The TADLV 2 protocol
is designed to discover multiple path between a pair of communication nodes with
minimum bandwidth overheads, we first designed TADL protocol and then an
improved version of TADL, TADLV 2. The SAV solution is designed to increase
high priority traffic delivery success.

These ATL-QoS framework ideas are implemented and evaluated using the
NS-2 simulation and compared against the most relevant protocol in the lit-
erature. The simulation study shows that ATL-QoS outperforms the relevant
protocol in terms of reducing routing overheads and increasing packet delivery
ratios. These enhancements making ATL-QoS more effective in providing QoS.
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Chapter 1

Introduction

1.1 Background and Motivation

A MANET [121] is a self-configuring wireless network that is formed dynamically

by a collection of wireless nodes. The nodes are typically mobile, resulting in

frequent changes in network topologies. As a result, a path established a moment

ago may not be valid now. If a transmission node (i.e., a source node) is not able

to respond to such dynamic topological changes in a timely manner, it will not

deliver the traffic properly, e.g., the traffic may experience excessive delays or even

packet loss. The frequent changes in the network topology lead to fluctuations in

the bandwidth available in the network.

A MANET does not have any infrastructural support, so to provide the net-

work functionality, it relies on the collaborations among communication nodes

themselves. In other words, the nodes in a MANET should collaborate to de-

liver their traffic to the destinations. This not only places additional processing

and communication loads onto the communication (intermediate) nodes but also

opens the door to more active attacks by intermediate nodes [69]. The additional

loads and potential active attacks by the intermediate nodes can have detrimental

effects on Quality of Services (QoS).

In addition, the open wireless media make the network vulnerable to passive

attacks. To protect against these attacks, security mechanisms are usually used,

and these mechanisms impose additional computational and communicational

overheads, which, in turn, would deplete QoS.

It is also worth noting that mobile nodes are typically battery powered, and

they are more restrictive in terms of storage space and processing capabilities than
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their wired counterparts [118]. In other words, a wireless mobile node usually

has a lower level of resource capabilities (CPU, memory, etc.) than a desktop or

laptop computer. Hardware failures and depleted batteries, for example, can lead

to path unavailability and routing disruption. This affects the QoS a network

could provide to the traffic.

MANETs have gained increasing attention for their potential applications.

A MANET can either operate as a stand-alone network or as part of an inte-

grated network [71, 38]. A stand-alone MANET allows devices to communicate

in areas with no pre-existing communication infrastructure. A typical example

of a stand-alone MANET is one established to support emergency search-rescue

operations in disaster relief. Rescue workers can send rescue robots, controlled

over a MANET remotely, into a damaged building. A robot can send streaming

video and static images to rescue workers so that they can assess the disaster

scene. Another example is on the battlefield to support military communications

between moving vehicles and/or soldiers. A soldier may communicate with his

commander using a real-time video feed over a MANET.

A MANET may be integrated with another infrastructure-less network, or

may be used as an accessing network for the Internet. This integration brings

benefits for both networks [25]. It allows the MANET nodes to reach out to

wider application domains and services and the infrastructure network to be ex-

tended to cover a wide area. In other words, MANETs can provide opportunistic

connections in areas that are not covered with infrastructure networks and/or if

users do not have access to those networks. This interconnection can be achieved

by using gateways, which act as bridges between a MANET and the Internet. A

typical example of the use of an integrated MANET is in medical health care.

Patients can access medical expertise or expert treatment anywhere and at any

time. Expert treatment or diagnoses are possible while a patient is on his way

to a hospital in an ambulance, or in places where there is a lack of expertise.

In such a scenario, real-time video, X-rays, and electronic patient records can

be transmitted, so that experts, regardless of their locations, can make a visual

inspection of these data and provide a diagnosis to patients who need them.

From the application scenarios described above, two observations can be made.

The first observation is that there are different types of data transported in the

network, e.g., protocol control data, device control data, and user data, and

for user data, there may be text data, video data, image data, or voice data.
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Different data types may have different priorities or may impose different QoS

requirements. For example, the protocol control data should have the highest pri-

ority because they are important for maintaining network operations. Real-time

video from robots used in a disaster relief operation may require priority treat-

ment from the network. QoS [99] is the ability to provide differential services to

different applications and/or different streams in an application. The purpose of

providing QoS is to satisfy users’/applications’ QoS requirements with minimum

overhead costs in term of processing time, memory space, battery, and bandwidth

consumption. To support the QoS requirements of the different data types effec-

tively, it is necessary to consider MANET characteristics. The two main notable

characteristics are the frequent link breaks and MANETs limited resources. The

frequent link breaks cause fluctuating available bandwidth and packet loss in the

network. The limited resources in MANET indicated that bandwidth, battery

life, storage space, and processing capability in the network are not as ample

as in a wired network, therefore, any QoS solution designed should be cost ef-

ficient, introducing as low as possible computational complexity and bandwidth

overheads.

The second observation is that as MANETs use wireless media and there is a

lack of any infrastructure support, the network is vulnerable to a range of security

attacks [69, 81, 32]. In this research, we only consider packet dropping attacks.

This type of attack includes black and grey hole attacks. In black hole attacks

[93, 116, 81], attacker drops packets (data packets or control packets) to preserve

their resource or to deliberately disrupt network operations. In grey hole attacks

[93], attacker drops packets selectively. QoS can be affected by these attacks.

So it is necessary to consider these attacks when designing QoS solutions for

MANETs.

1.2 Problem Statement

This project is set to investigate how to best support QoS in the presence of node

mobility and packet dropping attacks in a MANET environment. This requires

investigation of how to discover multiple path in the most efficient manner, how

to make the best use of the fluctuating bandwidth offered by the discovered paths

and how to reduce detrimental effects of packet dropping attacks on QoS.

In working on this problem, we assume that source and destination nodes
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are mutually trustworthy, and the intermediate nodes are not trustworthy. Trust

here means the reliability of a link or a path in delivering packets. Reliability

measures in terms of the ratio of data packets that are successfully delivered to

their intended destination. Each node estimates a trust value for each of its neigh-

bouring nodes based on the reliability of the link connecting to the neighbouring

node.

1.3 Research Aim and Objectives

The aim of this research is to find a cost-efficient and network layer solution to

QoS provisioning in MANET to support the delivery of high priority traffic in

the presence of node mobility and packet dropping attacks in this environment.

To achieve this aim, the objectives of the research are as follows:

• Investigate MANET characteristics and security threats in this environ-

ment, and identify challenging issues in achieving QoS in the MANET

environment.

• Identify efficient ways to address the challenging issues and this includes

the following:

– Investigate and analyse existing MANET QoS solutions and under-

stand weaknesses and missing features in the solutions.

– Investigate mechanisms used for protecting against packet dropping

attacks.

– Specify design requirements for a QoS solution to support effective and

efficient QoS provisioning in a dynamic MANET containing packet

dropping attackers.

• Design an efficient QoS solution satisfying the requirements specified above.

• Evaluate the designed solution to study its effectiveness and efficacy, and

to compare evaluation results with the most relevant related work.

• Publish research results to solicit feedbacks from experts in the area.
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1.4 Challenging Issues

Providing QoS for high priority traffic in a MANET containing packet dropping

attackers with as low cost as possible is a challenging task. This is because,

firstly, the dynamic changes in the network topologies, caused by node mobility,

will lead to fluctuating bandwidths in the network. To tackle this challenging

issue, we need to find answers to the following questions: (a) how to discover

the most reliable path, i.e. how to select the most reliable set of nodes to form a

path; (b) how to discover node-disjoint paths; (c) how to achieve (a) and (b) with

the lowest cost possible, (i.e. lowest possible communication overhead introduced

into the network and as less computational complexity imposed on the network

nodes as possible); (d) how to make the best use of the fluctuating bandwidth.

The second challenging issue is how to reduce trust imposed on the intermedi-

ate nodes. As MANETs use open wireless media and rely on collaboration among

communication nodes, they are particularly vulnerable to security attacks. Some

of the attacks have direct negative effects on QoS. For example, some interme-

diate nodes may be compromised such that they became malicious (drop data

packets) or non-cooperative (selfish nodes). The question is how to provide QoS

without requiring trust of the intermediate nodes, or if this is impossible, how to

reduce the trust imposed on the intermediate nodes.

1.5 Novel Contributions and Publications

The work presented in this thesis has six novel contributions.

Novel Contribution 1: Three ideas used to reduce bandwidth cost in discovering

multiple path

Bandwidths are essential for provisioning of QoS. Reducing bandwidth costs

in path discovery can have a positive effect on QoS provisioning. Three ideas

have been identified and applied to our path discovery process. They are: (1)

using location-based approach to path discoveries; (2) dynamically resizing the

broadcasting area; and (3) using a local trust model. To find multiple path, nodes

need to send route discovery request packets, and these packet will be broadcast

to its neighbours. Every neighbour receiving a packet will further broadcast

it to their neighbours. We need a way to reduce the number of route request

packets board into the network; we confine the forwarding of request packets
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within a certain area containing the source and destination nodes. This is called

the directional approach. The size of this area, the search area, determines the

number of route request packets poured into the network as well as the number

of paths that can be discovered. The bigger the search area, the more paths may

be found. This also means that a higher bandwidth cost will be introduced. To

reduce the bandwidth cost, we dynamically adjust the size of this search area

for a sufficient number of paths required by the traffic flow. An ad hoc network

is a spontaneous network, and not all the nodes are trustworthy; if a malicious

node is included in the path it may drop packets. In other words, some nodes

in the network may be more trustworthy than others, and the more trustworthy

the nodes that are involved in the path, the more reliable the traffic delivered.

This means that we need to find a way to evaluate the trustiness of nodes and to

select nodes based on their trust values. This leads us to embed a trust model to

govern the selection of the intermediate nodes in path formation. To reduce the

cost incurred with trust evaluation into our solution, we have used a local trust

model.

Novel Contribution 2: Novel algorithm for dynamic resizing of search area

size

As mentioned earlier, the number of paths that can be discovered depends on

the size of the search area used. The smaller the search area size, the fewer paths

may be discovered, and the less overhead may be introduced into the network.

So it is intuitive to use a smaller search area size when we need fewer paths.

Similarly, we should enlarge the search area size when we need a larger number

of paths. However, the number of discovered paths also depends on other factors.

We need a method to resize the search area taking into account all the relevant

factors and to do so without introducing bandwidth cost. This leads to a novel

algorithm for dynamic resizing of the search area size. Novel contributions 1 and

2 have been built into the Trust-Aware Dynamic Location-based TADL protocol

[10].

Novel Contribution 3: A more efficient algorithm for node-disjoint multiple

path discovery

Through literature research, we discovered that node-disjoint paths provide

the best packet delivery reliability. In TADL, we have implemented a node-

disjoint path discovery method by which the node first discovers all paths linking

the source and destination nodes within the specified search area and then selects
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the most trustworthy set of node-disjoint paths from the discovered paths to

deliver the traffic. However, through a simulation study of TADL, we have

discovered that this approach introduces a higher level of overhead in the network

in case of a high mobility network. We, thereafter, revised the method, and this

has led to our novel contribution, i.e. a more efficient multiple node-disjoint paths

discovery method, and this method has implemented in a TADLV 2 protocol [11]

(An Improved Version of TADL).

Novel Contribution 4: An adaptive algorithm to harvest the fluctuating avail-

able bandwidths from multiple path to support high priority traffic delivery

In the TADLV 2 protocol design, we use paths’ trust values to govern the

selection of the most trustworthy path from the discovered paths to route the

traffic. However, due to node mobility, the available bandwidth provided by a

path is fluctuating, and it is not always possible to find a single path that is both

trustworthy and has the required bandwidth to support the delivery of a high

priority traffic flow. Therefore, there is a case for making use of the available

bandwidths provided by multiple path. This leads to the use of the available

bandwidths provided by multiple path, and duplicate packets transmitted over

low trustworthy paths to improve traffic delivery reliability in an adaptive manner.

Novel Contribution 5: An adaptive algorithm for adjusting traffic allocation

decision to support high priority traffic delivery

During a delivery phase, the available bandwidth and the trust values of

the paths used may change. This is because when nodes move, their available

bandwidth will change. The untrustworthy intermediate nodes may drop packets

causing trust value changes and nodes may lie about their available bandwidth

values collected during path formation phase. Therefore, we should find a way

to verify the bandwidth and trust values of a used path during the delivery

phase and to reduce or increase these values, if necessary. This leads to the

use of the destination node feedback mechanisms, which allows the destination

node to report back to the source node the number of data packets received

by the destination node. The source node then uses this feedback to validate

and adjust the path’s available bandwidth and trust values discovered during the

path formation phase. In this way, the intermediate node could only lie about the

available bandwidth for a short period of time, i.e. between when the first packet

is transmitted to when the destination feedback is received. Novel contributions

4 and 5 have been implemented into the path Selection traffic Allocation and
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path Verification SAV solution.

Novel Contribution 6: ATL-QoS Architecture Design

We have also designed the ATL-QoS framework that captures all the functions

required for the delivery of traffic and the provision of QoS services to the traffic

delivery. These include what we have described above, i.e. multiple node-disjoint

path discoveries, traffic duplications, traffic allocations on multiple path, and

the delivery and reception of traffic with two different priorities. This design is

presented in detail in chapter 3.

Parts of the research work presented in this thesis have been published in the

following conference proceedings.

• Helen Bakhsh, Ning Zhang, and Andy Carpenter. TADL: A Trust-Aware

Dynamic Location-based protocol suite for discovering multiple path in

MANETs. In Proceedings of the 2015 International Conference on Dis-

tributed Computing and Networking, ICDCN ’15, pages 2: 1-2: 10, New

York, NY, USA, 2015. ACM.

• Helen Bakhsh, Ning Zhang, and Andy Carpenter. TADL-V2: An improved

Trust-Aware Dynamic Location-based adaptation protocol for discovering

multiple path in MANETs. EAI Endorsed Transactions on Ambient Sys-

tems, 15(6), 8 2015.

1.6 Thesis Structure

The remainder of this thesis is organised as follows.

Chapter 2 provides a survey and critical analysis of the related work in MANET,

which is relevant to the QoS context. Based on the identified strengths and weak-

nesses of the existing solutions, the chapter outlines the missing gaps in these

solutions. This chapter also includes a discussion of the challenging issues in

designing a routing protocol for MANETs. Finally, this chapter makes recom-

mendations for the best way forward. These recommendations are used in the

design of the novel solution in Chapter 3.

Chapter 3 presents the design of our novel solution, the ATL-QoS framework.

It first specifies the requirements needed for the design of an efficient QoS solution

for MANETs containing packet dropping attackers, along with measures taken

to satisfy these requirements. It then describes the architecture of the framework
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and the architectural components. It also gives a run-through of the operation

of the framework.

Chapter 4 presents the building blocks used in the design of the ATL-QoS

framework. The building blocks include the Trust Value Estimation (TV E)

method [88], and the Available Bandwidth Estimation (ABE) method [22]. The

chapter also outlines the evaluation methodology used and justifies the use of a

simulation as the evaluation methodology. It also describes the simulation config-

uration and presents the validation of the ATL-QoS framework using simulation

studies.

Chapter 5 presents the design, implementation, and performance evaluation of

the TADL protocol. The TADL protocol is a multiple path discovery protocol.

It uses a location-based adaptive directional paths discovery approach to reduce

the risk of flooding control packets into the underlying network. The TADL

protocol is evaluated against the LAR routing protocol [52]. Shortcomings of the

TADL protocol are identified.

Chapter 6 presents the design, implementation, and performance evaluation

of the TADLV 2 protocol, which is an improved version of the TADL protocol.

The novelty of the TADLV 2 protocol that it can accommodate dynamic topo-

logical changes of the network in an adaptive manner. The TADLV 2 protocol is

evaluated against the TADL protocol.

Chapter 7 presents the design, implementation, and performance evaluation

of the SAV solution. The SAV solution is a multiple path selection and traffic

allocation protocol aimed at delivering high priority traffic in a MANET environ-

ment in a more reliable manner. The protocol can harvest fluctuating available

bandwidth in the underlying network to deliver high priority traffic under vari-

ous network conditions. It is also used to validate and adjust the path’s quality

discovered during a path formation phase. The solution is aimed at supporting

dynamic adjustment of high priority traffic deliveries in response to the fluctu-

ations in the available bandwidth of the path used and any dishonesty by the

intermediate nodes included in the paths. The SAV solution is evaluated against

the TADLV 2 protocol.

Chapter 8 summarises the thesis and highlights major findings in the thesis.

This includes the issues found during the research. It also includes the discussions

for future work.



Chapter 2

Achieving QoS in MANET:

Literature Survey

2.1 Chapter Introduction

This chapter gives a survey of the MANET routing protocols and the-state-of-

the-art QoS solutions at the network layer. The solutions can be classified into

Non-MANET and MANET solutions. The non-MANET solutions can further be

classified into two groups: resource reservation and service differentiation based

approaches. The MANET solutions can also be classified into two groups: QoS

frameworks and QoS routing protocols. This chapter critically analyses the state-

of-the-art solutions to identify their strengths and limitations, so that in the

design of our proposed solution, we can maintain the strengths while overcoming

their weaknesses. This chapter also discusses the impacts of security threats

on QoS routing protocols and the existing schemes proposed to tackle them.

Through this survey, the chapter also identifies areas of improvement for QoS

provisioning in a MANET environment.

Section 2.2 surveys the existing approaches to MANET routing in detail. The

resource reservation-based approaches are discussed in Section 2.3. Section 2.4

surveys the existing approaches to service differentiation. Section 2.5 discusses

QoS frameworks. Other existing QoS routing protocols are discussed in Sec-

tion 2.6. Section 2.7 describes the security threats to QoS. The existing ways to

counter these threats are analysed in Section 2.8. Section 2.9 discusses existing

QoS methods that consider QoS and security issues in an integrated manner.

Section 2.10 presents our vision in terms of providing QoS in MANETs and the
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challenging issues in this context. Section 2.11 outlines a way forward to achieve

QoS in MANET. Finally, Section 2.12 concludes the chapter.

2.2 MANET Routing Protocols

MANET routing protocols proposed in the literature can largely be classified into

two categories, topology-based and location-based routing protocols. They are

discussed in detail in the following subsections.

2.2.1 Topology-Based Protocols

Topology-based routing protocols [74] seek paths based on network topological

information. There are many such protocols published in literature, but the

major ones have been recognised by the Internet Engineering Task Force (IETF )

MANET Working Group [16]. These protocols can largely be classified into two

groups: proactive and reactive ones.

A proactive routing protocol [2, 98] discovers and updates routing informa-

tion periodically regardless whether the routes will be used or not. Every node

in a network maintains routing information to every other node in the network.

This information is discovered and updated periodically through the use of con-

trol packets. The Optimized Link State Routing (OLSR) [41, 43, 79] and the

Topology broadcast reverse path forwarding (TBRPF ) [83, 2] protocols are two

examples of proactive routing protocols.

This class of routing protocols has an advantage, i.e. when a node is to

transmit or forward data packets, routing information is already available, thus,

the data packets can be transmitted with little delivery delays and a high delivery

ratio may be achieved. However, this approach has three limitations. Firstly, it

introduces a high level of routing overhead due to the periodic exchange of routing

updates among nodes even in the absence of data traffic or topological changes.

The level of routing overhead is proportional to the network size; it is independent

of the traffic load in the underlying network.

Secondly, this approach imposes a high level of storage requirement on each

node in the network as each node needs to maintain routing information for every

other node in the network in its routing table. In addition, when the nodes’ mo-

bility level is high, the underlying network topology will change more frequently,
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so the routes maintained in the routing tables may soon become invalid. To ad-

dress this problem, the time interval between route updates should be reduced.

This will further increase the control traffic injected into the underlying network,

which will make the network more prone to congestion. As a result, the packet

delivery ratio will decrease, and the data packet delivery delays will increase.

With the reactive routing protocol [111, 2, 98], on the other hand, a source

node only discovers routes when it has data packets to send. When discovering

a route, the source node floods the entire network with Route Request (RREQ)

packets until the destination node, or an intermediate node with the latest in-

formation about the destination, receives the RREQ packet. The destination

node, then, generates and returns a route reply (RREP ) packet, that contains

the routing information for forwarding the data packets, to the source node. In

other words, with this approach, a route discovery process is performed in an on-

demand manner. The Ad hoc On Demand Distance Vector (AODV ) [111, 20, 97]

and the Dynamic Source Routing (DSR) protocols [111, 117, 46] are examples of

this approach.

The advantage of this class of protocols is that a path discovery process is only

invoked in response to communication needs, and this approach introduces lower

level of routing and storage overheads than the proactive approach. However, with

the reactive approach, the data packet delivery delays are usually higher than the

proactive approach. This is because, with the reactive approach a source node

may need to discover a route after it has data packets to send.

In general, topology-based routing protocols scale in a small network (say

consisted of a few hundred nodes) [15]. When the network size goes larger, they

exhibit poor performance. Also, topology-based routing protocols are not cost

effective for a highly mobile network as, to discover routes, these protocols broad-

cast control packets to all the nodes in the network. When the nodes’ mobility

level is high, an excessive quantity of control packets are poured into the network

causing a high level of routing overhead in discovering new routes or maintaining

up-to-date network topology information. In addition, both proactive and reac-

tive routing protocols only offer a best effort routing service. They do not provide

any QoS, i.e. they don’t provide any traffic priority differentiation.
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2.2.2 Location-Based Protocols

Location-based routing protocols [52] make use of the network nodes’ location

information to restrict the flooding of route discovery and/or data packets to

the whole network while discovering routes. The routing decision is based on

the destination node’s location and the location of its neighbouring nodes. This

class of protocols requires that each node in the network be able to determine

its own physical location and the locations of a destination node. This location

information is used to guide the control packets and in some cases data packets

towards the direction of the destination node.

There are two aspects where the location-based approach differs from the

topology-based approach [74]. These are the location service and the packet for-

warding process. The location service is used by a source node or an intermediate

node to determine the physical location of network nodes or/and a destination

node before routing or transmitting a control or data packet. Each node main-

tains a location table, containing the geographical positions of all or some of the

nodes in the network. Each node determines its own physical position through

the use of a location service, such as Global Position System (GPS). It then

uses one of the two ways to propagate the location information to other nodes in

the network. The first way is to broadcast the location information periodically

to all the other nodes in the network. The advantage of this approach is that

each node will have the updated location information about all the other nodes

in the network when it has data to transmit. However, there are two drawbacks

with this approach. Firstly, the size of the location table is proportional to the

number of nodes in the network. Secondly, broadcasting the location information

periodically can increase the routing overhead in the network.

The second way is to propagate the location information during route dis-

covery and data transmission phases. In this case, the location information of

each intermediate node along a path will be added into a passing packet. Upon

receiving the packet, an intermediate node in the path will learn the location

information of all the other nodes in the path. The advantage of this approach

is that no additional packets are used to convey the location information, thus

reducing the overhead in the network. However, the location information main-

tained in the nodes’ location tables may not be up-to-date.

The second difference in this location-based approach is that, when a node

transmits or forwards a control or data packet, it only transmits or forwards it
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towards the direction of the destination node. This is different from the approach

taken by the topology-based protocols, where packets are broadcast across the

entire network. For packet forwarding in the location-based approach, one of the

two main packet forwarding strategies [74, 92] may be used: a restricted direc-

tional forwarding strategy and a greedy forwarding strategy. With the restricted

directional forwarding strategy when searching for a path to a destination node,

a node floods the control packets to the nodes in a search area towards the direc-

tion of the destination node. The discovered path is then used to transmit the

data packets. With the greedy forwarding strategy, on the other hand, a node

immediately forwards data packets to one neighbour that is located closer to the

destination node than the forwarding node itself, without using control packets

to discover paths. Also, with the greedy forwarding strategy, the selection of

the downstream neighbour is done by using the optimisation criteria, such as

the next downstream neighbour should be the closest neighbour in distance to

the destination node. Location-Aided Routing (LAR) [52, 74], Distance Routing

Effect Algorithm for Mobility (DREAM) [13], and Greedy Perimeter Stateless

Routing (GPSR) [48] are examples of the location-based approach.

LAR is a location-based reactive routing protocol which uses the restricted

directional forwarding strategy. To find paths, a source node floods a control

packet to all the nodes that are located in a search area. The search area is

defined by using the location information of a destination node. An intermediate

node, upon the receipt of the control packet, floods the packet to all the nodes

that are located in the search area until the destination node is reached. The

source node then uses the first discovered path to transmit data packets.

DREAM is a location-based proactive routing protocol that uses the greedy

forwarding strategy. DREAM requires that each node in the network to maintain

the location information of each other node in the network. Similar to LAR, a

source node sends packets to all its neighbouring nodes in the direction of the

destination node. However, in DREAM , any sent packets are data packets not

control packets. Each of these neighbours then defines their own search area of

the destination node, based on their own copy of the destination node’s location

information, and forwards the packet accordingly until the destination is reached.

The GPSR is a location-based reactive routing protocol that uses the greedy

forwarding strategy, where the next hop is the closest node, in distance, to the

destination. Similar to DREAM , it does not require a source or an intermediate
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node to search for a path prior to data transmission. It simply uses the neigh-

bouring nodes’ location information to decide where to forward the data packets.

However, different from DREAM , where each intermediate node uses its own

copy of the destination node location information to make a routing decision,

in GPSR, a source node puts the physical location of the destination node into

the outgoing data packet. When an intermediate node receives the packet, it

forwards it to the neighbour that is closest to the destination node. This process

is repeated at each intermediate node until the destination is reached.

The location-based routing protocols have two main advantages. The first is

that the communication/routing overheads they introduce are lower than topology-

based protocols. This makes them scale better in a large network than topology-

based routing protocols. The second one is that this approach has a higher data

packet delivery ratio due to the reduced routing overhead.

However, both classes of protocol, topology-based routing and location-based

routing protocols, process packets on an equal basis. They do not differentiate

priority traffic from non-priority ones. They provide a best effort service to the

delivery of all the packets. The best effort service does not provide any form

of special support to high priority traffic, thus, cannot satisfy any special QoS

requirements the high priority traffic may have [99, 35, 77].

2.3 Resource Reservation

A reservation-based approach [59, 123, 95, 16] is an approach intended for pro-

viding a hard QoS guarantee for a high priority traffic flow. It achieves this

by reserving resources (typically bandwidths) required by the traffic flow on the

nodes involved in a path from the source to the destination nodes prior to the

delivery of the traffic flow. The resource reservation means that each node along

the path must reserve resources for each flow and isolate each flow from the oth-

ers. This requires each node maintain the state information for each of the flows

reserved by the node. The Integrated Service (IntServ) model [7, 108, 131] is

based on the reservation-based approach. It provides an end-to-end QoS guar-

antee on a per-flow basis, i.e. the resources reserved for a flow are guaranteed for

the duration of the session established for the flow.

This reservation-based approach is not suited to MANET environments [29,

7, 108]. This is because it uses separate control packets to reserve the resources
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and these control packets not only consume bandwidth but also are targets of

security attacks. Also, the level of information maintained at an intermediate

node is proportional to the number of flows maintained by the node. For a large

network, this approach is not scalable. Furthermore, in a highly mobile network

where the network topology changes dynamically, a reservation may become void

before the data delivery is completed. When this happens, a new reservation

along a new path will be necessary. These repeated path reservations will lead

to an increased number of reservation packets being injected into the underlying

network, leading to an increased level of bandwidth consumption and a lower

level of QoS. Also, as mentioned above, reservation packets themselves could be

the targets of security attacks. Protecting them will impose a higher processing

overhead on each node. All these factors will have a negative effect on QoS.

2.4 Service Differentiation

Service differentiation supports packet delivery for different priority levels. This

approach provides QoS on a per-class basis rather than per-flow basis as in the

case of the resource reservation-based approach. Service differentiation was de-

signed to overcome the scalability problem seen in the resource reservation-based

approach. Instead of using resource reservations, here, QoS is provided through

the aggregation of traffic flows. It aggregates flows with similar traffic behaviours

into classes, and forwards each class of packets based on their QoS requirements.

The Differentiated Services (DiffServ) model [7, 108, 131, 16] implements this

differentiation approach. It divides the nodes in a network into edge routers and

core routers. It assigns all the complex processing tasks to edge routers and

makes the core routers focus on forwarding data packets only. The edge routers

are responsible for the classification of flows and mark the packets so that they

receive differentiate treatments at the core routers. DiffServ supports two kinds

of services [94]: a premium service and an assured service. The premium service

is a higher priority service than that offered by the assured service. The premium

service is a guaranteed service proposed for traffic that requires QoS guarantees.

It is aimed at providing a better than ”best-effort” service to serve high priority

traffic at times of congestion. The better than best-effort service is provided un-

der light to moderate network loads, where the assured class provide the required

QoS for every flow whenever the resources are available. When congestion occurs,
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the assured class can be demoted to a lower priority class, or it can be dropped,

with the additional bandwidth being used to guarantee the QoS of high priority

(or premium) traffic.

The Service differentiation has two advantages [16]. Firstly, no admission

control or signalling packets are required at each core router, so the routing

overhead and processing complexity imposed on the core router are lower than the

resource reservation-based approach. Secondly, the state information managed

inside the network is limited by the number of classes instead of the number of

flows or streams (as in the case of IntServ). This makes the DiffServ more

scalable than the IntServ.

However, the service differentiation approach also has drawbacks [16, 108].

Firstly, it does not provide an end-to-end guarantee, which may be required by

some applications. This is because DiffServ does not keep per-flow state infor-

mation. Secondly, during congestion, DiffServ drops some low-priority packets,

and this may waste the resources previously reserved. In addition, DiffServ is

not designed to cope with node mobility and the dynamically changing network

topologies exhibited by MANETs. In MANETs, all the nodes are homogeneous

as far as QoS provisioning is concerned. Owing to node mobility and the absence

of a fixed infrastructure, it is difficult to classify network nodes into core nodes

and edge nodes.

The resource reservation-based and service differentiation-based approaches

discussed above were originally designed for use in static wired networks. The

next two sections are devoted to QoS solutions that are specifically designed for

MANETs.

2.5 QoS Frameworks

A QoS framework refers to a set of software components that inter-work and

cooperate to provide end-to-end QoS services to an application or data stream

[56]. The Flexible QoS Model for MANETs (FQMM) and INSIGNIA are the

most notable QoS frameworks designed for MANETs.

FQMM [123, 31, 108] is the first QoS framework proposed for MANETs.

It uses a hybrid approach that integrates the reservation-based and class-based

QoS services provided by the IntServ and DiffServ models. It uses the per-

flow reservation-based QoS service of the IntServ model for the high-priority
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traffic, but the per-class QoS service of the DiffServ model for the remaining

(non-high-priority) traffic. This hybrid approach reduces processing and memory

requirements in comparison with the approach taken by the IntServ model, thus

making it more scalable, while at the same time, providing optimum QoS services

to high priority traffic. The main drawback of this framework is that it cannot

adapt to the dynamic topology changes in MANETs.

INSIGNIA [59, 31, 35, 108, 75] is a QoS framework designed for MANETs

with per-flow granularity and support for mobility. It supports two levels of QoS:

resource reservation for high priority traffic and best-effort delivery for low pri-

ority traffic. The main goal of INSIGNIA is to provide adaptive QoS services.

It uses QoS reports to inform the source node of the success or failure of a reser-

vation. These reports allow the source node to ‘scale-up’ or ‘scale-down’ QoS

requirements in response to measured network conditions. INSIGNIA first at-

tempts to support the maximum bandwidth requirement if sufficient resources

are available. Otherwise, they scale-down to satisfy the minimum requirement.

If there is insufficient bandwidth to support the minimum flow requirement, the

priority of the packets in the flow may be further scaled-down to the best-effort

delivery service. Packet priorities may be increased if sufficient resources later

become available. Similarly, the best-effort delivery can be scaled-up to an en-

hanced QoS when sufficient resources become available. INSIGNIA does not

include its own routing protocol [75], i.e. it is not coupled to a particular routing

protocol. It is designed to work with AODV and DSR. However, since the flow

state information is kept within the nodes in the path, INSIGNIA may suffer

from scalability problem [122].

2.6 QoS Routing Protocols

QoS routing protocols are designed to satisfy certain QoS requirements, e.g.

low packet delivery delays and/or high packet delivery ratios, in the presence of

limited available bandwidth resources and node mobility [30, 99, 21].

Some of the existing QoS routing protocols are extended by adding relevant

QoS parameters to the routing table or routing packets of traditional routing

protocols. This is done to enhance the path selection process, and/or to eliminate

the paths that do not support the QoS required. These protocols can be largely

classified into proactive and reactive QoS routing protocols (explained in the next



CHAPTER 2. ACHIEVING QOS IN MANET: LITERATURE SURVEY 37

subsections).

There are also some QoS routing protocols that focus on achieving a reli-

able data transmission in the presence of MANET characteristics (discussed in

section 1.1). In other words, in these protocols, the focus is on selecting nodes

that are reliable in delivering data. Examples of these QoS routing protocols are

route-break prediction, cluster-based, energy-aware, location-based, and multi-

path routing protocols (explained in the next subsections).

However, these protocols do not provide QoS guarantees. Instead, they im-

prove the average QoS offered to all the packets in a given network condition.

2.6.1 Proactive QoS Routing Protocols

The proactive QoS routing protocols are designed to satisfy some specified QoS

requirements by adding relevant QoS parameters into the proactive routing pro-

tocols. The added QoS parameters are used to select an optimal path between

the communication nodes. The path selection depends on the corresponding QoS

parameter values required. For example, QOLSR [9] is an extension of the OLSR

protocol [41, 43, 79] that adds delay and bandwidth metrics in each routing ta-

ble entry corresponding to each destination. These metric values are estimated

between each node and its neighbouring nodes. Based on these metric values, an

optimal path is sought in terms of bandwidth and delay.

2.6.2 Reactive QoS Routing Protocols

The reactive QoS routing protocols are designed by adding the QoS parameters

into the reactive routing protocols. Quality of Service AODV (QoS-AODV )

and the On-demand QoS routing (OQR) protocols are examples of this category

of protocols. They are both extended from the AODV [111, 20, 97] protocol.

QoS-AODV [90] adds the average end-to-end packet delivery delay as the QoS

requirement and the value of this QoS is carried in the RREQ packet header.

With OQR [64], AODV is extended to support the estimation of bandwidth as

the QoS metric. These protocols select the downstream neighbours, that will

form the path, based on the QoS metrics.
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2.6.3 Route-Break Prediction Routing Protocols

The route-break prediction routing protocols are designed to optimise packet

delivery success by selecting stable paths that have a high probability of being

available for a long time. The protocols employ route-break prediction methods

to predict a link break before it actually happens. Base on this prediction, they

discover a new path before the old path breaks. In this way, packet loss as caused

by path breaks during the data transmission phase can be reduced. Trigger-based

Distributed QoS Routing (TDR) and ADaptive QoS Routing (ADQR) protocols

are examples of this type. TDR [95] uses neighbours’ power levels to predict link

failures, whereas, in ADQR [42], the signal strength is used to predict link breaks.

2.6.4 Cluster-Based QoS Routing Protocols

Cluster-based QoS routing protocols are designed for large sized networks. Cluster-

based routing protocols can be divided into flat and hierarchical. With the flat

approach, nodes in a network are grouped into clusters. Each cluster has a cluster

head that has information about all the nodes in that cluster. Nodes in one clus-

ter communicate with each other through the cluster head in the cluster. When

sending data packets, if the source node and the destination node are in the same

cluster, then the cluster head will forward the data packets from the source node

to the destination node. Otherwise, the cluster head forwards the packets to an-

other cluster head which is associated to the destination node. The Cluster-Based

QoS Routing (CBQR) protocol [109, 5] uses flat approach. With the hierarchical

approach, levels of clusters is formed. The lowest level uses the flat clusters ap-

proach to form clusters. At higher levels, cluster heads are further clustered and

each cluster has a cluster head. This approach proposed for MANETs to achieve

scalability. The protocol proposed in [49] uses the hierarchical approach.

Cluster-based QoS routing protocols have two advantages. Firstly, they can

reduce the storage overhead and save battery power for the nodes in the network.

This is because communication nodes are not expected to maintain any tables or

to perform any complex processing. They only communicate through their cluster

head. Secondly, they can reduce bandwidth consumption in the network. This

is because these protocols prevent flooding of control packets through the entire

network; control packets are only forwarded among the cluster heads. These

advantages make the cluster-based protocols suitable for large sized networks.
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However, cluster-based QoS routing protocols may not be suitable for MANET

for two reasons [124, 14]. Firstly, the cluster formation and maintenance may be

difficult to achieve or resource consuming, particularly if the node mobility level

is high. This is because, when the node mobility is high, the network topology

will change frequently. As a result, there will be need for frequent formation or

rearrangement of clusters and this is a resource consuming process. Secondly,

as control packets are transmitted through cluster heads, this can cause battery

depletion of the cluster heads more quickly than other nodes, leading nodes to

power off, which will lead to rearrangement of the clusters and this imposes

additional processing overheads.

2.6.5 Energy-Aware Routing Protocols

With an energy-aware QoS routing protocol, node energy is used for path selec-

tion and maintenance. During a path discovery phase, intermediate nodes are

selected to form a path based on their current energy levels. In this way, the

selected intermediate nodes will, with a high probability, survive for the duration

of a data transmission phase, thus, ensure that a communication, once initiated,

will not be disrupted by link breaks, leading to a better QoS in terms of packet

delivery ratios. The Stability-based QoS-capable Ad hoc On-demand Distance

Vector protocol (SQ-AODV ) [118] is an energy-aware routing protocol.

2.6.6 Location-Based QoS Routing Protocols

Location-based QoS routing protocols are location-based routing protocols that

use QoS parameters to enhance a path selection process. The Predictive Location-

Based QoS Routing (PLBQR) and QoS Greedy Perimeter Stateless Routing

(QoS-GPSR) protocols use this approach.

PLBQR [102] is a location-based QoS routing protocol that uses a proactive

approach. Each node broadcasts its position and resource information periodi-

cally. Once the information obtained, each node stores it in its routing table and

uses it to compute a path to any other node in the network. It also estimates

path breaks and can, if needed, proactively find an alternate path during data

transmission phase.
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QoS-GPSR [1] is a reactive location-based routing protocol that provides per-

flow end-to-end QoS guarantees based on the application requirements. In QoS-

GPSR, the GPSR protocol [48] is used to discover paths. Then, each node makes

a path selection decision based on the available bandwidth of each path estimated

during the path discovery process and the QoS requirement of the application.

2.6.7 Multi-Path Routing in MANETs

Multi-path routing protocols are designed to discover multiple path between a

given source and destination pair in a single path discovery process. These proto-

cols can largely be classified into two groups based on the purpose the discovered

paths are used for. They may be used for load balancing, thus to increase the

reliability in QoS provisioning or for maximising packet deliveries.

In the first group, multiple path are used in a sequential manner to increase

packet delivery reliability. With this approach, one of the discovered paths is used

as the primary path, and the others are used as secondary or backup paths. In

the event when the primary path fails, data can still be delivered over a secondary

path [31]. This multi-path routing approach can support high mobility networks

with a low end-to-end packet delivery delay and high packet delivery ratio. This

is because data packets can be promptly delivered along the secondary path, that

has already been discovered, if the primary path breaks. However, this approach

does not support load balancing in the network. The Ad hoc On-demand Multi-

path Distance Vector protocol (AOMDV ) [31, 73], Multi-path Routing Protocol

(MRP ) [30], and AODV Backup Routing (AODV-BR) [57] use this approach.

The second group of multi-path routing protocols is designed to support load

balancing in the network. In this case, packets are delivered using more than one

path simultaneously [58]. Distributing the load over multiple path can reduce

the possibility of creating congestion along a certain path or speed up power

depletion in certain nodes in the network. These can help to reduce end-to-end

packet delivery delays as caused by congested nodes or link breaks due to energy

depletion. However, these protocols may increase the computational overheads in

source nodes, as additional node complexity is required, at the source nodes, to

select paths. Examples are QoS and Load Balancing AOMDV (QLB-AOMDV )

[113, 23], Energy Aware Load Balancing Multi-path (EALBM) [24], and Multi-

path source routing (MSR) [119] protocols.

Multi-path routing protocols may also be designed to harvest bandwidths over
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multiple path to support the delivery of packets generated by a single stream.

The bandwidth provided by multiple path can be used to deliver high priority

traffic, thus achieving QoS. As the bandwidth is limited in a wireless network,

discovering a single path that satisfies the required bandwidth may not always

be possible in MANET. In this case, multiple path can be used simultaneously

to route the data. The resulting bandwidth is the aggregate bandwidth of the

paths involved. Ticket-based approach [63] and Split Multi-path Routing protocol

(SMR) [58] use this approach.

Study results [80, 78] have shown that, in general, using multi-path routing

in ad hoc networks can lead to better performance than using single path rout-

ing. However, compared to single-path protocols, there are two disadvantages

with the use of multi-path routing. The primary disadvantage is computational

complexity and overhead. The additional node complexity results from selecting

the best path(s) by a source node. Secondly, maintaining multiple path to each

destination node requires the use of a larger routing table at each intermediate

node, increasing memory requirements.

It is also worth emphasising that none of the above mentioned QoS solutions

considers the implications of security attacks on QoS. They assume that all the

nodes in the network are trustworthy and cooperative in routing data packets.

2.7 Security Threats to QoS Routing Protocols

MANETs are vulnerable to a number of security threats; some may have direct

implications on QoS provisioning. This section discusses the security threats and

attacks focusing on those that have direct implications on QoS. Security threats

and attacks can largely be classified into passive and active attacks [112, 103].

In a passive attack, such as eavesdropping an attacker attempts to gain unau-

thorised access to data or network structures. This type of attack may not have

implications on the routing operations, thus on QoS, of the underlying network,

but they may be the prerequest for launching an active attack.

Active attacks are typically aimed at discarding data, disrupting protocol op-

erations, and/or preventing other nodes from participating in a networking oper-

ation. The attacks could cause disruptions to the underlying network operations

and have detrimental effects on QoS. Active attacks can be further classified into

resource consumption attacks [81] and routing disruption attacks [27].
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In a resource consumption attack, such as a jamming attack, an attacker in-

jects packets into the network to consume the resources of other nodes in the

network. The attacker may generate control packets frequently, and send them

into the network, or forward stale packets to the nodes in the network. The inten-

tion of these attacks is to exhaust network bandwidth, consume computational

power and/or deplete battery power of other nodes in the network.

In routing disruption attacks, an attacker tries to disrupt routing operations

by dropping packets or by forwarding packets along a wrong path. In this thesis,

we focus on packet dropping attacks.

Packet-dropping attacks are a type of denial of service attack by which a mali-

cious node discards packets that are expected to be forwarded to its downstream

neighbours. This type of attack can target packets at the network layer. They

require attacking nodes to be on the path. A typical attack scenario is like this:

during a path discovery phase, the attacker acts normally to situate itself on a

path between a source node and a destination node. Once the attacker is included

in the path, it drops data packets transmitted by the source node. The attacker

can use different strategies to drop packets [34]. It may drop all the incoming

data packets (in which case, the attack is called a black hole attack [93, 116, 81]),

or drop them selectively (called a grey hole attack [93]).

Packet dropping attacks reduce the average network throughput and packet

delivery ratios, or disrupt network operations. All of these will have a detrimental

effect on QoS. In this research, we only consider the effect of packet dropping

attacks, as the core function of QoS routing is data packet forwarding [27]. Any

other attacks are outside the scope of this research. The next section discusses

existing efforts carried out to counter packet dropping attacks in MANETs.

2.8 Countermeasures to Packet Dropping At-

tacks

Routing protocols that are designed to resist packet dropping attacks can largely

be classified into three groups based on the approaches used in these protocols.

They are trust-based, multi-path, and acknowledge-based routing protocols.
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2.8.1 Trust-Based Routing Protocols

In trust-based routing protocols, nodes monitor the behaviours of their neigh-

bouring nodes to estimate their respective trust values. These trust values are

taken into account when making routing decisions [105, 33, 128]. In other words,

trust values are used to select which nodes should be included in a path to par-

ticipate in the packet forwarding process. A node with a high packet dropping

rate is given a low trust value by its neighbours. Consequently, a node with a

low trust value is more likely to be considered as a malicious node and will be

excluded from a chosen path.

There are two different trust models proposed in the literature [39], a global

trust model and a local trust model. With the global trust model [128], which is

also called a reputation-based model, each node in a network needs to know the

trust value of every other node in the network. This is typically achieved by nodes

exchanging trust-relevant information over the network. Exchanging information

on the scale of the whole network can introduce a high level of traffic overhead and

can cause congestion in the network. Also, the trust values conveyed may not be

truthful; they may be faked or altered during transit. To protect the trust values

against attacks will impose additional processing overheads on to the networks’

nodes. The protocol proposed in [33] uses the global trust-based model.

In [33], some nodes are selected to be trust authority nodes. These nodes

collect any complaint reports from other nodes about their neighbours. The

trust authority nodes integrate their direct observations of malicious nodes with

the complaint reports they receive from other nodes to create a global reputation

vector. This vector will then be distributed to all the nodes in the network. If

the trust level of a node drops below a certain threshold, then the node will be

classified as a malicious node.

With the local trust model [88, 39], on the other hand, each node only needs

to learn the trust values of its immediate neighbours. They learn these values by

direct experiences or interactions with, and observations of, their neighbouring

nodes. This local trust model has two advantages in comparison with the global

trust model. Firstly, the local trust model generates less traffic overhead in

the network. Secondly, it imposes less computational overheads onto network

nodes, as measures applied to protect the trust values carried in the packets can

be avoided. However, this method may not detect packet dropping caused by

overloaded nodes [115].
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2.8.2 Multi-path Routing Protocols

Packet dropping attacks may be countered by using multiple path routing proto-

cols. There are two approaches taken in the design of these protocols. The first

one is to duplicate data packets and send them through multiple path, one pri-

mary path, and one or more secondary paths. The secondary or backup path(s)

is used to send the duplicated traffic. Packet duplication can increase delivery

reliability. For example, if a data packet is duplicated and sent via m paths, then

the data packet may still be delivered to the destination node even if m−1 paths

fail. However, this approach increases the overhead arising from the duplicated

data packet transmissions. The Redundant Multi-path Source Routing (RMSR)

[127], and the Redundant Source Routing (RSR) [120] protocols duplicate traffic

along a selected secondary path.

In the second multi-path routing approach a single packet is split into multiple

blocks and these multiple blocks are then transmitted over multiple path in paral-

lel. The limitation of this approach is the computational complexity imposed on

a destination node as the destination node needs to reassemble the blocks. The

Secure Message Transmission (SMT ) protocol [86] and the protocol proposed

in [114] use this routing approach. They split each packet in such a way that

each block of the packet contains some additional bits. The additional bits are

calculated in such a manner that the original packet can be reconstructed given

a subset of the blocks.

2.8.3 Acknowledgement-Based Routing Protocols

Acknowledgement-based routing protocols use an acknowledgement (ACK) packet

to acknowledge the receipt of a data packet. Two types of acknowledgements

hop-to-hop or end-to-end acknowledgements can be used to directly locate a link

where packets are lost. In the hop-by-hop ACK scheme, when a node forwards

a data packet successfully over the next hop, the node at the other end of the

next-hop link (i.e. the node two hops away) will send back a two-hop acknowledg-

ment. The acknowledgment packet is used to indicate that the data packet has

been received successfully. This will continue until the data packet reaches the

destination node. The protocols presented in [129], [12] and [67] use this scheme.

The end-to-end ACK scheme detects packet loss though transmitting ACK

packets by the destination node to the source node for each successfully received
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data packet. The source node estimates a trust value for each link forming the

path based on the ACK packet received from the destination. If an acknowledged

packet is received, the source node increases the trust value for each link along

the path to the destination. Otherwise, if no acknowledgment packet is received,

the source node considers that the packet is lost and will retransmit it. Every

retransmission decreases the trust value for all the links in the path. A link

with a low trust level is avoided during path selection. With the end-to-end

acknowledgement-based routing scheme, it is hard for the source node to work

out which node has actually discarded a packet, so the source node decreases

the trust value of the entire set of nodes forming the path. This could be unfair

to well behaved nodes that are involved in the path. In addition, sending an

ACK packet for each received data packet is expensive in term of bandwidth

consumption. Trusted-DSR [44, 115, 8, 6, 86, 125, 107] uses this routing scheme.

The above protocols are largely designed to address packet dropping attacks,

they have not explicitly considered the issue of QoS. It is also important to

emphasise that none of the above discussed solutions has considered the impact

of fluctuating bandwidth as caused by node mobility along with packet dropping

attacks.

2.9 Integrated Consideration of QoS and Secu-

rity

As mentioned earlier, it is essential to consider security with QoS as one im-

pacts the other [76]. This section surveys the work on integrating security and

QoS. The author of [100] proposes a secure QoS framework called Cluster-based

Routing for End-to-end Security and Quality of service satisfaction (CRESQ).

CRESQ is a cluster based routing protocol which effectively uses the idea of

clustering to reduce routing overheads and to provide QoS guarantees. The QoS

guarantees are done through the use of resource reservations during the forward-

ing of a RREP packet. A cluster head forwards the RREP , only if it can satisfy

the QoS and makes reservations on itself. For the implementation of security,

each cluster head forwards a RREQ and RREP packet only to reliable cluster

heads. However, in a highly mobile MANET, a resource reservation could be

wasted, This is because, when the topology changes, the clusters will need to

be rearranged, the assignment of nodes to clusters will change and a reservation
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made before the cluster rearrangement may become void. If it is void, a new

reservation will be required. Repeated reservations will not only introduce addi-

tional bandwidth overheads, but also impose additional processing overheads on

nodes in the network.

In [70], the authors proposed a secure QoS signalling protocol that has three

features. Firstly, it reserves resources on the nodes that form the path, to pro-

vide the QoS required by an application. Secondly, the protocol has a built-in

authentication service to authenticate the QoS signalling messages that are used

to reserve the resources. The authentication is done on a hop-by-hop basis and

it uses digital signatures. Thirdly, the protocol can detect malicious attacks on

QoS parameters by using overhearing techniques. The destination node and inter-

mediate nodes monitor the flows against the promised QoS requirements. They

periodically send reports to the nodes forming the path including the source node.

This work has two limitations. Firstly, it assumes that the network is reliable and

resilient against malicious attacks and only provides authenticity protection to

QoS signalling messages. Secondly, it has not considered the impact of mobility

on QoS.

The authors in [110], [37] and [104] proposed frameworks that balance between

security levels and QoS provisioning, afforded to the traffic in a network. These

frameworks provide a security level in response to a threat level in such a manner

that maintains good QoS provisioning. For each threat level and each associated

security level, a particular defensive measure can be applied, and a certain level

of QoS can be achieved. At a low threat level, if the QoS requirement cannot be

satisfied, the security level can be lowered, allowing a higher level of QoS to be

satisfied. In contrast, if the network is under a higher level of threat, the frame-

work can switch to a higher level of security protection, and as a result, the QoS

provided may not satisfy the requirement. These frameworks use cryptographic

techniques to provide confidentiality, integrity, and authentication protections.

However, these designs have not considered the effects of packet dropping attacks

on QoS.

In [76], the authors proposed an Integrated Security and QoS Routing and

Data Communication (ISQRDC) framework for MANETs. ISQRDC balances

between security and QoS even when the network resource availability changes.

It combines a trust-based authentication scheme and an Ant Colony Optimisation

(ACO) technique. The trust-based authentication scheme is used to estimate the
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reputation of a node when selecting a downstream neighbour to form a destina-

tion node. ACO uses ant-like packets to identify a trustworthy path between

the source and the destination nodes. The ant-like packets carry the topological

information about the nodes in the network thus facilitating the sharing of in-

formation among the nodes to maintain paths. However, the use of the ant-like

packets to maintain paths introduces a high level of routing overhead in the net-

work, and the overheads increase as the mobility level increases. Furthermore,

the size of the ant-like packets increases dynamically as the packets pass through

the network toward the destination node.

In [75], the authors proposed a novel 2-Dimensional Adaptation ARChitecture

(2-DAARC ). The architecture supports two forms of adaptations to optimise QoS

provisioning. When the threat level in the network is low, bandwidth reservations

are used along a single path. When the threat level is high, the architecture

uses a duplicated, best-effort data packet delivery service along multiple path to

deliver the packets. The architecture switches between the single and multiple

path delivery services based on the underlying network conditions. However, the

issue of how to discover multiple path with minimum bandwidth costs was not

considered in this work.

Table 2.1 summarises the literature review. From the table, it can be seen

that there are a number of issues which should be considered in designing a

QoS solution for MANETs, and none of the existing solutions has considered

all of these issues. A new solution is therefore required to optimise the QoS

provisioning in the presence of packet dropping attacks in a dynamic MANET

environment. In the following section, we highlight our vision on proposing such

a solution.

2.10 Our Aim and Challenging Issues

Our aim is to find a solution that can best support the delivery of high priority

traffic (i.e. to deliver them with as little packet delivery delay, and as high packet

delivery success, as possible) and to achieve this with as little communicational

cost as possible in the presence of node mobility and packet dropping attacks. To

accomplish this, we have four challenging issues [36, 35, 30, 99] to address. These

challenging issues are due to MANET characteristics and their impact on QoS.
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The first is how to accommodate dynamic topology changes in path discovery.

In MANETs, the mobility of the nodes causes link failures and paths breakage,

resulting in frequent changes in network topologies, which, in turn, will cause

packet losses. The lost packets will need to be retransmitted, and the repeated

retransmissions can lead to network congestion further increasing packet delivery

delays and losses. All of these will have detrimental effects on QoS. In other

words, the challenging issue here is how to find paths that are the most reliable

set to deliver high priority traffic so as to satisfy their QoS requirements with

minimum overhead costs, and how to reduce the effects of the link breaks on QoS

performance.

The second issue is how to cope with fluctuating available bandwidth. MANETs

usually have limited and fluctuating bandwidth due to frequent network topolog-

ical changes. It is not always possible to find a single path that is both reliable

and has the sufficient bandwidth to support the delivery of a high-priority traffic

flow. There is clearly a need for making use of bandwidths provided by two or

more paths. So, the challenging issue here is how to make the best use of the

fluctuating bandwidth to serve QoS efficiently and effectively under various net-

work conditions, e.g. different levels of network traffic loads and different levels

of node mobility.

The third issue is how to optimise QoS provisioning without the support of

central authority and without imposing (or minimising) trust on intermediate

nodes. A MANET relies on collaboration among communication nodes in the

network to route traffic for each flow. Some communication nodes may be ma-

licious. They may launch black hole or grey hole attacks. Therefore, how to

estimate the trust level of a node, how to find more trustworthy paths to deliver

high priority traffic, and how to do so with minimum overhead cost is also a

challenging issue.

The fourth issue is that resources of MANET nodes are typically more limited

compared to wired network nodes in terms of storage and processing capabilities

and also they are battery energy [118]. Excessive node complexity can consume

resources and deplete battery power more quickly, leading nodes to power off, and

this will adversely affect QoS. Therefore, it is important to address the above

mentioned challenging issues with as little complexity as possible, especially on

intermediate nodes
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2.11 The Way Forward

Based on the review of the related literature and the challenging issues identified

in the previous sections the following ideas are generated for a new solution to

achieve QoS in MANETs containing packet forwarding attackers. These ideas

include the design of an adaptive solution which combines a single path rout-

ing service with a multi-path routing service. The adaptation is necessary to

accommodate the dynamic MANET features as caused by mobility, fluctuating

available bandwidth, and attacker ratios and to optimise high priority packet

deliveries. When a single path cannot satisfy the bandwidth requirement of a

traffic flow, multiple path should be used. To reduce the overheads in multiple

path discoveries, we will use a location-based approach to limit the number of

control packets poured into the network. To increase or optimise delivery success,

we should use more trustworthy paths as much as possible, and the selection of

more trustworthy paths should not impose much overhead costs.

2.12 Chapter Summary

This chapter has surveyed and discussed the related works in the literature in the

area of QoS provisioning in MANETs. It has also explained the security threats

and attacks on QoS routing protocols. Based on this literature survey, some new

ideas to achieve QoS in a malicious MANET environment have been proposed.

The next chapter presents the building blocks used to implement the novel

ideas, and the evaluation methodology used to evaluate the implementation.



Chapter 3

ATL-QoS Framework Design

3.1 Chapter Introduction

The ATL-QoS framework intends to optimise QoS provisioning in MANETs

containing packet dropping attackers. It is a network-layer solution comprising

two planes: a control plane and a data plane. The control plane is responsible for

multiple path discovery, the selection of a set of more trustworthy paths from the

discovered paths, the allocation of traffic to the selected paths and path quality

verification to address packet dropping attacks. The data plane is responsible for

packet transmission, forwarding and reception. The major novel contributions

presented in this thesis are all in the control plane, i.e. two novel protocols for

multiple path discoveries (presented in detail in Chapters 5 and 6, respectively),

and a novel solution for path selection, traffic allocation and path verification for

high priority traffic delivery (presented in detail in Chapter 7). To evaluate these

novel solutions under various network conditions, they are implemented with all

the supporting components in the control plane as well as the functions in the

data plane. The resulting implementation is our ATL-QoS framework.

This chapter describes the ATL-QoS framework. Section 3.2 specifies the

high-level requirements for the design of an efficient QoS solution for MANETs

containing packet dropping attackers, along with the idea or measures taken to

realise the requirements. Section 3.3 gives design preliminaries, the assumptions,

definitions used in the design and the notation used in describing the design.

Section 3.4 describes the architecture of the framework and the architectural

components are described in Section 3.5. Section 3.6 gives a run through of the

operations of the framework, and finally Section 3.7 summarises the chapter.

51
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3.2 Design Requirements and Measures Taken

In addressing the design challenges in providing QoS for MANETs (identified in

Chapter 2), seven requirements are specified.

R 1: The solution should optimise the provision of QoS services in terms of

packet delivery delays and packet delivery ratios.

R 2: The solution should accommodate dynamic topology changes.

R 3: The solution should accommodate fluctuating available bandwidth.

R 4: The solution should be resilient to packet dropping attacks.

R 5: The solution should not place trust on intermediate nodes.

R 6: The solution should reduce computational cost on the intermediate nodes.

R 7: The solution should reduce bandwidth cost introduced into the network.

To satisfy the requirements specified above, we present a framework called

an Adaptive Trust-Aware Location-based (ATL-QoS ) framework. The design of

the framework has taken the following five measures to address the identified

challenging issues while satisfying the requirements. In the following measures,

there may be conflicts between the requirements, and some compromise between

them will be needed.

Measure 1: The framework should be able to discover multiple path between a pair

of nodes (source and destination) and while doing so, the bandwidth costs

incurred should be as low as possible. Usually, discovering as many paths as

possible requires broadcasting path discovery packets in the whole network.

This process is expensive in terms of bandwidth cost. We need to reduce

the size of the search area where the path discovery packets are broadcast,

however, this may lead to a reduction in the number of paths discovered. In

other words, there is a trade-off between the routing overhead incurred in

discovering multiple path and the number of paths that can be discovered.

To optimise this trade-off, the ATL-QoS framework design employs two

ideas. The first is to use a directional approach to multiple path discovery.

With this approach, path discovery packets are forwarded within a search

area bounded by the source and destination nodes, rather than flooding the
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Figure 3.1: Using Directional Approach and Subset of Neighbouring Nodes

whole network regardless of the locations of the two nodes. The second

idea is for a node only to send the path discovery packets to a subset of its

neighbouring nodes governed by the trust level of the neighbouring nodes,

rather than broadcast the path discovery packets to all the nodes in the

search area. Using these two ideas, we can reduce the number of control

packets of broadcast traffic injected into the network, thus reducing the

bandwidth cost introduced (satisfies requirement R7).

Figure 3.1 uses an example to illustrate the use of directional approach and

subset of neighbouring nodes. As shown, to reduce the number of control

packets, the source node, NS, send a RREQ packet to a selected set of

downstream nodes. NS has eight neighbouring nodes NB, NN , NM , NL,

NK , NJ , NC and NH . The nodes NN , NB and NH will be excluded as

they are not in the direction (search area) of ND. NS selects the set of

neighbouring nodes from the neighbours that are in the search area of ND

based on their trust value. In this example, NM , NJ and NC have the

highest trust value and they are chosen.

Measure 2: The multiple path discovery function provided by the framework should

be able to adapt to the underlying network conditions. In other words, it

should be adjustable in adaptation to the underlying network conditions.

For example, if attacker ratio in the network is high, increasing the search

area may increase the possibility of finding more trustworthy paths. Al-

ternatively, if the attacker ratio in the network is low, we may be able to
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find enough trustworthy paths in a smaller search area, and smaller search

area means less control overhead is generated in the network, which will be

beneficial to QoS provisioning. Similarly, if the traffic flow requires a lower

level of bandwidth, then a smaller number of paths may be sufficient, and

in this case, a smaller search area may be used. This indicates that by dy-

namically adjusting the search area in response to the underlying network

condition captured by network parameter values, such as neighbouring node

attacker ratios, neighbouring node mobility level, the time of the previous

search attempt and the bandwidth required by the traffic flow; we may be

able to optimise QoS support. Adjusting the search area size can satisfy

requirements R2 and R7.

Measure 3: The framework should be able to select the most reliable nodes to form the

paths so as to optimise packet delivery ratios during the data transmission

phase, and do so with as little communication overhead and computational

complexity imposed on the intermediate nodes as possible. For this, we

have defined and introduced the use of node and link trust values such

that ATL-QoS uses a node’s trust values to select its neighbours in path

formation and uses link trust values to select the most reliable paths for

high priority traffic delivery. As mentioned in Chapter 2, there are two

different trust models proposed in the literature, a global trust model and a

local (direct) trust model. The global trust model, might be used to provide

more trustworthy estimations about node and link trust values. However,

with global trust model, nodes exchanging trust-relevant information over

the network. Exchanging information on the scale of the whole network can

introduce a high level of traffic overhead and can cause congestion in the

network. Also, the trust values conveyed may not be truthful; they may be

faked or altered during transit. Protecting the trust values against attacks

will impose additional processing overheads on to the networks’ nodes. To

reduce the overhead incurred in trust estimation, we have chosen a direct

trust model. This measure is taken to satisfy R1, R4, R6, and R7.

Measure 4: To optimise packet delivery of high priority traffic, the framework should

be able to deliver the traffic over multiple path, and do so adaptively in

response to the bandwidth requirements, available bandwidth and attacker

ratio. Three ideas are used to implement this measure. The first is to
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differentiate the delivery of traffic with different priorities. Two priorities

of traffic are recognised: low priority and high priority. The low priority

traffic is transferred using the Single Path delivery Service (SPS), whereas

the high priority traffic is delivered using one of the two services, SPS or

Multiple Path delivery Service (MPS). If a single most trustworthy (i.e. the

path discovered with the highest trust value) path can satisfy the required

bandwidth, then this path is used to transfer the traffic. In this case, we say

SPS is used. Otherwise, if no single path with sufficient trust value could

be found and/or it alone could satisfy the required bandwidth, a subset of

paths that together can satisfy the bandwidth required is selected. In this

case, we say MPS is used. The second idea is to allocate the data traffic

on the selected paths based on their respective available bandwidths, and

trust values. In this way, we may achieve both load balancing, and optimise

successful packet delivery. The third idea is to duplicate the traffic on two

independent paths if the path has low trust values, so that in an event

where there is a shortage of trustworthy paths, we can make use of paths

that are not sufficiently trustworthy, but offset the probability of packet

loss by duplicating transmissions over these paths. This is to make the best

use of network available bandwidth to serve high priority traffic deliveries,

thus satisfying R1 and R3.

Measure 5: The available bandwidth of a path may fluctuate due to node mobility. In

addition, as ATL-QoS assumes that intermediate nodes along a path are

not trustworthy, the available bandwidth and the trust values of the selected

paths should be further verified, as an intermediate node could be a packet

dropping attacker. If there is such an attacker, the estimated bandwidth

and trust value will not be its true values. In the ATL-QoS framework, a

source node uses feedback provided by the destination node to verify packet

delivery ratios along the paths. The destination node feedback represents

the number of data packets successfully received at the destination node

through that path. The source node uses this feedback to verify the path’s

available bandwidth estimated during the previous path discovery phase.

If an intermediate node has lied about the available bandwidth, the source

node may make an incorrect decision in path selection. The feedback from

the destination node would allow the source node to adjust this decision

after a round trip delay. In other words, any false claim of the available
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bandwidth along the path can be detected once the destination feedback is

received. This measure is taken to satisfy requirements R4 and R5.

Measures 1, 2 and 3 are implemented in Paths Discovery components in Sec-

tion 3.5.4 employed in the TADL and TADLV 2 protocols described in Chapter 5

and Chapter 6, respectively. Measure 4 is implemented in Path Selection and

Traffic Allocation component described in Section 3.5.6 which is employed in the

SAV solution, detailed in Chapter 7. Measure 5 is implemented in Path Quality

Verification component described in Section 3.5.6 and also employed in the SAV

solution, detailed in Chapter 7.

3.3 Design Preliminaries

This section gives the assumptions, definitions and notations used in the ATL-

QoS framework design.

3.3.1 Assumptions

The following assumptions are used in the ATL-QoS framework design.

A. 1 Properties, including the trust value and bandwidth, are associated with the

link; the properties of two links in opposite directions between two nodes

may not be identical. Each node may have a different prosperities assigned

to each link. For example, for NA, the trust value of NB (or the trust value

for the channel from NA to NB) may not be the same as the trust value of

NB for NA, i.e. the link from NB to NA.

A. 2 Packet dropping are the only security threat considered in this thesis.

Packet dropping can be caused by malicious or non-malicious events. We

define a malicious packet dropping to be attacks that are only mounted

on data packets. These attacks do not discriminate between priority and

non-priority data packets. In other words, it is assumed that attackers

drop data packets, regardless of their priority types; they forward control

packets. The justification for this assumption is that to address packet

dropping attacks, attackers must be included in a path, so they must par-

ticipate in path discovery phase. However, non-malicious events, such as

buffer overflow and selfish nodes may also lead to packets lost, but packet
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loss caused by non-malicious events would happen to both data and control

packets. We classify a node with buffer overflow as an overloaded node,

and an overloaded node drops both data and control packets. The selfish

node behaviour is similar to the behaviour exhibited by an overloaded node.

When a selfish node receives a data or a control packet, it simply drops it.

They aim to utilize its limited resources only for their own purpose to save

their resources to the maximum.

A. 3 The neighbouring node’s attacker ratio, that is the ratio of the number

of neighbouring nodes who are packet dropping attackers over the total

number of neighbouring nodes, is assumed to be known to all the nodes.

This is because we did not have time within the scope of the project time

to conclude a way to calculate it.

A. 4 Source and destination nodes trust each other. Threats are only from in-

termediate nodes.

A. 5 It is assumed that the bandwidth requirement is sent to the network level

from the application layer in packets/s.

A. 6 Based on the node functionality, there are three types of nodes in the net-

work, these are source node functions, destination node functions, and inter-

mediate node functions. Every node in the network should have all three

functions, source node, destination node, and intermediate node, but for

simplicity and without losing generality, we implement different functions

in different nodes, i.e. source nodes only perform the source node functions,

and so on.

3.3.2 Definitions

The framework design makes use of a number of quantifiers or concepts. These

are trust value, available bandwidth, path quality, QoS requirement, a node’s

predicted location, and search area. Below we give the definitions of these quan-

tifies.

Trust value: Trust values are used in the selection of neighbours and paths.

Trust here means the reliability of a link, a path or a set of paths in delivering

packets. There is a trust value for each link and for each path. The trust value

for the link from Nj to Ni reflects the reliability of the link linking Nj and
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Ni. Reliability is measured in terms of the ratio of packets that are successfully

delivered to their intended destination. Each node estimates a trust value for

each of its neighbouring nodes based on the reliability of the link connecting to

the neighbouring node. A link trust value is measured in a given range with a

minimum and maximum trust value. Each path also has a trust value. The path

trust value is calculated based on the trust value of the links forming the path.

The set of paths trust value is calculated based on the trust value of the paths

forming the set. The method for links’ trust value estimation is explained in

detail in Chapter 4, whereas, the methods for estimating the paths and sets trust

value are explained in detail in Chapter 7.

Available bandwidth: Similar to trust values, each link has a link available

bandwidth, and each path has a path available bandwidth. The available band-

width for a path is calculated based on the available bandwidths of the links

forming the path. Path available bandwidths are used for path selection and

traffic allocation to the selected paths. The value of the link available bandwidth

reflects the maximum achievable transmission rate of the link linking two nodes

in a given time period. Each node estimates a link available bandwidth for each

of its neighbouring nodes by using the method explained in Chapter 4, whereas,

estimating path available bandwidth method is explained in Chapter 7.

Path quality: Path quality (i.e. the quality of the path) is estimated based on

the path available bandwidth and path trust value. These values are estimated

based on the weakest link principle. The estimation method is explained in

Chapter 7.

QoS requirement: The QoS requirement mentioned in this thesis refers to a

bandwidth requirement at the network level. It is used to support the delivery of

high priority traffic (i.e. to deliver them with as little packet delivery delay, and

as high packet delivery success, as possible).

A node’s predicting location: The predicted location of a destination node,

ND, is an area where source node, NS, expects ND to be in at time Tcur, based

on the known ND’s physical location and speed at time T SD
lst . The method used

to predict a node location is explained in Chapter 5.

Searching area: This is an area where path discovery packets are forwarded.

In the ATL-QoS framework, to reduce control overheads, the control packets are

forwarded in a specific area, called search area, in the direction of the destination

node, instead of broadcasting them in the whole network. The search area is a
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rectangular area that starts from the current location of the source node, NS, and

includes the predicted location of the destination node, ND, at the current time

Tcur. The algorithm for calculating the search area is described in Chapter 5.

Neighbouring nodes’ attacker ratios: This is the ratio of the number of neigh-

bouring nodes who are packet dropping attackers over the total number of neigh-

bouring nodes.

Neighbouring nodes’ average mobility level: This is the average roaming speed

of the neighbouring nodes.

3.3.3 Notations

The notations used in the description of the ATL-QoS design are summarised in

Table 3.1. These notations are then used throughout the thesis.

3.4 The Architecture

This section describes the architecture of the ATL-QoS framework. Figure 3.2

shows the main functional blocks and the interactions among them. The archi-

tecture has two main parts, a control plane part, and a data plane part. They

are described in the following subsections.

3.4.1 The Control Plane

The control plane is the core of the architecture. It is largely responsible for

making routing decisions, i.e. discovering and selecting paths to forward data

packets. The structure of the control plane is of three types based on the func-

tions performed by a node. As shown in Figure 3.3, these are source node func-

tions, destination node functions, and intermediate node functions. In real life,

a MANET node is expected to perform all the three functions. That is, each

node is expected to send data to other nodes, receive data from other nodes, and

function as a router (intermediate node) to route packets for other nodes. For

clarity without losing generality, hereafter, we assume that each of the functions

is performed by a distinct group of nodes. In other words, source nodes perform

source node function, intermediate nodes perform the intermediate node function,

and the destination nodes perform the destination node function.
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Table 3.1: Notations Used in the ATL-QoS Design Description

Notation Definitions Data Type

NS Source node IP address
ND Destination node IP address
Ni Network node i IP address
Vi Ni mobility speed Float

(Xi, Yi)
Physical location of Ni in the x and y coordinate
respectively

Float

Px
The xth path connecting between a pair of source
and destination nodes

-

Lji The link connecting Nj to its neighbour Ni -

Tcur The current instance of time Float
Tcur−1 Previous instance of time Float
Tstr Starting counting time Float
T A period of time from Tcur−1 to Tcur Float
T ji
lst

The last time Nj heard about Ni Float
Ttrn Data packet transmission time Float
TRREQ The arrival time of the RREQ Float
TRV TRust Value Float
TRVLji Trust value for the link Lji linking Nj to Ni Float
TRVmin Minimum trust value Float
TRVmax Maximum trust value Float
TRVPx Trust value for the path Px Float
ABW Available BandWidth Integer
ABWLji Available bandwidth of the link Lji Integer
ABWPx Available bandwidth of the path Px Integer
BWreq The bandwidth required by an application Integer

SAS Searching Area Size Integer
SASexs Existing search area size Integer

CTR
ConTRol packets namely, (RREQ, RREP ,
RERR, ACK, and DFB)

Integer

CTRsuc,Lji
Number of successfully delivered control packets
over the link Lji

Integer

CTRall,Lji Number of control packets sent over the link Lji Integer

DAT data packets Integer

DATsuc,Lji
Number of successfully delivered data packets
over the link Lji

Integer

DATall,Lji Number of data packets sent over the link Lji Integer

DAT SD,T
suc,Px

Number of successfully received data packets at
ND via Px during T

Integer

DAT SD,T
snt,Px

Number of sent data packets from NS to ND via
Px during T

Integer

HELLOsuc,Lji
Number of HELLO packets successfully trans-
mitted over the link Lji

Integer

HELLOT
all,Lji Number of HELLO packet sent over the link Lji Integer

RDTimer Route discovery timer Float
RREQseq RREQ sequence number Integer
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Figure 3.2: ATL-QoS Framework Architecture
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Figure 3.3: ATL-QoS Framework Architecture for Source Node, Intermediate
Node, and Destination Node Functions, Respectively
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Source node functions: A source node generates traffic, discovers a path or a

set of paths and sends the traffic to a destination node via the selected path(s).

The control plane for the source node contains five functional blocks (compo-

nents), namely, Local Information Management, Path Discovery, Path Selection

and Traffic Allocation, Path Quality Verification, and Control Packet Scheduler.

The Local Information Management component of a node is responsible for dis-

covering and maintaining information about the node’s neighbouring nodes, esti-

mating their respective link qualities including bandwidths and trust values, and

location information. The Path Discovery interacts with the application layer to

obtain the bandwidth requirements of an application and discovers paths leading

to the destination node. Then, the Path Selection and Traffic Allocation compo-

nent selects a path or a set of paths (depending on the bandwidth requirement of

the application), and allocates the packets to the selected paths for forwarding.

During the data transmission phase, the Path Quality Verification component

uses feedback from the destination node to adjust the path quality estimated

during the path discovery phase. The Control Packet Scheduler gets routing re-

lated information from/to the data plane and sends it to/from the other control

plane components. These components are described in detailed in Section 3.5.

Intermediate nodes: Intermediate nodes are connected to each other from the

source node to the destination node to form a path. The intermediate nodes

in the path forward the packets (data and control packets) to and from the

destination node. The control plane architecture for intermediate nodes only

contains Path Discovery, Local Information Management, and Control Packet

Scheduler components.

Destination nodes: A destination node receives packets sent by a source node

and sends feedback packets back to the source node. The control plane architec-

ture for a destination node only contains the Path Discovery, path verification,

and Control Packet Scheduler components.

3.4.2 The Data Plane

The data plane is responsible for queuing, scheduling and forwarding packets

over the selected path(s). It is also responsible for packet reception. The data

plane contains three main components; they are a Packet Dispatcher, Forwarding

Engine and Output Queue. Upon the arrival of a packet at the Packet Dispatcher,

the Forwarding Engine needs to obtain the path(s) from the control plane and
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forwards the packet toward the destination node. If multiple packets need to be

forwarded at the same time, the packets are queued and scheduled at the Output

Queue. The architectural components are further described in Section 3.5.

3.5 The Architecture Components

This section describes the ATL-QoS framework architectural components and

the interactions among them.

3.5.1 The Tables

Each node maintains five tables that are used during path discovery and data

transmission phases. These are a routing table, a Neighbouring Node Information

(NNI) table, a RREQ Sequence Number (RSN) table, Data packets Received

and Sent (DRS) table, and Previous Searching area Size (PSS) table.

3.5.1.1 Routing Table

Each node in the network maintains a routing table that contains the location

and paths information of the discovered nodes in the network. The location

information is used to estimate the search area for the corresponding node and

the path information is used to determine how to forward data and control packets

to the node. In other words, for every discovered node in the network, there is

an entry in the routing table. As shown in Figure 3.4, each entry contains the

node’s unique IP address, location information and path(s) to this node.

The nodes’ unique IP addresses have been used, the ATL-QoS design is at

the network level of the OSI reference model, and the IP address is the most

common used type of network level addresses.

For each node, ND, the location information is captured using four attributes,

ND, physical location (XD, YD), mobility speed (VD), and the time when ND, was

discovered/updated (T SD
lst ).

• ND’s physical location (XD, YD): A node ND’s physical location is captured

by using XD and YD, where XD is the node’s physical location in the x

coordinate and YD is the node’s physical location in the y coordinate.

• ND’s mobility speed (VD): This is ND’s mobility speed at the discov-

ered/updated time. It is measured in metres/s.
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Figure 3.4: Routing Table
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• The time when ND was added/updated (T SD
lst ): This is the latest time that

NS heard about the ND. T SD
lst is used to ensure that the entry for this node

in the routing table is up-to-date. In other words, if the routing table entry

for this node is not updated within a predefined period of time, this entry

will be deleted.

Paths to node ND is used to maintain all the discovered paths to ND. ATL-

QoS employs a multiple path discovery protocol, so each entry in the routing

table may contain more than one path. Each path is captured using the following

attributes:

• A path list: This list may contain multiple entries (one for each path), and

for each entry, it maintains information about all the intermediate nodes

within the path to ND. As ATL-QoS is a source routing protocol, the

source node needs to maintain the whole path up to the destination node

in its routing table. The path is then added into the packet header of each

outgoing data packet to ND. Each intermediate node entry contains the

intermediate node’s IP address, location information, link’s (links this in-

termediate node to the next node in the path) trust value, (TRVLji
), and

link’s available bandwidth (ABWLji
). TRVLji

and ABWLji
are, respec-

tively, the trust value and available bandwidth of the link that connect the

intermediate node Ni to its neighbouring nodes Nj. These values are reg-

ularly estimated by each directly connected node and then distributed to

other nodes in the path via control packets during the path discovery phase.

During a path discovery phase, when a RREQ packet passes through an

intermediate node, the intermediate node records these values arrived in

the header of the RREQ packet. When the destination node receives the

RREQ packet, its updates the path list and sends it to the source node in a

RREP packet. The source node needs the path list information to forward

data packets during the data transmission phase.

• The path discovery time: This is the time when this node discovers this

path. It is used to ensure that the paths stored in the table are up-to-date.

Each path is associated to a validity period, if the validity period expires,

the path will be deleted from the table, and only up-to-date paths will be

stored and used.
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• The path trust value, TRVPx : This is the trust value of a discovered path,

Px. As mentioned earlier, there is a trust value for each discovered path,

and this value is estimated based on the weakest link principle. It is the

minimum trust value of the links forming Px.

• The path available bandwidth, ABWPx : This is the available bandwidth of

a discovered path, Px. Each path has an available bandwidth associated

with it, and it is the minimum available bandwidth of the links forming Px.

This is also called the bottleneck bandwidth of the path.

3.5.1.2 Neighbouring Nodes Information (NNI) Table

In addition to the routing table, each node in the network also maintains a NNI

table storing the information related to each of its directly connected neigh-

bours. The directly connected neighbours are discovered using the neighbour

node discovery method, described in Section 3.5.3.2. As shown in Figure 3.5, the

neighbour node information is captured using a number of attributes, namely, a

neighbouring node’s unique IP address, location information, observation infor-

mation, link’s trust value, TRVLji
, and link’s available bandwidth, ABWLji

.

The attributes used to capture a neighbouring node’s location information

have been described earlier in this section, and the values for the attributes are

acquired by using HELLO packets, which will be described in Section 3.5.3.1.

The observation information attributes are maintained for each neighbouring

node and used to estimate the trust value and available bandwidth of the link

connecting this node to each of its neighbours. These attributes are respectively

the numbers of control, data, and HELLO packets sent from this node to each

of the neighbouring nodes and the number of successfully received control, data,

and HELLO packets.

When Nj sends a control, data or HELLO packet to Ni, Ni will acknowledge

the receipt of the packet. Nj records the total number of transmitted control

and data packets by Nj to Ni during an interval T as CTRT
all,Lji, DAT T

all,Lji and

HELLOT
all,Lji, respectively, and the total numbers of control, data and HELLO

packets that are sent by Nj to Ni during the interval T (from Tcur−1 to Tcur) and

are successfully acknowledged by Ni as CTRT
suc,Lji, DAT T

suc,Lji and HELLOT
suc,Lji,

respectively.

There is a trust value, TRVLji
, and an available bandwidth, TRVLji

, for each

link connecting Nj, to each of its neighbours, Ni. These values are estimated
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Figure 3.5: Neighbouring Nodes Information (NNI) Table
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by using the TV E and ABE methods described in Section 4.3 and Section 4.4,

respectively.

3.5.1.3 RREQ Sequence Number (RSN) Table

The third table maintained is a RSN table, shown in Figure 3.6, this records the

sequence numbers of all the RREQ packets, RREQseq, that have been forwarded

by this node. The table also records the IP address of the source node that

has generated the RREQ and the arrival time of the RREQ, TRREQ. The pair,

RREQseq and source IP address, is used to distinguish the RREQs generated

by different source nodes. TRREQ is used to delete the old entry in the table. In

other words, if the TRREQ value for this entry exceeded a predefined period of

time, this entry will be deleted.

Figure 3.6: RREQ Sequence Number (RSN) Table

3.5.1.4 Data Packets Received and Sent (DRS) Table

The DRS table is maintained in each source and destination node in the network

shown in Figure 3.7. The source and destination nodes use this table during the

data transmission phase to record the number of data packets that have been

sent from the source node or received by the destination node. The source node

and the destination node record the data packets sent or received via Px during

the period T , DAT SD,T
snt,Px or DAT SD,T

suc,Px respectively in the DATcount field. This

table also records the IP addresses of the communicated source and destination

nodes and the starting counting time, Tstr.

Figure 3.7: Data Packets Received and Sent (DRS) Table
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3.5.1.5 Previous Searching Area Size (PSS) Table

The last table maintained is a PSS table. The source and intermediate nodes

use this table during the path discovery phase to record information about the

previous search attempt. This information will help to determine the starting

search area size of the current path discovery attempt. As shown in Figure 3.8,

it records IP addresses of the destination node, the last search area size, SASprv,

that is used in the previous search attempt, the time of the previous search at-

tempt (Tprv), and the number of discovered paths in the previous search attempt,

NPSprv.

Figure 3.8: Previous Searching Area Size (PSS) Table

3.5.2 The Packet Types and Formats

Packets are used to send and receive information between nodes in the network.

ATL-QoS framework makes use of seven types of packets. They are the Route

REQuest (RREQ), Route REPly (RREP ), Route ERRor (RERR), HELLO,

Acknowledgments (ACK), Destination FeedBack (DFB), and data packets. The

packet formats used in the ATL-QoS framework are standard ones; ATL-QoS

adds some additional fields to serve ATL-QoS functionality. The remaining part

of this section describes the role and formats of these packets types.

3.5.2.1 Route Request Packets (RREQ)

A RREQ packet is sent by a source node, NS, to initiate a path discovery phase.

In doing so, NS sends the RREQ packet to its neighbouring nodes that forward

the packet until it reaches the destination node, ND.

As shown in Figure 3.9, a RREQ packet contains the following fields, the

packet sequence number, the source and destination nodes’ unique IP addresses

and location information (described in Section 3.5.1.1), the packet sending time,
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the path list that is described in Section 3.5.1.1, and the Searching Area Size,

(SASexs).

Figure 3.9: RREQ Packet Format

3.5.2.2 Route Reply Packets (RREP)

A RREP packet is sent by the destination node, ND, during the path discovery

phase. As shown in Figure 3.10, the RREP packet contains the packet sequence

number, the source and destination nodes’ unique IP addresses and location in-

formation, the received RREQ packet sequence number, the packet sending time,

and the path list which contains the information of all the intermediate nodes

forming the path from the source node to the destination node.
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Figure 3.10: RREP Packet Format

3.5.2.3 Route Error Packets (RERR)

A RERR packet is sent by an intermediate node to report a broken link along the

path from the source to the destination node during the data transmission phase.

During a data transmission phase, when an error occurs at any intermediate node,

Nj, along the path, Nj will send a RERR packet to NS, informing NS that Nj

has detected an error while attempting to transmit the traffic to Ni.

As shown in Figure 3.11, the RERR packet contains the following fields: the

packet sequence number, the source and destination nodes’ unique IP addresses,

the data packet sequence number that the node was trying to send, and the IP

address of the unreachable node.
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Figure 3.11: RRER Packet Format

3.5.2.4 HELLO Packets

A HELLO packet is used by each node to discover its neighbouring nodes. Each

node periodically broadcasts HELLO packets to its one-hop neighbouring nodes.

As shown in Figure 3.12, a HELLO packet contains the packet sequence

number, this node’s unique IP address and its location information. It also con-

tains the HELLOT
suc,Lji that is going to be used to estimate the link available

bandwidth, as explained in Section 4.4.

Figure 3.12: HELLO Packet Format

3.5.2.5 Acknowledgments Packets (ACK)

An ACK packet is a one-hop packet that is sent, by each node, to acknowledge

the receipt of control (except the HELLO packets) and data packets. A node,

upon the receipt of a data or control packet, will send back an ACK packet to the

sender of the packet (one-hop neighbour) to confirm that the packet has reached

the next hop.
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As shown in Figure 3.13, an ACK packet contains the following fields, a

packet sequence number, the receiver node IP address, the sender node IP address

and the original packet sequence number. The sender node IP address and the

original packet sequence number are used to identify the packet acknowledged by

this ACK packet.

Figure 3.13: ACK Packet Format

3.5.2.6 Destination FeedBack Packets (DFB)

A DFB packet is sent by the destination node to the source node to acknowledge

the reception of the data packets. It is an end-to-end data acknowledgment sent

during the data transmission phase. ATL-QoS uses the DFB packet to validate

and adjust the path’s available bandwidth and trust values discovered during path

discovery phase and then reallocate the data traffic based on the new values.

As shown in Figure 3.14, the DFB packet contains the following fields, a

packet sequence number, the source and destination nodes’ unique IP addresses

and location information, the packet sending time, the path list of all the interme-

diate nodes forming the path, DAT T
suc,Px that is the number of the data packets

that has been received by the destination node via Px during the period T , and

the starting counting time, Tstr.
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Figure 3.14: DFB Packet Format

3.5.2.7 Data Packets

As shown in Figure 3.15, the fields of a data packet are the packet sequence

number, the source and destination nodes IP addresses, the packet sending time,

that is used here in calculating the packet end-to-end delivery delay, and the path

list of all the intermediate nodes forming the path.

Figure 3.15: Data Packet Format
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3.5.3 Local Information Management

This component maintains the attribute values in the routing table and NNI

table. It consists of the following subcomponents:

• Network Nodes Location Information Dissemination Method.

• Neighbouring Nodes Discovery Method.

• Available Bandwidth Estimation Method.

• Trust Value Estimation Method.

The interactions among these subcomponents are shown in Figure 3.16. The

subcomponents are explained in the following subsections.

Figure 3.16: Local Information Management Components

3.5.3.1 Network Nodes Location Information Dissemination Method

This method maintains the network node location information attribute values,

as explained in Section 3.5.1.1, in the routing table. Each node should know its
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physical location by using methods such as the Global Position System (GPS).

Each node disseminates its location information to its neighbours by periodically

broadcasting HELLO packets containing its location information to its one-hop

neighbours. Upon receiving the HELLO packets, the receiving node adds or

updates its NNI table with the received information.

In addition, each node appends its location information to any packet they

send (i.e. RREQ, RERR, RREP , ACK, DFB, data packets) or re-send (i.e.

RREQ packets). Upon receiving such packets, the receiving node uses the loca-

tion information value, carried in that packet, to add/update the corresponding

location information attribute values in its routing table.

3.5.3.2 Neighbouring Nodes Discovery Method

Neighbouring nodes are discovered and maintained by using HELLO packets.

To discover neighbours, each node periodically broadcast a HELLO packet to

its neighbours. Upon receiving the HELLO packet, a receiving node adds or

updates its NNI table with the received neighbour information.

If a node does not receive a HELLO packet from a particular neighbour Ni

within a specified time period, the node will consider Ni as unreachable and delete

its record from the NNI table.

3.5.3.3 Available Bandwidth Estimation (ABE) Method

This method estimates the available bandwidth of a link between any node Nj,

and its neighbour node Ni, (ABWLji
). This is done periodically by using the

method explained in Section 4.4.

3.5.3.4 Trust Value Estimation (TVE) Method

The TV E method estimates a trust value for each neighbouring node by using

a local trust model. This is done periodically by using the method explained in

Section 4.3.

3.5.4 Paths Discovery

The Path Discovery component discovers multiple path from the source node,

NS, to the destination node, ND. It uses the novel protocol, TADLV 2, that

discovers the most reliable set of multiple path between a pair of nodes that
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reduces the cost in the presence of node mobility and packet dropping attacks.

The TADLV 2 protocol, described in Chapter 6, is an improved version of our

early designed Protocol, TADL, described in Chapter 5.

3.5.5 Path Selection and Traffic Allocation

The Path Selection and Traffic Allocation component selects a path or a set of

the most reliable path(s) from the multiple path that have been discovered during

the previous path discovery phase and allocates the traffic to the selected paths.

The component uses a novel solution, SAV which is explained in Chapter 7, to

accomplish this task. In other words, the source node selects a path or a set

of paths from the discovered paths and allocates traffic accordingly based on

the required bandwidth by the application and the trust values and bandwidth

capacities of the selected paths.

3.5.6 Path Quality Verification

The Path Quality Verification component is responsible for adapting the ATL-

QoS framework to a dynamic MANET environment. It uses the SAV solution,

explained in Chapter 7. SAV uses feedback packets from the destination node

that sends during the data transmission phase. The Path Discovery component

is used by the source and destination node functions and operates only during

the data transmission phase.

3.5.7 Control Packet Scheduler

The Control Packet Scheduler component verifies the packets that are received

and sent from/to the node.

3.5.8 Packets Dispatcher

The Packet Dispatcher component performs the following functions:

• It constructs outgoing packets, data, HELLO, RERR, RREQ, RREP and

DFB for transmission, i.e. it creates packet headers for these packets and

attaches them to the respective payload. In creating the header, it obtains

some attribute values from the control plane and added to the header.



CHAPTER 3. ATL-QOS FRAMEWORK DESIGN 79

• It receives incoming packets and generates the ACK packets to acknowledge

their reception.

• In an event when a link break is detected during a data transmission phase,

it generates an RERR packet to notify the source node of the breakage.

• It forwards the generated outgoing as well as the received incoming packets

to the Forwarding Engine.

3.5.9 Forwarding Engine

The Forwarding Engine component performs two functions. The first is to deter-

mine how and where a packet should be forwarded. This is achieved by reading

the routing decision from the control plane. The decision also contains the full

path of intermediate nodes IP addresses which the packet should be forwarded.

Depending on the routing decision, the data packet may be duplicated and as-

signed to more than one path before being queued.

The second function is to process incoming packets when the node is the

destination of the received packet. The component will extract the packet header

and pass them to the Control Packet Scheduler. If the received packet is a data

packet, the component will send it to the application layer.

3.5.10 Output Queue

The Output Queue performs buffer management and scheduling of all the packets

to be forwarded by the node. This buffer is used to regulate the forwarding of

the packets before they are passed down to the data link layer.

3.6 ATL-QoS Framework Operations

This section describes the operations of the ATL-QoS framework. The operations

are in two phases: path discovery phase and data transmission phase. This section

describes these phases and how the functional components described in Section 3.5

work collectively to provide the ATL-QoS framework function.
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3.6.1 Path Discovery Phase

The operations in the path discovery phase are for discovering multiple path

with minimum communication overheads, selecting one or more paths among the

discovered paths and allocating the traffic over the selected paths. The following

describes the path discovery phase operations respectively performed by source,

intermediate and destination nodes.

3.6.1.1 Source Node Operations

As shown in Algorithm 3.1, when a source node, NS, has traffic to send to a

destination node, ND, NS searches the routing table to see if there are already

paths to the ND. If yes, NS uses these paths to transmit the traffic. If not, a

path discovery process is initiated, i.e. the novel protocol, TADLV 2, explained

in Chapter 6, is used. TADLV 2 is designed to discover the most reliable paths

between a pair of source and destination nodes with minimum overhead costs.

Once multiple path are discovered, NS invokes the novel solution, SAV , explained

in Chapter 7. SAV selects one path or a set of node-disjoint paths from the

discovered paths that satisfy the required bandwidth. Once the paths are selected,

NS allocates the data traffic over the selected path(s). The traffic is allocated to

each path based on the quality of the path (i.e. its available bandwidth and trust

value). Then, NS starts the data transmission phase in which the data packets are

sent to the destination node along the selected path(s). Alternatively, in SAV ,

if no path could be found and selected or no paths could collectively satisfy the

required bandwidth, a new path discovery phase will be initiated.

Algorithm 3.1 The ATL-QoS Source Node Operations During Path Discovery
Phase

procedure ATL-QoS-S-Discovery(IPaddress,BWreq, P riority, data)
SASexs= Null
Search routing table for paths to ND

if Paths to ND are found then
DiscoveredPaths← pathstoND

else
DiscoveredPaths← TADLV2-S(IPaddress, SASexs, BWreq)

end if
SAV-S-Discovery(BWreq, data,DiscoveredPaths, IPaddress, SASexs)

end procedure
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3.6.1.2 Intermediate Node Operations

During the path discovery phase, intermediate nodes are responsible for forward-

ing RREQ packets towards the destination node until the destination node is

reached. They do not reply to the RREQ packets back to the source node. The

intermediate nodes are also responsible for preventing RREQ looping. As shown

in Algorithm 3.2, upon receiving a RREQ packet, the intermediate node exe-

cutes the novel solution TADLV 2 (Chapter 6). TADLV 2 switches between the

two node-disjoint path discovery algorithms, the Source node Controlled Multi-

ple Node-disjoint Path Discovery (SC-MNPD) algorithms and the Intermediate

node Controlled Multiple Node-disjoint Path Discovery (IC-MNPD) algorithms,

based on the network nodes’ mobility level. Upon accepting the RREQ packet,

the intermediate node adds the values of its attributes in the RREQ header. It

then forwards the RREQ packet on to the chosen downstream neighbours until

the destination node is reached.

Algorithm 3.2 The ATL-QoS Intermediate Node Operations During Path Dis-
covery Phase

procedure ATL-QoS-I-Discovery(RREQ)

TADLV2-I(RREQ)

end procedure

3.6.1.3 Destination Node Operations

During a path discovery phase, the destination node may receive RREQ packets.

As shown in Algorithm 3.3, when the destination node receives a RREQ packet,

it invokes the TADL protocol, explained in Chapter 5. In TADL, ND constructs

a reply, RREP packets and then sends the RREP packets to the source node

via the reverse of the path.

Algorithm 3.3 The ATL-QoS Destination Node Operations During Path Dis-
covery Phase

procedure ATL-QoS-D-Discovery(RREQ)

TADL-D(RREQ)

end procedure
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3.6.2 Data Transmission Phase

The operations in the data transmission phase cover transmitting the data over

the selected set of paths. This section explains the operations carried out by

source, intermediate and destination nodes during the data transmission phase.

3.6.2.1 Source Node Operations

During the data transmission phase, the source node is responsible for verifying

the paths and maintaining the paths. In this phase, the source node may receive

two types of packet, RERR packets or DFB packets. As shown in Algorithm 3.4,

when a RERR packet is received, it indicates that an intermediate node detected

a link failure during this data transmission phase. In response, the source node

deletes the path containing the link in error indicated by the RERR packet

from its routing table. It also deletes all the paths to any destination node

that contains the failed link. A path discovery phase is then re-performed if

the aggregated available bandwidth of the set of the remaining paths, available

for data transmission in this data transmission phase, is less than the required

bandwidth.

Algorithm 3.4 The ATL-QoS Source Node Operations During Data Transmis-
sion Phase

procedure ATL-QoS-S-Transmission(IP,BWreq, P riority, data,RRER)

if RRER packet is received then

NS deletes all the paths to any destination node that contains that link

from its routing table

if ABWS of the used set <BWreq then

ATL-QoS-S-Discovery(IPaddress,BWreq, P riority, data)

end if

else

Flag ← SAV-S-Transmission(data)

if Flag == False then

ATL-QoS-S-Discovery(IPaddress,BWreq, P riority, data)

end if

end if

end procedure
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When the source node receives a DFB packet, it invokes the SAV solution,

explained in Chapter 7. The SAV solution compares the number of data packets

received by the destination node, that is carried in the DFB packets, with the

number of data packets sent by the source node during T time period. It uses this

comparison result to adjust the path(s) available bandwidths and trust values,

and adjusts the number of data packets assigned to each of the selected paths.

3.6.2.2 Intermediate Node Operations

During the data transmission phase, intermediate nodes are responsible for for-

warding the data packets towards the destination node. When a link break occurs

during the data transmission phase, the intermediate node which discovers the

failure will send a RERR packet, reporting the link failure to the source node.

The intermediate nodes are also responsible for forwarding the DFB packets

towards the source node.

3.6.2.3 Destination Node Operations

During a data transmission phase, the destination node receives data packets.

As shown in Algorithm 3.5, when the destination node receives the data packets,

during the data transmission phase, it invokes the SAV solution, explained in

Chapter 7. In SAV solution, the destination node is responsible for counting

the number of data packets received via each path and sends a feedback packet

containing the counted number of received data packets to the source node, as

explained in Chapter 7.

Algorithm 3.5 The ATL-QoS Destination Node Operations During Data Trans-
mission Phase

procedure ATL-QoS-D-Transmission(data)

SAV-D-Transmission(data)

end procedure

3.7 Chapter Summary

This chapter has given an overview of the framework design to support QoS

requirements in the presence of data packet dropping attack. The ATL-QoS
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framework tries to overcome some weaknesses exhibited by existing routing al-

gorithms used in ad hoc networks. The ATL-QoS framework design uses two

novel protocols. ATL-QoS uses the novel TADLV 2 protocol that is designed to

reduce the routing overhead while discovering trustworthy paths. In addition,

the framework uses the novel SAV solution, that uses path selection criteria to

select the best possible set of paths that could best satisfy a given QoS require-

ment in adaptation to the network condition and allocate the data traffic on the

selected paths. ATL-QoS also uses the novel SAV solution to validate and adjust

the path’s quality estimated during path discovery phase and then reallocate the

data traffic based on the new values.

The following chapters present and evaluate the novel protocols used in ATL-

QoS framework design in detail.



Chapter 4

Building Blocks and Evaluation

Methodology

4.1 Chapter Introduction

This chapter describes the building blocks used in the design of the ATL-QoS

framework. These building blocks are the Trust Value Estimation (TV E) method

that is used to estimate the trust value of a link between two nodes, and the

Available Bandwidth Estimation (ABE) method that is used to estimate the

available bandwidth of a link between two nodes. It also justifies the use of

simulation method to evaluate the framework.

In detail, Section 4.2 describes the notations used in the description of the

building blocks. Section 4.3 describes the TV E method. Section 4.4 describes the

ABE method. Section 4.5 discusses potential evaluation methods thus justifying

the use of simulation as the evaluation method. Section 4.6 describes the sim-

ulation model used in our framework. Section 4.7 describes how the evaluation

model is validated. Section 4.8 describes how statistically significant results are

obtained. Finally, section 4.9 concludes the chapter.

4.2 Notations

This section gives the notations used in the building blocks descriptions and then

used throughout the thesis. The notations are summarised in Table 4.1.

85
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Table 4.1: Notations Used in the Building Blocks Descriptions

Notation Definitions
T0 Initial instance of time
TSD
lst The last time NS heard from ND

Trcv Packet receiving time

R Radius of a node predicted location
TRV T0

Lji
Initial trust value for the link Lji linking node j to node i

TRV Tcur
Lji

The trust value for the link Lji linking node j to node i estimated
in the current instant of time, Tcur

TRV Tcur−1
Lji

The trust value for the link Lji linking node j to node i estimated
in the previous instant of time, Tcur−1

CTRT
suc,Lji

The number of successfully delivered control packets over the link
Lji during the slot T

CTRT
fal,Lji

The number of failed control packets over the link Lji during the
slot T

CTRT
all,Lji

The number of sent control packets over the link Lji, CTRT
all,Lji =

CTRT
suc,Lji + CTRT

fal,Lji during the slot T

DATT
suc,Lji

The number of successfully delivered data packets over the link Lji

during the slot T

DATT
fal,Lji

The number of failed data packets over the link Lji during the slot
T

DATT
all,Lji

The number of sent data packets over the link Lji, DATT
all,Lji =

DATT
suc,Lji + DATT

fal,Lji during the slot T

OBS OBServation value for packets transmission

OBST
Lji

The OBS value of the packets transmitted over the link Lji during
the slot T

OBST
Lji,ctr

The OBS value of the control packets transmitted over the link
Lji during the slot T

OBST
Lji,dat

The OBS value of the data packets transmitted over the link Lji

during the slot T
4TRV The increment value of trust
THRobs Observation value threshold
Wdat Weight assigned to data packets
Wctr Weight assigned to control packets

ETXji
A metric value used to estimate packet loss ratio of the link between
Nj and its neighbouring node Ni

dji Packet delivery ratio for the packet delivered from Nj to Ni

ABWT
Lji The available bandwidth for the link Lji during the slot T

ABWTcur
Lji

The available bandwidth for the link Lji linking node j to node i
estimated in the current instant of time, Tcur

ABWTcur−1
Lji

The available bandwidth for the link Lji linking node j to node i
estimated in the previous instant of time, Tcur−1

HELLOT
suc,Lji

The number of HELLO packets successfully transmitted over the
link Lji during the slot T

HELLOT
all,Lji

The number of sent HELLO packets transmitted over the link Lji

during the slot T
DLY Average End-to-End Packet Delivery Delay

PDR Packet delivery ratio
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4.3 Trust Value Estimation Method

This section presents an overview of the Trust Value Estimation (TV E) method

used in the ATL-QoS framework. As mentioned earlier, one of the tasks each

node ought to perform in ATL-QoS is to estimate a trust value for each of its

neighbours. This is done by using the local trust estimation method explained in

[88]. In this method, each node estimates a trust value for each of its neighbouring

nodes based on observing the reliability of the link connecting the node to the

neighbouring nodes. At each node Nj, the trust value assigned to a neighbouring

node, Ni, reflects the reliability of the link linking Nj and Ni. The higher the

trust value a node assigns to a neighbouring node, the more reliable the assigned

node is. This trust value is then used for selecting a path(s) with a higher level

of reliability. A link trust value is measured in a given range [TRVmin, TRVmax],

where TRVmin is the minimum trust value, TRVmax is the maximum trust value.

The trust value Nj assigned to Ni at the current instance of time is denoted

as TRV Tcur
Lji

. The value of TRV Tcur
Lji

is estimated as follows. Initially, when Ni

newly joins the neighbourhood of Nj, Nj assigns a neutral value to TRV T0
Lji

, which

is calculated using Equation 4.1.

TRV T0
Lji

=
TRVmin + TRVmax

2
(4.1)

where TRVmin is the minimum trust value, TRVmax is the maximum trust value

specified for our framework. The TRVmax value is set to 10 and the TRVmin

value is set to 0 (as recommended in [88]). T0 is the time when Ni joins the

neighbourhood of Nj. This neutral value (calculated using Equation 4.1) indicates

that Nj cannot yet determine whether the link connecting to this new neighbour

is trustworthy or not. This value is assigned to TRV Tcur
Lji

. Then, from this point

on, the value of TRV Tcur
Lji

is updated by Nj regularly at each interval of T , where

T = Tcur−1 - Tcur based on the value of OBST
Lji, where OBST

Lji is the direct

observation value for packet transmission that captures the reliability of the link,

Lji during the interval of time, T . OBST
Lji is calculated based on the number of

acknowledgment packets successfully received from neighbour node, Ni, during

the interval T . It is calculated using Equation 4.2.

OBST
Lji = (OBST

Lji,ctr ×Wctr) + (OBST
Lji,dat ×Wdat) (4.2)

where OBST
Lji,ctr and OBST

Lji,dat are, respectively, the direct observation value of
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the link, Lji, in terms of control and data packets, and Wctr and Wdat are the

weighting values assigned to OBST
Lji,ctr and OBST

Lji,dat, respectively. The sum of

these values, i.e. (Wctr + Wdat), should be 1. The determination of Wdat and

Wctr values will be explained in detail in Section 4.8.3.

OBST
Lji,ctr is calculated as:

OBST
Lji,ctr =

CTRT
suc,Lji − CTRT

fal,Lji

CTRT
all,Lji

(4.3)

where CTRT
suc,Lji is the number of control packets that are sent by Nj to Ni

during the same interval T and are successfully acknowledged by Ni. The control

packets are route request, route reply and route error packets. CTRT
fal,Lji is the

number of control packets that are sent by Nj to Ni during the same interval but

failed to be acknowledged by Ni. CTRT
all,Lji is the total number of transmitted

control packets by Nj to Ni during the interval T ; it is the sum of CTRT
suc,Lji and

CTRT
fal,Lji.

Similarly, OBST
Lji,dat is calculated as:

OBST
Lji,dat =

DAT T
suc,Lji −DAT T

fal,Lji

DAT T
all,Lji

(4.4)

The OBST
Lji value indicates the reliability of the link (linking Nj to Ni) when

delivering the control and data packets from Nj to Ni during the interval, T . If

the link is less reliable, i.e. fewer packets are acknowledged, the OBST
Lji value will

be lower, indicating that Ni and the link connecting to Ni are less trustworthy.

In ATL-QoS, depending on this observation value, OBST
Lji, Nj updates the value

of TRV Tcur
Lji

based on Equation 4.5.

TRV Tcur
Lji

=

 TRV Tcur−1
Lji

+4TRV ,OBST
Lji>=THRobs

TRV Tcur−1
Lji

−4TRV ,OBST
Lji<THRobs

(4.5)

where 4TRV is an increment value. The 4TRV value is set to 0.1 (as obtained

experimentally in [88]). THRobs is an observation threshold value. This value

is configurable during experiments as described in Section 4.8.2. Looking at the

equation, we can see that the trust value continues to increase or decrease unless

it reaches the maximum value of 10 or minimum value of 0.
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4.4 Available Bandwidth Estimation Method

This section describes a method used in the ATL-QoS framework for estimating

the available bandwidth between a pair of nodes. The method is called the Avail-

able Bandwidth Estimation (ABE) method. One of the tasks each node performs

in ATL-QoS is to estimate the available bandwidth for each of its neighbours.

In an ideal situation, i.e. where all the transmitted packets are received, the

bandwidth (measured in terms of packets/s) is equal to the traffic transmission

rate, Traffic−Transmission−Rate, which is set to 4 packets/s as specified in

Section 4.6. In reality, however, a link may not be able to transmit the traffic with

this rate, so we need to estimate the available bandwidth of a link. The available

bandwidth often characterises the amount of traffic that the network can transfer

per second [91]. To estimate the available bandwidth of a link linking Ni to its

neighbouring node Nj, we need to measure the link expected transmission ratio,

then estimate the link available bandwidth, ABW T
Lji using Equation 4.6.

ABW T
Lji = Link−Expected−Transmission−Ratio×Traffic−Transmission−Rate

(4.6)

The most relevant method in the literature for measuring the link expected

transmission ratio is the Expected Transmission Count (ETX) routing protocol

[22, 51, 84]. The ETX protocol is a routing protocol that is commonly used

in MANETs. The protocol is design to find a path that can provide sufficient

available bandwidth to transmit traffic through that path. Simulation results

have shown that the ETX approach is more effective in terms of finding a better

path than the popular minimum hop count approach, particularly for paths with

two or more hops [84].

The protocol uses an ETX metric to estimate the expected number of trans-

missions of the links forming the path. The ETX value assigned to Ni reflects

the maximum achievable transmission rate (including retransmissions) of the link

linking this node, Nj, and Ni. It is computed using a forward delivery ratio and

a reverse delivery ratio of every link along the path. The forward delivery ratio

of Nj to Ni, donated as dji, is the probability that a data packet is successfully

delivered to the neighbouring Ni by Nj. The reverse delivery ratio at Nj, donated

as dij, is the probability that Nj successfully receives a packet from the neigh-

bour node Ni. In ETX, these probabilities are calculated by using probe packets.
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Nodes exchange their probe packets with their neighbours. They calculate the

delivery ratios to find the ETX metric of a link. The calculation of an ETX

metric value for a link can be described in three steps.

Step 1: When a node joins the network, it starts broadcasting probe packets

to all of its neighbouring nodes and continues to do so periodically. Each probe

packet contains the IP address of the node that sends the packet. The rate of

broadcasting the probe packets is one packet/s (as specified in ETX protocol

[22]). The node does this until it leaves the network.

Step 2: When Nj receives the first probe packet from Ni, Nj starts to count

the number of probe packets that Nj receives from Ni within the past SYNC-

TIME seconds of the duration. The recommended SYNC-TIME value is 15 s (as

described in the ETX [22]). After SYNC-TIME seconds, Nj calculates a reverse

delivery ratio, dij. dij is calculated as the number of received packets divided by

BROADCAST−Packets (as shown in Equation 4.7). BROADCAST−Packets

represents the number of sent probe packets in SYNC-TIME seconds.

reverse−delivery−ratio =
received−packets

BROADCAST−Packets
(4.7)

Similarly, Ni also counts the received probe packets sent from Nj and calcu-

lates a reverse delivery ratio, dji, using the same equation, Equation 4.7. This

reverse delivery ratio of Ni is the forward delivery ratio of Nj. In other words,

Nj now has its reverse delivery ratio, dij, and Ni has Nj’s forward delivery ratio,

dji.

Step 3: Nodes exchange their respective reverse delivery ratios with each of

their neighbouring nodes. Once Nj receives the forward delivery ratio dji from

Ni, Nj calculates the ETX metric, that is the expected number of transmissions,

of the link linking Nj and Ni by using Equation 4.8.

ETXji =
1

dji × dij
(4.8)

In an ideal case, each of the two nodes could receive all the probe packets sent

by the other node. In this case, the ETX value of the link linking the two nodes

is one as (1 =1/((15/15) × (15/15)). All of the data packets sent through the

link are predicted to be delivered successfully. In reality, however, a node may

not receive all the probe packets sent by the other node. In this case, the delivery

ratios can be under 1 which increases the ETX value. So, a link with a lower
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ETX value is preferable when making a routing decision.

Equation 4.8 is used to calculate an ETX value for one link between Nj and

Ni. The ETX value of a path is the sum of the ETX values of all the links

forming the path. This means that a path with more hops will be likely to have

a higher ETX value. Therefore, in a path selection process, a path with a lower

ETX value is more likely to have fewer hops, thus, more preferable.

The ETX protocol has two limitations if used in our framework. Firstly, it

assumes that the quality of a link is symmetric in terms of delivery ratios, i.e.

the delivery ratios for both directions of the link are assumed to be the same.

This assumption is not always true for wireless links. Real-world wireless links

are unidirectional.

Secondly, the ETX protocol takes the hop count into consideration when it

sums up the ETX values of the links forming the path, and a path with a lowest

ETX value will be selected. With this protocol, a path with a higher number of

hops but formed by most trustworthy links, may not be selected even if it is of

a better quality than a path with a fewer number of hops but formed by lossy

links.

These two limitations make this method not directly applicable to the ATL-

QoS framework. We have designed a new method, called Available Bandwidth

Estimation (ABE) method inspired by the ETX method. The ABE method

has three major differences from the ETX method. Firstly, ABE does not use

separate probe packets, rather it makes use of the HELLO packets already used.

In other words, in ETX, the forward delivery ratio values are calculated based on

how probe packets are sent and received, but in ABE, the forward delivery ratio

values are calculated based on the HELLO packets. This is because HELLO

packets are already being used for neighbouring node discovery, so using these

packets to estimate ETX metric values can prevent introducing extra control

overheads into the underlying network. As mentioned earlier, in ATL-QoS, each

node periodically broadcasts HELLO packets to its neighbours containing its IP

address and location information. In this modification, when a node Ni receives

the first HELLO packet from Nj, Ni will start counting the number of HELLO

packets received from Nj during that duration T , and record this count in a

HELLOT
suc,Lji fields in the NNI table. The value of T , here, is set to SYNC-

TIME seconds (as described in the ETX [22]).

The second modification is that, in ABE, we do not assume that a link is
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symmetric. In other words, a delivery ratio calculated in one direction of a link

is only applicable to the link in one direction, e.g. from Nj to Ni. In this

modification, upon the expiry of SYNC-TIME, Ni sends the HELLOT
suc,Lji in a

HELLO packet to Nj. The use of the HELLO packet to carry the HELLOT
suc,Lji

can prevent introducing extra control overheads into the underlying network. In

addition, each node will calculate its own forward delivery ratio, named as the

link expected transmission ratio, using the HELLOT
suc,Lji for the link from Nj to

Ni. When Nj receives HELLOT
suc,Lji, it calculates the link expected transmission

ratio using Equation 4.9.

Link−Expected−Transmission−Ratio =
HELLOT

suc,Lji

BROADCAST−Per−T
(4.9)

where HELLOT
suc,Lji is the number of HELLO packets received by Ni sent by Nj,

BROADCAST−Per−T represents the number of HELLO packets broadcasted

by Nj during T . Then, after calculating the link expected transmission ratio, the

link available bandwidth, ABW T
Lji is estimated. ABW T

Lji, which is the available

bandwidth that Nj assigns to Ni for period T , is estimated using Equation 4.6.

If the link is in an ideal state, the two nodes will receive all the HELLO packets

sent by the other node. In this case, the link expected transmission ratio value of

the link will be 1 ( as 1 =15/15). However, in reality, for example, node Nj may

not receive all the HELLO packets sent by Ni. The link expected transmission

ratio, in this case, will be less than 1. As a result, the ABW T
Lji value of the link

for this direction in the duration T will be lower than this value. In other words,

a link with a higher ABW value is preferable when making a routing decision.

The third modification made in ABE is to overcome the second drawback of

the ETX protocol. ABE uses the minimum bandwidth of all the links forming

the path to be the available bandwidth of the path, ABW T
Pi

= minh
i=1

{
ABW T

Lji

}
,

instead of using the sum of the ETX values as a measure of the path quality. In

this way, we do not have the problem caused by considering the hop count. In

other words, in ABE, a path with the highest ABW T
Px value, regardless of the

hop count, will be chosen when making a routing decision.
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4.5 Evaluation Methodology

This section discusses the possible evaluation methods that may be used to eval-

uate the ATL-QoS framework, and this discussion serves as our justification for

the selection of the methodology used in the study presented in this thesis. Ac-

cording to literature [82], there are three evaluation methodologies, real system

experiments, mathematical modelling and simulation.

4.5.1 Real System Experiments

The real system experiment evaluation method evaluates the performance of any

solution designed on a full-scale physical network. It aims at capturing the full

interaction between all parts. It uses test-beds that are built over a large physical

space because of the wide coverage area of radio signals [3]. The main advantage of

this methodology is that it generates experimental data that are based on realistic

conditions. This is useful in understanding the behaviour and performance of a

protocol or a system before deploying it for general use in large-scale networks

[89].

However, this methodology has two drawbacks. Firstly, it is expensive to set

up and to operate, as it requires us to set up a network test-bed of physical nodes,

to install the software implementing the ATL-QoS framework and to collect ex-

perimental data using this test-bed. This is not feasible within the time frame of

a PhD project. Secondly, the real-world experimental conditions are difficult to

control. For example, changes of the outdoor environment are unpredictable and

may affect the results collected [89]. Thus, real system experimental evaluation

is not used in this thesis.

4.5.2 Mathematical Modelling

The second evaluation method is through the use of a mathematical model of a

network and any solution designed for the network. This method is cheaper than

the method discussed above, but may not generate valid results. This is because

ATL-QoS framework is designed for a rather complex ad-hoc network operating

in a dynamic environment. To model complex operations, many assumptions

have to be made to keep the analysis traceable, and these simplifying assumptions

may limit the usefulness or validity of the findings. Thus, mathematical modelling

evaluation method is not used in this thesis.
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4.5.3 Simulation

The simulation evaluation method uses a network simulator to model the be-

haviour of a network and any solution designed for the network. For a MANET,

this method is attractive and most commonly used. It has two main benefits

[50, 87]. Firstly, simulation is scalable, i.e. it can easily be used to simulate a

small or a large network. Secondly, the network conditions can be easily con-

trolled. For these reasons the simulation evaluation method is chosen as the

evaluation methodology for the work reported in this thesis.

The Network Simulator, NS-2, (Network Simulator version 2), has been cho-

sen. NS-2 is the most widely used network simulator for MANET research

[106, 101, 53]. NS-2 is a discrete event simulator specifically developed for net-

working research. It has found large acceptance, as a tool, to experiment new

ideas, protocols and distributed algorithms. It is open-source are available in the

public domain.

NS-2 uses two languages C++ and OTCL. C++ is used for the basic script

(protocols and routing algorithms). C++, as a fast programming language, is

used to increase the calculating power. OTCL is used to describe simulation con-

ditions (network topology, physical links, protocols being used, traffic generated

by the sources, etc.) in the form of scripts. OTCL is used to make the simulator

easy to use (e.g. for editing or modifying simulations).

NS-2 has a large number routing algorithms installed, including DSR, DSDV ,

and AODV . However, the LAR protocol, which we used for the evaluation of

our framework, is not included in the NS-2 package. The available version of the

LAR protocol is published by [55]. It is only available for Ns-2.27.2. For this

reason, we have chosen the network simulator NS-2.27.2 [106] as our evaluation

tool.

4.6 Simulation Configuration

This section explains simulation configuration, network modelling, performance

metrics used in the evaluation of our ATL-QoS framework, and explains how

some of the parameter values are chosen during our simulation study.
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4.6.1 Network Configuration

The network consists of 50 nodes. The nominal transmission range of a node

is 250 metres. The wireless standard used is IEEE 802.11 with a data rate of

2Mbps. Nodes are located in a flat 1000m × 1000m area. A square topology is

used as it does not favour one range of motion over any other [40] (unlike, say, a

rectangular topology). The duration of each simulation run is 900 s. Using these

values are common in simulation studies [19, 45]. Results are averaged over 30

simulation runs with a 2.86 confidence level. Results are averaged to reduce the

effects of randomness in the simulation results; this number of simulation runs is

determined in Section 4.8.1.

The packet/bit error rate is set to 0, as the focus of this research is packet

loss due to attackers, node mobility, and congestion at the network layer, i.e. if

non-zero error rate packets is used, corruption and loss due to the lossy wireless

environment can occur and this will increase the difficulty of observing the packet

loss caused by the factors of concern.

4.6.2 Mobility Model

In our simulation, we have chosen to use the random waypoint mobility model

[18]. In this model, each node remains stationary for a pause time, and then

randomly selects a location within the network coverage area and moves to this

location at a random speed between a minimum and a maximum mobility speed

values. After arriving at the location, the node again remains stationary for a

pause time before moving to the next randomly chosen location. The minimum

mobility speed used is 1m/s (3.6kph), and the maximum speed used is 19m/s

(68.4kph). These mobility values are used in the original research using the

random waypoint mobility model [19] and this mobility model along with the

speed values are also commonly used in the relevant studies published in literature

[75]. The pause times used are 0, 300, 600, and 900 s. Setting the pause time to

0 s means the nodes move continuously, whereas for stationary nodes the pause

time is set to 900 s. The duration of each simulation run is 900 s, so 900 s is,

effectively, a representation of infinity. This process is repeated for the duration

of the simulation.
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4.6.3 Traffic Patterns

Each node in the network transmits Constant Bit Rate (CBR) at a rate of 4

packets/s. The packet size is 512 bytes. For this given packet size, a four hop

count can be supported and this is sufficient for the network size under investiga-

tion. However, if a larger network to be investigated, a larger hop count maybe

necessary and a larger packet size should be used. The packet format is described

in Section 3.5.2. The traffic loads used is generated by 20%, 40%, 60%, 80%, and

100% of the network nodes. These nodes are called the source nodes. 30% of

the source nodes generate high priority traffic and the remaining 70% of source

nodes generate low priority traffic. These percentage values are given based on

the research finding reported in literature [75].

4.6.4 Packet Dropping Attacks

In our simulation model, two types of misbehaviour are captured. The first one is

packet dropping attacks which are performed by packet dropping attackers. The

second is selfish behaviour that is exhibited by selfish nodes. The packet dropping

attackers are malicious nodes. Their intention is to drop data packets. To do so,

they must be included in a path, and to be included in a path they must take part

in a path discovery phase by forwarding control packets. In other words, this class

of attackers forwards control packets and only drops data packets. These attackers

do not discriminate between priority and non-priority data packets. They may

use different strategies to drop packets [34]; they may choose to discard all the

incoming data packets (in which case, the attack is called a black hole attack

[93, 116, 81]), or drop them selectively (called a grey hole attack [93]). Selfish

nodes, on the other hand, usually lose both data and control packets. The selfish

node behaviour is similar to the behaviour exhibited by a buffer overflowing node.

Buffer overflowing nodes will be considered as overloaded nodes.

In our simulation model, we use TCL commands to indicate which node is

a packet dropping attacker and which node is a selfish node [28]. These TCL

commands are shown in the following:

$ns at 0.1 ”$g(0) setDataDrop”

$ns at 0.1 ”$g(1) setSelfish ”

This indicates that mobile node 0 will start to act as a packet dropping at-

tacker at time 0.1 s and node 1 will begin to act as a selfish node at time 0.1 s.
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The main program of the routing protocol is processed in the method command()

as follows:

if(strcmp(argv[1], ”setDataDrop”))

node type =’d’

else

if(strcmp(argv[1], ”setSelfish”))

node type =’s’

else

node type =’n’

In the above code, the variable node type indicates the type of behaviour

a node performs. If node type =’d’, the node is set to be a packet dropping

attacker, if node type =’s’, the node is set to be a selfish node. A normal node

will have node type =’n’. As mentioned above, when a selfish node receives a

data or a control packet, it simply drops it. When a packet dropping attacker

receives a data packet it selectively drops it, but if it receives a control packet

it will process it normally. The recv (Packet *p, Handler *) method is invoked

when an intermediate node received a data packet. The following code is added

to the method to implement these threat behaviours.

dropflag = (rand()RAND MAX);

if (((node type ==’d’)&& (dropflag>=0.5)) || (node type ==’s’))

drop(p);

where dropflag is a random value between 0 and 1. If the variable node type is set

to ’n’, which indicates a normal node, the data packets received will be processed

and be forwarded. However, for control packet (RREQ or RREP ), the following

code is added in the method:

if (node type ==’s’)

drop(p);

This is how, if the variable node type is ’n’ or ’d’, which indicates a normal or

a packet dropping node, the control packets received will be processed and for-

warded. The control packets are only dropped by selfish nodes (when node type

is ’s’).
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During our simulation study, to be repeated in later chapters, the attacker

ratios (i.e. the percentage of nodes that perform the mentioned attacks) are,

respectively, set to 0% (representing a non-malicious network environment), 5%,

10%, 15% and 30%.

4.6.5 Performance Metrics

Three performance metrics are used in our investigation of the ATL-QoS frame-

work. They are routing overhead, packet delivery ratio, and average end-to-end

packet delivery delay.

Routing Overhead [58] refers to the total number of control packets trans-

mitted by all the nodes in the network, CTRall, divided by the total number of

data packets successfully received by all the destination nodes, DATsuc. The con-

trol packets counted here are Route REQuest (RREQ), Route REPly (RREP ),

Route ERRor (RERR), Acknowledgments (ACK), and Destination FeedBack

(DFB) Packets.

Routing−Overhead =
CTRall

DATsuc

(4.10)

Packet Delivery Ratio (PDR) is the ratio of the total number of data packets

successfully received by all the destination nodes, DATsuc, to the total number

of data packets transmitted by all the source nodes, DATall, in the network, i.e.

PDR =
DATsuc

DATall

× 100 (4.11)

Average End-to-End Packet Delivery Delay (DLY ) is the average time dif-

ference between when a data packet is transmitted by a source node, (Ttrn), and

when the data packet arrives at its intended destination node, (Trcv), i.e.

DLY = Trcv − Ttrn (4.12)

4.7 Simulation Validation

In this section, the simulation model is validated to confirm that the implemen-

tation of the ATL-QoS framework is correct. It is necessary to validate the

simulation model, so that the results, obtained from it, are reliable.

The simulation model built for the ATL-QoS framework is validated using
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six scenarios. The first four scenarios assume that there is no malicious node in

the network, and all the nodes are stationary, i.e. the pause time used is 900 s.

As there is no malicious behaviour and there is no overflow condition building up

in the network, the anticipated PDR value in the four scenarios is 100%. The

last two scenarios assume that there is a malicious node in the network. These

scenarios are special cases of a network setting. During validation, the network

is respectively, set to each of the scenario situation. The results, in terms of

packet delivery ratios, routing overheads, and average end-to-end packet delivery

delays are examined and compared with anticipated results. The scenarios use

the topology in Figure 4.1.

Figure 4.1: Network Topology of Scenarios 1-6
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4.7.1 Scenario 1: No Intermediate Nodes

Scenario 1 is the simplest scenario, in which no intermediate node is used. In

other words, the source node is directly connected to the destination node as

shown in Figure 4.2. In this simulation, N16 is the source node, and N23 is the

destination node.

The simulation results show that the destination node received all the data

packets sent from the source node, that is the PDR value is 100%. They are

delivered with 0 routing overhead, and the DLY is 0.0058 s. With regard to the

100% PDR value, this is anticipated, as the two nodes are directly connected,

there is no overflow condition, and there are no packet dropping attacks. Simi-

larly, as the two nodes directly connected neighbours, there is no need to discover

paths. So, the routing overhead should be 0.

Figure 4.2: Network Topology of Scenario 1

4.7.2 Scenario 2: With Intermediate Nodes and One Path
Connection the Communication Nodes

Scenario 2 has two intermediate nodes between the source and the destination

nodes. This scenario requires the source node to search for a path leading to

the destination node. The network topology used for this scenario is shown in

Figure 4.3. In this simulation, N50 is the source node, and N49 is the destination

node. There is only one path connecting the two nodes, that is N50 → N27 →
N31 → N49.

The destination node received all the data packets sent from the source node.

Data packets are delivered with 100% PDR. They are delivered with 4.65 routing
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overhead, and the DLY is 0.0079 s. Similar to the case in scenario 1, as there is

no congestion or buffer overflow, and no malicious node, there is no packet loss.

As, in this scenario, the two nodes are not connected directly, there is a need for a

path discovery process, so the routing overhead has a non-zero value. Comparing

the DLY in Scenario 1 and Scenario 2, it can be seen that DLY in scenario 2 is

higher than the one from scenario 1, with an increase 36%. This is because, in

Scenario 2, additional delays have been introduced at the two intermediate nodes

when forwarding the data packets to the destination node.

Figure 4.3: Network Topology of Scenario 2

4.7.3 Scenario 3: With Intermediate Nodes, Multi-Path
Connecting the Communication Nodes, and the Re-
quired Bandwidth is 1

In scenario 3, there is more than one path connecting the source and destination

nodes. The required bandwidth, BWreq, is 1. This scenario involves discovering

one or more paths between the communication nodes and selecting one or a set of

path from the discovered paths to send the data packets. The network topology

used for this scenario is shown in Figure 4.4. Here, N40 is the source node and

N30 is the destination node.

The simulation results show that six paths are discovered connecting the two

nodes, and they are as follow:

• N40 → N20 → N9 → N44 → N47 → N30, gives TRV = 6 and ABW =2

• N40 → N20 → N9 → N44 → N2 → N30, gives TRV = 8.2 and ABW =2
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• N40 → N11 → N13 → N17 → N30, gives TRV = 4.4 and ABW =0

• N40 → N11 → N8 → N17 → N30, gives TRV = 4.6 and ABW =2

• N40 → N15 → N4 → N8 → N12 → N30, gives TRV =4.8 and ABW =2

• N40 → N15 → N4 → N12 → N30, gives TRV = 8.8 and ABW =1

Figure 4.4: Network Topology of Scenario 3

As expected, the simulation results show that the path selected is the one with

the highest trust value and sufficient available bandwidth, that is N40 → N15 →
N4 → N12 → N30. The simulation results also show that the packet delivery ratio

is 100%. The destination node received all the data packets sent from the source

node. They are delivered with 5.09 routing overhead, and the DLY is 0.0095 s.

The PDR value of 100% is expected, as explained in scenario 2. The routing

overhead is higher than the value in scenario 2, as, in this scenario, multiple path

are discovered versus scenario 2 in which only one path is discovered. Discovering

more paths requires more control packets being poured in the network to satisfy

the number of paths required, resulting in a higher level of routing overheads.

With regard to the average end-to-end packet delivery delay, the value here is

20% higher than the value in scenario 2. This increase could be explained by the

fact that the nodes in the network are busier than in the case in scenario 2, as

they need to handle more control packets.
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4.7.4 Scenario 4: With Intermediate Nodes, Multi-Path
Connecting the Communication Nodes, and the Re-
quired Bandwidth is 4

In scenario 4, multiple path are required between a pair of source and destination

nodes. This is because, in ATL-QoS, more than one path is required if there is

no single path that can satisfy the required bandwidth. This scenario involves

discovering multiple path between the communicating nodes and then selecting

one path or a set of paths from the discovered paths. The selected paths should

satisfy the required bandwidth to send the data packets. The network topology

used for this scenario is the same as in scenario 3 (shown in Figure 4.4). Here,

N40 is the source node and N30 is the destination node, and BWreq = 4.

The simulation results show that the same six paths, from scenario 3, con-

necting the two nodes are discovered. However, here, the simulation results show

that no single path can satisfy BWreq. In this case, the source node will select all

the possible set of node-disjoint paths that collectively satisfy BWreq. Four such

sets of paths are found, and they are listed below:

• The first set of paths consist of two paths:

– N40 → N20 → N9 → N44 → N47 → N30, gives TRV = 6 and ABW =2

– N40 → N11 → N8 → N17 → N30, gives TRV = 4.6 and ABW =2

For this set, the TRVs1 is 4.6, and the ABWs1 is 4.

• The second set of paths consist of two paths:

– N40 → N20 → N9 → N44 → N2 → N30, gives TRV = 8.2, ABW =2

– N40 → N11 → N8 → N17 → N30, gives TRV = 4.6 and ABW =2

For this set, the TRVs2 is 4.6, and the ABWs2 is 4.

• The third set of paths consist of two paths:

– N40 → N20 → N9 → N44 → N47 → N30, gives TRV = 6 and ABW =2

– N40 → N15 → N4 → N8 → N12 → N30, gives TRV =4.8 and ABW =2

For this set, the TRVs3 is 4.8, and the ABWs3 is 4.
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• The fourth set of paths consist of two paths:

– N40 → N20 → N9 → N44 → N2 → N30, gives TRV = 8.2, ABW =2

– N40 → N15 → N4 → N8 → N12 → N30, gives TRV =4.8 and ABW =2

For this set, the TRVs4 is 4.8, and the ABWs4 is 4.

As expected, the simulation results show that the third set of paths is used as it

has the highest trust value (the third and fourth sets of paths have the same trust

values). The simulation results also show that the PDR is 100%. The routing

overhead is 5.9, and the DLY is 0.01 s. Comparing with the results from the

previous scenarios, both routing overhead and average end-to-end packet delivery

delay are higher. This is as we anticipated, as multiple paths are discovered in

this scenario. So, discovering more paths means the source node needs to send

more control packets over the network, which means a higher level of routing

overhead. Similarly, more packets injected into the network means the packets

will experience longer delays.

The simulation model verification carried out so far assumes that there is no

congestion or malicious nodes in the network. In the following two scenarios, we

assume that the network contains malicious nodes. We compare the simulation

results obtained from our ATL-QoS framework with the results from the LAR

protocol [52]. The use of the LAR protocol in comparison has been explained in

Chapter 5.

4.7.5 Scenario 5: With Intermediate Nodes, Multi-Path
Connecting the Communication Nodes, the Required
Bandwidth is 1, and a Malicious Node

Scenario 5 is the same as scenario 3 with a packet dropping attacker added in

the best path between the communicated nodes. The network topology used for

this scenario is shown in Figure 4.5. As discussed in scenario 3, multiple path

are discovered between the communication nodes. In scenario 5, N4, which is one

of the intermediate node forming the path that is selected and used in scenario

3, is assigned as an attacker node. N4 is assigned as an attacker node to further

validate the simulation model of the framework. We let N4 plays the role of a

packet dropping attacker and selfish node, respectively, and collect results from

the simulation runs.
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Figure 4.5: Network Topology of Scenario 5

When N4 plays the role of a packet dropping attacker, the simulation results of

the ATL-QoS framework show that the PDR is 55.46%, the routing overhead is

6.49, and the DLY is 0.012 s. Under the same parameter setting, the simulation

results of the LAR protocol show that the PDR is 41%, the routing overhead is

0.175, and the DLY is 0.037 s.

From the results, it can be seen that ATL-QoS outperforms LAR in terms

of PDRs. This is because the attacker in both situations will act normally

during the path discovery phase, leading the selection of the best path. This path

contains the attacker. Then, during the data transmission phase, the feedback

mechanism used in ATL-QoS allows the destination node provide feedback and

the source node to reselect a path based on the feedback. Once the new path is

selected, the data will be transmitted along the new path. In the case of LAR,

however, there is no change during the data transmission phase, i.e. data will use

the same path containing the attacker in the entire phase. As ATL-QoS adjusts

its path selection, i.e. selects more reliable paths, during the data transmission

phase in respond to the feedback provided by the destination node, more data

packets can be delivered to the destination node successfully, thus achieving a

higher PDR value. Also, as a part of the path selection adjustments, the source

node initiates more path discovery, pouring more control packets into the network,

leading to a higher level of routing overhead than LAR. Using a less reliable path,
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in the case of LAR, leads to a longer DLY value (as observed from the simulation

results).

When we use N4 as a selfish node, the simulation results of the ATL-QoS

framework show that the PDR is 100%, the routing overhead is 4.13, and the

DLY is 0.012 s. In the case of LAR, the simulation results show that the PDR

is 41%, the routing overhead is 0.175, and the DLY is 0.037 s. From the result,

it can be shown that the PDR of the ATL-QoS is higher than the LAR. This

is because, in this scenario, the selfish node will drop both the data and control

packets. In ATL-QoS, this will decrease the link trust value. So, it will not

be selected as the best path during the path discovery phase. In the case of

LAR, data will use the same path containing the attacker in the entire phase. In

ATL-QoS, the source node discovers multiple path, pouring more control packets

into the network, leading to a higher level of routing overhead than LAR. From

the simulation results, it can be observed that using less reliable path leads to a

longer DLY value.

4.7.6 Scenario 6: With Intermediate Nodes, Multi-Path
Connecting the Communication Nodes, the Required
Bandwidth is 4, and a Malicious Node

Scenario 6 is the same as scenario 5 except that here in scenario 6 the required

bandwidth, BWreq, is 4 (as in scenario 4). The network topology used for this

scenario is shown in Figure 4.5. However, the simulation results show that there

is no single path can satisfy BWreq. In this case, the source node will select all

the possible set of node-disjoint paths that collectively satisfy BWreq. Four such

sets of paths are found as described in scenario 4.

The simulation results of the ATL-QoS framework show that the PDR is

73.4%, the routing overhead is 6.13, and the DLY is 0.01 s, whereas, the results

of the LAR protocol shows that the PDR is 48%, the routing overhead is 0.024,

and the DLY is 0.084 s.

In comparison with the LAR protocol, ATL-QoS produces a higher PDR.

This is because ATL-QoS supports the use of the feedback from the destination

node that allows the source node to reselect the paths in response to the feedback

during the data transmission phase. In the LAR, on the other hand, the data

will use the same path containing the attacker throughout the data transmission

phase. As ATL-QoS reselects paths in the middle of the data transmission phase,
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and if there are no sufficient paths in the routing table, the source node will

initiate a new path discovery process. Therefore, the routing overhead introduced

by ATL-QoS is higher than the LAR protocol. In terms of DLY , as ATL-

QoS adjusts path selection dynamically ensuring more reliable paths are used

throughout a data transmission phase, so the resulting DLY value is lower than

the value in LAR.

The main difference between scenario 6 and 5 is that the former supports

the use of multiple path in delivering traffic as against the single path delivery

used in scenario 5. So, scenario 6 produces a higher value of PDR. In addition,

comparing scenario 6 and 5, the routing overhead and DLY are marginally lower.

The 16% decrease in the DLY value may be due to the use of multiple path, so

the traffic load can be distributed across the multiple path, reducing overloading

on the intermediate nodes and this can reduce the delay introduced by queuing.

4.8 Generating Statistically Significant Simula-

tion Results

To produce statistically significant results, we should determine the number of

simulation runs such that the simulation results are collected when the model is

in its stable state. This section discusses how the number of simulation runs is

determined. In addition, a number of weighted values are used in our ATL-QoS

framework trust value calculation and the threshold value THRobs that is used

in the TV E method. This section also reports the simulation results on which

the weight values are determined.

4.8.1 Determining the Number of Simulation Runs

A simulation result is produced by averaging the data collected from n indepen-

dent simulation runs. The value for n should be sufficiently large to ensure that

the result from the simulation is reliable. We use simulations to determine the

number of simulation runs as shown in Figure 4.6. The figure displays the packet

delivery ratios, (PDRs), for 40% traffic sources averaged from 1 to 100 simulation

runs. The pause time used is 300 s. The average PDR results are shown with

the red curve. The PDR values from each set of simulation runs are shown with

the blue curve. The n values used in each set are shown in the X-axis.

It can be seen from the figure that the PDR for 5 runs is 85.19%, for 15
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runs is 82.6%, for 30 runs is 82.75%, for 50 runs is 83.03%, and for 80 runs is

83.08%. In other words, the PDR value averaged over the results collected from

30 simulation runs has a confidence interval of 2.86 and a confidence level of

94%. Based on these results, a decision is made to collect simulation data over

30 simulation runs.

The confidence level is measured to ensure that results are collected after

the simulation is in a stable state. It is measured based on the standard error

of the mean (SEM) [96] that represents the error in predicting the mean of a

distribution. SEM = Standard Deviation / sqrt (Total Simulation Runs), where

the Standard Deviation is a measure of how spread out results are.

Figure 4.6: Determining the Number of Simulation Runs

4.8.2 Determining THRobs Values

The simulation results, shown in Figure 4.7, are to determine an appropriate

value for THRobs. The THRobs parameter is a threshold value used in the TV E

method, (discussed in Section 4.3), to determine when to decrease or to increase

the value of TRV Tcur
Lji

.

In this simulation study, four values of the THRobs parameter are investigated.

They are -1, -0.5, 0 and 0.5. The investigation study is carried out with varying

attacker ratios in the network. The attacker ratio of 0%, 5%, 10%, 15% and 30%

are used. The simulations are conducted in a network where 40% of the nodes are

source nodes, i.e. they transmit traffic loads. The pause time used is 600 s. All

other simulation parameter values that are used in these three simulation studies

are as specified in Section 4.6.

As shown from both figures, THRobs0 offers the lower routing overhead in the

network. Therefore, THRDFB = 0 is chosen.



CHAPTER 4. BUILDING BLOCKS AND EVALUATIONMETHODOLOGY109

Figure 4.7: Routing Overheads vs. Network Nodes’ Mobility Levels with Different
THRobs Values

4.8.3 Determining Weight Values

This section determines the weight values used in trust value calculation dis-

cussed in Section 4.3. According to Equation 4.2, a node’s trust value is derived

based on observation values, and the observation values are estimated for control

packets and data packets, respectively, and different weighting can be assigned

to the control and data packet related observation values respectively. This is

because we have observed from literature [85, 88] that attackers may exhibit dif-

ferent behaviours with control and data packets. For example, in packet dropping

attacks, attackers forward control packets but drop data packets. In this case,

data packets are considered more important than control packets as far as trust

values are concerned. So, the weights assigned to the data packets, Wdat, should

have a higher value than the weight assigned to the control packets, Wctr. In the

case of selfish or overloaded nodes, both data and control packets are dropped,

so data and control packets are considered equally important. Therefore, Wdat

should have the same value as Wctr. In the following, we present our simulation

results to determine the validity of the weighting values assigned to data and

control packets, respectively, under three cases: (a) the network only has packet

dropping attackers, (b) the network only has selfish nodes, and (c) the network

has both types of misbehaving nodes.

Figure 4.8 shows the PDR values versus various attacker ratios when different

weighting values are used fof data and control packets. In these simulation runs,
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the traffic load is generated by 40% of the nodes. Attacks (packet dropping and

selfish) are carried out by 0% - 30% of the nodes in the network in 5% increments.

Figure 4.8(a) presents the simulation results when the network is only under

packet dropping attacks. The pause time used is 600 s meaning that a low

network nodes’ mobility level is assumed. The reason for using a low network

nodes’ mobility level is to ensure that the main cause of packet loss is packet

dropping attacks. That is, we want to rule out packet loss as caused by link

breakage due to node mobility. The simulation results shown in the figure show

that the PDR decreases as the attacker ratio increases. This observation is in line

with our expectation, i.e. a higher attacker ratio means that more data packets

are dropped due to attacks. Also, from the figure, we can see that the network

performs best in terms of PDR when weights value assignment is Wdat100Wctr0

meaning that 100% weight is assigned to data packets when estimating trust

values. As in packet dropping attacks, the attackers only drop data packets,

so data packets should be considered more important than control packets. In

other words, the data packets should be observed in this case, therefore, Wdat is

assigned a weight of 100%.

Figure 4.8(b) shows the results when only selfish nodes are assumed. The

pause time used here is 300 s meaning a high network nodes’ mobility level is

used. The reason for using high network nodes’ mobility level is that under

a high network nodes’ mobility level, the network would be more likely to be

congested and nodes are more likely to be selfish. When nodes are selfish, they

drop both data and control packets. From the result shown in the figure, we

can see that the network achieves the best PDR when Wdat50Wctr50 is used.

In other words, under such case observing data and control packets are equally

important, so Wdat and Wctr should have equal weighting, i.e. equal importance.

Figure 4.8(c) shows the results when both misbehaving types are assumed, i.e.

50% of the attackers are packet dropping attackers, and 50% are selfish nodes.

The pause time used is 300 s meaning that a high network nodes’ mobility level

is used with the intention of creating overloaded nodes. The simulation results

plotted in the figure show that the PDR decreases as the attacker ratio increases.

A high attacker ratio means more data packets are dropped due to attacks. From

the figure, we can also see that the best PDR occurs when the weights assignment

is Wdat75Wctr25. This is because, in this setting, the packet dropping attackers

only drop data packets, and the selfish and overloaded nodes drop both data
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(a) Data Packets Dropping Attacks

(b) Selfish Nodes

(c) Data packets Dropping Attacks and Selfish Nodes

Figure 4.8: Determining Weight Values
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and control packets. Data packets are considered more important than control

packets, and Wdat should have a higher value than Wctr. The figures also show

that using the weight assignment of Wdat100Wctr0 produces the worst PDR.

This indicates that when selfish and overloaded nodes are active, the control

packets should also be observed when estimating the node trust value, and this

means that a non-zero weight should be assigned to the control packet.

4.9 Chapter Summary

This chapter has presented the building blocks of ATL-QoS and has discussed how

the framework is evaluated. These building blocks are the Trust Value Estima-

tion (TV E) method and Available Bandwidth Estimation (ABE) method. The

simulation was selected as the investigation methodology, and the Network Sim-

ulator NS-2 was used as the simulator. The configuration of NS-2 was described

in detail. The metrics to be used for performance evaluation in the following

chapters were also discussed. Simulation model validation was performed, and

the number of simulation runs and weight value assignments were determined

experimentally.



Chapter 5

TADL: A Trust-Aware Dynamic
Location-Based Multiple Path
Discovery Protocol for MANETs

5.1 Chapter Introduction

This chapter presents the design and evaluation of the Trust-Aware Dynamic

Location-Based (TADL) multiple path discovery protocol. TADL is a novel

path discovery protocol for discovering multiple path with minimal bandwidth

overheads in the presence of node mobility and packet dropping attacks. To

discover a sufficient number of paths that are as reliable as possible, while, at

the same time minimising the bandwidth cost incurred in discovering the paths,

we have taken the following feature measures in the design of TADL. Firstly,

it uses a destination location-based path discovery approach to discover paths.

With this approach, route request packets are only broadcast within a defined

search area in the network reducing the volume of traffic the network has to

handle. Secondly, it dynamically adjusts the size of the starting search area in

adaptation to the underlying network conditions. Thirdly, the protocol assesses

and uses nodes’ direct trust values to govern the selection of nodes in the path

constructions.

The chapter is organised as follows. Section 5.2 describes the ideas used

in the TADL design. Section 5.3 describes the design of TADL. Section 5.4

describes the operations of TADL protocol in source nodes, intermediate nodes,

and destination nodes, respectively. Section 5.5 reports the simulation study of

the protocol. Finally, section 5.6 concludes the chapter.

113
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5.2 TADL: Ideas

This section gives the ideas used in the TADL design. As mentioned in Sec-

tion 3.2, the TADL protocol is designed with three criteria in mind: (a) it should

be able to discover multiple path between a pair of nodes (source and destina-

tion) at the lowest bandwidth cost possible; (b) the source node should be able

to respond to the underlying dynamic network conditions as caused by node mo-

bility and misbehaviour by intermediate nodes, etc; (c) while discovering paths,

the protocol should be able to select the most reliable nodes to form the paths

to optimise successful packet delivery ratios during data transmission phase, and

do so with as low communication and computational costs (imposed on the in-

termediate nodes) as possible.

To meet these design criteria, four ideas are used in the TADL design. The

first is to use a directional location-based approach to multiple path discovery.

The path discovery packets are forwarded within a search area bounded by the

source and destination nodes, rather than flooding them into the whole network

regardless of the locations of the two nodes. In this way, we can reduce the level of

broadcast traffic injected into the network, thus reducing bandwidth overheads.

There are two challenges with a traditional location-based approach. One is how

to determine the search area that covers the physical location of the source and

destination nodes. The other is how to determine the size of the search area and

what other features should be taken into consideration when determining the size

of the search area. With regard to the first challenging issue, each node stores the

location information of other network nodes, collected from the received control

and data packets, in its routing table. However, as nodes may be mobile the loca-

tion information of the destination node, ND, maintained by the source node, NS,

may not be correct. In this case, the source node, NS, will predict ND’s current

location using the location information stored in its routing table. This predicted

location will be used to estimate the search area for the destination node. How

the location of a destination node is predicted is described in the Destination

Node Predicted Location (DPL) method, to be described in Section 5.3.2.1.

With regard to the second challenging issue, the size of the search area should

be governed by two considerations: (a) a sufficient number of paths should be

discoverable, and this number is determined by the traffic requirement; (b) upon

satisfying (a), the control packets used in the path discovery should be as few as

possible. Based on these considerations we have defined three distinctive sizes of
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the search area (small (Area-S), medium (Area-M) and large (Area-L)), and the

selection of an area size is made in response to the underlying network conditions.

In other words, we adjust the size of the starting search area dynamically in

response to the underlying network conditions to optimise the trade-off between

the number of paths that can be discovered and the level of bandwidth overhead

required to discover the paths. This is our second idea used in the design.

From Area-S to Area-M and then to Area-L, the size of the search area pro-

gressively increases, the number of RREQ packets poured into the network also

progressively increases, and more paths may be discovered. Of course, this also

implies that more bandwidth overheads will be generated. As mentioned above,

we need to optimise the trade-off between the number of paths that may be dis-

covered and the level of traffic poured into the network to discover the paths.

Different network conditions may impact on the number of paths that can be

discovered or used. For example, the network attacker ratio may influence the

number of paths that should be discovered. Intuitively, to increase or maintain de-

livery reliability, the higher the attacker ratio, the more paths we should discover.

To optimise the trade-off between the number of paths that can be discovered and

the bandwidth overheads consumed by path discovery packets, we have designed

a novel Adjusting Starting Searching Area A2SA algorithm. A2SA governs the

selection of one of the three search area sizes (Area-S, Area-M , or Area-L) to be

the starting search area size. A2SA is explained in Section 5.3.2.2.

The third idea is to select the most trustworthy set of one-hop neighbouring

nodes [65] and only multi-cast route request packets to this set of nodes, rather

than broadcast the request packets to all the one-hop neighbouring nodes that

are inside the search area. In this way, we may be able to discover more reliable

(i.e. more trustworthy) paths, while reducing routing overhead. This idea is

explained in the Trust-based Neighbouring Selection (TNS) algorithm presented

in Section 5.3.2.3.

To use trust values to govern the selection of neighbours in path formation,

the overhead incurred in trust estimation should also be kept as low as possible.

For this, we have used a direct trust model [88, 66]. The direct trust model does

not require trust value exchanges among nodes on the whole network scale and

prevents the need for protecting and verifying any trust values received, thus

costing less in terms of communication overhead and computational complexity

on the intermediate nodes than the global trust model. This cost efficient measure
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ensures that better quality paths are discovered with minimum overhead costs.

The measure is encapsulated in the Trust-based Neighbouring Selection (TNS)

algorithm described in Section 5.3.2.3.

5.3 TADL: Detailed Design

This section describes the design of TADL in detail. It first gives the notations

used in the description of the design and then describes the design.

5.3.1 Notations

The notations used in the TADL design description are summarised in Table 5.1.

These notations are then used throughout the thesis.

Table 5.1: Notations Used in the TADL Protocol Description

Notation Definitions
R Radius of a node predicted location
exs Existing path search
prv Previous path search
Texs The time when the existing search is carried out
Tprv The time when the previous search is carried out
TSD
lst The last time NS heard from ND

SASprv Previous search area size
V D
Tlst

ND mobility speed at time Tlst

AvrMobngb The neighbouring node’s mobility level

THR THReshold value
THRatt Attacker ratio threshold
THRmob Mobility level threshold
THRt Searching time threshold

NPS Number of Paths
NPSreq The required number of paths
NPSprv The previous search discovered number of paths

MTN Number of Most Trusted Neighbours

5.3.2 TADL Components

This section describes the TADL components and their design. Figure 5.1 shows

the TADL components and three of the components are TADL specific. These

three TADL components along with the rest shown in the figure collectively

perform the functions defined for TADL. The TADL components are the Desti-

nation Node Predicted Location (DPL) method, the Adjusting Starting Search-

ing Area (A2SA) algorithm, and the Trust-based Neighbouring Selection (TNS)
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algorithm. The other components are the four tables, the Local Information Man-

agement component and the Best Path Selection (BPS) algorithm. The tables

and the Local Information Management component have been described in detail

in Chapter 3, so we have focused on describing the three TADL components and

the BPS algorithm.

Figure 5.1: TADL Components

5.3.2.1 The Destination Node Predicted Location (DPL) Algorithm

The DPL algorithm, shown in Algorithm 5.1, is used to predict the location of a

destination node. The predicted location of a destination node, ND, as mentioned

in Section 3.3.2, is the region where the source node, NS, expects ND to be, at

time Tcur, based on the known physical location and moving speed of ND at time

T SD
lst , where T SD

lst is the time when NS received the latest location information

update about ND. The predicted location of ND is a circular region around ND’s
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known physical location, (XD;YD), at time T SD
lst . The radius (R) of this circle is

calculated as follows:

R = V D
Tlst
× (Tcur − T SD

lst )× SASexs (5.1)

where V D
Tlst

is ND’s movement speed at time T SD
lst . SASexs is a value indicating

the starting search area size (explained in Section 5.3.2.2).

Algorithm 5.1 The DPL Algorithm

function DPL(IPaddress, SASexs)
Read V D

Tlst
and T SD

lst for IPaddress from the routing table
R = V D

Tlst
× (Tcur − T SD

lst )× SASexs

Determine ND’s predictedlocation
return ND’s predictedlocation

end function

5.3.2.2 Adjusting Starting Searching Area (A2SA) Algorithm

A2SA implements a set of rules to govern the selection of a starting search area

size. The search area, as mentioned in Section 3.3.2, is used to reduce the number

of control packets injected into the network by only forwarding the control packets

in this area, rather than flooding the packets to the whole network. The search

area is a rectangular area that starts from the current location of NS and includes

the predicted location of ND (explained in Section 5.3.2.1) at the current time

Tcur, as shown in Figure 5.2. The edges of the search area are: (XS, YD + R),

(XD +R, YD +R), (XD +R, YS) and (XS, YS). Note that those edges don’t wrap.

Three distinctive sizes of the search area have been defined as shown in Fig-

ure 5.3 (small (Area-S), medium (Area-M) and large (Area-L)). Area-S is the

smallest one. For Area-S, the SASexs value, in Equation 5.1, is 1.

Area-M is the next-level size (medium). The size is such defined that the size

of the predicted location around the destination node (called an expected location

of the destination node) doubles the one used in Area-S. In Area-M , the SASexs

value for Area-M , in Equation 5.1, is 2. Doubling the size of the expected zone

increases the search area in which RREQ packets are broadcast, and this may

lead more paths to being discovered.

Area-L is the largest search area that covers the entire network. In other

words, when Area-L is used, RREQ packets will be broadcast to the entire net-

work, defaulting to the flooding path discovery protocol. The selection and use
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Figure 5.2: Predicted Location and Searching Area of ND

of an area size are made in response to the underlying network conditions.

The path discovery phase should start with a search area size in each path

discovery attempt (one attempt is one RREQ send, and hereafter referred to as

one search). Then, the search area size progressively increases, if the number of

discovered paths is not sufficient, i.e. the number of discovered paths should be

equal or greater than the required number of paths, NPSreq, which we assume

here is determined based on the source node application’s QoS requirements.

Intuitively, the selection of the search area starting size should be made based

on the number of paths discovered in the previous search and NPSreq to be

discovered by the source node in the current search. For example, if the number

of discovered paths in the previous search is equal to NPSreq, the existing search

may start from the same search area size used in the previous search. If the

number of paths discovered in the previous search, SASprv, is higher than NPSreq,

then the SASexs value used in the existing search may be the value used in the

previous search, SASprv, decremented by 1. If the number of paths discovered in

the previous search is less than NPSreq, the search area should be increased, e.g.

the SASexs value used in the existing search should be incremented by 1, if the

previous search area is not Area-L.

However, in MANETs, the rules that should be used to govern the selection

of a search area size may be more complex than those mentioned above. The

above decision rules are typically not true in a mobile MANET. There are three

factors that should be considered when choosing a starting search area size to
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(a) Area-S

(b) Area-M

(c) Area-L

Figure 5.3: Searching Area Sizes
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start a search. These factors are the neighbouring nodes’ attacker ratios, the

neighbouring nodes’ mobility level, and the time when the previous search was

carried out.

Factor 1 - neighbouring nodes’ attacker ratio: This is the ratio of the number

of neighbouring nodes who are packet dropping attackers over the total number

of neighbouring nodes. When the neighbouring node attacker ratio is high, the

possibility of finding trustworthy paths in a smaller search area is lower. In this

case, A2SA should recommend that the source node search starts from the largest

search area, Area-L, which covers the whole network. In this way, the probability

of finding a sufficient number of trustworthy paths should be in this case higher.

Factor 2 - neighbouring nodes’ mobility level: This is the average roaming

speed of the neighbouring nodes. If the neighbouring nodes’ average mobility

level is high, the network topology may change more frequently and the paths

discovered in the previous attempt would be more likely to become invalid. In

other words, the network topology would likely be different in each path discovery

attempt. In such a case, to reduce unnecessary bandwidth overheads, the source

node should start with the smallest search area, Area-S.

Factor 3 - the time of the previous search attempt Tprv: The topology is

not only affected by neighbouring nodes’ mobility but also the time when the

topology was last established. The longer the time elapsed since the last search

operation, the more likely the topology will change. Therefore, we have specified

a threshold value for the time elapsed since the last search operation. If the

elapsed time is above this threshold value, the paths discovered in the previous

search attempt are considered as obsolete, and even if the number of previously

discovered paths is sufficient versus the required number of paths, the source

node should start from the smallest search area, Area-S. The rules discussed

above have been implemented into an algorithm, called A2SA algorithm (shown

in Algorithm 5.2).
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Algorithm 5.2 The A2SA Algorithm

function A2SA(NPSreq)
if AttackRatio >= THRatt then

SASexs ← Area− L
else

Read neighbouring nodes’ Vi from NNI table
Calculate the AvrMobngb
if AvrMobngb >= THRmob then

SASexs ← Area− S
else

Read SASprv, (Tprv), and NPSprv from PSS table
if Tcur − Tprv >= THRt then

SASexs ← Area− S
else

if NPSreq = NPSprv then
SASexs ← SASprv

else
if NPSreq < NPSprv then

if SASprv == Area− S then
SASexs ← Area− S;

else
SASexs ← SASprv − 1;

end if
else

if SASprv == Area− L then
SASexs ← Area− L;

else
SASexs ← SASprv + 1;

end if
end if

end if
end if

end if
end if
return SASexs

end function

From the A2SA algorithm (Algorithm 5.2), it can be seen that the source

node first checks the neighbouring nodes’ attacker ratio, if it is higher than a

predefined threshold value, THRatt, the search area will start from Area-L. Oth-

erwise, the source node checks the neighbouring nodes’ mobility level. If the

neighbouring nodes’ mobility level of the neighbouring nodes is higher than a
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predefined threshold value, THRmob, the source node will start from the smallest

search area, Area-S. Otherwise, if the average mobility is low, the source node

compares the time of the previous search, Tprv with the current time, Tcur. If the

difference between the two times is higher than a predefined threshold, THRt,

the source node starts the search from Area-S. Otherwise, the source node checks

the number of paths discovered in the previous search, NPSprv. Here, there are

three further possibilities:

1. If NPSreq is equal to NPSprv, then the existing search should start from

the same search area size as the size used in the previous search.

2. If NPSreq is less than NPSprv, then the existing search area should start

from the search area size that is one level lower. For example, if the previous

search area is Area-M or Area-S, the next search area used should be Area-

S. If the previous search area is Area-L, the next starting search area size

should be Area-M .

3. If NPSreq is higher than NPSprv, the discovery process will start from a

search area size that is one level higher. For example, if the last search area

is Area-S, the next starting search area size should be Area-M . If the last

search area is Area-M or Area-L, the next starting search area size should

be Area-L.

The THRatt, THRmob, and THRt values are tested experimentally in Sec-

tion 5.5.1.

5.3.2.3 Trust-based Neighbouring Selection (TNS) Algorithm

In a path discovery phase, each node uses the TNS algorithm to select a set of

the most trusted neighbours in the destination node search area, and then send

the RREQ packet to the neighbours in this set. As shown in Algorithm 5.3, NS

defines ND’s search area based on the predicted location of ND. Then, based on

the link trust values, NS ranks its neighbouring nodes that are in the destination

node search area and selects a set of the Most Trusted Neighbours (MTN) from

the top of the list. The neighbouring nodes’ trust values are obtained from the

NNI table maintained in the node. The value of MTN is set to 3 nodes based on

[65]. In [65], their experiments were carried out using different values for MTN ,

these values are 1, 2, 3, and 4 nodes. The simulation results in [65] show that
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PDR increases when the MTN value increases and that the PDR is almost the

same when the MTN value set to 3 and 4 nodes. Also, the routing overheads

increase when the MTN value increases. So to avoid the unnecessary increase in

routing overhead and, at the same time, to have the best MTN value, the MTN

value selected is 3 nodes.

Algorithm 5.3 The TNS Algorithm

function TNS(PredictedLocation)
Determine ND’s search area based on ND’s PredictedLocation
Read TRVLji

for each neighbouring node from the NNI table
Rank neighbours that are inside ND’s search area based on TRVLji

SelectedNeighbours← TopMTNNeighbours
return SelectedNeighbours

end function

5.3.2.4 Best Path Selection (BPS) Algorithm

The BPS algorithm is used to select the most trustworthy path among the dis-

covered paths, to forward traffic to the destination node. It is executed after the

path discovery phase is completed. As shown in Algorithm 5.4, given a required

number of paths, NPSreq, which we assumed here is determined based on the

source node application’s QoS requirements, the source node, NS, will check the

number of discovered paths. If the number of discovered paths is above or equal

to NPSreq, NS will calculate a trust value, TRVPx , for each of the discovered

paths. TRVPx is the minimum value of the trust values of all the links along that

path. This calculation is based on the weakest link principle. The trust values

of all the links along that path are stored in the path list in the routing table.

Based on the trust values of the paths, NS ranks the paths and selects the path

with the highest trust value from the top of the list, and uses it to transmit the

traffic. Otherwise, if the number of discovered paths is less than NPSreq, a new

RREQ will be transmitted in a larger search area than the one just used. If

the previously used search area is already the largest area, Area-L, then ND is

considered to be an unreachable destination.
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Algorithm 5.4 The BPS Algorithm

procedure BPS(IPaddress,DiscoveredPaths, SASexs, NPSreq)
do

if The number of DiscoveredPaths >= NPSreq then
Calculate TRVPx for each path
Rank the paths based on TRVPx

Select TheBestTrustedPath that has the higher Trust value
Transmit traffic over TheBestTrustedPath
Exit

else
if SASexs == Area-L then

ND is an unreachable destination
Exit

else
SASexs ← SASexs + 1
DiscoveredPaths← TADL-S(IPaddress, SASexs)

end if
end if

while True
end procedure

5.4 TADL Protocol Operations

This section describes the operations of the TADL protocol in discovering multi-

ple path. The operations of the protocol differ in term of node types in which it is

executed. There are three node types in TADL: source nodes, intermediate nodes

and destination nodes. So the operations are also classified into TADL source

nodes operations, TADL intermediate nodes operations, and TADL destination

nodes operations. This section describes these operations.

5.4.1 The TADL Source Node Operations

The source node component searches the network to find paths from this node,

NS, to the destination node, ND. When NS, has traffic to send, it first searches

its routing table to see if there is already a sufficient number of paths to ND. If

yes, NS selects and uses the most trusted path from the paths in the routing table

to transmit the traffic. If not, a path discovery phase is initiated by invoking the

TADL protocol as follows. In this phase, NS searches the network to find paths

linking to ND. As shown in Algorithm 5.5, NS reads ND location information

from its routing table. If NS does not find ND’s location information, NS defaults
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to use the basic broadcast method to discover paths. In this case, NS and all

the intermediate nodes that receive the RREQ packet will broadcast the RREQ

packet to all the neighbouring nodes until ND is reached. However, if NS can find

ND’s location in its routing table, NS invokes the A2SA algorithm (as explained

in Section 5.3.2.2) to calculate the starting search area size. Then, NS invokes the

(DPL) algorithm (described in Section 5.3.2.1) to predict the current location

of a destination node. The prediction location of the destination node is used

to define ND’s search area. NS then invokes the TNS algorithm (described in

Section 5.3.2.3) to select the most trusted neighbours in the destination node

search area. NS then sends the RREQ packet only to these neighbours in this

set.

Upon the transmission of a RREQ packet, NS initiates a route discovery

timer (RDTimer). By the expiry of this timeout interval, if NS does not receive

any RREP packets, a new RREQ will be transmitted in a larger search area

than the one just used (as explained in the A2SA algorithm in Section 5.3.2.2).

If the previously used search area is already the largest area, Area-L, then ND

is considered to be an unreachable destination. Otherwise, if, by the expiry of

RDTimer, NS receives RREP packet(s), NS extracts the paths from the RREP

packets. NS then invokes BPS algorithm (explained in Section 5.3.2.4) to select

the most trusted path from the discovered paths. NS then sends the data traffic

via the selected path to ND.

5.4.2 The TADL Intermediate Node Operations

Intermediate nodes, upon the receipt of a RREQ packet, do not generate any

response back to the source node. Rather, they forward the RREQ packet in

the direction of the destination node until the destination node is reached. As

shown in Algorithm 5.6, the operations are as follows. An intermediate node,

upon receiving a RREQ packet, appends the values of the RREQ attributes

associated to this intermediate node in the RREQ header. These attributes

values are the intermediate node’s IP address, its location information, and the

trust values of the links connecting this node to the set of selected neighbours

(i.e. MTN downstream neighbours). The MTN neighbours are selected as

follows. The node invokes the DPL algorithm (described in Section 5.3.2.1) to

predict the current location of a destination node. It then invokes the TNS

algorithm (described in Section 5.3.2.3) to select the most trusted neighbours in
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Algorithm 5.5 The TADL Source Node Operations

function TADL-S(IPaddress, SASexs, NPSreq)
Search the routing table for ND’s location information)
if D’s location information is not found then

SASexs ← Area− L
SelectedNeighbours← Allneighbours

else
if SASexs== Null then . First time TADL is executed during this

path discovery phase
SASexs ← A2SA(NPSreq)

end if
do

PredictedLocation← DPL(IPaddress, SASexs)
SelectedNeighbours← TNS(Predicted Location)
Send RREQ to the SelectedNeighbours
Initiate a RDTimer timer
Wait for a RREP (s) from ND

if RREP (s) packets arrived then
Read DiscoveredPaths from the RREPs packet

return DiscoveredPaths
else

if SASexs == Area-L then
ND is an unreachable destination
DiscoveredPaths← Null

return DiscoveredPaths
end if
SASexs ← SASexs + 1

end if
while True

end if
end function
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the destination node search area. The intermediate node then sends the RREQ

packet to this set of neighbours. The TADL intermediate node operations will

be called the SC-MNPD method from the next chapter.

Algorithm 5.6 The TADL Intermediate Node Operations

procedure TADL-I(RREQ)
Add node’s information to the path list in the RREQ packet
Read IPaddress and SASexs from the RREQ packet
PredictedLocation← DPL(IPaddress, SASexs)
SelectedNeighbours← TNS(Predicted Location)
Send RREQ to the SelectedNeighbours

end procedure

5.4.3 The TADL Destination Node Operations

As shown in Algorithm 5.7, when the destination node receives a RREQ packet,

it constructs a RREP packet, and copies its current location information (i.e.

its physical location and roaming speed values) and the entire path carried in

the RREQ header into the RREP header. The destination node then sends the

RREP to the source node via the reverse of the path.

Algorithm 5.7 The TADL Destination Node Operations

procedure TADL-D(RREQ)
Construct a RREP packet
Writes the node location information and the entire path into the RREP
Send the RREP to the source node via the reverse of the path

end procedure

5.5 Simulation Study

The performance of TADL is evaluated using a simulation study. We first deter-

mine the threshold values used in TADL via simulation. Then we analyse the

study results of the TADL protocol and compare the results against those from

LAR [52], the path discovery protocol most relevant to TADL.
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5.5.1 Determining Thresholds

The three threshold values THRatt, THRmob, and THRt are used to adjust the

starting search area size in the investigation of TADL protocol, as described

in Section 5.3.2.2. The THRatt , THRmob and THRt parameters are also used

in A2SA algorithm to determine the starting search area size. The starting

search area adjustments are done to reduce the routing overhead introduced in

discovering paths. Choosing the wrong threshold values can increase the routing

overhead and lower the protocol performance.

The simulations are conducted in a network where 40% of the nodes are source

nodes, i.e. they transmit traffic loads. The attacker ratio used is 0%. The pause

time used is 600 s. These parameter values are set to reduce the effects of other

dynamic factors such as traffic loads, and network nodes’ mobility levels so that

the effects of the threshold values on the protocol performance can better be

observed and understood. All other simulation parameter values that are used in

these three simulation studies are as specified in Section 4.6.

5.5.1.1 Determining THRatt Value

The first simulation results, shown in Figure 5.4, are to determine an appropriate

value for THRatt. THRatt is a threshold value used in the A2SA algorithm for

Factor 1 - neighbouring nodes’ attacker ratios (discussed in Section 5.3.2.2) to de-

termine the level of the neighbouring nodes’ attacker ratios. A source node starts

a path discovery process with the largest search area size, Area-L, that covers the

whole network, if the neighbouring nodes’ attacker ratio level is above or equal

to THRatt, whereas, if the neighbouring nodes’ attacker ratio level is lower than

THRatt, the starting search area size used will depend on the neighbouring nodes’

mobility level.

In this simulation study, we only activate Factor 1 to monitor its effect on the

routing overhead introduced in the network. Five values of the THRatt parameter

are investigated. They are 0%, 5%, 10%, 15% and 30%, these values are the same

percentage of the attacker ratios used in the simulation. The investigation study

is carried out with varying attacker ratios in the network. The attacker ratio of

0%, 5%, 10%, 15% and 30% are used.
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Figure 5.4: Routing Overheads vs. Network Nodes’ Mobility Levels with Different
THRatt Values

At first, the zero THRatt value is used to observe what is the critical attacker

ratios point at which we should adjust the starting search area size. Then, we

applied different THRatt values to examine their effects on the use of different

starting search area size. From the results in Figure 5.4, we can see that the

THRatt value doesn’t appear to affect the overhead. However, as the overhead

exhibits a marked increase when the attacker ratio reaches between 5% and 10%,

so we believe, at this point, the search area size should be enlarged, therefore we

have chosen THRatt = 10% as the threshold value.

5.5.1.2 Determining THRmob Value

The second simulation results, shown in Figure 5.5, are to investigate an ap-

propriate value for THRmob. THRmob is a threshold value that is used in the

A2SA algorithm as Factor 2 - neighbouring nodes’ mobility level (discussed in

Section 5.3.2.2). We need this average neighbouring nodes’ mobility level thresh-

old value, THRmob, if the neighbouring nodes’ average mobility level is higher

than THRmob, the source node will start route discovery broadcasting in the

smallest search area, Area-S. However, if the neighbouring nodes’ average mo-

bility level is lower or equal to THRmob, the starting search area size used will

depend on the time elapsed since the last search operation.

In this simulation study, we only activate Factor 2 to monitor the effect of
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node mobility on the routing overhead introduced into the network. Five values

of THRmob are investigated. They are 1m/s, 5m/s, 10m/s, 15m/s and 20m/s.

The justification for using these values is that the mobility speed used in the

simulation is set between 1m/s and 19m/s. The study is carried out with varying

network nodes’ mobility levels. The pause time values used are 900 s, 600 s, 300

s, and 0 s, respectively. To observe the THRmob values that are measured in m/s,

we calculate the average mobility speed from the pause time using Equation 5.2.

Average−Mobility−Speed =
Max−Mobility−Speed + Min−Mobility−Speed

2
(5.2)

Based on the equation, when the network nodes’ pause time is zero s, the average

mobility speed is 10m/s. When the network nodes’ pause time is 300 s pause

time, which means that the nodes are mobile for two-third of the simulation time

(the simulation time was set to 900 sec), the average mobility speed, in this case,

is 10 × (2/3)= 6.67m/s. Similarly, when the network nodes’ pause time is 600 s,

the average mobility speed is 10 × (1/3) = 3.33m/s, as, in this case, the nodes are

mobile for one-third of the simulation time. If the network nodes are stationary

in a 900 s pause time, the average mobility speed is 0m/s.

Figure 5.5: Routing Overheads vs. Network Nodes’ Mobility Levels with Different
THRmob Values
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At first, the zero THRmob value is used to observe what is the critical average

mobility speed point at which we should adjust the starting search area size.

Then, we applied different THRmob values to examine their routing overheads.

As shown in Figure 5.5, we can see that the THRmob value doesn’t appear to

affect the overhead. However, as the overhead exhibits a marked increase when

the average mobility speed reaches between 6.67m/s and 10m/s, so we believe,

at this point, the search area size should be enlarged, therefore we have chosen

THRmob = 10m/s as the threshold value.

5.5.1.3 Determining THRt Value

The third simulation results are shown in Figure 5.6. This investigation is to

determine an appropriate value for THRt. THRt is a threshold value used in

the A2SA algorithm for Factor 3 - the time of the previous search attempt Tprv

(discussed in Section 5.3.2.2). If the time elapsed since the last search attempt is

higher than THRt, it means that the paths sought previously are more likely to

be invalid. So in this case, the source node starts from the smallest search area,

Area-S, otherwise, if the time elapsed since the last search attempt is less than

or equal to THRt, the starting search area size used will depend on the number

of discovered paths from the previous search.

Figure 5.6: Routing Overheads vs. Network Nodes’ Mobility Levels with Different
THRt Values
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In this simulation study, we only activate Factor 3 to monitor its effect on the

routing overhead introduced in the network. Four values of the THRt parameter

are investigated. They are 0 s, 5 s, 20 s, and 30 s. The pause time values used

are of 900 s, 600 s, 300 s, and 0 s. As described in Section 5.5.1.2, these pause

times are equivalent to average mobility speed of 0m/s, 3.34m/s, 6.67m/s, and

10m/s, respectively.

THRt is dependent on mobility speed, the higher the mobility speed, the

smaller the THRt value should be. As shown in Figure 5.6, the difference caused

by THRt are not significant, so we chose a small value for THRt to be on the

safe side, i.e. a value of THRt = 5 s is used.

5.5.2 Simulation Results and Discussions

This section investigates the performance of the TADL protocol. The purpose is

to examine the effectiveness of the ideas embedded in the design of the TADL

protocol in supporting traffic delivery in the presence of node mobility and packet

dropping attacks. These ideas include the use of a directional location-based

approach, the adjustment of the starting search area size dynamically in response

to the underlying network conditions, and the use of a direct trust model to

govern the selection of neighbours in path formation. The investigations are

carried out by comparing the performance of the TADL protocol against that

of the LAR protocol (explained in Section 2.2.2) in terms of routing overheads,

packet delivery ratios (PDRs), and average end-to-end packet delivery delays

(DLY s).

LAR is the most relevant protocol to TADL. However, as TADL has novel

features, there are three foundational differences between the two protocols.

Firstly, TADL can dynamically adjust the size of the starting search area in

which path discovery packets are broadcast, whereas, LAR uses two size zones:

Area-S and Area-L. LAR starts the search with Area-S and if there is no RREP

returned it increases to Area-L. Secondly, TADL selects and uses paths that are

more trustworthy. The trust value of a path is calculated based on the trust

values of the links forming the path. LAR does not have this path selection

functionality. Rather, LAR uses the first discovered path. Thirdly, in TADL,

the intermediate node allows multiple copies of a RREQ to pass through it with

no extra checks, rather than avoids path-looping. This allows TADL to discover

all the possible paths during the path discovery phase. In LAR, however, an
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intermediate node only forwards a RREQ packet once, filtering out any dupli-

cated RREQs, which also avoids path-looping. In other words, after receiving a

RREQ, the intermediate node checks the sequence number carried in the RREQ.

If the sequence number was not seen before, the intermediate node will accept

the RREQ. Otherwise, it will discard the packet. The implementation of LAR

in NS-2 is adopted from [55].

We study the effects of varying network node mobility levels, traffic loads and

attacker ratio levels on the routing overheads, packet delivery ratios (PDRs), and

average end-to-end packet delivery delays (DLY s). In this chapter, the DLY s

are represented in log scale. Three sets of simulation results are presented and

analysed. In set 1, the effect of different pause times on the TADL performance

are investigated. The pause times are used to reflect different network nodes’

mobility levels. These are 0, 300, 600, and 900 s. The 0 s pause time means

network nodes move continuously. The use of 0 to 300 s pause time simulates a

highly mobile network. The use of the 600 s pause time simulates a medium level

mobile network. For a stationary network, the pause time of 900 s is used.

In set 2, the effects of traffic loads on the TADL performance are investigated.

The traffic loads are generated by 20%, 40%, 60%, 80%, and 100% of the nodes

respectively. 20% of source nodes are used to simulate a lightly loaded network.

40% and 60% of source nodes are used to simulate a medium loaded network.

80% and 100% of the source nodes are used to simulate a highly loaded network.

In set 3, the effects of packet dropping attacks are investigated. The investi-

gation is carried out by setting 0% - 30%, in 5% increments, of the nodes in the

network as attackers.

In the simulation results presented in this chapter, the number of required

paths, NPSreq, setting should be identical to LAR, so, this parameter setting

used in TADL is set to one. This is because in LAR only one path is used,

and to make a fair comparison between TADL and LAR. All other simulation

parameter values used in the three sets of simulation runs are set as specified in

Section 4.6. The LAR traffic and results are marked LAR and the TADL traffic

and results are marked TADL in the Figures 5.7, 5.8, and 5.9. Each result is

obtained by averaging 30 simulation runs and the confidence level is <= 2.86.
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5.5.2.1 TADL vs. LAR: Varying Network Node Mobility Levels

Figure 5.7 examines the effect of changing network nodes’ mobility levels on the

routing overheads, packet delivery ratios (PDRs), and average end-to-end packet

delivery delays (DLY s). In this set of results the traffic load used is that 40% of

the nodes are source nodes and the attacker ratio is 0%.

Figure 5.7(a) shows the routing overheads versus network nodes’ mobility level

changes for both protocols. From the results, we can make two observations.

The first observation is that the routing overheads increase as the network nodes’

mobility levels increase. This is because, when the node mobility level increases,

link breaks will happen more frequently. When a link breaks, packet delivery will

fail. For both protocols, if a packet is not delivered due to link breaks caused

by node mobility, the sending node will return a RRER packet to the source

node. For each RRER packet received, the source node will start a new path

discovery phase if the source node cannot find sufficient alternative path(s) in its

routing table. This results in more control packets being generated. The second

observation is that when the network nodes’ mobility level is low (i.e. 600 to 900

s pause time), TADL and LAR perform similarly. However, when the network

nodes’ mobility level is high (i.e. 0 and 300 s pause time), the routing overheads

in TADL increase sharply, whereas, the increase for the LAR protocol is very

little, particularly, when the nodes are always mobile, i.e. when a 0 s pause time

is used. TADL generates excessive routing overheads. This can be explained as

follows. In a highly mobile network, using small search area size, Area-S, will

lead to fewer routes being discovered. If these routes become invalid quickly and

frequently due to mobility, more discoveries will be initiated in a larger search

area, leading to a higher level of routing overhead than LAR. In addition, in

TADL, multiple copies of each RREQ packet are allowed to pass intermediate

nodes, whereas, with LAR, only one copy of each RREQ is forwarded. This

further amplifies the routing overhead in TADL. Therefore, one of the lessons

learned from these investigations is that the dynamic adjustment measure used in

TADL is not effective or may be counterproductive in a highly mobile network.

Figure 5.7(b) shows the packet delivery ratios versus network nodes’ mobility

level changes for both protocols. It can be seen from the figure that the PDRs

decrease as the network nodes’ mobility level increases and the decreases are

similar for both protocols except for the highest level of mobility where the PDR

of TADL drops more significantly than that of LAR. The decrease in the case of a
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(a) Routing Overheads vs. Network Nodes’ Mobility Lev-
els

(b) Packet Delivery Ratios vs. Network Nodes’ Mobility
Levels

(c) Average End-to-End Packet Delivery Delays vs. Net-
work Nodes’ Mobility Levels

Figure 5.7: Routing Overheads, Packet Delivery Ratios and Average End-to-End
Packet Delivery Delays vs. Network Mobility Levels for TADL and LAR
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high network nodes’ mobility level means more links break, and, as a result, more

path discoveries are needed, which leads to more control packets being generated

to discover alternative paths. This will increase the chance of the network being

congested, which can lead to packet drops. From the figure, we can also see that

in a low and medium network nodes’ mobility level network, the PDR of TADL is

slightly better than that of LAR. This may be due to the fact that TADL selects

more reliable paths, and the network nodes’ mobility level is low, it is likely that

the selected path will be valid for the entire data transmission phase. However,

when the network nodes’ mobility level is the highest, LAR outperforms TADL

as, in this case, LAR produces less routing overhead as shown in Figure 5.7(a).

Figure 5.7(c) shows the average end-to-end packet delivery delays, (DLY s),

versus network nodes’ mobility level changes. From the figure, we can observe that

DLY increases as the network nodes’ mobility level increases. This is consistent

with the results in Figure 5.7(a). A high network nodes’ mobility level will lead to

more links breaks, and thus more packet retransmissions. This will increase the

chance of the network being congested, which in turn will increase the queuing and

process time, so the data packets will take more time at the intermediate nodes

to be served. Another observation from the figure is that the DLY of TADL

significantly outperforms that of LAR with the biggest difference in delays being

9.3ms at 300 s pause time. This can be explained as follows. Firstly, unlike LAR

which only discovers a single path in each path discovery phase, TADL discovers

multiple path. When a path is broken, it is more likely, in the case of TADL,

for the source node to find alternative paths in its routing table, which can be

used immediately without the need for starting a new path discovery phase. This

can reduce the delay in packet deliveries. Secondly, unlike LAR which involved

the intermediate nodes in the path selection process, TADL did not involve any

intermediate node in any decision making process; intermediate nodes simply

accept and pass all the RREQ packets they receive. Thus, TADL imposes less

computational costs on intermediate nodes, and this can reduce the queuing and

process time at these nodes, so the data packets take less time to be served at

the intermediate nodes.

5.5.2.2 TADL vs. LAR: Varying Traffic Loads

We have also examined varying levels of traffic loads on routing overheads, packet

delivery ratios (PDRs), and average end-to-end packet delivery delays (DLY s).
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In this set of figures the attacker ratio used is 0% and the pause time is 600 s,

these values are used to focus on the effect of varying traffic loads in the network.

Routing overheads versus traffic loads for TADL and LAR protocols are

shown in Figure 5.8(a), it can be seen that, for both protocols, when the net-

work load increases, routing overheads increase. However, the increase in TADL

is a lot milder than that of LAR. For example, when the traffic load is 100%

(i.e. under the heavy traffic load condition), the routing overhead generated by

TADL is 34.8% lower than LAR. Obviously, more traffic means more packet

transmissions, which requires more control packets to discover more paths to de-

liver them. Thus, more routing overhead introduced. The milder increase in the

routing overhead indicates that resizing the starting search area dynamically can

reduce the number of control packets injected into the underlying network even

under a high traffic loaded network.

Figure 5.8(b) shows the packet delivery ratios versus traffic loads for both pro-

tocols. It can be seen that the packet delivery ratios for both protocols decrease as

the network load increases. As loads increase, the network will be more congested

and this will lead to more packet loss, thus reducing the PDR values, although

TADL slightly outperforms LAR. The reason for the higher PDR by TADL is

because TADL introduces less routing overhead as shown in Figure 5.8(a). In

addition, TADL also selects and uses the most trustworthy discovered path, and

this can increase the chances of successful packet deliveries, which, in turn, could

further reduce routing overheads. All these factors can reduce the chance of the

network being congested. This is confirmed by the DLY results showed in Fig-

ure 5.8(c), which shows that LAR experiences much higher delays than TADL.

Packets transmitted via a less congested network will experience fewer queuing

delays at intermediate nodes thus less DLY . From these results, we can see that

TADL can cope with a higher level of traffic load.

5.5.2.3 TADL vs. LAR: Varying Attacker Ratios

Figure 5.9 shows the effects of attacker ratios on the routing overheads, packet

delivery ratios (PDRs), and average end-to-end packet delivery delays (DLY s).

For this set of simulation results, the traffic load used is 40% and the pause time

is 600 s.

Figure 5.9(a) examines the effect of changing the attacker ratios on the routing

overheads. From the figure, we can make two observations. The first observation
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(a) Routing Overheads vs. Network Traffic Loads

(b) Packet Delivery Ratios vs. Network Traffic Loads

(c) Average End-to-End Packet Delivery Delays vs. Net-
work Traffic Loads

Figure 5.8: Routing Overheads, Packet Delivery Ratios and Average End-to-End
Packet Delivery Delays vs. Traffic Loads for TADL and LAR
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(a) Routing Overheads vs. Attacker Ratios

(b) Packet Delivery Ratios vs. Attacker Ratios

(c) Average End-to-End Packet Delivery Delays vs. At-
tacker Ratios

Figure 5.9: Routing Overheads, Packet Delivery Ratios and Average End-to-End
Packet Delivery Delays vs. Attacker Ratios for TADL and LAR
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is that for both protocols, an increase in the attacker ratio leads to an increase in

the routing overhead in the network. This is because attackers drop data packets

as well as control packets (in some cases). This can lead to restarting the path

discovery process, if there is no alternative path available. Thus, more control

packets are needed and more routing overheads introduced in the network. The

second observation is that the routing overhead introduced by TADL is lower

than LAR in all cases of attacker ratios. When the attacker ratio in the network

is low, the difference in the routing overhead is low. However, when the attacker

ratio increases the difference increases to 41.4%, which means that when the

attacker ratio reaches to 30% TADL introduces 41.4% less routing overhead

than LAR. This is because, unlike LAR, which selects the first discovered path

to transmit the traffic, in TADL, path selection depends on the trust value of

the path. If there is an attacker along a path, the trust value of the path will

decrease, and the source node will avoid that path. Minimising the chance of data

and control packet loss, thus the need for restarting the path discovery process,

could reduce the routing overhead.

Similarly, Figure 5.9(b) that examines the effect of changing the attacker

ratios on the packet delivery ratios, PDRs, shows that attacker ratios also have

a negative impact on PDR, i.e. the higher the attacker ratio, the lower the

PDR values. This is obvious, as packet dropping attacks will lead to packet loss,

thus reducing PDRs. However, packet dropping attacks will also reduce network

congestion, thus potentially offsetting the packet loss caused by congestion. From

the figure, we can also see that the PDR of TADL is better than that of LAR.

This improvement is more significant when the attacker ratio is medium and

high. For example, when the attacker ratio is 30%, the PDR of TADL is 13%

higher than that of LAR. This is due to two reasons. Firstly, the trust-based path

selection approach used in TADL helps to find more trustworthy paths, and more

trustworthy paths can lead to increase PDR. Secondly, packet dropping attacks

cause packet loss thus leading to PDR drops. At the same time, the attacks also

reduce the traffic load in the network reducing the level of PDR drop caused by

congestion. This can offset packet loss caused by network congestion.

Figure 5.9(c) shows the average end-to-end packet delivery delays, DLY s,

versus attacker ratios. From the figure, we can make two observations. The first

observation is that the DLY of TADL significantly outperforms LAR. This is

because TADL discovers multiple path. So, when a path is untrusted, there
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are usually alternative paths that can be used immediately without the need of

restarting a new path discovery process, and this can reduce the delay. In LAR, on

the other hand, when a path is deselected or cannot be used, a new path discovery

process is always involved and these results in longer delays and can make the

network more congested. A congested network increases the queuing time, so

the data packets take more time at the intermediate nodes to be served. The

second observation is that when the attacker ratio increases, the DLY values for

both protocols remain constant, i.e. do not change much. This can be explained

as follows. When the attacker ratios increase, more packets will be dropped

and this will trigger more path discovery processes leading to a higher level of

routing overhead, as confirmed by the results shown in Figure 5.9(a). However, a

higher attacker ratio also means less congestion, and the delays caused by network

congestion will be reduced. In other words, packet dropping attackers actually

offset the increase in DLY as caused by network congestion.

5.6 Chapter Summary

This chapter has presented the design and simulation study of a novel protocol,

TADL, which aims to find multiple trustworthy paths for routing traffic towards a

destination node while minimising overhead costs. TADL can dynamically adjust

the size of a starting search area in which route discovery packets are broadcast

in response to the underlying network conditions, thus effectively reducing the

routing overhead imposed on the network.

We use simulation to evaluate the effectiveness of the TADL protocol in

delivering traffic. The simulation study shows that TADL provides a much better

performance than LAR in terms of reducing routing overheads, increasing average

end-to-end packet delivery delays and increasing packet delivery ratios. The study

also shows that TADL performs best in a stationary network or a network with

a low to medium level of mobility. However, the dynamic adjustment measure

used in TADL is not effective in a highly mobile network. In the next chapter,

we will present the design and evaluation of an improved version of the TADL

protocol, i.e. TADLV 2 protocol, which is designed to overcome this weakness,

making it effective in routing traffic under high network nodes’ mobility level as

well.



Chapter 6

TADLV2: An Improved Version
of TADL

6.1 Chapter Introduction

This chapter presents the design and evaluation of the TADLV 2 protocol. The

TADLV 2 protocol is an improved version of the TADL protocol in Chapter 5.

It overcomes the high routing overhead problem experienced by TADL when

the network mobility level is high. TADLV 2 has used two ideas. The first is

involving an intermediate node in the node-disjoint path discovery method when

the neighbouring nodes’ mobility level is high. The second idea is linking the

starting search area resizing method to the node-disjoint path discovery methods

applied to different neighbouring nodes’ mobility level. These ideas attempt to

make TADLV 2 discovers paths with fewer control packets being injected into the

underlying network, thus making the path discovery process more efficient under

all mobility level scenarios.

This chapter is organised as follows. Section 6.2 gives the ideas used in the

TADLV 2 design. Section 6.3 describes the design of TADLV 2 and its compo-

nents. Section 6.4 describes the operations of the TADLV 2 protocol. Section 6.5

presents the simulation study of the protocol. Finally, Section 6.6 concludes the

chapter.

6.2 TADLV2: Ideas

This section describes the high-level ideas used in the design of the TADLV 2

protocol. As mentioned in Chapter 5, TADL was designed to discover trusted

143
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multiple path between a pair of source and destination nodes with minimum

overhead costs. It has taken the following feature measures to reduce the rout-

ing overhead injected into the network. Firstly, it uses an adaptive directional

approach to path discoveries. This can prevent unnecessary flooding of control

packets across the entire network, but can also limit the number of paths that

can be discovered. Secondly, to maintain a low bandwidth overhead cost, while,

at the same time, discover a sufficient number of paths, TADL adjusts the size

of the starting search area dynamically. The size of the starting search area is

adjusted in response to (a) the number of paths discovered in the previous path

discovery phase, and (b) the underlying network conditions, namely neighbouring

nodes’ mobility level, neighbouring nodes’ attacker ratios, and the time when the

previous search was carried out. Simulation results have shown that TADL out-

performs LAR, the most relevant protocol, in a stationary network and a network

with a low to medium level of mobility. However, when the network mobility level

is high (e.g. when the network nodes move continuously, with 0 pause time), the

performance of TADL decreases significantly. This means that some of the de-

sign measures used in TADL are not cost-effective or are even counterproductive

when the mobility level is high.

To identify the problem, we have re-designed the TADL protocol, producing

TADLV 2. The TADLV 2 protocol uses two ideas. The first is to involve inter-

mediate nodes in the multiple node-disjoint paths discovery at high neighbouring

nodes’ mobility level. The second is to link starting search area resizing to the

multiple node-disjoint paths discovery algorithm. The two ideas are explained in

the following subsections.

6.2.1 Idea 1: Intermediate Node Controlled Multiple Node-
disjoint paths Discovery at High Mobility Level

This section describes the first idea used in TADLV 2. The section first explains

the existing work in the area of multiple path discovery processes. Then, it

analyses the problem of the multiple path discovery used in TADL. It then

explains the idea used in TADLV 2 to rectify this problem.

In the existing work in the area of multi-path routing approaches, the mul-

tiple path discovery protocols may differ in terms of the types of paths they are

designed to discover [78]. Basically, there are three types of paths, classified

based on the level of disjointedness among nodes or links. They are node-disjoint
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paths, link-disjoint paths, and non-disjoint paths. Node-disjoint paths are paths

that have no common nodes except the source and destination nodes. During

a path discovery phase by such a protocol, the intermediate nodes reject all the

duplicated copies of a RREQ packet. The Ad hoc On-demand Distance Vector

Multi-path (AODVM) [126], the Geographic Multi-Path (GMP ) routing pro-

tocol [68], the Node-Disjoint Multi-path (NDMP-AODV ) routing protocol [54],

and the Multi-path TCP Security (MTS) [62] are protocols designed to discover

node-disjoint paths.

Link-disjoint paths are paths that have common nodes but no common links

between a source and destination pair. During a path discovery phase by such a

protocol, the intermediate nodes typically accept some of the duplicated copies

of a RREQ, which have better attribute values than the first RREQ packet,

e.g. lower hop counts. The accepted RREQ packets must come from different

upstream nodes. The Split Multi-path Routing (SMR) protocol proposed in

[58], and the Ad hoc On-demand Multi-path Distance Vector (AOMDV ) routing

protocol [72] are designed to discover link-disjoint paths.

Non-disjoint paths are paths that share both nodes and links. In protocols

designed to discover non-disjoint paths, intermediate nodes only play the role

of packet forwarding. They are not involved in any decision making process;

they simply accept and pass on all the RREQ packets they receive. Some of

the non-disjoint path discovery protocols discover all the non-disjoint paths and

then select a set of node-disjoint paths from the discovered paths. The Energy

Aware Load Balancing Multi-path (EALBM) protocol in [24], the Trust-Aware

Dynamic Location-Based (TADL) and the TOpology-HIding multi-path Protocol

(TOHIP ) in [130] are designed to discover non-disjoint paths.

There are trade-offs in discovering, selecting and using different types of paths,

in terms of packet delivery reliability, routing overhead incurred in discovering

them and the number of available paths that can be discovered. Using multiple

node-disjoint paths has two advantages over the other types. Firstly, it offers the

highest level of packet delivery reliability as if one intermediate node fails, only

one path, i.e. the path containing the failed node, will be affected. Secondly,

discovering node-disjoint paths imposes less routing overhead than link-disjoint

and non-disjoint, as, during a path discovery phase, an intermediate node will

reject all the duplicated copies of the same RREQ packet. However, the number

of node-disjoint paths that can be discovered during a path discovery phase is also
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the least among the three path types. Conversely, protocols designed to discover

multiple link-disjoint or non-disjoint paths do not reject duplicated RREQ pack-

ets at intermediate nodes. This allows the discovery of more paths. However,

this also means that more RREQ packets will be injected into the underlying

network resulting in more routing overheads.

The TADL protocol was designed as a node-disjoint path discovery protocol.

The discovery of node-disjoint paths between a pair of source and destination

nodes is carried out using the Source node Controlled node-disjoint Path Discov-

ery SC-MNPD algorithm. The SC-MNPD algorithm is a two-step process. In

step-1, the source node initiates a path discovery process by multicasting a path

discovery packet in a specified search area. Once step-1 is complete, i.e. once all

the paths in the search area are discovered, the source node executes step-2 to

select a set of node-disjoint paths from the path discovered paths.

Figure 6.1 uses an example to illustrate the multiple path discovery process

using the SC-MNPD algorithm. As shown in Figure 6.1(a), the source node, NS,

sends a RREQ packet to a selected set of neighbouring nodes, NO, NM and NC .

The set of nodes is selected based on the Trust-based Neighbouring Selection

(TNS) algorithm, described in Section 5.3.2.3. When a node in this set, say NM ,

receives the RREQ packet from NS, it accepts the packet and passes it to a set

of neighbouring nodes selected by NM . If NM receives another copy of the same

RREQ coming from a different path, e.g. NS->NO->NM , it also accepts the

packet and passes it on. As shown in Figure 6.1(b), in this single path discovery

phase, the destination node will eventually receive 14 copies of the same RREQ

packet through different paths, and, for each RREQ it receives, the destination

node will send a RREP back to the source node.

In a highly dynamic network, the paths discovered in step-1 and selected

in step-2 would be highly likely to be obsolete due to the frequent topology

changes. If these paths are used, packets transmitted over these paths are likely

to experience a broken link and if this happens packets will be discarded and the

upstream intermediate node of the broken link will return a RRER packet to

the source node. The source node, upon the receipt of the RRER packet, will

restart another path discovery phase if the source node cannot find an alternative

path(s) in its routing table. So the higher the neighbouring nodes’ mobility level,

the more likely the links would break, the more RRER packets will be returned

to the source node, and more route discovery phases will be initiated. As a result,
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(a) Intermediate Node Accepts Second RREQ

(b) The Discovered Paths

Figure 6.1: SC-MNPD Algorithm
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the more routing overhead will be generated. A higher level of routing overhead

would be more likely to make the network more congested, causing more packets

to be dropped.

To prevent the network getting into such a state, TADLV 2 is introduced

to further reduce routing overhead during multiple node-disjoint path discov-

ery in a high neighbouring nodes’ mobility level. The TADLV 2 protocol uses

a Mobility-based Adaptive Multiple Node-disjoint Path Discovery (MA-MNPD)

algorithm. With this algorithm, TADLV 2 uses the SC-MNPD algorithm (i.e.

the algorithm described above and used in TADL) at a low or medium neigh-

bouring nodes’ mobility level, and switches to the Intermediate node Controlled

Multiple Node-disjoint Path Discovery (IC-MNPD) algorithm if the neighbouring

nodes’ mobility level is high. With this IC-MNPD algorithm, it is not the source

node, but every intermediate node, that filters out any duplicated RREQ packets

and selects node-disjoint paths during the process of packet forwarding. In this

way, an intermediate node will only forward RREQ packets along the selected

node-disjoint paths. The transmission of the RREQ packets along non-disjoint

paths are prevented, thus reducing the number of control packet poured into the

network.

Figure 6.2 uses an example to illustrate the working of the IC-MNPD algo-

rithm. As shown in Figure 6.2(a), the source node, NS, sends a RREQ packet

to a selected set of downstream nodes, NO, NM and NC . The set of nodes is

selected based on the Trust-based Neighbouring Selection (TNS) algorithm, de-

scribed in Section 5.3.2.3. Any node in this set filters out a duplicated RREQ.

It receives and accepts the first RREQ from NS. Then, when a node in this set,

say NM , receives another copy of the same RREQ coming from a different path,

e.g. NS->NO->NM , it will reject it. As shown in Figure 6.2(b), in this way, only

one set of node-disjoint paths is discovered, but the number of control packets

propagated in the network is reduced. The MA-MNPD algorithm is explained in

detail in Section 6.3.

6.2.2 Idea 2: Linking Starting Searching Area Resizing to
Multiple Node-disjoint paths Discovery Algorithm

This section describes the second idea used in TADLV 2. It first analyses the

problem of the starting search area resizing algorithm used in TADL, and then

explains the idea that is used in TADLV 2 to rectify this problem.
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(a) Intermediate Node Rejects Second RREQ

(b) The Discovered Paths

Figure 6.2: IC −MNPD Algorithm
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Reducing the number of control packets in Idea 1 can be counterproductive

to discovering a required number of paths between a pair of nodes. To resize the

starting search area, TADL uses the A2SA algorithm. In the A2SA algorithm,

the size of the starting search area is adjusted dynamically in response to the

underlying network conditions. Each path search can start from any of the three

search area sizes (Area-S, Area-M or Area-L) based on the number of paths

discovered in the previous discovery phase and the observations on the channel

conditions of neighbouring nodes. When neighbouring nodes’ mobility level is

high, the discovery process starts with the smallest search area, Area-S, under the

assumption that the discovered paths will likely to be valid. It then progressively

moves to larger sizes if the number of paths discovered is fewer than the required.

TADLV 2 uses a different approach to resizing the starting search area. It

uses the same starting search area resizing algorithm as the one used in TADL,

i.e. the A2SA algorithm, in conjunction with the SC-MNPD algorithm, when

the neighbouring nodes’ mobility level is low or medium.

However, when the neighbouring nodes’ mobility level is high, as TADLV 2

uses the IC-MNPD algorithm, which employs the intermediate nodes to filter out

any duplicated RREQ packets, it makes more sense to use larger search area size

to find more paths and to resist packet dropping attacks by intermediate nodes.

In other words, TADLV 2 switches to the Mobility-based Adaptive Adjusting

Starting Searching Area (MA-A2SA) algorithm designed in conjunction with the

IC-MNPD algorithm, when the neighbouring nodes’ mobility level is high. With

the MA-A2SA algorithm, when the neighbouring nodes’ mobility level is high,

TADLV 2 starts the search from the largest search area, Area-L, which covers

the whole network. The probability of finding a larger number of valid paths

is higher with the use of a larger search area. With more paths discovered, the

probability of having alternative paths when the paths are broken is higher. The

MA-A2SA algorithm is explained in detail in Section 6.3.

6.3 TADLV2: Detailed Design

This section describes the TADLV 2 protocol components and their design. Fig-

ure 6.3 shows the TADLV 2 components and four of the components are TADLV 2

specific. These four TADLV 2 components along with the rest shown in the figure
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Figure 6.3: TADLV 2 Components

collectively perform the functions defined for TADLV 2. The TADLV 2 compo-

nents are the Destination Node Predicted Location (DPL) method, the Trust-

based Neighbouring Selection (TNS) algorithm, the Mobility-based Adaptive

Multiple Node-disjoint Path Discovery (MA-MNPD) algorithm and the Mobility-

based Adaptive Adjusting Starting Searching Area (MA-A2SA) algorithm. The

other components are the four tables, the Local Information Management com-

ponent, and the Best Path Selection (BPS) algorithm. The tables and Local

Information Management component have been described in detail in Chapter 3,

the BPS, TNS, and DPL algorithm components are identical to those used in

TADL which have been described in detail in Chapter 5, so we have focused on

describing the MA-MNPD and MA-A2SA algorithm components in details.
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6.3.1 Mobility-Based Adaptive Multiple Node-disjoint Path
Discovery (MA-MNPD) Algorithm

The MA-MNPD algorithm is used for discovering as many paths as possible be-

tween a pair of source and destination nodes, while, at the same time, reducing

the routing overheads as possible under all network conditions, particularly when

the network nodes are highly mobile. The mobility level is classified into two

bands, low/medium mobility level and high mobility level. When the neighbour-

ing nodes’ mobility level is at a low/medium level, the MA-MNPD algorithm

uses SC-MNPD algorithm (i.e. the algorithm used in TADL Intermediate Node

in Section 5.4.2), and when the neighbouring nodes’ mobility level is high, MA-

MNPD switches to the IC-MNPD algorithm. The mobility level of the neigh-

bouring nodes is the average mobility of the neighbouring nodes. As described

in Section 3.5.3.2, each node broadcasts its mobility speed to its one-hop neigh-

bouring nodes in the HELLO packets and the nodes maintain it in its NNI

table.

The operations of the SC-MNPD algorithm are in two phases. In the first

phase, the source node initiates a path discovery process in which all the non-

disjoint paths linking the source and the destination nodes in the specified search

area are discovered. In this phase, no effort is made to differentiate or identify

path types (non-disjoint, link-disjoint, or node-disjoint paths). Once this process

is complete, i.e. once all the available paths are discovered, the source node iden-

tifies and selects all possible sets of node-disjoint paths from the discovered paths

[58]. This process is solely carried out by the source node, and the intermediate

nodes are not involved. In other words, with this multiple node-disjoint paths

discovery algorithm, all an intermediate node needs to do is to receive a RREQ

and forward it onto a set of selected neighbours. The set of neighbours is chosen

based on their trust values (as described in Section 5.3.2.3). With this algorithm,

duplicated RREQ packets (i.e. multiple copies of the RREQ packet with the

same sequence number) are also forwarded.

The IC-MNPD algorithm, on the other hand, relies on intermediate nodes

to select multiple node-disjoint paths while they are forwarding RREQ packets.

IC-MNPD is executed by intermediate nodes during a path discovery phase. An

intermediate node will only pass a RREQ packet once, it filters out any duplicated

RREQs. Each node stores the sequence numbers carried in all the RREQs that

pass through the node in a RREQ Sequence Number (RSN) table. As shown



CHAPTER 6. TADLV2: AN IMPROVED VERSION OF TADL 153

in Algorithm 6.1, upon the receipt of a RREQ, the intermediate node gets the

RREQ sequence number of the packet, RREQseq, and searches the RSN table

for a match. If a match is found, the node will discard this RREQ packet.

Otherwise, the node will accept the RREQ packet, and add (i.e. remember)

the RREQ sequence number, RREQseq, in the RSN table. At the end of the

discovery process, only one set of node-disjoint paths will be discovered.

Algorithm 6.1 The IC-MNPD Algorithm

procedure IC-MNPD(RREQ)
Read RREQseq from the RREQ
Search RSN table for RREQseq

if RREQseq is found then
RREQ Rejected

else
RREQ Accepted
Add RREQseq to the RSN table
Add node’s information to the path list in the RREQ packet
Read IPaddressandSASexs from the RREQ packet
predictedlocation← DPL(IPaddress, SASexs)
SelectedNeighbours← TNS(predicted location)
Send RREQ to the SelectedNeighbours

end if
end procedure

Upon accepting the RREQ packet, the intermediate node adds the values

of its attributes onto the path list in the RREQ packet. These attributes are

the node IP address and location information, and the trust values of the se-

lected downstream neighbours. It then forwards the RREQ packet on to the

chosen neighbours that have been selected using the TNS algorithm (described

in Section 5.3.2.3).

With the MA-MNPD algorithm, as shown in Algorithm 6.2, upon receiving a

RREQ packet, an intermediate node calculates the neighbouring nodes’ mobility

level, AvrMobngb. If the calculated value is high (above a predefined mobility level

threshold, THRmob), TADLV 2 uses the IC-MNPD algorithm (the algorithm was

used by the TADL intermediate node as described in Section 5.4.2) for path

discovery. Otherwise, if the calculated value is below this threshold value, it uses

the SC-MNPD algorithm. All the threshold values used in our investigations are

obtained experimentally (see Section 5.5.1).
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Algorithm 6.2 The MA-MNPD Algorithm

procedure MA-MNPD(RREQ)
Read neighbouring nodes’ Vi from NNI table
Calculate the AvrMobngb
if AvrMobngb <= THRmob then

TADL-I(RREQ) . SC-MNPD
else

IC-MNPD(RREQ) . IC-MNPD
end if

end procedure

6.3.2 Mobility-Based Adaptive Adjusting Starting Search-
ing Area (MA-A2SA) Algorithm

The MA-A2SA algorithm is used to adjust the size of a starting search area used

during a path discovery phase. As shown in Section 5.3.2.2, MA-A2SA imple-

ments a set of rules to govern the selection of the starting search area size for each

route discovery process. There are three factors that should be considered when

choosing a search area size to start a search. These factors are (1) neighbouring

nodes’ attacker ratios, (2) neighbouring nodes’ mobility level, and (3) the time,

Tprv, when the previous search attempt was carried out. The use of Factors (1)

and (3) are identical to the ones from TADL.

Factor 2 - neighbouring nodes’ mobility level: This is the average mobility

level of the neighbouring nodes. If the neighbouring nodes’ mobility level is

high, MA-MNPD switches to the IC-MNPD algorithm. With the IC-MNPD

algorithm, the intermediate nodes are responsible for filtering out any redundant

RREQ packets to select a set of node-disjoint paths. In this case, it makes more

sense to choose a larger search area, as this will allow us to find more paths and

make the algorithm more resilient to any potential attacks and misbehaviour by

the intermediate nodes. So, at the high mobility level, when using MA-A2SA, a

source node starts the search from the largest search area, Area-L.

In detail, as shown in Algorithm 6.3, NS starts by checking the attacker ratio

of the neighbouring nodes. If it is above a predefined threshold value, THRatt,

NS starts the search from the largest search area, Area-L, which covers the whole

network. Otherwise, NS checks the neighbouring nodes’ mobility level. If the

neighbouring nodes’ mobility level is above a predefined threshold value, THRmob,

NS starts with the largest search area, Area-L.
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Algorithm 6.3 The MA-A2SA Algorithm

function MA-A2SA(NPSreq)
if AttackRatio >= THRatt then

SASexs ← Area− L
else

Read neighbouring nodes’ Vi from NNI table
Calculate the AvrMobngb
if AvrMobngb >= THRmob then

SASexs ← Area− L
else

Read SASprv, Tprv, and NPSprv from PSS table
if Tcur − Tprv >= THRt then

SASexs ← Area− S
else

if NPSreq = NPSprv then
SASexs ← SASprv;

else
if NPSreq < NPSprv then

if SASprv == Area− S then
SASexs ← Area− S;

else
SASexs ← SASprv − 1;

end if
else

if SASprv == Area− L then
SASexs ← Area− L;

else
SASexs ← SASprv + 1;

end if
end if

end if
end if

end if
end if
return SASexs

end function

Otherwise, if the neighbouring nodes’ attacker ratio is less than THRatt and

the neighbouring nodes’ mobility level is less than THRmob, the source node

checks the time elapsed since the previous search Tprv, i.e. Tcur-Tprv. If Tcur-Tprv

is above a specified threshold value, THRt, the source node will start from the

smallest search area, Area-S. Otherwise, the choice is made based on the number
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of discovered paths in the previous search, NPSprv. If NPSreq is equal to NPSprv,

the existing search will start from the same search area size used in the previous

search. If NPSreq is less than NPSprv, then the existing search will use a smaller

search area than the previous search provided that the previous search area used

is not Area-S. If NPSreq is higher than NPSprv the existing search will use a

larger search area than the previous one, provided that the previous search area

used is not Area-L.

6.4 TADLV2 Protocol Operations

This section describes the operations of the TADLV 2 protocol in discovering

multiple path. The operations of the protocol differ in terms of the node types

in which it is executed. The operations are classified into TADLV 2 source node

operations, TADLV 2 intermediate node operations, and TADLV 2 destination

node operations. As only the source and intermediate node components are

modified in comparison with TADL, so this section only focuses on the discussion

of the source and intermediate node operations designed for TADLV 2. The

destination node operations are identical to those used in TADL.

6.4.1 The TADLV2 Source Node Operations

When a source node, NS, has traffic to send to a destination node, ND, it first

searches its routing table to see if there are already sufficient paths to ND. If

yes, NS invokes BPS (explained in Section 5.3.2.4) that selects and uses the

most trusted path from the paths in the routing table to transmit the traffic. If

not, a path discovery phase is initiated by invoking the TADLV 2 protocol as

follows (Algorithm 6.4). NS reads ND’s Location information from its routing

table. If NS does not find ND’s location information, NS defaults to use the basic

broadcast method to discover paths. In this case, the source node, NS, and all

the intermediate nodes that receive the RREQ packet will broadcast the RREQ

packet to all their neighbouring nodes until the destination node is reached. If NS

can find ND’s location in its routing table, NS invokes the MA-A2SA algorithm

(as explained in Section 6.3.2) to determine a starting search area size. Then, NS

invokes the DPL algorithm (described in Section 5.3.2.1) to predict the current

location of a destination node. The predicted location of the destination node is

used to define ND’s search area. NS then invokes the TNS algorithm (described
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in Section 5.3.2.3) to select the most trusted neighbours in the destination node

search area. NS then sends the RREQ packet only to these neighbours in this

set.

Algorithm 6.4 The TADLV 2 Source Node Operations

function TADLV2-S(IPaddress, SASexs, NPSreq)
Search the routing table for ND’s location information)
if D’s location information is not found then

SASexs ← Area− L
SelectedNeighbours← Allneighbours

else
if SASexs== Null then . First time TADL is executed during this

path discovery phase
SASexs ←MA-A2SA(NPSreq)

end if
do

PredictedLocation← DPL(IPaddress, SASexs)
SelectedNeighbours← TNS(PredictedLocation)
Send RREQ to the SelectedNeighbours
NS initiates a RDTimer timer
Wait for a RREP (s) from ND

if RREP (s) packets arrived then
Read DiscoveredPaths from the RREP packet

return DiscoveredPaths
else

if SASexs == Area-L then
ND is an unreachable destination
DiscoveredPaths← Null

return DiscoveredPaths
end if
SASexs ← SASexs + 1

end if
while True

end if
end function

Upon the transmission of a RREQ packet, NS initiates a route discovery

timer (RDTimer). By the expiry of this timeout interval, if NS does not receive

any RREP packets, a new RREQ will be transmitted in a larger search area

than the one just used, i.e. SASexs = SASexs + 1, provided that the used search

area, SASexs, is not the largest area, Area-L. If SASexs is equal to Area-L then

ND is considered an unreachable destination. If, by the expiry of RDTimer, NS
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receives RREP packet(s), NS extracts the paths from the RREP packets. NS

then invokes BPS (explained in Section 5.3.2.4) to select the most trusted path

from the discovered paths. NS then sends the data traffic via the selected path

to ND.

6.4.2 The TADLV2 Intermediate Node Operations

During the path discovery phase, as shown in Algorithm 6.5, a TADLV 2 interme-

diate node operates as follows. Upon receiving a RREQ packet, the intermediate

node checks the path list in the RREQ packet. If the intermediate node IP ad-

dress is listed in the path list in the RREQ packet, it means that this copy of

the RREQ has already passed through this intermediate node before, the inter-

mediate node discards the RREQ packet to prevent RREQ looping. Then the

intermediate node invokes the MA-MNPD algorithm described in Section 6.3.2.

In this algorithm, the intermediate node checks the neighbouring nodes’ mobility

level. If the neighbouring nodes’ mobility level is high, the intermediate node

rejects any duplicated RREQ packets and selects node-disjoint paths as it passes

RREQ packets on. It accepts the RREQ only once. Otherwise, if the neighbour-

ing nodes’ mobility level is medium to low, the intermediate node accepts all the

RREQs arrived. No effort is made to differentiate or identify path types. All the

available paths are discovered, path selection is carried out at the source node at

the end of the path discovery phase. It then forwards the RREQ packet on to

the chosen neighbours. Intermediate nodes are responsible for forwarding RREQ

packets towards the destination node until the destination node is reached. They

do not reply to the RREQ packets.

Algorithm 6.5 The TADLV 2 Intermediate Node Operations

procedure TADLV2-I(RREQ)
Search RREQ path list for the node IP address
if Node IP address is found in the RREQ path list then

RREQ Rejected . Prevent Looping
else

MA-MNPD(RREQ)
end if

end procedure



CHAPTER 6. TADLV2: AN IMPROVED VERSION OF TADL 159

6.5 Simulation Study

This section investigates the performance of the TADLV 2 protocol. The pur-

pose of the investigation study is to check the effect of the ideas implemented

in TADLV 2 on reducing the level of routing overhead injected into the network

when the mobility level is high. The investigation is carried out by comparing

the performance of the TADLV 2 protocol against that of the TADL protocol

(explained in Chapter 5) in terms of routing overheads, packet delivery ratios

(PDRs), and average end-to-end packet delivery delays (DLY s).

TADLV 2 is designed to overcome the weakness of the TADL observed from

our investigation study. The weakness lies on how node-disjoint paths are dis-

covered and determined when the mobility level is high. So, TADLV 2 performs

in exactly the same manner as TADL when the neighbouring nodes’ mobility

level is low or medium; they only differ in how node-disjoint paths are discovered

when the neighbouring nodes’ mobility level is high. There are two foundational

differences between the two protocols. The first difference is, in TADL, the dis-

covery of the node-disjoint paths linking a source node and a destination node is

done by using the SC-MNPD algorithm, whereas, TADLV 2 uses the MA-MNPD

algorithm that uses the SC-MNPD algorithm at a low or medium neighbouring

nodes’ mobility level, but switches to the IC-MNPD algorithm if the neighbour-

ing nodes’ mobility level is high. The SC-MNPD algorithm discovers and selects

node-disjoint paths in two separate phases and relies on the source node to iden-

tify and select all possible sets of node-disjoint paths at the end of the path

discovery phase. The IC-MNPD algorithm, on the other hand, discovers and se-

lects node-disjoint paths in one phase, and relies on intermediate nodes to select

and identify such paths during the process of packet forwarding. The interme-

diate nodes will filter out any duplicated RREQ packets and only selects and

forwards RREQs that lead to the discovery of node-disjoint paths.

The second difference is that they use different algorithms to decide a starting

search area size. TADL uses the A2SA algorithm. A2SA, when the mobility level

is high, starts the discovery process with the smallest search area. The search area

size progressively moves to larger sizes when the number of paths discovered is less

than the required number of paths. On the other hand, TADLV 2 uses the MA-

A2SA algorithm. The MA-A2SA algorithm uses A2SA when the neighbouring

nodes’ mobility level is at a low to medium level, but when the neighbouring

nodes’ mobility level is high, TADLV 2 starts with the largest search area. These
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algorithms aim to reduce the number of control packets poured into the network

under different mobility levels, but at the same time discover a sufficient number

of paths.

We study the effectiveness of these ideas by investigating the effects of varying

network node mobility levels on the routing overheads, packet delivery ratios

(PDRs), and average end-to-end packet delivery delays (DLY s). Different pause

times are used to reflect the network mobility levels. These are 0, 300, 600, and

900 s. The 0 s pause time means network nodes move continuously, i.e. the

highest level of mobility. The use of 0 s to 300 s pause time is used to simulate

a highly mobile network. The use of the 600 s pause time is used to simulate a

medium level mobile network. For a stationary network, the pause time of 900 s

is used. All other simulation parameter values used in the simulation study are

identical to those specified in Section 4.6. The simulation results are presented

in figures, where TADL traffic and results are marked TADL and the TADLV 2

traffic and results are marked TADLV 2 in Figure 6.4. Each result, i.e. each point

in the figure is obtained by averaging 30 simulation runs and the confidence level

is <= 2.86. In this set of results the traffic load used is that 40% of the nodes

are source nodes and the attacker ratio is 0%.

From the figure, it can be seen that the TADL and TADLV 2 protocols

perform similarly in a stationary network or a network with a low to medium

level of mobility. However, when the network nodes’ mobility level reaches the

high level, TADLV 2 significantly outperforms TADL. This means that the ideas

implemented in TADLV 2 are effective in accommodating a high level of mobility.

Further discussions on the results are given in the following three subsections.

Figure 6.4(a) shows the effects of changing network nodes’ mobility levels

on the routing overheads. From the figure, we can see that when the network

nodes’ mobility level increases, in the case of TADL, the routing overhead in-

creases. When the mobility level increases to 0 - 300 s pause time, the TADL

routing overhead increases sharply, this has been discussed in Section 5.5.2.1. For

TADLV 2, however, the increase in mobility level does not have much effect on

the routing overhead. This is due to the reason that, unlike TADL where all

RREQ packets will be passing the intermediate nodes, the higher the mobility

level the more links break and more RREQ will be handled by the intermediate

nodes, TADLV 2 does not require the intermediate nodes to process and forward

all the RREQ received, rather, an intermediate node only passes each RREQ
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(a) Routing Overheads vs. Network Nodes’ Mobility
Levels

(b) Packet Delivery Ratios vs. Network Nodes’ Mobility
Levels

(c) Average End-to-End Packet Delivery Delays vs.
Network Nodes’ Mobility Levels

Figure 6.4: Routing Overheads, Packet Delivery Ratios, and Average End-to-End
Packet Delivery Delays vs. Network Nodes’ Mobility Levels for TADLV 2 and
TADL
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once, filtering out any duplicated RREQ. Also as in TADLV 2, the source node

starts the search area from Area-L, this combining with the filtering out of du-

plicated RREQ by intermediate node allows discovering of more node-disjoint

paths without introducing excessive overhead in the network. From the figure,

we can also observe that when the network nodes’ mobility level is low to medium

level, TADLV 2 performs similarly as TADL. This is because both protocols use

the same methods and algorithms in these cases.

The routing overhead reduction in TADLV 2 indicates that to discover multi-

ple node-disjoint paths in a high mobility network, using a large search area size,

at the same time filtering out duplicated RREQ packets is an effective approach.

Figure 6.4(b) examines the effect of changing network nodes’ mobility levels

on the packet delivery ratios. From the figure, we can make two observations.

The first observation is that the PDR decreases as the network mobility level

increases (explained in Section 5.5.2.1). The second observation is that the PDR

of TADLV 2 is better than TADL in a high mobility network. This is because

TADLV 2 produces less routing overhead than TADL in the case of high network

nodes’ mobility levels. Lower routing overhead decreases the chance of network

congestion, thus allowing more packets to be delivered.

Figure 6.4(c) shows the effect of changing network nodes’ mobility levels on

the average end-to-end packet delivery delays. It can be seen that the average

end-to-end packet delivery delays increase as the network mobility level increases

(this has been explained in Section 5.5.2.1). The figure also shows that TADLV 2

performs better than TADL in a high mobility network with 57.3% reduction in

delays at 0 s pause time. This is a consequence of the reduced routing overhead of

TADLV 2 as shown from the results of Figure 6.4(a), whereas, in TADL, the high

routing overhead congests the network, which increases the data packet queueing

time at the congested intermediate nodes.

6.6 Chapter Summary

This chapter has presented the design and simulation study of a novel multi-

ple node-disjoint paths discovery protocol, TADLV 2. TADLV 2 is designed to

overcome the weaknesses identified in the TADL protocol, using different algo-

rithms to discover node-disjoint paths based on the neighbouring nodes’ mobility

levels. It uses a source node controlled node-disjoint path discovery algorithm,
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i.e. SC-MNPD, when the mobility level is low or medium, but an intermedi-

ate node controlled node-disjoint path discovery algorithm, i.e. IC-MNPD, when

the mobility level is high. This approach, combined with the use of a mobility-

based adaptive starting search area adjustment algorithm, i.e. MA-A2SA, enables

multiple node-disjoint paths to be discovered with lower routing overhead in all

mobility level situations. The simulation results have shown that this approach

provides a much better performance than the approach used in TADL.

There are three issues that we can improve in TADLV 2. The first is that there

are pros and cons with the use of the two different multiple node-disjoint path

discovery approaches, SC-MNPD and IC-MNPD. The former places less trust on

intermediate nodes, but introduces more routing overhead into the underlying

network, whereas the latter assumes more trust on the intermediate nodes, but

can reduce routing overhead by 76.4% at 0 s pause time. The second issue is

that TADLV 2 searches for multiple path, but it only uses one path to deliver

the traffic. It is not always possible to find a single path that is trustworthy and

has sufficient bandwidth to deliver high priority traffic. Thus, there is clearly a

need for making use of all the available bandwidth to provide better performance

in supporting QoS. The third issue is that TADLV 2 treats all the traffic in the

same way. It does not differentiate the delivery of high and low priority traf-

fic. The work presented in the next chapter addresses these issues, investigating

how to harvest the bandwidth of multiple path to speed up the delivery of high

priority traffic, to better supporting QoS, and how to deal with unreliability by

intermediate nodes in the process of traffic delivery. It also investigates how to

identify and counter any misbehaviour by the intermediate nodes during the path

discovery phase to lower the level of trust on the intermediate nodes.



Chapter 7

SAV: Path Selection, Traffic
Allocation and Path Verification
to Support High Priority Traffic
Delivery

7.1 Chapter Introduction

This chapter presents the design and evaluation of the path Selection, traffic Allo-

cation, and path Verification (SAV ) solution. SAV offers three major functions:

(1) it can deliver high priority traffic over multiple path; (2) it uses packet du-

plication for paths that are not sufficiently reliable; (3) it allows a source node

to verify the delivery reliability based on the feedback by the destination node.

These functions are used to make the best use of the available bandwidth, and

to increase the delivery ratio of high priority traffic.

The rest of this chapter is organised as follows. Section 7.2 reviews and

critically analyses related works in the area of multi-path delivery. Section 7.3

describes the ideas used in the SAV solution design. Section 7.4 describes the

SAV design and its components. Section 7.5 describes the SAV operations.

Section 7.6 discusses the simulation study of the solution. Finally, section 7.7

concludes the chapter.

7.2 Related Works

Discovering multiple path for multi-path delivery of traffic from a source node to a

destination node involves three processes: multiple path discovery, path selection,
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and traffic allocation over the selected paths.

The Path Discovery Process: This process handles the discovery of multiple

path in a single discovery process. A multiple path discovery process differs in

terms of the multiple path discovery protocol used, which is defined to discover

some specific types of paths. The multiple path discovery process has been dis-

cussed in detail in Chapter 6.

The Path Selection Process: Once multiple path are discovered, one path (or

a set of paths) from the discovered set of paths should be selected and used to

deliver the traffic. The selection of the path(s) is dependent on the purpose of the

discovery protocol described. The protocol can be delay-aware, reliability-aware,

or disjointedness-aware protocols. For the delay-aware protocols, the paths are

selected such that the average delays in delivering traffic should be as low as

possible. Examples of the delay-aware protocols are the Redundant Multi-path

Source Routing (RMSR) protocol [127], the Delay-Aware AODV Multi-path

(DAAM) protocol [17], and Multi-path TCP Security (MTS) protocol [62].

Reliability-aware multiple path discovery protocols are typically designed to

prolong the network lifetime, e.g. spreading the load across the network nodes,

minimising the chance of some part of the network being overloaded. They select

paths consisting of the most reliable set of nodes, in terms of battery life and/or

available bandwidth. The Congestion Adaptive Multi-path Routing protocol for

Load Balancing (CAMRLB) [4], the Multi-Path Dynamic Source Routing (MP-

DSR) protocol [60], the Energy-aware Multi-path Routing Protocol (EMRP )

[61], and the Energy Aware Load Balancing Multi-path (EALBM) routing pro-

tocol [24] are examples of this protocol type.

Disjoint multiple path discovery protocols select paths that are node-disjoint

paths to enhance traffic delivery reliability. The 2-Dimensional Adaptation AR-

Chitecture (2-DAARC ) [75], the Multi-Path AODV (MP-AODV ) routing pro-

tocol [26], and the Valid Source-Destination Edges (V SDE) protocol [47] are

examples of this protocol type.

The traffic allocation over the selected paths process: This process deals with

how the data is distributed among the selected paths. The traffic allocation

strategies used in multiple path discovery protocols can be classified into four

categories, backup path(s), parallel paths, duplicated traffic, and hybrid strate-

gies.

The backup path(s) strategy is used in most multiple path discovery protocols.
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With this strategy, one of the discovered paths is used as a primary path, and

the others are used as secondary or backup paths. If the primary path breaks,

packets can be promptly delivered along one of the secondary paths. Examples of

protocols using this strategy are the Improved Trust-Aware Dynamic Location-

based (TADLV 2) Protocol [11], the Ad hoc On-demand Multi-path Distance

Vector protocol (AOMDV ) [31, 73], Multi-path Routing Protocol (MRP ) [30],

and AODV Backup Routing (AODV-BR) protocol [57]. However, to best support

delivery of high priority traffic, it may be necessary to use more than one or all

the available paths.

With the parallel paths strategy, a set of discovered paths is used in parallel,

each supporting the delivery of a fraction of the traffic to be delivered. Using

multiple path in parallel can provide load balancing and reduce congestion risks

in MANETs. It can also harvest more bandwidth to speed up traffic deliveries.

Examples of this strategy are the Disjointed Multi-Path routing based on the

Optimized Link State Routing (DMP-EOLSR) [41], the QoS and Load Balancing

AOMDV (QLB-AOMDV ) [113, 23], the Energy Aware Load Balancing Multi-

path (EALBM) [24], and the Multi-path source routing (MSR) [119] protocols.

With the duplicated traffic delivery strategy, one of the discovered paths is

used as a primary path to send traffic, and a secondary or backup path(s) is used

to duplicate the traffic delivery. Duplication is used to increase delivery reliability,

i.e. to increase the chances of data packets being successfully delivered to their

destination. Both the Redundant Multi-path Source Routing (RMSR) [127] and

the Redundant Source Routing (RSR) [120] protocols use this approach.

The hybrid strategy switches between different strategies depending on the

network condition. The Congestion Adaptive Multi-path Routing protocol for

Load Balancing (CAMRLB) [4] and the 2-Dimensional Adaptation ARChitec-

ture (2-DAARC ) [75] protocols use this strategy.

7.3 SAV: Ideas

SAV is designed to optimise high priority traffic delivery by using multi-path

deliveries, packet duplication over the multiple path in adaptation to bandwidth

requirement of traffic, available bandwidth, trust value of each path, and destina-

tion node feedback to verify the delivery reliability. As mentioned in Chapter 1,

there are several data types in the network. Some of these data types have a
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higher priority than others. To support the QoS requirements of the high pri-

ority data types effectively, it is necessary to satisfy the minimum user’s level

or application level bandwidth requirements. In the TADLV 2 protocol design

(described in Chapter 6), we use path trust values to govern the selection of the

most trustworthy path from the discovered paths to route the traffic. However,

due to node mobility and packet dropping attackers, available bandwidth is fluc-

tuating, and it is not always possible to find a single path that is both trustworthy

and has the required bandwidth to support the delivery of high priority traffic.

Therefore, there is need for making use of the available bandwidth provided by

all the discovered paths. The question is how to harvest the fluctuating available

bandwidth from multiple path to serve the delivery of high priority traffic and do

so with as little overhead as possible.

The SAV solution can also resist any misbehaviour by an intermediate node

during the path discovery phase. During the path discovery phase, the TADLV 2

protocol uses two different multiple node-disjoint path discovery approaches, SC-

MNPD and IC-MNPD to reduce the overhead costs. There are pros and cons

with the use of the two different multiple node-disjoint path discovery approaches.

SC-MNPD places less trust on intermediate nodes, but introduces more routing

overhead into the underlying network, whereas, IC-MNPD assumes more trust on

the intermediate nodes, but can reduce routing overhead. In addition, during the

data transmission phase, the path available bandwidth, estimated during the path

discovery process, may not be accurate for the whole phase due to node mobility

and packet dropping attacks. Therefore, there is a need for the validation of the

available bandwidth and trust values of a path.

SAV has two design criteria: (1) if no single path can be found which satisfies

the bandwidth requirement of the high priority traffic, traffic should be spread

over multiple path, including those with low trust values; (2) during the data

transmission phase, the source node should be able to adjust the path quality

(path available bandwidth and trust values) estimated during the path discovery

phase based on feedback from the destination node. These criteria are taken to

make the best use of the available bandwidth, and to optimise the reliability of

the high priority traffic deliveries.

To meet these design criteria, four measures have been used in the SAV

design. The first is to differentiate traffic types (low priority and high priority)

and deliver each traffic type with a different delivery strategy. Low priority
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traffic delivery uses a Single Path Service (SPS) and this is done by selecting

the path with the highest trusted value from those discovered (this is the case

used in the TADLV 2 protocol design). For low priority traffic delivery, no effort

is made by the source node to check the bandwidth requirement of the traffic.

For high priority traffic delivery, on the other hand, two services are used to

accommodate bandwidth requirements versus the estimated available bandwidths

and trust values along the paths discovered. These two services are the SPS

and Multiple Path Service (MPS). If the available bandwidth of a single path

that has been discovered can satisfy the bandwidth requirement of high priority

traffic, then SPS is used. Otherwise, if the source node cannot find a single

path with sufficient bandwidth and trust value, MPS will be used. With MPS,

the most trustworthy set of node-disjoint paths, which together could satisfy

the bandwidth requirement of a high priority traffic, is selected and used. This

differential treatment of traffic is explained in detail in the QoS Path Selection

(QPS) algorithm component in Section 7.4.1.

The second measure is to allocate the high priority traffic on the selected

paths according to the paths’ available bandwidths estimated during the path

discovery phase. A path with a higher available bandwidth will be assigned more

traffic.

The third measure is to duplicate the traffic on the paths with low trust

values. In this way, if there is a shortage of trustworthy paths, we can make use of

paths that are not trusted but offset the probability of packet loss by duplicating

transmissions over these paths. The second and third measures are explained in

the QoS Traffic Allocation (QTA) algorithm component in Section 7.4.2.

The three measures discussed above are to optimise the use of available band-

width for high priority traffic delivery. While achieving this, these measures can

also help with load balancing making the solution more resilient to traffic con-

gestion and packet dropping attacks.

The fourth measure is to allow the source node to validate the estimated

bandwidth and trust values of each used path based on the feedback by the

destination node and adjust the traffic allocation over the paths accordingly. The

feedback indicates the number of data packets received in a given slot during the

data transmission phase. The source node will compare the number contained in

the feedback with the number of data packets sent. Based on this comparison,

the source node will validate and adjust the path’s available bandwidth and trust
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values discovered during the path formation phase. In this way, the intermediate

nodes may lie about a link bandwidth capacity, but this can be detected once

the destination feedback is received. Once a path’s available bandwidth and

trust values are verified and updated, the source node will reselect a path or a

set of paths based on the updated values and adjust the allocation of the high

priority traffic on the selected paths. This measure is explained in detail in two

algorithms. They are the Path Quality Adjusting (PQA) algorithm and the

DFB Packet Creation (DPC) algorithm, which are explained in Section 7.4.3

and Section 7.4.4, respectively.

7.4 SAV: Detailed Design

This section describes the SAV solution design in detail. Figure 7.1 shows the

SAV components. Two of the SAV solution components, the QoS Paths Se-

lection (QPS) algorithm and the QoS Traffic Allocation (QTA) algorithm are

invoked during the path discovery phase. The other two SAV solution com-

ponents, the Path Quality Adjusting (PQA) algorithm and the DFB Packet

Creation (DPC) algorithm components are invoked during the data transmis-

sion phase. These four SAV components along with the rest shown in the figure

collectively perform the functions defined for SAV . The rest of the components

shown in the figure are the five tables, the Local Information Management com-

ponent, and the TADLV 2 protocol component. The tables and the Local Infor-

mation Management component have already been described in Chapter 3. The

TADLV 2 protocol has been described in Chapter 6. In this section, we focus on

describing the QPS, QTA, PQA, and DFB algorithms.

It should be pointed out that in the description of the A2SA and MA-A2SA

algorithm components used in TADLV 2 in Chapter 6, the number of required

paths, NPSreq, is used. However, in this chapter, the bandwidth requirement

(BWreq) of an application is used, in the MA-A2SA algorithm, instead. BWreq,

measured in packets/s, is determined based on the QoS requirements of the traffic.
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Figure 7.1: SAV Components

7.4.1 QoS Path Selection (QPS) Algorithm

The QPS algorithm selects one path or a set of paths from the paths discovered so

far. The selection is based on the traffic priority and the paths quality (available

bandwidths and trust values). This path selection process can be described using

the following five steps:

Step 1. Assessing Path Availability and Calculating Path Quality: This step

assesses the availability of paths and calculates the available bandwidths and trust

values of the discovered paths. The path is available if the source node receives a

RREP from the destination node that contains the path list of all intermediate

nodes forming the path. The source node checks the RREPs arrived from the

destination node. If no RREP arrives, the source node, NS, will restart the path

discovery process. In the new path discovery process, the source node will use

a larger search area than the one just used. Otherwise, if NS receives RREP
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packets, it calculates the path quality of each path discovered. The path quality

measures both available bandwidth, ABWPx , and trust value, TRVPx , of the

path. These values are estimated based on the weakest link principle. The path

available bandwidth, ABWPx , is the minimum available bandwidth of the links

forming the path, Px. This is also called the bottleneck bandwidth of the path.

Similarly, the path trust value, TRVPx , is the minimum trust value of the links

forming Px.

Step 2. Classifying Paths : In this step, the source node classifies the paths

into two groups (types) based on their trust values versus a threshold value. One

group contains the trusted paths and the other group contains the untrusted

paths. A path is considered as trusted if the trust value of the path, TRVPi
, is

equal to or greater than a threshold, THRTRV . A path is classified as untrusted,

if the trust value of the path, TRVPi
, is lower than THRTRV .

Step 3. Choosing a Delivery Service: In this step, the source node determines

a delivery service (SPS or MPS) that will be used to deliver the traffic. If the

traffic is low priority, the most trusted path will be used. Otherwise, if the traffic

is high priority, the source node ranks the trusted paths based on their available

bandwidths. It then checks the bandwidth required by the traffic. If a single

trusted path, that alone could satisfy the required bandwidth, BWreq, has been

found, then the Single Path Service (SPS) is used. If more than one trusted path

that satisfies the required bandwidth has been discovered, then the one with the

highest trust value will be used. Otherwise, MPS is chosen.

Step 4. Discovering Path Sets: If MPS is chosen, the source node will proceed

to find all the possible sets of node-disjoint paths. The paths in each set should

collectively satisfy the bandwidth required by the traffic. This step is performed

using Algorithm 7.1.

Step 5. Selecting a Path Set for Traffic Delivery: In this step, the source node

selects a set of paths to deliver the high priority traffic. The source node calcu-

lates the available bandwidth of each set discovered in Step (4). The available

bandwidth of a set is the sum of the available bandwidths of the paths in that

set. If more than one set is found, the source node will calculate the trust value

of each set. The trust value of a set is the minimum trust value of the paths

in that set. The source node then ranks the sets that satisfy the required band-

width based on their trust values and selects the set with the highest trust value.

Otherwise, if no set can satisfy the required bandwidth, then the source node will
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Algorithm 7.1 The SNP Algorithm

function SNP(DiscoveredPaths)
x← 0 . To count the number of sets
for k=0; k < number of DiscoveredPaths; k++ do

for Every path Pi in DiscoveredPaths do
y ← 0 . To count the number of paths in each set
PathSet(x)(y)← Pi

for Every path Pj in the discovered paths DiscoveredPaths do
if Pj is node-disjoint path with all the paths in the set then

if This set will not be identical to any set in PathSet then
PathSet(x)(y)← Pj

y ← y + 1 . Next path in this set
end if

end if
end for
x← x + 1 . Next set in the set of paths

end for
end for
return PathSet

end function

restart a route discovery process with a bigger search area. If the previously used

search area is already the largest area, Area-L, then ND is considered to be an

unreachable destination. The five steps are summarised in Algorithm 7.2.

Algorithm 7.2 The QPS Algorithm

function QPS(DiscoveredPaths,BWreq, IPaddress, SASexs)
if DiscoveredPaths == Null then

if SASexs == Area-L then
ND is an unreachable destination

return Null
else

SASexs ← SASexs + 1
DiscoveredPaths← TADLV2-S(IPaddress, SASexs)

end if
else

for Every x path in DiscoveredPaths do
Calculate the ABWPx

Calculate the TRVPx

end for
SelectedPath← Null . Step3
Rank DiscoveredPaths based on ABWPx then TRVPx
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Algorithm 7.2 The QPS Algorithm (continued)

if ABWP1 >= BWreq then
if TRVP1 >= THRTRV then

SelectedPath← P1

else
DiscoveredSets← SNP(DiscoveredPaths) . Step4
for Every i set in DiscoveredSets do . Step5

Calculate the set available bandwidth ABWSi

Calculate the set trust value TRVSi

if ABWSi <= BWreq then
Remove Si from DiscoveredSets

end if
end for
if DiscoveredSets == Null then

if SASexs == Area-L then
ND is an unreachable

return Null
else

SASexs ← SASexs + 1
DiscoveredPaths← TADLV2(SAS)

end if
else

Rank DiscoveredSets based on the sets trust values
SelectedPath← DiscoveredSets1

end if
end if

end if
end if
return SelectedPath

end function

7.4.2 QoS Traffic Allocation (QTA) Algorithm

The QTA algorithm is used to assign the high priority traffic to a selected path

or a set of selected paths. The paths in the set are all node-disjoint paths and

they may have different bandwidths and trust values. Packets sent over the paths

with trust values below a given threshold will be duplicated to enhance delivery

reliability.

Once a path or a set of paths are selected by the QPS algorithm, QTA

is invoked to assign the high priority traffic to the selected paths as shown in

Algorithm 7.3. The number of packets allocated to each path is based on the



CHAPTER 7. THE SAV SOLUTION 174

path type (explained in Section 7.4.1) and the available bandwidth offered by the

path. In detail, the following rules apply:

• For a trusted path (i.e. path with its TRVPx >= THRTRV ), the number

of packets allocated to the path is dependent on the ABWPx value of the

path, and in this case, no packet duplication is applied.

• For an untrusted path (i.e. path with its TRVPx <THRTRV ), the number

of packets allocated to the path is also based on its ABWPx value. In

addition, each packet transmitted on this path is duplicated, i.e. another

copy of the same packet is constructed and allocated to a different path

based on the ABWPx value of the path. For every packet duplication, the

source node slows a low priority packet transmission. This measure is taken

to prevent network congestion while applying data duplication. In other

words, the packet duplication slows down low priority packet injection into

the network, but in the same time, it increases the delivery reliability of

high priority traffic.

Algorithm 7.3 The QTA Algorithm

procedure QTA(SelectedPaths, data)
for Every traffic do

for x=0; Px on SelectedPaths; ++x do
if TRVPx >= THRTRV then

Allocate data to Px based on ABWPx

else
Allocate data to Px based on ABWPx

Duplicate data
x← x + 1 . Use next path
Allocate duplicated data to Px based on ABWPx

end if
end for

end for
end procedure

7.4.3 Path Quality Adjusting (PQA) Algorithm

The PQA algorithm counts data packets sent from the source node via each

selected path and adjusts the path quality values during the data transmission

phase. Upon the transmission of the first data packet, the source node, NS,
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initiates a DFB timer (DFBwait). During this period, i.e. before the expiration

of the DFBwait, NS counts the data packets sent to the destination node, ND,

over this path, Px, and records the counter value in the DAT SD,T
snt,Px field in the

DPC table. NS then waits for the arrival of a DFB packet from the destination

node. This DFB packet will contain the number of data packets, DAT SD,T
suc,Px,

successfully received by ND.

When NS receives the DFB packet, it compares the DAT SD,T
suc,Px value carried

in the DFB header with the DAT SD,T
snt,Px value maintained in the source node’s

DRS table. Depending on the difference between the two values, NS updates

the path quality values, (TRV T
px and ABW T

Px
). It updates the value of TRV Tcur

px

based on Equation 7.1.

TRV Tcur
px =

{
TRV Tcur−1

px −4DFBfal ,DATSD,T
snt,Px−DATSD,T

suc,Px>THRDFB

TRV Tcur−1
px +4DFBsuc ,DATSD,T

snt,Px−DATSD,T
suc,Px<THRDFB

(7.1)

where 4DFBfal is an increment value that represents the percentage of failed

data packets, 4DFBsuc is an increment value that represents the percentage

of successfully received data packets. 4DFBfal and 4DFBsuc are calculated

using Equation 7.2 and Equation 7.3, respectively. THRDFB is a DFB packet

threshold value that is determined experimentally in Section 7.6.

4DFBfal =

∣∣∣∣∣DAT SD,T
snt,Px −DAT SD,T

suc,Px

DAT SD,T
snt,Px

∣∣∣∣∣ (7.2)

4DFBsuc =

∣∣∣∣∣DAT SD,T
suc,Px

DAT SD,T
snt,Px

∣∣∣∣∣ (7.3)

NS updates the value of ABW Tcur
Px using Equation 7.4.

ABW Tcur
Px = Path−Expected−Transmission−Ratio× ABW Tcur−1

Px (7.4)

where, the Path−Expected−Transmission−Ratio is calculated by using Equa-

tion 7.5. Equation 7.5 is based on Equation 4.9 in Chapter 4.

Path−Expected−Transmission−Ratio =
DAT SD,T

suc,Px

DAT SD,T
snt,Px

(7.5)

In the worst case, if, by the expiry of DFBwait timeout interval, NS did not

receive any DFB packets from ND, the DAT SD,T
suc,Px value will be zero as there is
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no value returned from the destination node, thus, ABW T
Px

will be zero and the

TRV Tcur
px will be updated based on Equation 7.1, here, the 4DFB value will be

1. The PQA algorithm is summarised in Algorithm 7.4.

Algorithm 7.4 The PQA Algorithm

function PQA
Read DAT SD,T

snt,Px from the DRS table

DAT SD,T
snt,Px ← DAT SD,T

snt,Px + 1

if DAT SD,T
suc,Px ==1 then

Initiates a DFB timer (DFBwait)
end if
if DFBwait finishes then

if NS did not receive DFB packet then

DAT SD,T
suc,Px ← 0

else
Read DAT SD,T

suc,Px from the DFB packet
end if
Read TRV Tcur−1

px and ABW T
Px

from the NNI table

if (DAT SD,T
snt,Px -DAT SD,T

suc,Px)>THRDFB then

4DFBfal =

∣∣∣∣DATSD,T
snt,Px−DATSD,T

suc,Px

DATSD,T
snt,Px

∣∣∣∣
TRV Tcur−1

px −4DFBfal ← TRV Tcur
px

Link−Expected−Transmission−Ratio =
DATSD,T

suc,Px

DATSD,T
snt,Px

ABW T
Px

= Link−Expected−Transmission−Ratio ×
Traffic−Transmission−Rate

DAT SD,T
snt,Px ← 0

return False
else

4DFBsuc =

∣∣∣∣DATSD,T
suc,Px

DATSD,T
snt,Px

∣∣∣∣
TRV Tcur−1

px +4DFBsuc ← TRV Tcur
px

Link−Expected−Transmission−Ratio =
DATSD,T

suc,Px

DATSD,T
snt,Px

ABW T
Px

= Link−Expected−Transmission−Ratio ×
Traffic−Transmission−Rate
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Algorithm 7.4 The PQA Algorithm (continued)

DAT SD,T
snt,Px ← 0

return False
end if

end if
return True

end function

7.4.4 DFB Packet Creation (DPC) Algorithm

The DPC algorithm is executed by the destination node, ND, and it counts data

packets received at ND, records this count into a feedback (DFB) packet, and

sends the DFB packet to the source node during the data transmission phase.

As shown in Algorithm 7.5, upon the reception of the first data packet via a path,

Px, ND starts to count the data packets received via this path, it maintains a

counter recording this count in the DAT SD,T
suc,Px field of the DRS table. For this,

ND counts all the incoming data packet from the source node, NS, via Px during

a period T . The period T starts from the first received data packet’s sending

time, Ttrn, that arrives in the data packet header and ends after a predefined

time, DFBwait, expires (this value is tested experimentally in Section 7.6).

Algorithm 7.5 The DPC Algorithm

procedure DPC(data)
Read DAT SD,T

suc,Px from the DRS table

DAT SD,T
suc,Px ← DAT SD,T

suc,Px + 1

if DAT SD,T
suc,Px ==1 then

Tstr ← Ttrn

end if
Wait for DFBwait
Creates a DFB packet
Write DAT SD,T

suc,Px in the DFB packet
if There is a different path to the source node then

Send the DFB to NS using different path
else

Send the DFB to NS via the same path
end if
DAT SD,T

suc,Px ← 0
end procedure

After the T period, ND creates a DFB packet and writes the DAT SD,T
suc,Px value
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in a DFB header field. Then, ND sends the DFB to NS via a different path if

ND has found another trusted path to NS in its routing table. Otherwise, ND

sends the packet via the same path. Then, ND resets the DAT SD,T
suc,Px counter to

start counting the received packets for a new period.

7.5 SAV Solution Operations

This section describes the operations of the SAV solution. The operations differ

in terms of the node types in which they are executed. The operations can be

classified into SAV source node operations, SAV intermediate node operations,

and SAV destination node operations. In this section, we only focus on the

source and destination node operations, as the intermediate node operations are

identical to the ones used in TADLV 2.

7.5.1 The SAV Source Node Operations

The SAV source node operations differ in terms of the phase the node is in (path

discovery phase or data transmission phase). The operations can be classified into

SAV source node operations during the path discovery phase, hereafter referred

to as the SAV source node path discovery components, and SAV source node

operations during data transmission phase, hereafter referred to as the SAV

source nodes data transmission components.

During the path discovery phase, when a source node, NS, has traffic to send

to a destination node, ND, the TADLV 2 protocol is used to find multiple path

linking NS to ND. Once multiple path are discovered, NS executes the SAV

source nodes path discovery components as follows. As shown in Algorithm 7.6,

NS processes the traffic based on its priority. Low priority traffic is transmitted

using the Best Path Selection (BPS) algorithm, which has been explained in

Chapter 5. BPS is used to select the most trustworthy path, from the discovered

paths. High priority traffic is transmitted using the QPS algorithm (explained

in Section 7.4.1). Given the required bandwidth, BWreq, which is typically de-

termined based on the application generating the traffic to be forwarded. QPS

selects one path or a set of paths that together could satisfy the required band-

width.

Once a path or a set of paths are selected, NS allocates and sends the traffic via

the selected paths by using the QTA algorithm (Section 7.4.2). When the data
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packets are sent, the data transmission phase starts. Otherwise, if no path or no

set of sufficient paths are available, a new RREQ will be transmitted in a larger

search area than the one just used (as explained in TADLV 2). If the previously

used search area is already the largest area, Area-L, then ND is considered to be

an unreachable destination.

Algorithm 7.6 The SAV Source Node Operations During Path Discovery Phase

procedure SAV-S-Discovery(BWreq, data,DiscoveredPaths, IP, SASexs, P riority)
if Priority == Low then

BPS(IPaddress,DiscoveredPaths, SASexs, 1)
else

SelectedPaths← QPS(DiscoveredPaths,BWreq, IPaddress, SASexs)
if SelectedPaths != Null then

QTA(SelectedPaths, data)
Transmit traffic over SelectedPaths
Exit

else
if SASexs == Area-L then

ND is an unreachable destination
Exit

else
SASexs ← SASexs + 1
DiscoveredPaths← TADLV2(SASexs)

end if
end if

end if
end procedure

During the data transmission phase, as shown in Algorithm 7.7, NS invokes

the PQA algorithm, explained in Section 7.4.3. In PQA, NS counts the number

of packets sent via each selected path and assesses the selected path quality based

on the data carried in each DFB packet. If the path quality cannot satisfy the

traffic requirement, NS will restart the path discovery process.

Algorithm 7.7 The SAV Source Node Operations During Data Transmission
Phase

function SAV-S-Transmission(data)
Flag ← PQA
return Flag

end function
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7.5.2 The SAV Destination Node Operations

During a path discovery phase, the destination node may receive a RREQ packet

and when this happens, it invokes the TADL destination node operations, ex-

plained in Chapter 5, whereas, during the data transmission phase, the destina-

tion node may receive data packets from the source node and when this happens,

as shown in Algorithm 7.8, it invokes the DPC algorithm, explained in Sec-

tion 7.4.4. The DPC algorithm counts all the data packet successfully received

from the source node via a path, Px, during the period T . It then constructs a

DFB packet, writes the counted number of packets into the DFB header and

sends the DFB packet to the source node.

Algorithm 7.8 The SAV Destination Node Operations During Data Transmis-
sion Phase

procedure SAV-D-Transmission(data)
DPC(data)

end procedure

7.6 Simulation Study

The performance of SAV is evaluated using a simulation study. This section

determines the result of this simulation study. It first describes how the threshold

values are determined using simulation, and then presents and analyses the results

of the SAV solution against those from TADLV 2.

7.6.1 Determining Thresholds

The two threshold values, THRDFB, and DFBwait, are used in SAV during the

data transmission phase as described in Section 7.4. THRDFB is used by NS,

as described in Section 7.4.3 and DFBwait is used by NS and ND, as described

in Sections 7.4.3 and 7.4.4. These parameter values are used to govern the

adjustments of the path quality values, TRV Tcur
px and ABW T

Px
.

7.6.1.1 Determining THRDFB Value

The simulation results, shown in Figure 7.2, are to determine an appropriate

value for THRDFB. THRDFB is used by NS to determine and to adjust the path

quality during a data transmission phase, as described in Section 7.4.
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(a) Routing Overheads vs. Network Traffic Loads

(b) Routing Overheads vs. Attacker Ratios

Figure 7.2: Routing Overheads vs. Network Traffic Loads and Attacker Ratios
with Different THRDFB Values

Five values of THRDFB have been investigated. These are 0, 1, 2, 3 and 10

packets. The results are marked as THRDFB0, THRDFB1, THRDFB2, THRDFB3,

and THRDFB10 we examine how the different THRDFB values affect the routing

overheads. Two simulations are carried out. As shown in Figure 7.2, in the first

figure, the results are studied when varying the traffic load ratios in the network.

The traffic loads used are respectively 20%, 40%, 60%, 80%, and 100% of the

nodes transmit traffic. In this simulation the attacker ratio used is 0% and the
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pause time is 300 s. In the second figure, the results are studied when varying

the attacker ratios in the network. The attacker ratios of 0%, 5%, 10%, 15%, and

30% are used. In these results, the traffic load used is that 40% of the nodes are

source node and the pause time used is 300 s. All other simulation parameter

values that are used in the simulation studies are as specified in Section 4.6.

As shown from both figures, THRDFB0 offers the lower routing overhead in

the network. Therefore, THRDFB = 0 packet is chosen. This means that no

difference between the number of received data packet at the destination node

and the number of data packets sent by NS is accepted.

7.6.1.2 Determining DFBwait Value

The simulation results, shown in Figure 7.3, are to determine an appropriate

value for DFBwait. DFBwait is used to determine the period of time T , that a

destination, ND, and a source node, NS should wait to assess the quality of the

path linking the two nodes. In other words, ND counts the number of data packets

received during DFBwait seconds, after the arrival of the first data packet. It

then creates a DFB packet and sends it to NS. On the source node side, NS

counts all the data packets sent to ND via a path, Px, during DFBwait seconds,

and waits for DFBwait time for a DFB packet to arrive from ND, which contain

the number of data packets successfully received during this period.

Four values of DFBwait are investigated. They are 1, 4, 8, and 12 s. The

DFBwait values marked DW1, DW4, DW8, and DW12 are plotted in Figure 7.3.

These results show the effect of the different DFBwait values on the routing

overheads. The results are collected with varying the attacker ratios in the net-

work. The attacker ratios used are 0%, 5%, 10%, 15% and 30%, respectively. In

these results, the traffic load used is that 40% of the nodes are source node and

the pause time used is 300 s. All other simulation parameter values that are used

in the simulation studies are as specified in Section 4.6. From the results, it can

be seen that DW8 offers the lowest routing overheads, therefore, the DFBwait

value is set to 8 s.
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Figure 7.3: Routing Overheads vs. Attacker Ratios with Different DFBwait
Values

7.6.2 Simulation Results and Discussions

This section presents and discusses the simulation results of the SAV solution.

We will compare the results of the SAV solution against that of TADLV 2

(explained in Chapter 6) in terms of routing overheads, packet delivery ratios

(PDRs), and average end-to-end packet delivery delays (DLY s). SAV uses

TADLV 2 to search for multiple path between the communication nodes. How-

ever, during the path selection and traffic allocation stages, SAV is different from

TADLV 2 in four aspects. Firstly, SAV uses a single path or multiple path to de-

liver high priority traffic depending on the traffic bandwidth requirement versus

path quality. The selection of the paths is based on the path qualities (path avail-

able bandwidths and trust values) which are estimated during the path discovery

process, whereas, TADLV 2 uses a single and most trustworthy path to deliver

traffic between a pair of communication nodes. Secondly, when the multiple path

delivery service is used, SAV allocates the traffic to the selected multiple path

based on their path qualities, whereas TADLV 2 does not have this functionality.

Rather, TADLV 2 allocates all the traffic to the single path selected. Thirdly, for

paths that have low trust values, i.e. paths that are classified as untrustworthy,

SAV duplicates packets on these untrustworthy paths to increase delivery suc-

cess, whereas, TADLV 2 only allocates one copy of each packet on the selected

path even if the path trust value is low. Finally, during the data transmission
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phase, SAV uses the feedback from the destination node to update the path

quality values and to adjust the traffic allocation and, if necessary, to reselect a

path or a set of paths that will be used to deliver high priority traffic, whereas,

TADLV 2 does not use destination node feedback.

The purpose of this investigation is to study if the additional four function-

alities of SAV brings any benefits in terms of reducing routing overhead and

increasing PDR. We study the effects of varying traffic loads and attacker ratio

levels to the SAV performance, in terms of the routing overhead, packet delivery

ratios (PDRs), and average end-to-end packet delivery delays (DLY s). No re-

sults for varying mobility levels are included for SAV because varying mobility

levels had the same effect on SAV and TADLV 2. Two sets of simulation results

are presented and analysed. Set 1 (Section 7.6.2.1) results, as shown in Figure 7.4,

shows the effects of varying network traffic loads on the SAV performance. The

traffic loads are measured in terms of the percentage of nodes in the network that

are source nodes, i.e. traffic is generated by 20%, 40%, 60%, 80%, and 100% of

the nodes, respectively. 20% of source nodes are used to simulate a lightly loaded

network. 40% and 60% of source nodes are used to simulate a medium loaded

network. 80% and 100% of the source nodes are used to simulate a highly loaded

network.

Set 2 (Section 7.6.2.2) results, as shown in Figure 7.5, show the effects of packet

dropping attacks on the SAV performance. The investigation is carried out by

setting 0%, 5%, 10%, 15%, and 30% of the nodes in the network as attackers. All

other simulation parameter values used in the two sets of simulation runs are set

as specified in Section 4.6.

The TADLV 2 is examined with varying required number of paths, NPSreq,

between the communication nodes. SAV is examined by varying required band-

width, BWreq. The TADLV 2 traffic is marked as TADLV 2low, TADLV 2med,

and TADLV 2high in the figures. The SAV traffic is marked as SAV low,

SAVmed, and SAV high in the figures, where low represents a low BWreq value,

med represents a medium BWreq value, and high represents a high BWreq value.

These values are set as 1, 3, and 4 packets/s, respectively. Each result is obtained

by averaging 30 simulation runs and the confidence level is <= 2.86.
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7.6.2.1 SAV vs. TADLV2: Varying Traffic Loads

The first set of results is plotted in Figure 7.4, where we examine the effects of

changing network traffic loads on the routing overheads, PDRs, and DLY s. In

this investigation, the attacker ratio is set to 0% and the pause time is set to

300 s.

Figure 7.4(a) shows the routing overhead of SAV and TADLV 2 versus traffic

loads. From the figure, we can make three observations. The first observation is

that when the network load increases, the routing overheads increase with both

SAV and TADLV 2 (except for 100% traffic load). The reason for this result has

been explained in Section 5.5.2.2. However, in the heavy loaded network, when

100% of the nodes are transmitting traffic, the routing overheads decrease. This

is because, in the heavily loaded network, the network gets congested and the

packets (control and data) are dropped causing fewer packets being transmitted

in the network, lost packets leads to lowers level of routing overhead. The second

observation is that for the whole range of traffic loads investigated, SAV outper-

forms TADLV 2 except for TADLV 2low, where TADLV 2low results are similar

to SAV results. This is because, in the case of the SAV solution, the distribution

of the traffic across multiple path can decrease the chance of the network being

congested. TADLV 2 discovers multiple path but only uses one of the discovered

paths for each traffic delivery. In the case of TADLV 2low, only one path is re-

quired. The chance of finding a single path to successfully transmit the traffic is

higher than the other TADLV 2 load case. So, in this case, the routing overhead

is similar to that of SAV . The third observation is that for both solutions, as

the traffic requirements increase the routing overhead increases. The increase in

the routing overhead indicates that more control packets are used to discover the

required paths or to satisfy the required bandwidth.

Figure 7.4(b) shows the PDRs versus traffic loads for the two solutions. From

the figure, it can be seen that, firstly, in all the cases, when the traffic load in-

creases, the PDR values decrease, but the PDR values level off when the traf-

fic load reaches to a saturation point when the network is getting congested.

This saturation point is dependent on the solution used and the bandwidth re-

quirements imposed by the user traffic. For example, for all the cases of SAV

and TADLV 2low, the saturation point is when 60% of the network nodes are

transmitting. However, this saturation point is reduced to 40% for the case of
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(a) Routing Overheads vs. Network Traffic Loads

(b) Packet Delivery Ratios vs. Network Traffic Loads

(c) Average End-to-End Packet Delivery Delays vs. Network Traffic
Loads

Figure 7.4: Routing Overheads, Packet Delivery Ratios, and Average End-to-End
Packet Delivery Delays vs. Network Traffic Loads for SAV and TADLV 2
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TADLV 2 when the bandwidth requirements are at the medium and high lev-

els. These results are consistent with the results shown in Figure 7.4(a). The

higher the traffic load and/or the higher the bandwidth requirement, the higher

the routing overhead as more paths will be required. A higher level of routing

overhead will make the network get into a congested state. Secondly, when the

requirement is at the lowest level, TADLV 2 gives similar PDR performance to

the one from SAV in the low to high cases investigated. When the requirement

imposed by the traffic is low, it is easier to discover a path that could satisfy the

requirement, and in addition, as it does not incur the overhead for multiple path

delivery, so TADLV 2 offers a similar PDR to its SAV counterpart. However,

when the requirement is at the medium and high level, TADLV 2 produces much

worse PDR performance than all the other cases. This can be attributed to

two reasons. The first is that SAV can harvest the bandwidth offered by multi-

ple path to deliver a high priority traffic flow and distribute the traffic over the

multiple path. On the other hand, TADLV 2 only uses a single path to deliver

the traffic. The second reason is that, in the case of SAV , using the feedback,

can adjust the injection of traffic based on the network condition and this can

decrease the number of packets lost, increasing the PDR. For this reason, SAV

performs much better, in terms of both routing overhead and PDRs, when the

traffic requirement goes beyond medium level.

Figures 7.4(c) shows the DLY s versus traffic loads. From the figure, it can be

seen that, as traffic load increases, the DLY s also increase, and this is the case

for both solutions under all the requirement settings. This result is intuitive, as

when traffic load increases, the network will get busier, and the delays suffered by

the packets will increase accordingly. Also, from the figure, it can be seen that, in

all cases of SAV , the delays are higher than the delays for the case of TADLV 2.

If we examine these results closely in conjunction with the results shown in Fig-

ure 7.4(b), we can make the following two major observations. Firstly, when the

bandwidth requirement is low, TADLV 2 performs better than SAV in terms of

DLY s and performs the same in terms of PDRs. However, when the requirement

is high, the DLY value for TADLV 2 goes lower and so is its PDR value. This

is because, when the requirement goes higher, more packets will be dropped (as

reflected by the lower PDR values) and the dropped packets are not counted for

when the DLY value is calculated. Generally, as shown in these two figures, the

changes in PDRs and in DLY s in the case of SAV are not as sensitive to the
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increase of bandwidth requirement as in the case of TADLV 2. This means that

SAV can better support different levels of bandwidth requirements, and when the

bandwidth requirement is high, SAV offers a higher level of delivery reliability

than TADLV 2.

Figure 7.4 observations indicate that distributing the traffic over multiple

path, adjusting the injection of control packet, and adjusting the path quality

during the data transmission phase in SAV solution can significantly reduce the

routing overhead injected into the underlying network even under a highly loaded

network. The reduction in the routing overhead improves the performance of the

SAV solution in terms of PDRs, but this is at the cost of a higher DLY .

7.6.2.2 SAV vs. TADLV2: Varying Attacker Ratios

The second set of figures, shown in Figure 7.5, show the effects of attacker ratios

on the routing overheads, PDRs, and DLY s. In this set of figures the traffic

load used is 40% and the pause time is 300 s.

Figures 7.5(a) and 7.5(b), respectively, show the routing overhead and PDRs

versus attacker ratios. When the attacker ratio increases, the routing overhead

are largely unchanged before the attacker ratio reaches to 15% when they in-

crease markedly. The figure also shows that the increase is sharper for the case

of TADLV 2med and TADLV 2high. This means that when the attacker ratio

reaches to a certain value, packet loss will trigger more control packets to be

dispatched to discover more paths, resulting in a higher level of routing overhead.

As TADLV 2, unlike SAV , cannot make use of untrustworthy paths, more route

discovery instances are triggered, resulting in a worse performance in the case

of TADLV 2med and TADLV 2high. Also, as expected, the PDR values for all

the SAV and TADLV 2 cases, the PDR decreases are fairly moderate before

the attacker ratio reaches 15%. This is because when the routing overheads in-

crease beyond a certain point, the network is congested and this will speed up

the decrease of PDR. In other words, under a given parameter value settings,

when the attacker ratio reaches beyond 15%, the network is in a congested state.

When the attacker level is higher more packets will be dropped. This should

help to reduce the chance of the network being congested. However, on closer

examination, we can see that a higher attacker ratio will lead to more paths being

rated as untrusted (in the case of SAV ), or fewer trusted paths. This means that

more packet duplications will be used, and more paths will need to be discovered,
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(a) Routing Overheads vs. Attacker Ratios

(b) Packet Delivery Ratios vs. Attacker Ratios

(c) Average End-to-End Packet Delivery Delays vs. Attacker Ratios

Figure 7.5: Routing Overheads, Packet Delivery Ratios, and Average End-to-End
Packet Delivery Delays vs. Attacker Ratios for SAV and TADLV 2
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leading to more path discovery processes.

With regard to DLY s, as shown in Figure 7.5(c), as the attacker ratio in-

creases, the delays decrease. This is due to the fact that a higher attacker ratio

will lead to more packets being dropped, and the dropped packets are not con-

sidered in the packet delay calculation. Consistent with the results presented

in Figure 7.4, SAV introduces more packet delivery delays in comparison with

TADLV 2, as the latter delivers fewer packets through the network successfully.

The above results show that, under various traffic load and attacker ratio

conditions, SAV outperforms TADLV 2, in terms of traffic delivery reliability,

especially when the bandwidth requirements are on the high end. This indicates

that the approaches of multi-path delivery, packet duplication over untrustworthy

paths, and adjusting the path quality during the data transmission phase, which

have been implemented in SAV , are more effective than the single path approach

taken in TADLV 2, in supporting high priority traffic deliveries.

7.7 Chapter Summary

This chapter has presented the design and simulation of a novel solution, SAV to

improve the delivery of high priority traffic to their destinations in the presence of

node mobility and packet dropping attacks. The solution uses two different deliv-

ery services to deliver low and high priority traffic, respectively, and for the high

priority traffic delivery, it allocates the traffic based on the available bandwidth

of each path and its trust value estimated during the paths discovery phase. By

using the destination node feedback mechanism, a source node can verify and ad-

just the quality value assigned to each path during the data transmission phase.

This not only allows the source node to dynamically adjust the value of traffic

allocated to each path but also can reduce the level of trust the source node places

on the intermediate nodes.

We have used simulations to evaluate the effectiveness of these ideas built

in SAV and compared the results from SAV to TADLV 2. TADLV 2 uses the

most trustworthy single path to deliver traffic. Our simulation results show that

SAV is more effective in reducing the number of control packets injected into the

underlying network, and in increasing packet delivery reliability. It outperforms

the TADLV 2 protocol, the most relevant related work, in medium and high

bandwidth requirement conditions.



Chapter 8

Conclusions and Future Works

The focus of this thesis has been to investigate how to best support the deliv-

ery of high priority traffic in the presence of node mobility and packet dropping

attacks in MANETs. This chapter summarises the work presented in this the-

sis, highlighting the contributions and discoveries from this research, and gives

recommendations for future work.

8.1 Thesis Conclusions

Background Research

In this thesis, the MANET characteristics were reviewed, the application scenar-

ios were discussed to determine the need for QoS in MANETs, and the security

threats were investigated to understand their impacts on QoS. Then, the related

work was studied and critically analysed to identify their respective strengths and

limitations, so that in our design we could maintain the strengths while overcom-

ing the weaknesses. Then the challenging issues in achieving QoS in MANETs

were discussed, the requirements and the measures to satisfy them are specified

and identified. Based on the requirements and measures, we presented a frame-

work called an Adaptive Trust-Aware Location-based (ATL-QoS ) framework.

The ATL-QoS framework is designed to optimise high priority traffic deliv-

ery in MANETs containing packet dropping attackers. It has the following four

features: (a) it can discover multiple path and identify more trustworthy paths

during the path discovery process and do so with low bandwidth cost imposed in

the network and low computational cost imposed on all the nodes in the network;

(b) it can use single or multiple (trusted or untrusted) paths to deliver high prior-

ity traffic and when using untrusted paths, it uses packet duplication to increase

191
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high priority traffic delivery success; (c) it can dynamically adjust the injection

of high priority traffic in adaptation to the fluctuated available bandwidth and

threat level of the used paths; and (d) it uses an end-to-end feedback mechanism

to allow a source node to validate the path quality assessed during the path dis-

covery phase and this allows the source node to re-adjust the amount of traffic

assigned to the paths concerned and allow the source node to detect cheating of

path available bandwidth by intermediate nodes, thus reducing trust placed on

the intermediate nodes.

The ATL-QoS framework is comprised of two planes, a control plane and

a data plane. The control plane is responsible for (1) multiple path discovery,

(2) the selection of a set of more trustworthy paths from the discovered paths,

(3) the allocation of traffic to the set of selected paths for transmissions and (4)

the feedback mechanisms and the verification of path quality during the data

transmission phase. Function (1) is implemented in the TADL (early version)

and TADLV 2 (improved version) protocols. Functions (2), (3), and (4) are

implemented in the SAV solution. The data plane is responsible for packet

transmission, forwarding and reception.

TADL: A Trust-Aware Dynamic Location-Based Multiple
Path Discovery Protocol

The TADL protocol is designed to discover multiple trustworthy paths for routing

traffic towards a destination node while minimising overhead costs. The following

three measures are taken in the design of TADL. Firstly, it uses a destination

location-based path discovery approach to discover paths. With this approach,

route request packets are only broadcast within a defined search area in the

network reducing the volume of traffic the network has to handle. Secondly, it

dynamically adjusts the size of the starting search area in which route discovery

packets are broadcast in adaptation to the underlying network conditions, thus

effectively reducing the routing overhead imposed on the network. Thirdly, it

assesses and uses nodes’ trust values to govern the selection of nodes during path

formation, and to reduce any overhead introduced, a direct trust model is used.

To demonstrate the effectiveness and efficiency of the TADL protocol, it is

implemented using the NS-2 simulation package, evaluated and compared against

the LAR protocol, the most relevant protocol in the literature. The simulation

study shows that TADL provides a better performance than LAR in terms of
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reducing routing overheads, decreasing the average end-to-end packet delivery

delays, and increasing packet delivery ratios (except when the network nodes’

mobility level is high). The study also shows that TADL performs best in a

stationary network or a network with a low to medium level of node mobility.

However, when the network nodes’ mobility level is high, the number of control

packets, produced by TADL, increases sharply. Based on the findings of the

simulation study of TADL, it is found that the first-discover-then-select approach

to path discovery used in TADL is not effective in a highly mobile network. This

finding along with other ideas generated during the simulation study of TADL

has motivated us to re-designed the TADL protocol, producing the TADLV 2

protocol.

TADLV2: An Improved Version of TADL

TADLV 2 is designed to overcome the weaknesses identified in the TADL proto-

col. TADLV 2 is different from TADL in two aspects. Firstly, it uses different

algorithms to discover node-disjoint paths based on the neighbouring nodes’ mo-

bility levels. When the mobility level is low or medium, the source node control

method, as the one used in TADL, is used, i.e. the source node is responsible for

node-disjoint path discovery. However, when the mobility level is high, an inter-

mediate node control method is used, in which intermediate nodes are involved

in the node-disjoint path discovery. Secondly, it uses a mobility-based adap-

tive starting search area adjustment algorithm to dynamically adjust the starting

search area size based on the underlying network conditions. This algorithm,

along with the new approach to path discovery, enables multiple node-disjoint

paths to be discovered with less routing overhead in all mobility level situations.

The performance of the TADLV 2 protocol has been evaluated and compared

against that of TADL. The simulation results show that the measures taken

in TADLV 2 are effective in reducing overheads in multiple path discoveries.

However, there are still three aspects we can improve on the TADLV 2 design.

These are: (a) TADLV 2 assumes more trust on the intermediate nodes, and

as an intermediate node could be a packet dropping attacker, and it may lie

about its available bandwidth value, so measures should be taken to counter this

threat; (b) TADLV 2 searches for multiple path, but it only uses one path to

deliver the traffic, and as it is not always possible to find a single path that is

both trustworthy and has sufficient bandwidth to deliver traffic, improvement
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should be made to allow multiple path, including those that are not trustworthy,

to deliver traffic; (c) TADLV 2 treats all the traffic in the same way, so measures

should be taken to differentiate the priority of traffic and to deliver high priority

traffic in a more reliable manner. The SAV solution, described below, has been

added into the ATL-QoS framework to realise these improvements.

SAV: Path Selection, Traffic Allocation, and Path Verifica-
tion to Support High Priority Traffic Delivery

To support the QoS requirements of high priority traffic effectively, it is necessary

to satisfy the minimum user/application level bandwidth requirements. In the

TADLV 2 protocol, after discovering paths, trust values are used to govern the

selection of the most trustworthy path from the discovered paths to route traffic.

However, due to the fluctuating available bandwidth, it is not always possible to

find a single path that is both trustworthy and has the required bandwidth to

support the delivery of high priority traffic. In addition, the estimated available

bandwidth and trust value of a discovered path may not be accurate due to node

mobility and it has used the input from the intermediate nodes along the path,

and the intermediate nodes may lie about their available bandwidth values.

To address these weaknesses, a path Selection, traffic Allocation, and path

Verification (SAV ) solution was designed. The package consists of four functional

blocks which are integrated with TADLV 2 in the ATL-QoS framework. These

functional blocks, in conjunction with TADLV 2, make the ATL-QoS framework

have the following capabilities. It provides differential service to the delivery of

high and low priority traffic. For high priority traffic, depending on the band-

width requirement of the traffic to be delivered, the available bandwidth provided

by the paths discovered, and the underlying network conditions, including node

mobility levels, the source node can harvest the bandwidth provided by multi-

ple path, trusted or untrusted, and spread the traffic over the paths. Packet

duplication is used for packet delivery over untrusted paths. In this way, both

load balancing and a better use of the discovered bandwidth for a more reliable

packet delivery can be achieved. In addition, it uses a destination node feedback

mechanism to detect any possible cheating of bandwidth capacity along a path

by an intermediate node and to allow a source node to adjust the quality of the

path (bandwidth and trust values) during the data transmission phase.

A simulation study has been carried out to evaluate the effectiveness of the
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ideas used in SAV and the results are compared with that from TADLV 2, i.e.

before the SAV functions are added. The results show that SAV outperforms

TADLV 2 in terms of reducing the number of control packets injected into the

underlying network, and increasing the PDRs.

ATL-QoS Generalisation

The ATL-QoS framework is applicable to any networks with mobility support or a

dynamically changing topology such as mobile wireless sensor network (MWSN),

Vehicular Ad-hoc NETworks (V ANETs) and internet-based Mobile Ad hoc

NETworks (iMANETs). Those networks are all battery powered, so saving

energy is hugely beneficial. They all use different types of data, with different

priorities and different QoS requirements, transported in the network. In addi-

tion, the network is vulnerable to a range of security attacks that may affect the

QoS. So they all need to consider these attacks when designing QoS solution for

MANETs.

8.2 Suggestions for Future Research

The following presents five recommendations for future research.

Differentiating Malicious Attackers from Overloaded Nodes

The loss of data packets may be caused by two factors: (1) malicious intermediate

nodes, i.e. packet dropping attackers; (2) non-malicious factors, such as node

mobility that causes link breaks, and intermediate node buffer overflow. Packet

loss caused by different factors may have certain patterns, e.g. the loss caused

by malicious nodes is usually to forward control packets as they want to be

included in the path. However, packet loss caused by non-malicious events would

happen to both data and control packets. We classify a node with buffer overflow

as an overloaded node, and an overloaded node drops both data and control

packets. ATL-QoS does not differentiate between these two classes of factors.

Differentiating these different factors may allow us to tackle each using different

measures, further improve the efficiency of the solution. For example, if the packet

loss is caused by non-malicious factors, we should not use packet duplication.
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Determining a better data duplication strategy

In ATL-QoS, duplicated data packets are sent via a low trusted path, we believe

this may help to increase packet delivery reliability. There may be a more efficient

way to duplicate the data. For example, data may be split into a number of

smaller packets, each containing some extra bits. The extra bits are calculated in

such a way that the original packet can be reconstructed given a subset of these

smaller packets. The split packets are then transmitted across multiple path. In

this way, we may reduce the bandwidth cost by data duplication, but at an extra

processing cost by the source and destination nodes.

Estimating the neighbouring node trust

In the research presented in this thesis, it is assumed that the neighbouring node

attacker ratio is known by all the nodes. There should be an effective way to

estimate the neighbouring node attacker ratios.

Investigating the energy costs of the ATL-QoS Framework

The research presented in this thesis has not considered the energy costs of the

proposed solutions. The energy consumed may lead to some nodes’ batteries

becoming exhausted. This will mean that these nodes will no longer be able to

participate in the network. Consequently, some links may break, the topology will

change, and the available bandwidth will decrease. All of these may negatively

affect QoS.

Two different methods can be investigated in this regard. Firstly, node energy

can be used for path selection, during the path discovery phase. Intermediate

nodes can be selected to form the path based on their current energy levels in

addition to their trust values. In this method, intermediate nodes can, with a

higher probability, survive for the duration of a data transmission phase. Thus,

leading to a better QoS in terms of packet delivery ratios. Another method is the

route-break prediction method that can be applied during the data transmission

phase to predict a link break before it actually happens. Neighbouring nodes’

energy levels can be used to predict link failures. Based on this prediction, the

source node can discover a new path before the old path breaks. In this way, we

may reduce the level of packet loss.
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Applying ATL-QoS to an IMANET

The ATL-QoS framework has not been evaluated in the context of an Internet-

based MANET (IMANET), where a MANET is integrated with the Internet to

serve as an access network. This interconnection is usually achieved by using

gateways between a MANET and the Internet. ATL-QoS could be investigated

to determine whether it can perform effectively in this environment. There are

several possible areas of investigation. For example, is the ATL-QoS framework

applicable to the IMANET environment? How can gateway nodes be trusted

to act as a bridge between the MANET and the Internet? How can nodes in

a MANET be made addressable so that they can be contacted by nodes on the

Internet?

Using 3-Dimensional Location-based Approach

The ATL-QoS framework composed of wireless nodes randomly distributed in a 2-

Dimensional geographical region. We have not considered using a 3-Dimensional

geographical region, such as using the ATL-QoS framework in building or moun-

tainous area. The location information in a real environment can be acquired by

GPS demonstrated by a 3-Dimensional coordinate (x, y, z). In a 3-Dimensional

real scenario, there will be possible consequences of the shape of the predicted

location of ND and the search area. The predicted location of ND can be repre-

sented by a sphere or ellipsoid and the search area could be a cuboid, cylinder or

a pyramid.

Determining Another Path Available Bandwidth and Path
Trust Value Estimation Approach

The path available bandwidth and path trust value are estimated based on the

weakest link principle. This means that the path trust is the value for the least

trustworthy path in the links that forming the path and the path available band-

width is the value for the least available bandwidth path in the links that forming

the path. We want to investigate whether this was the most appropriate approach.

For example, for reliability, it can be argued that the product of the probabilities

(proportions) of successfully delivered packets would be a more accurate metric.
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Investigating Other Attack Behaviours

We assume that when a selfish node receives data or control packets, it simply

drops them. In a more nuanced approach, selfish or malicious nodes may have

a attempt to drop only as many packets as they can get away with, without

being detected or ostracised. More investigation may be done on what impact

this might have, how they might be detected, and the impact of other attack

behaviours.

Comparing ATL-QoS to LAR

We first analysed the study results of the TADL protocol and compare the results

against those from LAR. Then, we compared the performance of the TADLV 2

protocol against that of the TADL protocol. Finally, we compared the results of

the ATL−QoS framework against that of TADLV 2. A Final comparison of the

ATL−QoS framework results against that of LAR is needed.

Investigating Error Rate

In the simulation configuration, the packet/bit error rate is set to 0, as the focus

of this research is packet loss due to attackers, node mobility, and congestion at

the network layer. It would be interesting to investigate the effects of the error

rates on the proposed framework, as caused by noise or interference levels at the

physical layer.

In conclusion, the aim of this research to achieve QoS provisioning in a

MANET containing packet forwarding attackers has been achieved but there

remain other possible avenues of future work.
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