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Abstract 
In this thesis, three experimental studies of metal oxide surfaces beyond UHV 
conditions are presented, in an attempt to bridge the so-called ‘pressure’ gap. In the 
first of these studies, surface X-ray diffraction has been employed to elucidate the 
surface structure of α-Cr2O3(0001) as a function of water partial pressure at room 
temperature.  In ultra high vacuum, subsequent to exposure to ~ 2000 Langmuir of 
H2O, the surface is determined to be terminated by a partially occupied double layer of 
chromium atoms.  No evidence of adsorbed OH/H2O is found under this regime.  At a 
water partial pressure of ~ 30 mbar, a surface termination involving a single OH/H2O 
species bound atop to each surface Cr atom is obtained. 

Surface X-ray diffraction has also been employed to elucidate the geometry of the 
TiO2(011)/H2O interface at room temperature. In ultra high vacuum, a surface 
structure in quantitative agreement with previously published studies is found. Most 
notably at a water partial pressure of ~ 30 mbar, the interface geometry is determined 
to be consistent with the predicted structure emerging from ab initio calculations in 
which the surface undergoes transformation from a (2×1) reconstruction to a (1×1) unit 
cell. 

In the final investigation a procedure for non-UHV wet-chemical preparation of TiO2 
single crystal substrates is detailed.  The potential of this recipe is demonstrated 
through application to rutile-TiO2(110) and rutile-TiO2(011) substrates.  
Characterisation with scanning probe microscopy, low energy electron diffraction and 
auger electron spectroscopy, indicate that flat, well-ordered, carbon-free surfaces can 
be generated.  Notably, in contrast to the (2×1) surface unit cell found for TiO2(011) 
prepared in ultra high vacuum, wet-chemical preparation results in a (4×1) termination; 
wet-chemically prepared TiO2(110) displays an unreconstructed (1x1) surface.  
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Chapter 1  

Introduction 

1.1. Aims and Objectives 

There are a number of different physical and chemical processes that occur at surfaces 
and interfaces; the study of which is of great technological and scientific importance. 
The continual growth in studies of solid surfaces, since the establishment of modern 
surface science some 50 years ago [1-3], has also driven the development of 
experimental techniques with ability to detect finer surface details; the frontiers of 
surface science instrumentation are constantly being pushed. Consequently the ability 
to prepare and study well-characterised surfaces brought about by this ongoing 
development of many of these surface sensitive techniques has seen many researchers 
over the years turn their attention to metal oxide surfaces, which were predominately 
ignored in the early days of surface science due to their perceived complexity. The 
crystallographic, physical, chemical and electronic structure of metal oxide surfaces are 
far more complex than that of metals [2, 4]. 

Metal oxides are employed widely throughout industry in a huge variety of areas and 
their surfaces play crucial roles in an extremely wide range of technological 
phenomena [4]. These include catalysis, corrosion control coatings, solar cells, data 
storage devices and electronics [4]. 

In addition to their technological importance, oxide surfaces and interfaces are 
amazing systems for fundamental studies. Metal oxides can be found practically 
everywhere in nature; after all every metal, with exception of gold, forms an oxide 
when exposed to the ambient atmosphere [3]. They constitute a diverse and fascinating 
class of materials, which present a wide range of properties ranging from insulators to 
superconducting materials, from opaque to transparent, from magnetic to non-
magnetic. 

Until recently the vast majority of such studies have been concerned with highly 
idealised model systems; a single crystal substrate prepared in an ultra high vacuum 
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(UHV) environment. Quite justifiably, as a starting point, it is only by the study of such 
model systems that a deep and reliable mechanistic understanding of the physical and 
chemical properties of more complex surfaces may be achieved. However, such 
conditions are quite obviously far removed from the ‘real world’ or relevant operating 
environment of many technological systems. Such a dilemma has been termed a 
‘pressure’ or ‘material’ gap [5], and must be taken into careful consideration when 
interpreting results for industrially relevant applications obtained from research 
carried out under surface science conditions. 

More recently, many researchers have begun to focus their attention on bridging this 
gap by performing experiments in more relevant temperature and pressure 
environments, and with materials that more closely resembling the technologically 
relevant material. However, one obstacle to more technologically relevant studies 
concerns sample preparation. Broadly speaking there seems to be two possible 
approaches to sample preparation that can be taken, Pang et al [6] discuss the 
advantages and disadvantages of both. The first being sample preparation in UHV, 
followed by introduction into the relevant environment e.g. liquid/ ambient or high 
pressure, and the second involves sample preparation outside of UHV or the so-called 
non-UHV preparation. In the latter, sample characterisation must ensure that the 
surface is prepared well enough to meet the rigorous conditions of surface science 
studies i.e. ensuring the production of a well-ordered and largely contamination-free 
surface.  

The ’pressure’ gap between the current understanding from model studies and the 
technologically relevant environment is the main motivation behind the studies 
described in this thesis. The materials probed here are chromium oxide and titanium 
dioxide. 

1.2. Thesis Approach and Structure 

The results Chapters (Chapters 4-6) of this thesis have been written in scientific paper 
format. Whilst this may lead to some repetition between chapters, it allows each 
chapter to stand-alone as a piece of independent scientific research, and indeed all 
these chapters have either been published or are in the process of being published.  

Chapter 2 describes the theoretical background, experimental practicalities and 
instrumentation behind a number of experimental techniques, which are of importance 
to the studies in this thesis. A relatively thorough understanding of these techniques is 
vital when it comes to the analysis of the results obtained from experiments. 
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Chapter 3 provides a brief review of the current knowledge of the substrate materials 
investigated in this thesis, namely the (0001) surface of chromium dioxide, and the 
(110) and (011) surfaces of rutile titanium dioxide. Subsequent to describing the bulk 
structure, the clean surface structure of each respective material is discussed.  

Research results are presented in Chapters 4, 5 and 6. The first of these studies 
investigating the surface geometry of the α-Cr2O3(0001) surface as a function of H2O 
partial pressures, is described in Chapter 4.  Motivated by the central role of surface 
chromia in the corrosion resistance of stainless steels [7], the goal of the work presented 
in this chapter is to quantitatively determine, using surface X-ray diffraction (SXRD), 
the impact of H2O vapour on the surface structure of α-Cr2O3(0001). In contrast to the 
lack of experimental data, the surface structure as a function of H2O partial pressure 
has been studied by means of first principle calculations [8]. It’s concluded 
experimentally in this chapter that at room temperature and high pressure, water 
undergoes dissociation to form surface hydroxyls. At UHV, the surface is found to 
exhibit a partially occupied double layer of chromium atoms, a geometry largely 
consistent with that derived from previous SXRD [9] and quantitative low energy 
electron diffraction (LEED) [10] measurements, although there are some small 
differences in atomic coordinates and fractional layer occupancies. Upon increasing the 
H2O partial pressure to the mbar regime, a phase where a single hydroxyl is bound to 
each surface Cr, i.e. the surface is fully hydroxylated, is found to be most stable. Ab 
initio calculations performed to date failed to predict the experimentally determined 
structure at higher H2O partial pressure. 

In Chapter 5 the quantitative determination of the geometric structure at the 
TiO2(011)/H2O interface employing SXRD is reported. The structure of clean rutile 
TiO2(011) in UHV appears to be well understood, having been confirmed in several 
independent quantitative studies using SXRD [11, 12] and LEED-IV [13]; i.e. it presents 
a saw-tooth-like morphology with five-fold coordinated titanium and two-fold 

coordinated surface oxygen atoms arranged in rows along the [011] direction. The 
surface geometry under an aqueous environment has, in contrast to the clean surface, 
only been studied by means of first principles calculations [14]. It is predicted that 
water dissociates at the interface to form hydroxyls, with a restructuring of the 
substrate towards a bulk (1×1) termination in the presence of an aqueous environment. 
The surface structure resulting from SXRD measurements in this study are largely 
consistent with this predicted geometry. 

Recently, several groups (e.g. [15-17]) have attempted to prepare metal oxide surfaces, 
typically the TiO2(110) surface, without resorting to UHV to provide a simpler route to 
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studies of metal oxide surfaces in more technologically relevant environments. Chapter 
6 is devoted to an alternative non-UHV wet chemical recipe for preparation of 
TiO2(110) and TiO2(011) for surface studies. Most importantly, the employment of 
hydrofluoric acid, which is difficult to handle, has been circumvented, replacing it with 
aqua regia (HCl and HNO3).  UV treatment was also undertaken in a final step to 
remove adventitious carbon contamination.  The utility of this methodology has been 
critically assessed through characterisation of surface structure and composition of the 
prepared surfaces. 

Finally, Chapter 7 provides a brief summary of the results presented in this thesis and 
proposes pathways for future research to build on the work presented here.  
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Chapter 2  

Experimental Techniques: Principles, 
Theory and Practice 

2.1 Introduction 

The growing awareness, over the last fifty years or so, of the importance of 
understanding surface structure in order to gain an insight into surface phenomena for 
‘real world’ applications has seen significant development of experimental techniques 
to gain such pertinent information from single crystal substrates. Analytical techniques 
include scattering/diffraction-based techniques for probing surface geometry e.g. 
surface X-ray diffraction (SXRD) and low energy electron diffraction (LEED I-V), and 
real space imaging approaches for understanding surface morphology and topography 
(e.g. Scanning Probe Microscopy (SPM)). In addition, emission based techniques are 
used for gaining an insight into the chemical composition of the surface, including X-
ray photon spectroscopy (XPS) and Auger electron Spectroscopy (AES). All of which 
are typically employed in conjunction to get a complete understanding of the surface 
under consideration [1]. 

 A number of these experimental techniques were employed to achieve the objectives 
of this thesis. Their theoretical foundations are described in the following sections, 
alongside experimental practicalities, and instrumentation. 

2.2. Surface X-ray Diffraction (SXRD) 

With the increasing availability of high-energy/flux synchrotron radiation, SXRD has 
become a standard technique for surface structure determination [2-5]. It is a 
quantitative surface probe, which allows atomic position determination, both parallel 
and perpendicular to the surface, to a very precise degree of accuracy; indeed with 
precision as small as ±0.01 Å [6]. 
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SXRD has become a well-established technique for studying surfaces and interfaces 
owing primarily to the fact that X-rays interact weakly with matter. For small crystals  
(and by extension crystal surfaces) the amplitude of the scattered wave is much less 
than the incident wave amplitude, thus multiple scattering effects can be ignored, and 
single scattering approximation is sufficient to analyse the experimental data i.e. 
diffraction process can be treated by the kinematical rather than the dynamical theory 
of diffraction [7]. SXRD is not limited to only ‘free’ surfaces under UHV conditions, but 
can also be used with a great level of success on solid-solid interfaces, solid-liquid 
interfaces and gas-solid interfaces under varying pressure and temperature 
environments. This is important for understanding surface geometry in technologically 
relevant environments, for example, in heterogeneous catalysis reactions where the 
role of the catalyst can be studied under real (or near real) working conditions [8]. 
In the following section the theoretical basis upon which SXRD is built will be outlined. 
The kinematical theory of X-ray scattering is presented, and the difference between 
diffraction from two and three dimensional crystal structures is highlighted alongside 
key concepts. For further details the reader is referred to the excellent reviews by Als-
Nielson and McMorrow [7], Feidenhans’l [3] and Robinson and Tweet [4]. 

2.2.1. Theoretical Considerations 

The elastic scattering cross section of X-rays is very small compared to that of an 
electron. Consequently, the elastic scattering of X-rays is adequately described by the 
kinematical theory of diffraction and the total scattering amplitude is the sum of all the 
individual single-scattering events (i.e. multiple scattering is not important) [4]. 
It should be noted that Compton (or inelastic scattering) is incoherent, as there is no 
phase relationship between the incoming and scattered radiation, and so does not 
contribute to diffraction. Accordingly, Compton scattering just simply contributes to 
the background of the diffraction pattern and so can be largely ignored [4, 7]. 
In order to calculate the total scattering intensity/amplitude of an X-ray incident on a 

crystal surface, viewed from various angles at a distance 𝑅 (large compared with the 
dimensions of the scattering center) it is necessary to build up to scattering from a 
crystal in stages, starting from the scattering of an incident plane wave of known 
wavelength from a single particle. The following section is derieved from references [4, 
7]. 
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2.2.1.1 . Scattering from an Electron 

The scattering of a monochromatic linear plane polarized electromagnetic wave 

(Amplitude = 𝐴!) by an electron is given by the Thompson scattering Formula [9], which 

describes the amplitude of the scattered spherical wave, 𝐴!, emerging from a scattering 

electron located at some distance defined by position vector  𝑟 from the origin 𝑂 (Figure 

2.1), as a function of the amplitude of the incoming plane wave, 𝐴!: 

 𝐴!𝑒(!!!!) = 𝐴!
𝑒!

𝑚𝑐!𝑅!
𝑒!(!!!) (2.1) 

The scattering is observed at distance 𝑅! from the electron, where 𝑒 is the electron 

charge, 𝑚 its mass, and 𝑐 is the speed of light. 
 

 
Figure 2.1: A schematic showing the scattering of a plane monochromatic electromagnetic wave from an 

electron at position 𝒓.  Reproduced from [10]. 

In Equation 2.1 𝑘!   represents the wave vector of the incoming wave in momentum 

space, and 𝑘! represents the wave vector of the scattered wave. For elastic scattering: 

 𝑘! = 𝑘! = 𝑘 =
2𝜋
𝜆

 (2.2) 

and so it follows that the momentum transfer or wave vector transfer, depicted in 

Figure 2.2, is defined by a scattering vector,  𝑄, such that: 

 𝑄 = 𝑘! − 𝑘! (2.3) 
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Given this definition of momentum transfer, it is then possible to rearrange Equation 
2.1 yielding the following equation for the scattering amplitude of an elastically 
scattered wave by a single electron in momentum space:  

 𝐴! = 𝐴!
𝑒!

𝑚𝑐!𝑅!
𝑒!"# (2.4) 

 
 

 

Figure 2.2: Schematic definition of momentum transfer, valid for elastic scattering. 

2.2.1.2. Scattering from a Single Atom 

An atom is essentially a dense nucleus surrounded by a cloud of 𝑍 electrons, and so the 
scattering amplitude from a single atom is the sum of the amplitudes scattered from 
each of the electrons within this atom, Figure 2.3.  

 

𝑘! 

𝑘!  

𝑄 
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Figure 2.3: Scattering of a plane monochromatic electromagnetic wave from an assembly of 𝒋 electrons 

in atom. The atomic nucleus is placed at the origin. Reproduced from [10]. 

Positioning the nucleus at the origin of the coordinate system and the electrons at 

positions 𝑟!,!  it follows from Equation 2.4 that the scattering amplitude of an atom, 

𝐴!"#$, is defined by: 

 𝐴!"#$ = 𝐴!
𝑒!

𝑚𝑐!
𝑒!"!!

𝑅!,!

!

!!!

 (2.5) 

Where 𝑅!,! is the distance between electron 𝑗 and the detector. The summation is over 

the total number of electrons in the atom. Given that the detector is positioned such 

that is it at distance 𝑅! from the origin of the coordinate system, namely the nucleus, 

along the direction indicated by the unit vector 𝒏 ≡ 𝑹𝟎
𝑅! it is possible to approximate 

𝑅!,!: 

 𝑅!,! ≈ 𝑅! − 𝒏 ∙ 𝒓!,! (2.6) 

On this basis, one may replace 𝑅!,! in Equation 2.5 by 𝑅, yielding:  
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 𝐴!"#$ = 𝐴!
𝑒!

𝑚𝑐!𝑅!
𝑒!"!!,!

!

!!!

 (2.7) 

Thus far the electrons of an atom have been treated classically as point charges at 

positions 𝑟!,! . However a quantum mechanical treatment dictates that each electron is 

observed as a spatially extended wave packet. On this basis the normalised probability 

density of an electron wave packet, 𝜌! 𝒓 , is given by: 

 𝜌! 𝒓 𝑑!𝒓 = 1 (2.8) 

Thus the contribution from the sum of electron wave packet 𝜌! 𝒓 𝑑!𝒓 is then: 

 𝑒!"!!,!
!

!!!

⇒ 𝜌! 𝒓 𝑒!"!𝑑!𝒓 (2.9) 

and so, 

 𝐴!"#$ = 𝐴!
𝑒!

𝑚𝑐!𝑅
𝜌! 𝒓 𝑒

!"!
𝑑!𝑟 = 𝐴!

𝑒!

𝑚𝑐!𝑅
𝑓(𝑄)𝑒!"# (2.10) 

The distance between scattering electrons within the atom and the fact that the X-ray 
wavelength is of the order of atomic dimensions [11], there will be path differences 
between the scattered waves. This is known as the atomic form or scattering factor, 

𝑓 𝑄 , defined by the Fourier transform of the electron scattering density for a single 
electron:  

 𝑓 𝑄 = 𝜌 𝑟 𝑒
!"#

𝑑!𝑟 (2.11) 

Provided that the wavelength of the incident X-ray is very short compared to the 

energies of any absorption edges in the atom, then when 𝑄 = 0 all the electrons in the 

atom scatter in phase and 𝑓(𝑄) will be equal to the number of electrons surrounding 

the atom i.e. 𝑓 𝑄 = 0 = 𝑍. At all non-zero values of momentum transfer electrons start 

to scatter out of phase and 𝑓 𝑄  decreases such that 𝑓 𝑄 → ∞ = 0. Values of 𝑓 𝑄  for 
different elements have been compiled in the International Tables for Crystallography 
[12]. 
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2.2.1.3. Scattering from a Crystal (One Unit Cell) 

The scattering amplitude of a unit cell of a crystal is a summation of the scattering 

amplitudes of all the atoms inside the unit cell.  If there are 𝑁 atoms in a unit cell of a 

crystal at position 𝑟! , then: 

 𝐴!"#$  !"## = 𝐴!
𝑒!

𝑚𝑐!𝑅!
𝑓! 𝑄 𝑒!"!!

!

!!!

= 𝐴!
𝑒!

𝑚𝑐!𝑅!
𝐹(𝑄) (2.12)  

In order to distinguish between the atoms in the unit cell that may not all be of the 

same chemical element it is necessary to assign separate form factors, 𝑓! 𝑄 , describing 

the 𝑗th atom defined by position vector 𝑟!, the complex quantity: 

 𝐹(𝑄) = 𝑓! 𝑄 𝑒!"∙!!
!

!!!

 (2.13) 

is known as the structure factor, this contains all the information about the atomic 
arrangement within the unit cell and is defined as the sum of the scattering 
contribution of individual atoms in a unit cell. 

Until now it has been assumed that atoms are bound or fixed at definite positions in 
the crystal, but in reality atoms will undergo thermal vibrations about their 
equilibrium position. These temperature effects reduce intensity of diffraction features 
on the basis that they give rise to thermal diffuse scattering present in the ‘background’ 
in reciprocal space. This phenomenon is conveniently taken into account by the 
introduction of the Debye-Waller factor in the expression for the structure factor i.e.: 

 𝐹(𝑄) = 𝑓! 𝑄 𝑒!!!(
!
!!)

!
𝑒!"∙!!

!

!!!

 (2.14) 

For isotropic vibration, the Debye-Waller parameter, 𝐵! is given by: 

 𝐵! =
8𝜋!

3
𝜇!!  (2.15) 

where 𝜇!!  is the mean square thermal vibration amplitude. 

Additionally, in real crystals some atomic positions may only be partially occupied, 

this is accounted for by including an occupancy parameter, 𝜃!, in the expression for the 

structure factor. It then becomes: 
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 𝐹(𝑄) = 𝜃!𝑓! 𝑄 𝑒!!!(
!
!!)

!
𝑒!"∙!!

!

!!!

 (2.16) 

2.2.1.4. Scattering from a 3D crystal 

A defining property of crystalline materials is their periodicity in space, and in its 
simplest form a crystal can be assumed to be block defined by the real space lattice 

vectors (𝑎!, 𝑎!, 𝑎!) and the position from the origin of (𝑁!,𝑁!,𝑁!) unit cells along the 

three crystal axes is given by the lattice vector 𝑅!: 

 𝑅! = 𝑛!𝑎! + 𝑛!𝑎! + 𝑛!𝑎! (2.17) 

where 𝑛! take integer values. The total scattering amplitude from a crystal is thus given 

by adding up the individual contributions from the identical unit cells multiplied with 
its appropriate phase factor:  

 𝐴!"#$%&' = 𝐴!
𝑒!

𝑚𝑐!𝑅!
𝐹(𝑄) 𝑒!"∙!!

!!!!

!!!!

!!!!

!!!!

!!!!

!!!!

 (2.18) 

This is a summation over the lattice defined by the vector 𝑅! and will only take a value 
of significance when scattering amplitude contributions from the crystal add in phase 
i.e. when the condition:   

 𝑄 ∙ 𝑅! = 2𝑛𝜋 (2.19) 

is satisfied. Alternatively in reciprocal space: 

 𝑄 = 2𝜋𝐺 (2.20) 

𝐺 is the reciprocal space lattice vector such that any lattice site in reciprocal space is 
defined by: 

 𝐺 = ℎ𝑏! + 𝑘𝑏! + 𝑙𝑏! (2.21) 

(ℎ, 𝑘, 𝑙) are integer value Miller indices. The reciprocal space lattice vectors 𝑏!, which 

are orthogonal to 𝑎!, defined such that: 

 𝑎! ∙ 𝑏! = 2𝜋𝛿!" (2.22) 

𝛿!" is known as Kronecker’s delta which is a piecewise function defining two integer 

variables: 
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 𝛿!" =
0, 𝑖𝑓  𝑖 ≠ 𝑗
1, 𝑖𝑓  𝑖 = 𝑗 (2.23) 

Taking scalar product of lattice vectors in real space, 𝑅!, and reciprocal space,  𝐺, leads 
to: 
 𝐺𝑅! = 2𝜋 ℎ𝑛! + 𝑘𝑛! + 𝑙𝑛! = 2𝜋  ×  𝑖𝑛𝑡𝑒𝑔𝑒𝑟 (2.24) 
Since all the terms on the Right Hand Side of this expression take integer values then it 
follows that Equation 2.19 is satisfied if: 
 𝐺 = 𝑄 (2.25) 

This equality shows that X-rays will scatter with considerable intensity, and thus 𝐹(𝑄) 

is non vanishing, if and only if the momentum transfer, 𝑄, coincides with the reciprocal 

lattice vector, 𝐺. This is known as the Laue condition. Scattering from a crystalline 
material is therefore confined to distinct points in reciprocal space. 
The Laue condition is often written as three conditions that all satisfy Equation 2.24 
and that need to be true simultaneously for diffraction to take place: 
 𝑄 ∙ 𝑎! = 2𝜋ℎ (2.26) 

 𝑄 ∙ 𝑎! = 2𝜋𝑘 (2.27) 

 𝑄 ∙ 𝑎! = 2𝜋𝑙 (2.28) 

Given a momentum transfer, 𝑄, that satisfies the Laue conditions outlined above the 

diffracted intensity for a lattice with Miller indices (ℎ, 𝑘, 𝑙) is given by the squared 
modulus of the scattering amplitude:  

 𝐼!!" = 𝐴!
𝑒!

𝑚𝑐!𝑅!
𝐹 ℎ𝑏! + 𝑘𝑏! + 𝑙𝑏! 𝑁!𝑁!𝑁!

!

= 𝐴!
𝑒!

𝑚𝑐!𝑅!
𝐹!!"𝑁!𝑁!𝑁!

!

 (2.29) 

𝐹!!"  is the structure factor evaluated at the reciprocal lattice point ℎ, 𝑘, 𝑙 . The 
diffracted intensity is therefore zero except at discrete sites that lie on a lattice in the 

space of momentum transfer vector  𝑄 i.e. 

 𝐼!!" =
0,                                                                                                            𝑄 ≠ ℎ𝑏! + 𝑘𝑏! + 𝑙𝑏!

𝐴!
𝑒!

𝑚𝑐!𝑅!
𝐹!!"𝑁!𝑁!𝑁!

!

, 𝑄 = ℎ𝑏! + 𝑘𝑏! + 𝑙𝑏!
 (2.30) 

When the position of an atom in the unit cell is defined by the fractional coordinates 

𝑟! = 𝑥!𝑎! + 𝑦!𝑎! + 𝑧!𝑎!  in real space then structure factor, Equation 2.12, can be 

rewritten as: 

 𝐹!!" = 𝐹(ℎ𝑏! + 𝑘𝑏! + 𝑙𝑏!) = 𝜃!𝑓! 𝑄 𝑒!!!(
!
!!)

!
𝑒!!∙!(!!!!!"!!!"!)

!

 (2.31) 
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2.2.1.5. Surface Diffraction 

Atoms at the surface, defined as the top few layers of a crystal, may be displaced from 
the bulk positions or missing from certain sites or even different atoms types may be 
present. Consequently, the surface is said to have undergone either a relaxation or 
reconstruction. The difference between the surface and bulk unit cell is then that the 
surface unit cell is repeated only in the surface plane and not along the surface normal. 
Accordingly, the Laue condition along the surface normal is relaxed and the 
component of momentum transfer perpendicular to the surface becomes a continuous 

variable where the Miller index 𝑙 is no longer required to be an integer value but 
indeed can assume any value. This results in streaks of intensity along the surface 
normal, as scattering is no longer isotropic i.e. scattering is sharp along the two in-
plane directions and diffuse along the surface normal. These diffuse streaks that pass 
through the Bragg points are termed ‘Crystal Truncation Rods’ (CTR’s) as they arise 
from the crystal structure being truncated (owing to the two dimensional nature of 
surfaces). Diffraction from a surface does not occur at discrete points in reciprocal 
space but rather along rods, this is depicted by the schematic figure 2.4.) 
An expression for the diffracted intensity from a surface is derived by taking into 
account the two dimensional character of a surface such that the surface lattice is 

described by only two lattice vectors (𝑎!, 𝑎!) lying along the surface plane and a third 

𝑟! which describes the atomic position within the unit cell along the surface plane and 

the position in the direction of the surface normal.  Therefore the 𝑛th atom in the 

surface is defined by the vector 𝑅! such that:  

 𝑅! = 𝑛!𝑎! + 𝑛!𝑎! + 𝑟! (2.32) 
with only two Laue conditions: 
 𝑄 ∙ 𝑎! = 2𝜋ℎ (2.33) 

 𝑄 ∙ 𝑎! = 2𝜋𝑘 (2.34) 

As 𝑄!  the component of the 𝑄  normal to the surface is a continuous variable the 

scattering from the surface may arise at any position along 𝑧 between two Bragg peaks 
and the diffracted intensity is therefore given by: 

 𝐼!! = 𝐴!
𝑒!

𝑚𝑐!𝑅!
𝐹(𝑄!)𝑁!𝑁!

!

 (2.35) 

Robinson has derived an expression for the intensity distribution of a CTR in which the 

scattering amplitude, 𝐴(𝑄), from one layer of atoms is summed over an infinite stack of 
layers by a suitable phase factor. If the absorption effects are neglected then the 
scattered amplitude from an infinite stack of such layers is given by: 
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 𝐹!"# = 𝐴 𝑄 𝑒!!!!!!
!

!!!

=
𝐴 𝑄

1 − 𝑒!!!!!
 (2.36) 

𝑄! the momentum transfer along the surface normal is taken as: 

 𝑄! =
2𝜋𝑙
𝑎!

 (2.37) 

where 𝑙 is continuous variable and not an integer Miller index. So: 

 𝐹!"# =
𝐴 𝑄

1 − 𝑒!!!"
 (2.38) 

The intensity distribution along a CTR is thus given by: 

 𝐼!"# = 𝐹!"# ! =
𝐴 𝑄

1 − 𝑒!!!"

!

=
𝐴 𝑄 !

4 sin!(𝜋𝑙)
 (2.39) 

In a kinematic approximation the total scattered amplitude is given by a phase sum of 
bulk and surface scattering: 

 𝐹!!!"# 𝑙 = 𝐹!!!"#$ 𝑙 + 𝐹!!
!"#$%&' 𝑙  (2.40) 

Scattering is divided into contributions from the bulk and from the surface region, 
taken as an arbitrary number of atomic layers above the bulk. At integer points in l, 
scattering from both the bulk and surface structure contribute to the overall intensity 
however is dominated by the bulk contribution.  
At equidistant between integer points, known as the anti-Bragg region, bulk scattering 
is largely out of phase and so this region is more sensitive to surface structure and thus 
CTR’s can be used to determine the atomic coordinates of atoms in the surface layers 
with high precision. 
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Figure 2.4: Schematic of the typical geometry for an SXRD experiment in real space (top) and reciprocal 

space (bottom). 𝜷 is the angle of incidence, 𝜷′ is the outgoing angle and 𝟐𝜽 is the projection of the 
scattering angle on to the surface. The 2D nature of surfaces is what gives rise to the crystal truncation 

rods in reciprocal space. Reproduced from [6]. 
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2.2.2. SXRD Instrumentation 

All of the SXRD data for this thesis were collected at the Surface and Interface 
Diffraction (I07) beamline, located at the Diamond Light Source facility, UK. The 
following sections will include a discussion as to why synchrotron radiation is needed 
for SXRD experiments, a description of the I07 beamline and its components including 
details of the diffractometer and the portable UHV chamber used for measurements.  
Lastly X-ray detectors are discussed, and data collection and analysis methodology is 
presented.  

2.2.2.1. Synchrotron Radiation 

A high intensity X-ray source is essential to the success of any SXRD experiment, 

primarily because the intensity of X-rays scattered from a surface will typically be ∼105 
times smaller than that scattering from the bulk [13]. Synchrotron sources provide high 
intensity radiation over a broad spectrum of wavelengths, ranging from infrared 

(𝜆 = 1  𝜇𝑚) to hard X-rays (𝜆 = 0.1  𝑛𝑚) [14]. Synchrotron radiation, the electromagnetic 
radiation generated by relativistic electrons (i.e. electrons traveling at speed of light or 
a significant proportion of) travelling in curved paths, is a highly collimated photon 
beam which is 1012 times brighter than most powerful lab sources [7], with well defined 
linear and circular polarization properties. The reader is referred to [6, 7, 15] for a 
detailed description of synchrotron radiation. 

At a typical synchrotron radiation facility electrons, generated by thermionic emissions 
from an electron gun and then caused to bunch up using an alternating electric field to 
form a beam, are accelerated by a synchrotron to almost the speed of light using linear 
accelerators. These electrons are then injected into a storage ring, in which the charged 
particles circulate (using a system of bending and focusing magnets to tailor their 
path), producing synchrotron radiation. The synchrotron radiation beam is projected at 
a tangent to the electron storage ring and captured by the beamlines [15]. Radio 
Frequency (RF) cavities are used replenish the energy emitted as synchrotron 
radiation, and thus maintain the electron beam circulating around the ‘storage ring’ at 
a specific energy. Figure 2.5 shows schematically the main components of a 
synchrotron as described above. 
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Figure 2.5: Schematic of the main components of a Synchrotron  

Diamond is the UK’s national purpose built third generation synchrotron radiation 
science facility, and was opened to its first users in February 2007. Operating at an 
electron energy of 3 GeV and a circulating current of 300 mA. Diamond is optimised to 
produce X-rays with energies ranging from 100 eV up to 30 keV [16]. Figure 2.6 shows 
an aerial view photograph of the Diamond Light Source.  

At Diamond, a pre-injector linear accelerator (Linac) accelerates electrons to 100 MeV 
[17], and a booster synchrotron is used to increase the electron energy up to a final 
extraction energy of 3 GeV. The electrons are then injected into the ~560 m 
circumference storage ring consisting of twenty four straight sections connected 
together to form a closed loop. The synchrotron light emitted by the storage ring is 
transmitted to the beamlines.  
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Figure 2.6: Photograph of Diamond Light Source synchrotron radiation facility. Taken from [16]  

2.2.2.2. Beamline and Experimental End-station 

The Surface and Interface Diffraction beamline, I07, is a high-resolution X-ray 
diffraction beamline for investigating the structure of surfaces and interfaces under 
different environmental conditions, including harsh and real-world environments.  I07 
capabilities include surface X-ray diffraction (SXRD), X-ray reflectivity (XRR), grazing 
incidence X-ray diffraction (GIXRD) and grazing incidence small angle X-ray scattering 
(GISAXS) [16].   

The beamline is setup such that it includes an optical hutch, two independently 
operating experimental hutches and a control room. Experimental hutch 1 (EH1) is 
equipped with a diffractometer of (2+3) geometry for in situ surface diffraction 
experiments with removable environmental chambers, including a small UHV (‘baby’) 
chamber for surface science studies. Experimental Hutch 2 (EH2) houses a UHV 
chamber with integral surface preparation/characterisation and deposition facilities 
mounted on a large, heavy-duty (2+3) circle diffractometer.  The standard X-ray 
detector system used in both hutches is the 2-dimensional solid-state PILATUS II 100k 
detector, although other detectors are available, including a PILATUS 2M large area 
detector, a Cyberstar scintillation Point detector and an avalanche photodiode (APD) 
Point detector.  

I07 utilizes a 2m long, in-vacuum cryo-cooled undulator to produce synchrotron 
radiation. The undulator produces a high flux of hard X-rays in the energy range 8-
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30keV, which travels under near UHV conditions throughout the length of the 
beamline to the sample located in EH1/2. Wavelength selection is achieved using a 
pair of perfect Si(111) crystals in a cryo-cooled double-crystal monochromator (DCM), 
which is placed at 25.7m from the source. For all of the work presented in this study an 

X-ray beam energy of 17.7 keV (λ = 0.7 Å) was used. The monochromator is liquid 
nitogen cooled so as to counter the high heat load transferred from the white beam 
generated by the undulator. Beam focusing is achieved using a pair of Kirkpatrick Baez 
focusing mirrors [18] that independently focus the beam vertically and horizontally. 
The vertical focusing mirror is placed upstream of the horizontal focusing mirror at 
distances of 30m and 31.8m from the source, respectively. The beamline is terminated 
by a set of horizontal and vertical slits that define the dimensions and angular 
divergence of the beam that is projected onto the sample. Table 2.1 gives a summary of 
the beamline details.  

Table 2.1: I07 beamline details [16] 

Beamline name I07 - Surface and Interface Diffraction beamline at Diamond Light 
Source. 

Source type 2 m long cryo-cooled undulator with 17.7 mm Magnet period. 

White beam size (theoretical): 122.9 µm	
 (h)	
 × 6.4 µm (v) 

Beam divergence (theoretical): 24.2 µrad (h) ×	
 4.2 µrad (v) 

Monochromator Cryo-cooled Double-crystal monochromator with two Si-111 
crystals. 

Mirrors Two Kirkpatrick Baez (Bimorph) focusing mirrors (one vertically 
focusing, one horizontally focusing). 

Beam size at sample position 210 µm (h) × 115 µm (v) FWHM. 

Energy range  8 keV – 30 keV  

 

For this current work only EH1 was used to collect SXRD data. The diffractometer, 
UHV environment and detector system used for this study are discussed in further 
detail in subsequent sections.  
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2.2.2.3. Diffractometer 

The design of a diffractometer for surface diffraction experiments needs to allow for 
accurate control of the incoming and outgoing angles. Consequently, many 
diffractometer types of varying geometries have been designed and are in use that 
fulfill these requirements, including z- axis [19], 6-circle [20], 5-circle [21] and (2+3) 
circle [22]. An overview of the different types of diffractometers used for SXRD 
experiments and the relative advantages and disadvantages of each is given by Bunk 
and Neilsen [23]. 
SXRD data acquired for this study was performed using the computer-controlled 
diffractometer of the (2+3) geometry located in EH1, a photograph of the 
diffractometer is shown in Figure 2.7.  
 

 
Figure 2.7: Photograph of the I07 EH1 (2+3) diffractometer with a hexapod and baby chamber mounted, 

employing a horizontal sample configuration. Also shown is the PILATUS 100K X-ray detector and 

flight tube mounted on the 𝜹 arm of the diffractometer. 

A (2+3) circle diffractometer provides two degrees of freedom for the sample motion 
and three degrees of freedom for the detector motion. The addition of a hexapod 
mounted either vertically or horizontally allows the flexibility of mounting the sample 
either in a vertical or horizontal scattering geometry, as well providing six additional 
degrees of freedom – three translational and three rotational. The use of the hexapod 
also allows flexibility in the exact positioning of the sample, a position that is no longer 
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dictated by the rotation centre of conventional circles. All the data presented in 
Chapters 4 and 5 were collected with the sample mounted horizontally such that the 
sample surface plane is horizontal, and the surface normal points upwards. Figure 2.8 
shows a schematic of a (2+3) circle diffractometer, the naming convention for the 
instrument circles follow those used at the I07 beamline and are as per those used by 

Vlieg [22]. The detector circles 𝛿 and 𝛾 are used to position the detector in the direction 

of the diffracted beam whilst 𝜈 allows rotation of the detector around this direction. 
With the hexapod in the ‘horizontal geometry’ the grazing incidence angle of the 

incoming X-ray beam onto the sample is the 𝜔 circle, for this work the incidence angle 

of the X-ray beam was fixed at 1°. The sample circle 𝜑 is used to provide rotation 
around the surface normal. 
 

 
Figure 2.8: Schematic of a (2+3) circle diffractometer, the naming convention for the instrument circles 

follow those used at the I07 beamline at Diamond and are as per those used by Vlieg [22]. 

All the diffractometer movements are controlled by a Linux workstation running the 
Generic Data Acquisition (GDA) software [24]. GDA is an open source program designed 
to control synchrotron experiments and collect data developed by the Data Acquisition 
and Scientific Computing Group at Diamond. 



Chapter 2 – Experimental Techniques: Principles, Theory and Practice 
 

 

-41- 

2.2.2.4. Ultra High Vacuum (UHV) Instrumentation 

SXRD requires a combination of an accurate diffractometer and often a surface science 
UHV environment, achievement of which is certainly not a trivial task. Over the years 
various solutions have been proposed, of these, two obvious solutions have been the 
most widely adopted for collecting SXRD measurements.  The first of these is to reduce 
the size of the vacuum chamber and ensure that the diffractometer is able to carry the 
load. Here the sample is kept fixed inside the chamber and the entire chamber is 
rotated by the diffractometer.  The second is to keep the UHV chamber, with integral 
surface preparation/characterisation and deposition equipment, fixed and allow for 
the rotary motion of the sample inside the chamber through a series of bellows and 
sliding seals. Various chamber designs have been reviewed in some detail by 
Feidenhans’l [3]. 
The first of these two approaches is employed for the SXRD experiments performed as 
part of this thesis. The sample is contained with in a small portable UHV transfer 
chamber (‘Baby chamber’) weighing approximately 50 kg with a hemispherical X-ray 
transparent beryllium (Be) window. Figure 2.9 shows an annotated photograph of a 
baby chamber. Beryllium is used as it allows the X-ray beam to enter and exit with 
little loss of intensity through absorption. A turbo pump is used to maintain the 
chamber at approximately UHV (typically 10-9 mbar or less). 

 
Figure 2.9: Annotated photograph of a ‘Baby’ chamber. 
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Sample transfer from the main off-line UHV preparation chamber into the portable 
UHV chamber, and visa versa, is a two-step procedure. First the sample must be 
transferred into a transfer chamber that can be connected and disconnected to and 
from the main UHV preparation chamber housed in the offline surface characterisation 
laboratory. Once transferred, the transfer chamber is disconnected from the offline 
UHV chamber and connected to the portable UHV ‘baby’ chamber via a T-connector 
with a turbo-molecular pump attached allowing pumping of the two cells. The sample 
can be inserted in (or out of) the ‘baby chamber’ by the transfer arm. The gate valve 
between the two chambers is then closed and the transfer chamber disconnected and 
the ‘baby’ chamber is left pumping on the turbo. 
During SXRD data collection the baby chamber is mounted on the hexapod and kept in 
place by a series of mounting brackets, a photograph of which is shown in Figure 2.10. 
 

 
Figure 2.10: Picture showing the I07 beamline ‘baby’ chamber mounted on the hexapod. 

2.2.2.5. X-ray Detector 

SXRD experiments require a detection system with a high-count rate capability, high 
detection efficiency, a large dynamic range in order to process signals spanning several 
orders of magnitude in intensity, a fast readout time, high signal to noise ratio, and 
single photon counting capabilities; single photon counting capability results in a 
direct conversion from X-rays to counts and so reduces background noise and thus 
data quality is improved.  
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Until more recently SXRD experiments used point detectors as a means of collecting 
diffracted X-ray intensities. This is because they tend to be simple to operate, not very 
costly and are very light weight, thus reducing the load on the diffractometer arm and 
facilitating high-precision movements. Nevertheless it can not be ignored that it was 
ultimately the only technology available at the time. Collimating slits provide the 
means to adjust the detector’s angular acceptance, thereby controlling the reciprocal 
space resolution. However, as it is a point detector each measurement provides one 
single intensity measurement, so it is necessary to scan either the detector position or 
the sample orientation for a given set of detector angles in order to record meaningful 
diffraction features, including the background signal in so-called ‘rocking scans’. The 
development, in 1997, of a large area hybrid detector, the PILATUS (Pixel Apparatus 
for the Swiss Light Source) detector, at the Paul Scherrer Institute (PSI) in collaboration 
with the Spring8 synchrotron radiation facility, has overcome the limitations of the 
point detectors [25]. To date PILATUS has several variations and the detector used to 
measure diffracted intensities in this thesis is the PILATUS 100K detector. The 
PILATUS 100K is an X-ray single photon counting silicon hybrid-pixel detector with an 
energy range of 3-30 keV.  

At I07 the detector is mounted on the diffractometer ‘𝛿’ arm, refer to Figure 2.8, at the 
end of a flight tube typically at a distance 1 meter from the center of the diffractometer, 

with the detector center along the nu (𝜈)-rotation axis. The detector can, however, be 
shifted laterally both up/down and sideways using positioning screws on the detector 
holding bracket. 

2.2.2.6. Sample Alignment and Data Collection 

Sample alignment procedure involves several steps. Firstly the entire diffractometer is 
aligned such that its centre lies in the path of the incoming X-ray beam, which typically 
involves adjustment of the diffractometer’s lateral position, height and tilt. Once 
accomplished, the next step is to zero the detector and sample motors. The final step is 
the alignment of the sample surface, both the physical surface and crystallographic 
(orientation matrix, UB). The former involves aligning the surface normal along the 
axis of the diffractometer.  

Surface diffraction measurements are carried out at very small incident beam angles 
with respect to the sample surface, ideally below the critical angle for total external 
reflection (typically 1° or less). Such a grazing incidence angle is used so as to avoid too 
much background scattering from the bulk crystal.  
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In this thesis two types of scans have been used to collect data; namely rocking scans 
and l (or Rod) scans [26]. In a rocking scan the sample is rotated about its surface 
normal while scattered X-ray intensities are measured by orientating the sample and 
detector in the direction where the diffraction rod cuts the Ewald sphere to fulfil the  
(h, k, l) diffraction condition, diffracted intensity for a selected (h, k) are measured as a 
function of l. In the case of an l scans the detector is no longer fixed but rather moving 
through the range of l values, l start to l End and detector image of the intensity is taken; 
using an area detector the full range of the CTR’s intersection with the Ewald sphere 
can be captured, a visual depiction of this is shown in Figure 2.11. 

 

Figure 2.11: Representation of the Ewald sphere’s relation to the reciprocal lattice, also depicted are the 
Crystal Truncation Rods (CTRs) and Fraction Order Rods (FORs). Diffraction conditions are only 

satisfied at the edge of the Ewald sphere. 

2.2.3. Data Analysis 

The road from experimental data to a structural solution involves two major data 
analysis steps. In the first instance structure factor amplitudes are calculated by 
extracting measured intensity data from the PILATUS images collected during the 
experimental beamtime, and applying the appropriate correction factors. Analysis of 
the data proceeds by comparison of the corrected experimental structure factors with 
generated simulated SXRD data for a potential structural solution. The corrections 
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applied depend on the experimental geometry and the surface diffractometer used. 
Through iterative refinement of the geometry of this structure the best fit between 
experiment and theory may be reached. The latter of these steps is performed using 
ROD [27] a C-program written by Elias Vlieg for surface structure refinement on the 
basis of SXRD data. However, in the case of the former the use of 2D area X-ray 
detectors, in this particular case a PILATUS 100K area detector, for collecting scattered 
X-ray intensities as opposed to previous used point detectors has lead to many recent 
modifications in the procedure by which data is extracted and corrected. Consequently 
meaning the addition of important steps to the previously employed analysis 
procedure [28]. The first and most tasking of the data analysis steps is extracting 
meaningful X-ray intensity information from a detector image, indeed the main 
difficulty lies in correctly distinguishing between real signal and background noise. 
The rejection of surplus intensities measured by the area detector such as noise and 
Bragg peaks that passes close to the desired CTR depends very much on the selection 
of an appropriate ‘region of interest (ROI)’ containing the diffraction signal. Figure 2.12 
show an annotated PILATUS image with the CTR close to a bragg peak, in this case 
extra care must be taken; in choosing a ROI that encloses and contains the diffracted 
signal as tightly as possible without cutting into it and compromising intensity signal, 
and whilst tracking the CTR to ensure that only the intensity from the CTR is extracted 
as they overlap. The shape, position, and orientation of a diffracted signal as seen in 
the PILATUS image may change considerably within a single l scan [29]. 

 

Figure 2.12: An annotated PILATUS image of a CTR in the vicinity of a Bragg peak [29]. 

To date researchers have developed their own analysis routines and procedures to 
facilitate the extraction and analysis of intensity images recorded using pixel area 
detectors. These have typically been written in programs such as MATLAB® (The 
MathWorks Inc., Natick, Massachusetts, USA) and IGOR Pro (Wavemetrics, Lake 
Oswego, OR, USA). All the work presented within the framework of this study has 
used a macro for intensity extraction written by J. Treacy in IGOR Pro. This program 
converts the experimentally collected scattered X-ray intensities to structure factors by 
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integrating and applying the necessary corrections through facilitating ROI-based 
extraction of integrated intensities from the detector images including background 
subtraction.  

The background signal is accounted for and subtracted from the overall intensity of the 
CTR in this extraction macro by considering a background ROI surrounding the 
primary ROI as shown in Figure 2.13 from which the background component is 
calculated by considering the counts within the background ROI. Figure 2.14 shows 
stepwise the extraction a CTR from a series of PILATUS images, only images at key 
values in l along the CTR are displayed in this illustrative representation as in reality 
there may be hundreds of images (depending on the number of data points) taken per 
rod. 

Once the diffracted intensities have been extracted and integrated, it is necessary to 
apply several geometrical correction factors to the data convert the measured 
integrated intensities into Structure Factors before the data can be exported into ROD 
and any quantitative analysis begins. 

 𝐹!,!,! =   𝑆𝑐𝑎𝑙𝑖𝑛𝑔  𝐹𝑎𝑐𝑡𝑜𝑟  ×   𝐼!"#  ×
𝑃  𝐿  𝐶!"#  

𝐶!"#!  𝐶!"#$
   (2.41) 

 

Figure 2.13: PILATUS image of scattered X-ray intensity (top left) as seen in the Igor PRO extraction 
macro. (right) Highlighted is the primary ROI and background-ROI. 

𝐼!"#  describes the measured integrated intensity, 𝑃 is the polarisation factor, 𝐿 is the 

Lorentz factor, 𝐶!"#    the rod interception correction factor, 𝐶!"#!  determines the 

variation in the active sample area, and 𝐶!"#$ is the correction factor for the beam 
profile. The scaling factor is usually an arbitrary constant, of say 100, applied to all 
corrected intensity values in order to make the data more workable in the case where 
the corrected intensities take small or very close to zero values i.e. less than unity. All 
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these corrections are applied and accounted for within the extraction macro. The 
reader is referred to the paper by Vlieg [22] for a detailed derivation of the correction 
factors for a (2+3) diffractometer. 

 

Figure 2.14: The stepwise extraction of a CTR from a series of PILATUS images. Images at key locations 
in l only are shown (namely l= 20, 40, 60, 80, 100, 120 and 140). 

2.2.3.1. Experimental Errors and Uncertainties 

For a given calculated structure factor, the associated uncertainty arises from the 

statistical uncertainty due to errors coming from counting statistics, 𝜎!,!"#", and the 

systematic uncertainties, 𝜀. These errors have to be estimated for structure factors 
calculated both by directly integrating data acquired stationary mode measurements 
and by integrating cross-sectional images generated from a rocking scan. As given by 
Robinson [6] the statistical error for a linear background is: 

 𝜎!,!!"! =    𝐼!,! +
𝑁!,!
𝑁!,!

𝐼!,!  (2.42) 
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Where 𝐼!,! is the integrated measured intensity within the region of interest (ROI), 𝑁!,! 

is the number of data points (in pixel counts) in the ROI, 𝑁!,! is the number of data 

points used for background estimation (Background ROI) and 𝐼!,! is the integrated 
background intensity of these points.   

In order to minimise the associated experimental errors and improve the quality of a 

dataset {𝐼!!} symmetry equivalent reflections and repeat measurements of as many 
reflections as possible are often performed. The level of agreement between these 
symmetry equivalent reflections or repeat measurements is a measure of the systematic 
errors in the dataset arising from small misalignments, precision of motor positions, 

sampling over different areas of the surface, etc. the systemic error, 𝜀, is taken as a 
fixed proportion of the measured integrated intensity, typically this is in the region of 
10%. Often due to experimental time limitations or surface symmetry constraints the 
number of equivalent reflections sampled is too small for their standard deviation to be 
an accurate measure of the of the error, and so as proposed by Vlieg [6] the square sum 

of the weighted statistical error of the available equivalent reflections (𝑗!, 𝑗!,… , 𝑗!) , 

𝜎!,!"#",and the overall systematic error, 𝜀, is often used as a good estimation of the 

experimental uncertainty: 

 𝜎! =    𝜎!,!"#"! + 𝜀!
!
! (2.43) 

2.2.3.2. Structure Determination - ROD 

Once the data have been integrated, corrected and structure factors calculated the next 
step is to solve for a structural solution. However, as the structure factor is a Fourier 
transform of the spatial distribution of electron density, it is not possible to just simply 
determine the surface structure by calculating the inverse Fourier transform. This is as 
a result of the fact that during X-ray diffraction experiment only the intensity of the 
scattered wave is measured directly and thus the lack of the phase information makes 
it very difficult to recover the atomic-scale structure by direct inversion of the 
measured amplitudes, this is known as the ‘Phase Problem’. Despite this apparent lack 
of phase information, atomic structures are regularly solved using SXRD 
conventionally through a trial-and-error method. Determination proceeds with an 
educated ‘guess’ for a trial model from which simulated structure factors can be 
compared with the experimental data. Through refinement a model giving the best fit 
of experimental data with simulated data is pursued. Figure 2.15 shows a schematic of 
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the iterative optimisation of surface geometries to find and overall best fit between 
theory and experiment. 

 

Figure 2.15: Schematic of the optimisation of surface geometries to find and overall best fit between 
theory and experiment through the iterative refinement of different models. 

The ‘goodness’ of the fit is analysed in the model refinement software ROD using an 

optimisation of the structure model parameters using a 𝜒! least squares minimisation 
employing the Levenberg-Marquard algorithm [30]. It should be noted that the 

simulated SXRD data is generated within and by ROD. 𝜒!, or strictly speaking the 

normalized/reduced 𝜒!, is calculated for each model and is defined by: 
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 𝜒! =   
1
𝑁 − 𝑝

  Σ
𝐹!,!,!
!"# ! −    𝐹!,!,!!! !

𝜎!,!,!

!

 (2.44) 

Where 𝑁 is the number of measured structure factors, 𝑝 is the number of independent 

parameters optimized during the fitting process, 𝐹!,!,!
!"#  are the experimentally measured 

structure factors, 𝐹!,!,!!!  are the theoretically calculated structure factors, and 𝜎!,!,! 

corresponds to the experimental uncertainties i.e. associated with 𝐹!,!,!!! . 

A 𝜒! value ~1 is taken as an empirically validated indication of a good agreement 
between the experiment and simulated structure i.e. the ideal structure is taken as the 
one that minimises this measure of discrepancy, since the difference between 

experiment and simulated data should be equal to the error in the data 𝜎!,!,!. The 

agreement decreases with increasing 𝜒!  and a 𝜒!  of less than 1 suggests that the 
uncertainty in the experimental data has been over estimated. 

ROD uses a command-line interpreter for interactive work and in order to do a 
structure refinement various types of input files need to be read into the program. 
These are the data file (default extension .dat), the bulk model file (default extension 
.bul) and the fit model file (default extension .par). The format of these files must be 
ASCII and can be generated in any standard text editor.  

The data file contains the experimentally generated corrected data in a list including 
the diffraction indices (hkl), structure factors and the standard error on the structure 
factor.  An example of a data file is shown in Figure 2.16 and the file takes the 
following format: 

First line:  Comments e.g. filename 

Other lines: h k  l Fdata 𝜎 

The bulk model file contains information about the coordinates of the atoms in the bulk 
unit cell. The bulk model file takes the following structure: 

First line:  Comments e.g. filename  

Second line: a b c 𝛼 𝛽 𝛾  (lattice parameters) 

Other lines: A x y  z NDW 

A denotes the standard chemical symbol given for each element, (x, y, z) give the 
position of each atom and should be given in fractional coordinates, NDW is the serial 
number for the Debye-Waller for each respective atom, Figure 2.17 shows an example 
of a bulk file. 
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Figure 2.16: Example data file. 

The fit file contains a trial model, which is to be used in the refinement. The fit model 
file takes the following format: 

First line:  Comments e.g. filename 

Second line: a b c 𝛼 𝛽 𝛾  (lattice parameters) 

Other lines: 

A   xBulk   Cx1    Nδ   Cx2   Nδ   yBulk   Cy1    Nδ   Cy2   Nδ   zBulk   Nδ   NDW1   NDW2   Nocc 

Where C represents a set of constants giving the magnitude of the displacement, Nδ are 
serial numbers of displacement parameters, NDW1 is the serial number of the in-plane 
Debye-Waller parameter, NDW2 is the serial number of the out-of-plane Debye-Waller 
parameter and Nocc is the serial number of the occupancy parameter. Figure 2.18 shows 
an example fit file from which a model structure maybe generated. 
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Figure 2.17: Example bulk file. 

 

Figure 2.18: Example fit file. 

When performing a structure refinement, ROD cyclically optimises individually the 
values of all variable parameters including position, vibrational amplitude (Debye-
Waller factor) and occupancy of each of the surface atoms in the trial model. The cyclic 
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refinement of the structure is stopped when a physically reasonable structure with 𝜒! 
value as close as possible to 1 is achieved.  

2.2.3.4. Error Calculation – Derived Parameters 

For the Levenberg-Marquardt least squares minimisation employed in ROD there are 
two ways in which errors are estimated for the individual fitting parameters. The first 
of which is the covariance matrix. However this does take into account the correlation 
between parameters and derives an error corresponding to an increase in the non-
normalised χ2 of 1. If the normalised χ2 value is larger than 1, the errors is be multiplied 
by the square root of the normalised χ2 (the same is true when this value is smaller 
than 1). The second method used to estimate the errors in ROD is to find the true 
increase in χ2 by doing full fits with all parameters free except the one for which the 
error is being estimated for, this is then repeated for all free parameters in a fit.  

Table 2.2: Common functions and their derivatives used to calculate to bond length errors 

𝑓(𝑎) 𝑓′(𝑎)  

𝑎 = 𝑏 + 𝑐 

𝛿 𝑎 = 𝛿𝑏 ! + 𝛿𝑏 ! (2.45) 

𝑎 = 𝑏 − 𝑐 

𝑎 = 𝜆𝑏𝑐 
𝛿𝑎
𝑎

!

= 𝜆
𝛿𝑏
𝑏

!

+
𝛿𝑐
𝑐

!

 (2.46) 

𝑎 = 𝜆
𝑏
𝑐

 

𝑎 = 𝜆𝑏! 𝛿 𝑎 = 𝜇𝜆𝑏!!!𝛿𝑏 (2.47) 

Often the surface structure solution is expressed as the displacement in (𝑥, 𝑦, 𝑧) of each 
atom from the associated bulk lattice position. As mentioned above the atomic 
coordinate errors are deduced from the individual displacement parameter errors 
deduced from ROD, however when considering the errors in atomic bond lengths 
extra care needs to be taken.  The bond length is often the best indication of the nature 
of adsorbed species and so is of critical importance. Below, the methodology for 
determining bond length errors is outlined, it is assumed the errors of the individual 
atomic coordinates is known and follows standard error propagation. Error 
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propagation is the means by which the uncertainty in a calculated result is determined, 
since all measurements have an uncertainty, and thus the results of calculations made 
using these measurements must also have an uncertainty; Table 2.2 outlines the 
mathematical functions and their derivatives used in bond length error calculation.  

Let 𝑟(𝐴 − 𝐵)  be the distance (bond length) between two atoms located at points 

𝐴 = (𝑥!, 𝑦!, 𝑧!) and 𝐵 = (𝑥!, 𝑦!, 𝑧!) defined relative to a common origin, and let the 

associated error in atomic coordinates in 𝐴 and 𝐵 be represented by (𝛿𝑥!, 𝛿𝑦!, 𝛿𝑧!) and 

(𝛿𝑥!, 𝛿𝑦!, 𝛿𝑧!) respectively. 𝑟 𝐴 − 𝐵  can be thus calculated from: 

 𝑟 𝐴 − 𝐵 = 𝑥! − 𝑥! ! + 𝑦! − 𝑦! ! + 𝑧! − 𝑧! ! (2.48) 

Using the standard error propagation formula, Equation 2.45, the atomic displacement 

error for each axis is given as (example 𝑥! − 𝑥! ): 

 𝛿 𝑥! − 𝑥! = 𝛿𝑥! ! + 𝛿𝑥! ! (2.49) 

Thus calculating using 𝛿 𝑥! − 𝑥! ! Equation 2.47: 

 𝛿 𝑥! − 𝑥! ! = 2 𝑥! − 𝑥! 𝛿𝑥! ! + 𝛿𝑥! ! (2.50) 

Similar expressions can be written for 𝑦 and 𝑧 axes, and thus the overall expression for 

the bond length error, 𝛿𝑟 𝐴 − 𝐵 , is written as:  

 𝛿𝑟(𝐴 − 𝐵) =
1

2 ∙ 𝑟(𝐴 − 𝐵)
×

4 𝑥! − 𝑥! ! 𝛿𝑥! ! + 𝛿𝑥! ! +
4 𝑦! − 𝑦! ! 𝛿𝑦! ! + 𝛿𝑦! ! +
4 𝑧! − 𝑧! ! 𝛿𝑧! ! + 𝛿𝑧! !

 (2.51) 
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2.3. UHV Techniques and Instrumentation 

A number of UHV dependent experimental techniques were employed to achieve the 
objectives of this thesis. In the following sections the theoretical background, 
experimental practicalities and instrumentation are discussed. The UHV systems that 
house the instrumentation needed for such techniques are also described alongside an 
introduction into why a UHV environment is needed. 

2.3.1. UHV Systems 

A key requirement for studying atomically clean surfaces and for such surfaces to be 
maintained in a contamination-free state throughout the duration of the experiment is 
an Ultra High Vacuum (UHV) environment, this is commonly defined as a pressure of 
1 × 10-9 mbar or lower [8]. The following calculation demonstrates why such low 
pressures are necessary. The concentration of atoms on the surface of a solid material is 

typically on the order of 1 × 1015 cm-2. To keep the surface ‘clean’ for say, 1 hour (3600 
s), the flux of molecules, assuming a unity sticking coefficient, incident on the initially 

clean surface resulting in monolayer coverage must naturally be less than 1 × 1012 

molecules/cm2/sec. From the kinetic theory of gases, the flux, 𝐹, of molecules incident 

on a surface of unit area at ambient pressure, 𝑃, is given by: 

 𝐹 =
𝑁!𝑃
2𝜋𝑀𝑅𝑇

= 3.51  ×  10!!
𝑃
𝑀𝑇

  𝑎𝑡𝑜𝑚𝑠/𝑐𝑚! ∙ 𝑠𝑒𝑐 (2.52) 

where 𝑁! is Avogadro’s number, 𝑇 is the temperature and 𝑀 is the average molecular 
weight. Taking the example of H2O, a common constituent in vacuum systems at low 

pressures [31], then 𝑀 = 18  𝑔/𝑚𝑜𝑙𝑒 at room temperature, 𝑇 = 273  𝐾, and assuming a 
sticking coefficient of unity the pressure required to maintain a clean surface for about 

1 hour is 𝑃 = 2  ×  10!! mbar. So at 𝑃 = 2  ×  10!! it takes 1 hour to have monolayer 
coverage of H2O on a 1 cm2 surface. Although an approximation and for one specific 
case, such an estimate nevertheless demonstrates the need for UHV conditions in order 
to ensure that the time required for contaminant build-up on the clean sample surface 
is substantially greater than that required to conduct the experiment i.e. of the order of 
hours. The need for very good vacuum conditions in order to carry out reliable surface 
science experiments is clearly evident, in the following pages the vacuum systems used 
as part of this study are described and discussed in some detail. 



Chapter 2 – Experimental Techniques: Principles, Theory and Practice 
 

 

-56- 

Primarily two UHV systems have been used i.e. an Omicron UHV low temperature 
STM located in the Photon Science Institute (PSI), University of Manchester to collect 
the STM data found in chapter 6 and the VG Microtech Multilab with RHK variable 
temperature combined UHV STM/AFM located in the Williamson Research Centre, 
School of Earth and Atmospheric Sciences at the University of Manchester, to prepare 
the Cr2O3 crystals prior to SXRD experimentation at the synchrotron forming the basis 
of Chapter 4 and to collect the LEED and AES data presented in chapter 6.  

Each of these two vacuum systems consists of a sample preparation chamber and STM 
chamber separated by a manual gate valve. In each system the isolation of the two 
chambers from each other by gate valve permits the higher pressures required for 
sample preparation in the preparation chamber without contaminating the STM 
chamber. A load-lock pumped by a turbo-molecular pump is found on both systems, 
facilitating for the introduction of samples into the UHV system without the need to 
break vacuum.  

Following a bake out, typically at ~120°C for approximately 2-3 days, base pressures in 
the low 10-10 mbar regime are routinely obtained for both chambers. Baking the 
chambers permits for the removal of residual gas molecules that are adsorbed on the 
inner surfaces walls of the chamber preventing UHV pressure; these are 
predominantly H2, CO2 and H2O. 

2.3.1.1. Omicron UHV low temperature STM  

Figure 2.19 shows a schematic view of the Omicron UHV low temperature STM 
vacuum system described below. The pressure in the chamber is monitored through a 
hot cathode ion gauge located in the center of the preparation chamber. The 
preparation chamber is equipped with an ion gun connected to an argon cylinder 
(scientific grade – 99.9999% purity) for samples to be sputtered by argon ion 
bombardment; samples are annealed by means of an electron beam filament heater. An 
ion gauge allows for the pressure to be monitored at all times. The STM side of the 
UHV chamber houses an Omicron low temperature STM capable of operation at 
sample temperatures ranging from room temperature down to 5 K (liquid helium 
temperature). However, all STM data presented here has been collected at room 
temperature. Precision leak valves on both sides of the chamber; namely preparation 
(for ex situ dosing) and STM (for in situ dosing), allow for the introduction of gases or 
liquid vapour through an inlet manifold.  
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The piezotube and thus STM tip are controlled by a commercial software program 
called Scala, which is integrated with a Matrix STM control unit from the Omicron. 

Samples are mounted onto Omicron tantalum sample plates, Figure 2.20, and held in 
place with spot welded 0.15 mm thick tantalum strips. Samples with maximum 
dimensions of 10 × 10 mm2 maybe mounted using this configuration. The plates are 
introduced via the load lock and placed on the heating stage manipulator. The 
manipulator allows lateral movement of the sample plate into the main preparation 
chamber. When mounted on the heating stage the sample plate may be heated by way 
of electron bombardment. The sample temperature during annealing cycles is 
monitored using a hand held optical IMPAC IGA 8 Pro pyrometer (LumaSense 
Technologies, Germany). A long magnetic transfer arm allows location of the sample 
within the preparation chamber, and transfer into the STM chamber. Sample plates are 
transferred between the transfer arm and STM stage with a pincer-grip ‘wobble’ stick. 

Vacuum is maintained using a combination of pumps. The load lock and preparation 
chambers are pumped using a BOC Edwards EXT 255 H 250 l/s turbo-molecular pump 
backed by a BOC Edwards XDS 35i rotary/scroll pump. The turbo-molecular pump 
rapidly and easily handles the removal of a significant volume of gas from the system 
encountered when bringing the system down from atmospheric pressure and during 
high outgassing operations such as ion sputtering and annealing, and will bring the 
pressure down to ~10−8 mbar region. The preparation and STM chambers are 
maintained at UHV pressure by means of two 320 l/s ion pumps (one for the 
preparation chamber and one for STM chamber) and a titanium sublimation pump 
(TSP). During STM imaging vibration is minimised by employing only the ion pumps 
to maintain UHV pressures, all other sources of vibrational noise, namely turbo 
molecular pumps, backing pumps and cooling fans must be switched off in order to 
achieve atomic resolution imaging.  
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Figure 2.19: Schematic and photograph of the Omicron UHV low temperature STM 
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Figure 2.20: Illustration of the sample mount used in the Omicron Low Temperature STM. 

2.3.1.2. VG Microtech Multilab with RHK Variable Temperature 
combined STM/AFM 

The VG Microtech Multilab is a modular surface analysis instrument; the system 
consists of four main chambers, the preparation and analysis chamber, the load lock or 
fast entry air lock (FEAL) chamber, the RHK variable temperature combined UHV 300 
VT STM/AFM and the sample-parking chamber connecting the other three chambers 
with gate valves to the FEAL and STM/AFM chambers. A schematic of the VG 
Mictrotech Multilab system is shown in Figure 2.21. 

The sample preparation and analysis chamber is configured with an argon source for 
cleaning samples by argon ion bombardment; a quadropole mass spectrometer is used 
to check the purity of the argon used for sputtering as well as for leak checking the 
chamber using helium gas detection. Sample annealing is performed using an electron 
beam filament heater mounted on the manipulator stage. The chamber is also 
equipped with a reverse view LEED optics and hemispherical electron analyser for 
AES measurements. Several high precision leak valves are available for gas dosing. 

The STM/AFM chamber is equipped with an RHK variable temperature combined 
UHV 300 VT STM/AFM capable of operation at sample temperatures ranging from 
100 K up to 500 K. The STM scan head is based on the ‘‘Walker type’’ design [32, 33]. 
For a detailed description of the RHK UHV 300 VT STM/AFM the reader is referred to 
the user operating manual [34]. A sublimation system attached to the STM chamber 
allows the introduction of gas or vapor for insitu dosing via a high precision leak valve.  
The microscope is controlled by SPM 1000 electronics that are card interfaced to a data-
acquisition computer, running RHK‘s data processing software SPM 32.  
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The entire UHV chamber is suspended on a Newport optical table with four Newport 
I-2000 High Performance Laminar Flow Isolators (air legs) providing pneumatic low 
frequency vibration isolation in the vertical direction combined with pendulum 
isolation in the horizontal plane. Viton loops supporting the STM stage coupled with 
the mass of the STM stage provides isolation against high frequency vibrations that 
maybe transmitted through the chamber. 

Samples are mounted on an RHK sample carrier, consisting of a double grooved 
copper body and a helical molybdenum top ramp, each ramp has a height of 0.75 mm 
and covers an angle of 120°. An annotated schematic of the RHK sample carrier is 
shown in Figure 2.22. Disc type samples with a maximum diameter of 10 mm maybe 
mounted in between two sapphire washers and held in position by three leaf spring 
clips screwed into the ramps; other shaped samples maybe mounted so long as they fit 
within the 10 mm diameter sample opening. A tungsten filament (0.25 mm diameter 
wire) heater located on the manipulator stage underneath the sample holder is used to 
anneal samples by electron bombardment, temperatures in excess of 1273 K can be 
achieved; a built-in thermocouple allows measurement of the sample temperature. 

For insitu sample transfer a wobble stick with a fork end is used to manipulate the 
sample holder. When transferring the sample holder the fork is inserted into the top 
groove of the sample holder body to manipulate them and permit exchange between 
various locations, the bottom groove is used by the fork on the long transfer arm fork 
or the sample stage fork. Sample transfer between chambers is achieved via the long 
magnetic transfer arm with a transfer fork at the end; the transfer folk holds the sample 
holder in place throughout the transfer procedure. 

The preparation and analysis chamber and FEAL are pumped by a BOC Edwards EXT 
250 H 250 l/s turbo pump, backed by a rotary pump. The sample-parking chamber is 
connected directly to the preparation and analysis chamber and so therefore also 
pumped by the same turbo pump. A 320 l/s ion pump and a titanium sublimation 
pump (TSP) pump the STM/AFM chamber. During sample transfer in and out of the 
UHV system the gate valve separating the preparation, analysis chamber and the 
sample-parking chamber from the STM/AFM chamber is opened so that the ion pump 
and TSP pump all three chambers. 
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Figure 2.21: Schematic and photograph of the VG Microtech Multilab UHV System. 

A series of gauges are used in combination to monitor the pressure taking into careful 
consideration the pressure limits to which each can accurately measure. For the higher 
pressures found in the load lock a Penning gauge (Edwards Active Gauage) is used 
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allowing measurements from 10−2 down to ∼10−7 mbar, and a Pirani gauge monitors 

the backing pressure from atmosphere (1013.25 mbar) to ∼10−3 mbar. At lower gas 
pressures two hot cathode ion gauges, one for the preparation chamber and the other 
for the STM chamber, serve as a means of monitoring the pressure allowing accurate 
measurements down to 10−11 mbar. 

 

Figure 2.22: Schematic of the RHK sample Holder. Reproduced from [35]. 

Leak checking of the chamber is done with the mass spectrometer set to leak detection 
mode. Helium gas is sprayed around the flanges and areas that are suspected to be the 
cause of the leak. If any leaks are detected in the chamber or manifold the suspected 
flange is tightened or replaced to ensure a leak tight seal.  

2.3.2. Scanning Probe Microscopy (SPM) 

The invention of the scanning tunneling microscope (STM) by Binnig and Rohrer in 
1981 [36, 37] revolutionised the fields of surface science and nanotechnology [38] 
triggering the development of many of today’s scanning probe microscopy (SPM) 
techniques [39]. All scanning probe microscopes are designed on the principle that a 
sensor (probe) is raster scanned across a substrate surface by means of a piezoelectric 
translator coupled with a highly sensitive feedback system, while a certain signal of 
interest is recorded by the probe for every single image point, thus providing atomic 
scale (nm) detail of the substrate surface.  
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Although a large number of scanning probe microscopy techniques utilising various 
signal generation mechanisms have recently emerged, scanning tunneling microscopy 
and atomic force microscopy have been the most widely adopted of the scanning probe 
microscopy ‘family’ of techniques in the field of surface science, opening up many new 
areas of science and engineering at the atomic and molecular level. 

All the SPM raw data displayed in this thesis has been analysed and processed using 
WSxM©  (Windows Scanning x = Force, Tunneling, Near Optical, ... Microscope), a 
freeware Windows application from Nanotec Electronica for Scanning Probe 
Microscopy data acquisition and processing [40]. 

2.3.2.1. Scanning Tunneling Microscopy (STM) 

STM revolves around the phenomena of quantum tunneling. When an atomically 
sharp metal tip (probe) is moved to within a few Angstroms (Å) of the surface of a 
conducting or semi-conducting substrate, and a small potential difference (bias), of the 
order of a few millivolts, is applied between the tip and sample a current of the order 
of a few nanoamperes is generated by the quantum mechanical tunneling of electrons 
between the two ‘electrodes’ i.e. tip and surface. The resultant tunneling current, which 
is a function of the tip-surface separation, is measured as the tip is raster scanned over 
the surface with the help of a piezoelectric scanner. The direction of the electron flow 
depends on whether a positive or negative bias is applied to the sample or tip. The 
tunneling current between the conductive sample and the tip is measured as a function 
of the distance traveled in the x and y directions, building up a topography map of the 
surface, or more accurately a contour plot of the local density of states near the Fermi 
level (LDOSEF). With precision and refinement this technique is able to image with 
atomic resolution, as first demonstrated by Binnig et al. on the 7×7 reconstruction of the 
Si (111) surface [41]. Figure 2.23 depicts schematically the working principles of STM. 



Chapter 2 – Experimental Techniques: Principles, Theory and Practice 
 

 

-64- 

 

Figure 2.23: Block diagram highlighting the key elements of an STM System 

2.3.2.2. Theoretical consideration 

In its simplest form the vacuum gap between the tip and the sample surface can be 
modeled as a one-dimensional energy barrier [37].  Classical mechanics stipulates that 
a particle (electron) with energy less than the barrier height cannot cross the barrier. 
However in a quantum mechanical treatment, due to wave particle duality, the particle 
exists as a continuous wave function decaying exponentially across the energy barrier 
whose amplitude squared describes the probability of the particle being located at a 
given position at a given time, and therefore there is a finite probability of the particle 
tunneling through the barrier. This phenomenon is known as the quantum mechanical 
tunneling effect. Figure 2.24 shows an energy level diagram of a tunneling junction 
illustrating what happens when a voltage is applied between two metal electrodes 
separated by a very small distance. Electrons flow from occupied states on the negative 
electrode to unoccupied states on the positive electrode across the vacuum gap. At low 

voltage and low temperature under a simple model the tunneling current, 𝐼! across a 

tunneling barrier width 𝑑 (tip-sample separation distance) is given by [42]: 

 𝐼! ∝ 𝑉!𝑒𝑥𝑝(−2
2𝑚!Φ
ℎ

𝑑) (2.53) 
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where  𝑉! is the applied voltage, 𝑚! is the mass of an electron, ℎ is Planck’s constant 

and Φ is the average work function of the tip and surface. 

From Equation 2.53 it can be seen that the tunneling current has an exponential 

dependency on the tip-sample separation distance 𝑑. For a given work function in the 
range of a few eV variations of the separation by 0.1 nm changes the tunneling current 
by a factor of approximately 10. This exponential current-distance relationship is the 
origin of STM’s atomic scale sensitivity to surface topography [36, 37]. 

 

 

Figure 2.24: Energy Level diagram of a quantum mechanical tunneling junction. Reproduced from [43] 

2.3.2.3. Experimental apparatus  

STM measurements for this work were undertaken using an Omicron UHV low 
temperature STM, the ultra high vacuum system housing the microscope has been 
described in section 2.3.1. In the following sections the relevant experimental aspects of 
STM are discussed. 

2.3.2.4. STM modes of operation 

There are two ways of operating an STM, constant current mode and constant height 
mode [43]. In constant current mode, the mode of operation employed for this work, a 
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feedback circuit is used to constantly readjust the tip-surface separation such that the 
tunnelling current is kept constant and the voltage applied to the z-piezo is recorded.  
In this mode, the STM image is a representation of z-voltage applied to the tube 
scanner with surface coordinates (xi, yi). However if the displacement of the 
piezoelectric crystal is known for a given change in the bias voltage, then the STM 
image may then be plotted such that it represents the tip displacement, zi as a function 
of the surface coordinates (xi, yi), and thus a representation of the surface topography. 
The vertical displacement of the tip corresponds to a change in the surface height or at 
the atomic level, change in the local density of states. In this mode of operation the scan 
speed needs to be kept relatively slow to enable the feedback system to respond to 
changes in height. 

In constant height mode, the potential between the tip and surface is kept constant and 
the varying tunnelling current with lateral position (xi, yi) is recorded. Whilst fast 
scanning, which is favorable in order to limit thermal drift in high resolution imaging, 
is possible, this method is best suited to atomically flat surfaces as otherwise there is a 
very high probability of destroying the tip and/or the sample surface (a ‘tip crash’). 
Figure 2.25 shows a schematic of both constant current and constant height STM 
modes, indicating the evolution of tunnelling current and z-piezo displacement as the 
tip is rastered along the surface for each mode of operation. 

 

Figure 2.25: Schematic of both constant current (left) and constant height (right) modes of operation. 
The evolution of tunnelling current and z-piezo displacement for each mode of operation as the tip is 

rasterd along a solid surface. 
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2.3.2.5. Vibrational damping 

The required isolation/decoupling from external vibrations, necessary for high 
resolution imaging, of an STM whilst scanning is achieved by the combination of a 
structurally rigid instrument and an effective vibration isolation system. The former is 
achieved by keeping the resonance frequency of the STM instrumentation as low as 
possible, such that other vibrations are so far above resonance that they couple very 
little. Vibration isolation systems are used to dampen low frequency noise and high 
amplitude shock vibrations, typically by mounting the entire UHV chamber on a 
vibration isolation mechanism, such as an air support table, and suspending the STM 
from the chamber using metal springs with eddy current dampers (consisting of 
copper elements and permanent magnets). Also as a final good measure ideally the 
instrument should located in a part of the building known to have the lowest structural 
vibrations such as the basement floor [39]. 

2.3.2.6. Piezo-electric materials and scanner 

To generate STM images it is necessary to scan the tip back and forth across the surface 
with angstrom scale precision and repeatability. This three-dimensional motion is 
achieved by using piezoelectric drives typically a tripod scanner [37] (consisting of 
three piezoelectric bars perpendicular to each other), a tube scanner [44] or a bimorph 
made up of piezoelectric materials. Piezo-electric materials are certain crystals and 
ceramics that change dimensions in response to an applied voltage and conversely, 
they develop an electrical potential in response to mechanical pressure. This effect was 
first demonstrated in 1880 by Pierre and Jacques Curie and is known as the 
piezoelectric effect [45].  

The STM used for this study employs a piezo-electric tube scanner; Figure 2.26 shows a 
schematic diagram of a tube scanner. A piezo-electric tube scanner consists of a thin 
walled tube made of lead zirconate titanate, PZT [44].  

Electrodes are applied to the internal, for out of plane (z) motion, and external faces of 
the tube facilitating in plane (x and y) motion, with the external electrodes sectioning 
the outside of the tube into four equal areas parallel to the axis of the tube. By applying 
a bias to the inner electrode the tube extends or contracts, and if a bias is applied to 
only one of the outer quadrants the tube will bend. 
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Figure 2.26: Diagram of a piezo-electric tube scanner 

2.3.2.7. STM Tip fabrication  

The tip (probe) used for STM experiments should be chemically stable and ideally have 
a single atom centred at its apex, so that it is atomically sharp [46]. However, in 
practice the tip needs to be sharp enough to generate an image that has atomic 
resolution fairly effortlessly. For these reasons alloys of Platinum-Iridium (typically 
80% Pt - 20% Ir) or Tungsten are frequently used for the fabrication of STM tips. A 
number of techniques for tip preparation have been reported [39]; of which, two 
techniques are particularly popular amongst STM users. The first technique is 
mechanical sharpening by cutting the Platinum-Iridium alloy wire at an oblique angle 
with a sharp wire cutter [39, 47]. The second technique is to chemically etch Tungsten 
wire using a chemical agent, typically sodium hydroxide (NaOH) [48, 49] or potassium 
hydroxide (KOH) [46]. Figure 2.27 shows SEM Images of an STM tip sharpened by 
(left) mechanical sharpening and (right) chemical etching. 

 

Figure 2.27: SEM images of an STM tip sharpened by mechanical sharpening (left) and chemical 
etching (right).  
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The STM tips used for this study are made through the electrochemical etching of a 
0.25mm diameter tungsten wire (99.95% purity, purchased from Goodfellow 
Cambridge Ltd.) in 1 Molar sodium hydroxide (NaOH).  

Figure 2.28 shows a schematic of the electrochemical etching cell used to etch the 
tungsten wire (anode) in NaOH solution to form a chemically etched STM tip, with an 
applied dc voltage between the cathode and anode that drives the etching process. A 
5mm diameter gold ring placed around the anode serves as the cathode. Also depicted 
is the "flow" of the tungstate anion down the sides of wire in solution and the 
subsequent in flow of fresh electrolyte containing OH− ions. Etching occurs at the air-
electrolyte interface where a neck is formed and the immersed portion of the wire 
eventually drops off when the weight of the submerged region of the wire exceeds the 
tensile strength of the etched part leaving a sharp tip. The oxide layer coating the tip 
(WO3), as a result of exposure to air, is immediately washed off with distilled water, 
and the tip quality is assessed using an optical microscope.  To ensure the removal of 
any absorbates/contaminants that maybe present on the tip, it is often best practice 
that the tip is degassed by annealing in vacuum prior to use [47]. 

 

 

Figure 2.28: Schematic diagram of the electrochemical tip etching apparatus. 
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2.3.3. Low Energy Electron Diffraction (LEED) 

Since the discovery, in 1927, by Davisson and Germer [50] that the elastic scattering of 
low energy electrons incident on a well ordered single crystal surface leads to distinct 
diffraction spots and  the subsequent developments in vacuum technology, low energy 
electron diffraction (LEED) has become very important in elucidating single crystal 
surface structure and one of the standard techniques of modern surface 
crystallography. For a comprehensive treatment of the practical and theoretical aspects 
of LEED the reader is refereed to the excellent text by Clarke [51]. 

In LEED, a monochromatic electron beam of low energy (typically in the range of 20-
500 eV) incident normal to a single crystal surface is back-scattered, and diffraction can 
be detected if the surface is sufficiently well ordered. The diffracted beams travel 
through a number of energy filtering grids to remove any inelastically scattered 
(secondary) electrons and form a pattern on a fluorescent screen whose symmetry 
reflects that of the underlying surface structure [51]. Figure 2.29 shows a typical LEED 
pattern acquired from TiO2(110) surface at 100 eV following sample preparation in 
UHV. 

 

Figure 2.29: Typically LEED Pattern acquired from TiO2(110) at 100 eV 

Through the principle of wave-particle duality, a beam of electrons incident normal to 
a substrate surface may be regarded as a succession of electron waves, which may be 
scattered by regions of highly localised electron density, namely the surface atoms. The 
wavelength of the electrons is given by the de Broglie relationship [52]: 
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 𝜆  (Å) = ℎ 𝑝 (2.54) 

where ℎ is Planck’s constant (= 6.62×10!!"J ∙ s) and 𝑝 is the electron momentum given 
by: 

 𝑝 = 𝑚!𝑣 = 2𝑚𝑒 ∙ 𝑉
!
! = (2𝑚𝐸!"#)

!
! (2.55) 

𝑚! is the electron mass, 𝑣 is the velocity, 𝑒 is the electronic charge, 𝑉 is the acceleration 

voltage and 𝐸!"# is the kinetic energy of the electron. Substituting Equation 2.55 into 
Equation 2.54 yields a wavelength: 

 𝜆  (Å) = (150.1 𝐸!"#)
!
! (2.56) 

Therefore for energies in range of 20 to 500 eV electrons will have de Broglie 

wavelengths of between 2.7 Å and 0.55 Å, which is comparable to the interatomic 
spacing of many crystalline materials. This coupled with the fact that low energy 

electrons have a very small inelastic mean free path, 𝜆! (the average distance traversed 

by an electron with kinetic energy 𝐸!"# in a solid matrix before it loses all or part of its 
energy due to inelastic collisions) of the order of a few Angstroms (typically less than 

10 Å), electrons at this range of energies sample only the topmost atomic layers, 
renders the technique an excellent probe for the study of surface geometries [53]. 

LEED can be used to gather both quantitative and qualitative information for surface 
structure determination. Qualitative LEED involves the analysis of the spot positions, 
quality and sharpness can yield information on two dimensional surface lattice 
parameters and a means of qualitatively characterizing surface ordering. In 
quantitative LEED information about the position of the surface atoms is hidden in the 
energy dependence of the diffraction spot intensities, so-called I-V curves which, by 
comparison with theoretical curves much like SXRD structure determination, may 
provide accurate information on atomic positions within the surface by trial and error 
[43, 51]. 

2.3.3.1. Instrumentation 

LEED data acquired as part of this thesis were collected using a VG Microtech Reverse 
View LEED optics with a four grid mesh assembly, employing a model 8011 power 
supply and controller. The mesh assembly consists of four hemispherical concentric 
grids and a spherical phosphor coated sector glass screen. The electron gun is located 
inside the gun mounting tube, which runs through the centre of the screen and meshes. 
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A mu-metal cylinder hood, that provides shielding from stray magnetic fields and 
electrons, surrounds the LEED optics and electron gun assembly. Images of the LEED 
pattern were recorded using a digital camera. 

Conventional LEED optics are either ‘front’ or ‘rear’ view, although most modern 
LEED optic set-ups are of the ‘rear’ view type [43].  Figure 2.30 shows a schematic of a 
LEED optics. The optics assembly typically consists of two to four concentric grids and 
a fluorescent phosphor coated screen. In a four-grid assembly the first grid (nearest to 
the sample) is connected to the earth ground, as is the sample, to provide a field free 
region between this grid and the sample minimising electrostatic deflection of 
diffracted electrons. The next two grids, ‘suppressor grids’, are held at negative 
potentials, and act to filter out inelastically scattered electrons and only allow 
elastically (or near) scattered electrons to pass through to the screen. These two 
suppressor grids are usually connected together by an internal link and behave as one 
mesh.  The fourth grid is earthed to reduce field penetration to the suppressor grids 
from the screen, which is held at a high voltage (on the order of a few kV) so as to 
accelerate the elastically scattered electrons onto the screen [51].  

 

 
Figure 2.30: Schematic of a four-grid rear view LEED optics system. 
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2.3.4. Auger Electron Spectroscopy (AES) 

Auger Electron Spectroscopy is a surface sensitive characterisation technique utilising 
the emission of low energy electrons to render information on the elemental (chemical) 
composition of approximately the top five atomic layers or so of a solid surface, 
depending upon the material and ionizing energy [54]. Underlying this spectroscopic 
technique is the Auger effect, first observed in 1925 by Pierre Auger [55], involving the 
inter and intrastate transitions of electrons in an excited atom. However the 
practicalities of the technique as known today were first described by Lender [56] in 
1953. Figure 2.31 (top) illustrates sequentially the steps involved in the Auger process 
and (bottom) Illustrates the same using spectroscopic notation.  

If a solid surface is irradiated by an electron beam (or X-ray) of sufficient energy 
typically in the range of 0.5 to 5 keV (however an initial ionisation energy of 3 keV is 
often used as this allows for comparison with published reference data [57] under 
UHV conditions) a core level electron is ejected from the inner shell of the surface 
atoms and an electron will drop from a higher energy level to fill this vacancy. The 
excess energy released in the transition is either emitted as an X-ray photon 
(fluorescence) or secondary Auger electron; this process is known as the Auger effect.  

This ejected secondary electron has a characteristic kinetic energy; 𝐸!"# , given by 
Equation 2.57 below, which forms a small peak in the total energy distribution function 
N (E).  

 𝐸!"# 𝐾𝐿!𝐿!" = 𝐸! − 𝐸!! − 𝐸!!" − 𝜑 (2.57) 

The resultant kinetic energy is a function of atomic energy levels only and given that 
no two elements have the same set of atomic binding energies, analysis of the Auger 
energies provides a precise means of determining elemental composition. It is apparent 
that two energy states and three electrons must take part in an Auger process; 
therefore, hydrogen (H) and helium (He) atoms cannot give rise to Auger electrons. It is 
important to note that Auger peaks are overwhelmed by a large background of 
inelastically scattered electrons, and so it is common to plot the derivative of the Auger 
spectrum, dN (E)/dE vs. E, as opposed to N (E) vs. E. 
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Figure 2.31: The Auger process. (top) Illustrates sequentially the steps involved in an Auger process. An 
incident electron (or photon) creates a core hole in the 1s level – Step 1. An electron from the 2s level 
fills in the 1s hole – Step 2, and the transition energy is imparted to a 2p electron which is emitted – 
Step 3. The final atomic state thus has two holes, one in the 2s orbital and the other in the 2p orbital. 

(bottom) Energy level diagram of the Auger process using spectroscopic notation. 

The concentration of each element present can be estimated from the intensity of the 
Auger peaks, where the intensity is taken as the difference between the positive and 
negative peaks of the Auger double peak. Much like LEED the surface sensitivity of 
this technique arises from the short mean free path of the emitted Auger electrons [43].  
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2.3.4.1. Instrumentation 

The standard equipment for AES consists of an electron gun and a combined detector 
and analyser system under UHV. The sample is irradiated with a focused electron 
beam from an electron gun. The secondary electrons emitted as result of the Auger 
process are transmitted through a set of electrostatic lenses to the analyser, typically a 
cylindrical mirror [59] or concentric hemispherical analyser [53] (CMA and CHA 
respectively). The analyser acts as a narrow band pass filter; passing only those 
electrons with a specific energy.  

The AES system used for this study is housed in/forms parts of the RHK variable 
temperature combined STM/AFM UHV system described in section 2.3.2, which is 
maintained at a base pressure of approximately 1×10-10 mbar. The analyser used is a 
Thermo VG Microtech VG100AX CHA with a 100 mm (mean radius) surrounded in a 
Mu-metal housing. The analyser consists of thee main parts; two lenses in 3:1 
magnification mode for AES, an analyser typically operated in constant retard ratio 
(CRR) energy analysing mode and a single channeltron detector. The electrons enter 
and exit the analyser through 4 mm wide slits. Figure 2.32 shows a schematic of a 
Hemispherical Analyser. Spectroscopy data is collected using the VGX900IC 
acquisition and processing software package. 

 

Figure 2.32: Schematic of a hemispherical analyser. 
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2.4. Non-UHV Techniques and Instrumentation 

Several in air surface characterisation techniques, namely Atomic Force Microscopy 
and Contact Angle Goniometry, were employed to collect data for this thesis. Their 
theoretical and experimental background are described in the following sections. 

2.4.1. Atomic Force Microscopy (AFM) 

 Atomic Force Microscopy (AFM), first developed in 1986 by Binnig, Quate and Gerber 
[60], is an SPM technique in which a sharp probe is raster scanned over the surface of a 
sample and the changes in the interaction forces (e.g. attractive, repulsive, van der 
Waals) between the probe tip and surface structure features are measured. Figure 2.33 
shows a schematic of the working concepts of an AFM. By scanning the tip back and 
forth across the surface and recording the change in force as a function of position, a 
three-dimension map of surface topography and other properties can be generated 
[61]. 

Most commercially available AFM’s, including the one used for this study, employ an 
optical laser detection system in which the tip is attached to the underside of a 
reflective cantilever [62]. In the most common scheme a laser beam is focused and 
positioned onto the rear of the reflective cantilever, and as the tip is scanned across the 
surface, the laser beam is deflected off the cantilever into a Position Sensitive Quad 
Photodiode detector. By calculating the difference signal (i.e. the difference in light 
intensity) in each of the photodiode quadrants, the amount of deflection [(A+B)-(C+D)] 
can be correlated with a height for each single data point and because the cantilever 
obeys Hooke's Law for small displacements, the interaction force between the tip and 
the sample can be determined. Feedback from the photodiode detector difference 
signal, through the feedback electronics, enables the probe to be maintained at either a 
constant force or a constant height above the surface [43]. In the constant force mode the 
cantilever deflection, and thus the force is kept constant by monitoring real time height 
deviation in the topographical features of the surface. In the constant height mode the 
vertical position of the sample is maintained constant and the varying deflection of the 
cantilever, and thus force on the sample, is recorded.  
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Figure 2.33: Schematic outlining the operating principle of AFM.  

2.4.1.1. AFM Modes of Operation 

AFM’s are typically operated in one of three different imaging modes; tapping mode 
(TM-AFM), contact mode (C-AFM) and non-contact mode (NC-AFM) [45]. Figure 2.34 
shows a schematic of each of these modes of operation. These modes of operation can 
be described as either static (contact mode) or dynamic (non-contact and tapping mode). In 
static mode the AFM tip is ‘dragged’ across the sample surface and the deflection of 
cantilever gives a direct measurement of surface topography. This mode of operation 
generally provides the highest resolution imaging of all the AFM modes of operation 
because of the direct contact that the tip makes with surface. However, as it is heavily 
dependent on frictional and adhesive forces it can cause a lot of damage to the 
surface/tip and in some cases result in removal/addition of material to/from the 
surface. In dynamic mode the cantilever is oscillated at/near to its resonant frequency, 
or at a higher harmonic of it. Any changes to the oscillation amplitude, phase and 
resonance frequency as result of the tip’s interaction with sample renders information 
on the surface topography. The difference between the two dynamic modes of 
operation, namely non-contact and tapping mode, is that in non-contact mode AFM the tip 
is maintained a set distance away from the sample surface typically in the region of 50-
150 Å [63], such that it does not make surface contact. Imaging in this mode tends to be 
of lower resolution. In tapping mode the tip makes intermittent contact and moves 
completely away from the sample surface in each oscillation cycle.  Tapping mode has 
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the advantage that high-resolution imaging can be achieved without inducing 
destructive frictional forces and so soft or fragile samples can often be successfully 
imaged. 

 

Figure 2.34: A diagram to illustrate the three modes of AFM operation - Tapping Mode (left), Contact 
Mode (middle) and Non-Contact mode (right).  

2.4.1.2. Instrumentation 

The AFM used for this study is an in-air VEECO Multimode Scanning Probe Microscope, 
(MM-SPM), employing Nanoscope III SPM software (Digital Instruments), as shown 
Figure 2.35 (left). The MM-SPM is mounted on an active vibration isolation table, 
which works by actively phase-cancelling any induced ambient vibrations through a 
detector-actuator feedback element. This MM-SPM is designed around a stationary 
probe such that the sample, mounted directly on top of the scanner, is raster-scanned 
underneath the probe. Motion of sample is performed by a single piezoelectric tube 
scanner made of lead zirconate titanate, PZT, which contracts and elongates when a 
voltage is passed through it for lateral translation (x and y) and tip-sample separation 
distance adjustment (z). The samples are fixed (using carbon sticky tabs) to a 1.5 cm 
diameter metal disk that magnetically adheres to the scanner tube. 

The MM-AFM employs a laser detection system to measure and quantify the motion of 
the cantilever; Figure 2.35 (right) shows an expanded image of the AFM head. 
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Figure 2.35: (left) Photograph of the VEECO Multimode Scanning Probe Microscope at the University 
of Manchester. Also shown (right) is a schematic view of the laser deflection AFM head used in the 

VECCO MM-SPM, image take from [64] . 

2.4.1.3. AFM Tip 

The properties and dimensions of the tip and cantilever assembly used in AFM play a 
very important role in the sensitivity and resolution of the AFM. The tip should be 
very sharp with a small radius of curvature and a high aspect ratio, so as to be able to 
trace fine details on the surface. The cantilever should have a low spring constant, so as 
to achieve a measurable deflection without destructive displacement of the surface 
atoms. It also requires a high resonant frequency to minimise noise resulting from 
coupling with low frequency noise from the surrounding environment. These 
characteristics are achieved by making the cantilever as short as possible, thus 
providing a high resonant frequency, and by making the cantilever thin, to provide a 
low spring constant. Commercially available probes are usually made of silicon nitride 
or single crystal silicon produced by etching techniques; the tip and cantilever are 
typically an integrated assembly [45]. The cantilever tips used for this work are TESPA 
model wafer tips (Purchased from Bruker) made of 0.01 – 0.025 ohm-cm 
antimony (n) doped silicon. They are approximately 110-140 μm in length with 
resonant frequencies between 281 – 355 kHz and spring constants in the range of 20 – 
80 N/m.    
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2.1.2. SPM Head

Figure 2.3 below shows an AFM head with various adjustment knobs. The head and 
attached X-Y stage are kinematically mated to the scanner via three contact points. 
A pair of retaining springs hold down the head, allowing it to be raised and lowered 
using adjustment screws threaded through the scanner body. On older models, two 
screws are manually adjusted by the operator; the rearmost screw is motorized and 
under computer control. Newer, “vertical” scanners use single-screw adjustment.

Figure 2.4. AFM head and major components: laser (1);
mirror (2); cantilever (3); tilt mirror (4); photodetector (5).

Photodiode array— The four elements of the quad photodiode (position sensitive 
detector) are combined to provide different information depending on the operating 
mode. In all modes the four elements combine to form the SUM signal. The ampli-
fied differential signal between the top two elements and the two bottom elements 
provides a measure of the deflection of the cantilever. This differential signal is 
used directly in contact AFM. Similarly, the amplified differential signal between 
the sum of two left photodiodes and the sum of the two right photodiodes provides 
a measure of the torsion in the cantilever and is used in Lateral Force Microscopy 
(Image data type: Friction). Figure 2.5 shows the arrangement of the photodiode 
elements in the AFM head.

Head Y-axis stage adjustHead X-axis stage adjust

Photodiode adjust
Laser Y-axis adjust

Laser X-axis adjust



Chapter 2 – Experimental Techniques: Principles, Theory and Practice 
 

 

-80- 

2.4.2. Contact Angle Goniometry 

The contact angle provides microscopic information about surface chemistry through 
assessing surface wettability. The nature of the surface bonds will dictate the 
wettability of a surface [65]. The contact angle is thus a quantitative measure of the 
wettability of a solid surface by a liquid, described geometrically as the angle formed 
by a liquid with a solid surface at the three phase boundary where a liquid, gas and 
solid intersect [66].  

Figure 2.36 shows schematically three classes of contact angles formed by a liquid 
droplet on a smooth homogeneous solid surface used to quantify wettability. A small 

contact angle, 𝜃 < 90°, corresponds to high wettability indicating that the liquid will 

spread over a large area of the surface. In contrast a large contact angle, 𝜃 > 90°, 
corresponds to low wettability and so the liquid will try to minimise its contact with 
the surface and forms a compact liquid droplet. A contact angle of zero represents 
complete wetting of the surface by the liquid [67]. 

 

Figure 2.36: Illustration of classes of contact angles formed by liquid drops on a smooth homogeneous 
solid surface used to quantify wettability. Reproduced from [67] 

First described by Thomas Young in 1805 [66], the contact angle for a liquid droplet on 
an ideal homogeneous solid surface is a measure of the equilibrium form of the droplet 
under the action of three opposing interfacial energies/tensions:  

 cos 𝜃 =
𝛾!" − 𝛾!"
𝛾!"

 (2.58) 

where 𝛾!", 𝛾!" and 𝛾!" are the interfacial energies/tensions for the liquid-vapour, solid-

vapour and solid-liquid interfaces respectively and 𝜃 is the contact angle. Equation 2.58 
is referred to as Young’s Equation. 

Several techniques for measuring contact angle have been developed over the years 
[68, 69]. The selection of which very much depends on the geometry and material 
composition of the sample (i.e. shape and size), the desired degree of accuracy, 
convenience and relative practical ease of the technique. The method used to acquire 
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contact angle data for this thesis is the static sessile drop method in which a droplet of 
known volume of liquid (deionised water in this case) is gently dispensed onto the 
sample surface from above using a manually operated micrometer syringe and 
allowed to sit freely. Several static ‘snapshot’ images are taken and thus the profile of 
the drop is captured digitally using a high-resolution camera, from which the average 
contact angle and the associated error can be measured using one of a number of 
different image analysis algorithms. Figure 2.37 shows a snapshot image of a contact 
angle measure using the static sessile drop method.  An accuracy of ±2° between 
successive contact angle measurements is reported by Fox and Zisman [70], who are 
credited with popularising the static sessile drop method. However, the accuracy of 
contact angle measurement in reality is often a matter of precision and depends on the 
accuracy of the instrument used, the level of care taken by the investigator and the 
image fitting technique used [71].  

 

 

Figure 2.37: Print screen of a typically contact angle measurement using Fta32 software. Contact angle 
measured employing the static sessile drop method. 
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2.4.2.1 Instrumentation 

The contact angle goniometer used for this study is the FTÅ 188 Contact Angle and 
Surface Tension Analyzer (First Ten Angstroms Inc., USA). The sample is mounted on 
a rack and pinion stage, which allows X, Y and Z positioning of the sample with 
respect to the microscope. A manually operated micrometer syringe is used to control 
the rate of liquid addition and removal. Figure 2.38 shows an image of a FTÅ 188 
Contact Angle and Surface Tension Analyzer. Static images or dynamic videos are 
taken using the microscope mounted CCD camera, and are analysed using the Fta32 
Video software in which the user defines the droplet baseline and the software picks 
out the droplet radius of curvature and subsequently calculates the contact angle.  

 

Figure 2.38: The FTÅ 188 Contact Angle and Surface Tension Analyzer. Photograph taken from [72]. 
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2.5. Sample Preparation 

One of the main factors governing the quality of the data collected for the study of 
surface crystallography is the preparation and preserving of a well-defined surface i.e. 
a well-ordered, atomically flat and contaminant-free surface. The latter is often 
maintained by carrying out studies under UHV conditions. However there is no 
general recipe for surface preparation, and it very much depends on the material and 
surface orientation as to the specific methodology. Preparation is either done typically 
under vacuum (in situ) or outside vacuum (ex situ) and then later the sample is 
transferred into the chamber for further studies. Specific, to metal oxides the main 
methods for surface preparation include in situ ion sputtering/bombardment and 
annealing, in situ cleaving, and ex situ ‘wet chemical’ preparation methods [1]. 

2.5.1. In situ ion sputtering/bombardment and annealing 

Surface contamination is removed by bombarding the surface under UHV with a high 
flux of inert ions (commonly noble gas ions e.g. Ar+) with energies typically in the 
range of 0.5 keV to 5 keV, which strike and destroy the surface at a rate of 0.1 to 10 
atomic layers per second. This method leaves the surface, although clean, in a heavily 
roughened state [1]. The ion current and duration of bombardment depend on the 
material and the degree of contamination. Often due to the different removal rate of 
atoms during sputtering, bombardment may cause changes in the surface composition. 
However surface order can be regained through high temperature annealing under 
UHV. Annealing is also necessary for the removal of embedded ions. The anneal 
temperature is very much dependent on the material. Typical values for cleaning a 
polished 10 mm2 TiO2(110) surface in UHV would be ion bombardment at a filament 
current of 1.25 mA, beam energy of 500 eV for 10 minutes and  annealing at 750-850 °C 
for 30 minutes.  

A clean, well-ordered surface is easily obtained with the alternation of ion sputtering 
and annealing, between each cycle the surface is checked using AES or XPS for 
cleanliness and LEED for crystallographic order. These repeated cycles of 
bombardment and annealing are stopped when satisfactory results are obtained for 
cleanliness and surface order. To obtain stable, reproducible results from metal oxide 
surfaces cycles of ion sputtering and annealing have to be repeated several times.  
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2.5.2. In situ cleaving 

For brittle materials, clean, well-defined surfaces can be prepared in UHV by cleaving 
[73]. Cleavage of a single crystal surface in UHV is achieved by applying mechanical 
pressure to the substrate with a razor sharp blade along the desired crystallographic 
plane [74]. In most UHV systems the cleaving blade is commonly attached to the end of 
a wobble stick.  Cleavage as a means of preparing single crystal surfaces for UHV 
studies is only possible with brittle materials such as oxides [73, 75] (ZnO, MgO, NiO 
SrTiO3 etc…) and semiconductors [1] (Ge, Si, GaAs etc…), and along certain 
crystallographic directions that are determined by the geometry and nature of the 
chemical bonds. Although cleaved surfaces are often stoichiometric they can contain 
defects such as steps [1].  

2.5.3. Ex situ ‘wet chemical’ preparation  

Owing to recent technical and experimental developments a desire to study surfaces 
under more realistic ‘real world’ environments, such as ambient pressure and 
fluid/solid interfaces, in order to gain insight into the fundamental physics and 
chemistry of many surface processes [76]. However to date the main obstacle to the 
fulfillment of such an endeavor has concerned the preparation of well-ordered and 
largely contamination-free surfaces. In an effort to fill this gap and permit the 
exploration of a range of systems, some groups have sought to employ so called non-
UHV wet chemical methods, focusing on the preparation of the TiO2(110)(1×1) surface. 
Typically, non-UHV, or wet chemical, preparation of metal oxide surfaces involves 
annealing under atmospheric conditions, and etching with aqueous hydrofluoric acid 
(HF) [77, 78]. The purpose of the in-air annealing is analogous to that of the same 
process in UHV, i.e. to produce an atomically flat and well-ordered surface. Etching 
removes surface contamination from the sample surface, equivalent to ion sputtering 
in UHV sample preparation. 

An alternative non-UHV ‘wet chemical’ technique for preparation of metal oxide 
surfaces forms the basis of chapter 6. Most importantly, the use of hydrofluoric acid 
(HF) is circumvented, which is difficult to handle owing to it being a contact poison, 
replacing it with Aqua Regia (3 part HCl, 1 part HNO3). Ultra Violet (UV) light 
treatment is undertaken in a final step to regulate adventitious carbon contamination. 
A critical assessment of the utility of this methodology through characterisation of the 
surface structure and composition of the low index TiO2 (110) and (011) surfaces with 
AFM, STM, LEED, AES, and contact angle goniometry is also presented showing the 
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effectiveness of this technique in preparing clean, well-defined metal oxide surface 
reproducibly. 
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Chapter 3  

Metal Oxide Surfaces 

3.1. Introduction 

The technological and scientific importance of studying metal oxide surfaces has been 
discussed in some detail in Chapter 1. In the present chapter, an introduction is 
provided to the substrate materials studied and described in the experimental sections 
of this thesis, namely rutile TiO2 and its (110) and (011) surfaces and α-Cr2O3 and its 
(0001) surface. The bulk structure, surface structure, and the pertinent physical and 
chemical properties of these materials are discussed. For more extensive reviews of the 
surface science of TiO2 the reader is referred to References [1, 2]. However, due to the 
relative lack of comprehensive reviews on α-Cr2O3, the reader is referred to the 
references cited throughout the course of this chapter to provide further insight into 
the surface structure and properties α-Cr2O3. 

3.2. Titanium Dioxide (TiO2) 

Given the great importance of the chemical and physical surface properties of titanium 
dioxide (TiO2) to a variety of technologies and commercially significant applications, it 
comes as no surprise that there has been a tremendous drive towards further research 
into this material. The applications include photo-catalysts [3-5], solar cell devices, 
white pigmentation for paints, oxygen gas sensors to control the air/fuel mixture in 
automotive engines [6], and surface films on metallic titanium substrates such as 
medical implants to provide corrosion resistance and biocompatibility [7]. Research 
activity extends from development of novel TiO2-based structures, such as nano-tubes, 
to fundamental studies of model single crystal surfaces with the aim of gaining a 
mechanistic insight into surface processes. The latter effort has typically been 
concerned with studies of model low Miller index single-crystal TiO2 surfaces under 
ultra-high vacuum (UHV) conditions. To date, the vast majority of these types of 



Chapter 3 – Metal Oxide Surfaces 
 

 

-93- 

studies have been conducted on the rutile TiO2(110) surface, which has become  the 
prototypical substrate for fundamental UHV studies of metal oxides [2]. 

 

Figure 3.1: Examples of naturally occurring rutile (TiO2), the colour of which can range from yellow or 
rusty yellow as inclusions or in thin slender needle like crystals to reddish brown or black with a 

submetallic lustre in large thick crystals. 

Although naturally occurring crystalline TiO2 is essentially pure titanium dioxide, it 
often appears coloured due to the presence of impurities, such as iron, chromium, or 
vanadium. Figure 3.1 shows images of naturally occurring TiO2. Commercially 
available single crystal stoichiometric titanium dioxide is transparent. 

3.2.1. Bulk Structure of TiO2  

Titanium dioxide exists in nature in one of three crystalline forms, namely rutile, 
anatase, or brookite. All three phases are stable at atmospheric pressure.  In the work 
for this thesis, experiments were carried out on the rutile form of TiO2. Figure 3.2 
shows the bulk rutile unit cell. The bulk structure has a tetragonal unit cell with 

dimensions 𝑎 = 𝑏 = 4.587  Å  and 𝑐 = 2.953  Å , and 𝛼 = 𝛽 = 𝛾 = 90°  [1]. The basic 
building block of the bulk structure consists of a titanium atom bonded to six 

neighbouring three-fold coordinated oxygen atoms to form a slightly distorted TiO6 

octahedron. This distorted octahedral structure results in two slightly longer Ti – O 

bonds, titanium is coordinated to four oxygen atoms at a bond length of 1.946  Å and to 

two oxygen atoms at the apices of the octahedron at a Ti – O bond length of 1.983  Å [1]. 

Stoichiometric TiO2 is a large band gap (3 eV) insulator. However, high temperature 
annealing results in the creation of titanium interstitials, which in effect increases bulk 
conductivity thus providing the means of using surface science techniques that require 
conductive samples, such scanning tunneling microscopy, to study TiO2. 
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TiO2 surfaces in general and more specifically the low Miller index rutile TiO2 surfaces 
have attracted much attention in the world of surface science over the years This is 
partly due to their suitability for many surface specific experimental techniques, the 
capacity to prepare a well-defined surface reproducibly and the fact that high-quality 
single crystals in varying sample sizes and thicknesses are readily available in cut and 
polished forms from a number of commercial companies across the world .  

 

Figure 3.2: A ball and stick model of the bulk rutile TiO2 unit cell. Large blue (small red) spheres 
represent oxygen (titanium) atoms. Also shown in shaded grey is the intersection of the (110) plane 

with the bulk unit cell. 

3.2.2. TiO2(110)-(1×1)  

The bulk truncated rutile TiO2 (110)-(1×1) surface is the most stable crystal face of TiO2, 
and as indicated previously, is the most studied low Miller index single-crystal metal 
oxide surface [1, 2]. Figure 3.3 displays a space filling model of the ideal bulk�
terminated TiO2(110)-(1×1) surface. The (110) 1×1 surface unit cell is denoted by the 

superimposed rectangle, measuring 6.495  Å by 2.959  Å. The surface structure at the 
solid-vacuum interface consists of a topmost layer of so-called 2-fold bridging oxygen 
atom (Ob) rows running along the [001] direction; titanium atoms underneath these 
bridging oxygen atoms are 6-fold coordinated. Within the main surface plane, parallel 
with, and equidistant between neighboring bridging oxygen rows is a row of 5-fold 
coordinated titanium atoms (Ti5c). Both the 5 and 6-fold titanium atoms coordinate to 3-
fold coordinated in-plane oxygen atoms. 
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Figure 3.3: Space-filling model of ideal bulk-terminated TiO2(110)-(1×1). Large blue (small red) spheres 
are oxygen (titanium) atoms. The dashed black rectangle indicates the (1×1) surface unit cell. 

Typically, a very sharp well-defined (1×1) LEED pattern with a low background is 
easily observed following UHV surface preparation comprising of standard inert gas 
ion bombardment and annealing cycles [1, 2]. Fully quantitative surface structure 
determination studies employing various quantitative probing techniques [8-12] have 
found that the structure of this UHV prepared surface is very similar to the bulk 
truncated model depicted in Figure 3.3. However, the surface does undergo some 
relaxation. Table 3.1 lists the optimised atomic displacements away from the ideal bulk 
terminated TiO2 (110)-(1×1) surface corresponding to the proposed surface structures 
from various recent experimental studies. Figure 3.4 shows a ball and stick model of 
the bulk truncated TiO2 (110)-(1×1) surface, the numerical labeling of atoms is the same 
as that employed in Table 3.1. From the most complete fully quantitative structure 
determinations to date, employing LEED-IV by Lindsay et al [9] and SXRD by Cabailh 
et al [10], relaxation of surface atoms due to the loss of three-dimensional periodicity 
are reported. Indeed the optimized surface structures from the LEED-IV and SXRD 
studies are impressively consistent, with almost all atomic displacements being 
essentially identical. It is found, as expected from symmetry, that most relaxation 
occurs perpendicular to the surface. Lateral relaxations are observed only for the in-
plane oxygen atoms, which move towards the 5-fold titanium atoms. A downward 
relaxation of the 5-fold titanium atoms (Ti(2)) is reported and the neighbouring 3-fold 
oxygen atoms (O(2) and O(2*)) move upwards, resulting in the rumpled appearance of 
the surface. The 6-fold titanium atoms (Ti(1)) are observed to displace outwards. Most 
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notably the bridging oxygens (O (1)) are found, in these studies, to relax away from the 

bulk by 0.1 ± 0.05  Å (LEED-IV)/ 0.1 ± 0.04  Å (SXRD). 

 

Figure 3.4: A ball and stick model of the bulk truncated TiO2(110)-(1×1) surface. Large blue (small red) 
spheres are oxygen (titanium) atoms. Numerical labeling of the atoms is provided as a key for Table 

3.1. All symmetry paired atoms are denoted by an asterisk (*). 

Optimum structural information from other recent experimental determinations are 
also listed in Table 3.1, specifically from medium energy ion scattering (MEIS) 
measurements by Parkinson et al [11] and photoelectron diffraction (PhD) by Kroger et 
al [12]. These show generally good agreement with the optimum structures from 
LEED-IV and SXRD. The overall excellent level of quantitative agreement of the 
optimized atomic displacements between these recent studies has settled an ongoing 
uncertainty over the relaxation of the bridging oxygen (O(1)), now established to be a 
displacement of ~ 0.1 Å away from the bulk. 
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Table 3.1: Experimentally determined atomic displacements away from bulk-terminated TiO2(110)-
(1×1) obtained from analysis of SXRD [10], LEED-IV [9] , MEIS [11] and PhD [12] Studies. The 

numerical labelling of atoms corresponds to that in Fig. 4.4. The positive (negative) values define a 

movement away (toward) the bulk. The [𝟏𝟏𝟎] direction defines the positive lateral movement. 

 Atomic displacements (Å) 
Atom SXRD [10] LEED-IV [9] MEIS [11] PhD  [12] 
O(1)  0.10 ± 0.04 0.10 ± 0.05  0.13 ± 0.16  0.17 ± 0.15  

O(2) [110]  0.17 ± 0.03 0.27 ± 0.08 0.05 0.00 (�0.40/0.15) 

O(2) [110]  0.01 ± 0.05 �0.17 ± 0.15 0.00 �0.05 ± 0.15 

Ti(1)  0.25 ± 0.01 0.25 ± 0.03 0.19 ± 0.07 0.19 (�0.15/ 0.10) 

Ti(2) �0.11 ± 0.01 �0.19 ± 0.03 �0.09 ± 0.09 �0.26 ± 0.08 
O(3) 0.07 ± 0.04 0.06 ± 0.10 0.10 ± 0.13 0.15 ± 0.15 
O(4) 0.00 ± 0.03 0.00 ± 0.08 - �0.03 ± 0.08 

O(5) [110] 0.04 ± 0.03 0.06 ± 0.12 - - 

O(5) [110] 0.05 ± 0.05 �0.07 ± 0.18 - - 

Ti(3) �0.08 ± 0.01 �0.09 ± 0.07 �0.09 ± 0.09 �0.21 (�0.40/0.15) 

TI(4) 0.19 ± 0.01 0.14 ± 0.05 �0.06 ± 0.06 0.15 (�0.20/0.15) 
O(6) 0.01 ± 0.04 0.00 ± 0.17 - - 
O(7) 0.01 ± 0.04 0.01 ± 0.13 - - 

O(8) [110] 0.01 ± 0.03 0.03 ± 0.11     - - 

O(8) [110] -0.03±0.05 -0.03 ± 0.26 - - 

Ti(5) 0.08 ± 0.01 0.06 ± 0.09 0.00 ± 0.07 - 
TI(6) -0.04 ± 0.01 -0.07 ± 0.07 -0.02 ± 0.08 - 
O(9) 0.02 ± 0.04 0.13 ± 0.56 - - 

O(10) -0.02 ± 0.04 -0.02 ± 1.70 - - 

3.2.3. TiO2(011)  

Given the tetragonal rutile TiO2 bulk unit cell, the (011) and (110) faces are not identical 
[13]. Depicted in Figure 3.5 is a shaded region indicating the (011) plane within the 
bulk rutile TiO2 unit cell. 
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Figure 3.5: Schematic representation of the intersection of the (011) plane with the bulk rutile TiO2 unit 
cell. Large blue (small red) spheres are oxygen (titanium) atoms. 

The bulk terminated TiO2(011)-(1×1) surface, shown in Figure 3.6 complete with 
labeling of the topmost atoms, consists of exposed 2-fold coordinated bridging oxygen 
atoms (O2c) at the apices, 5-fold coordinated titanium atoms (Ti5c) at each side and bulk-
like 3-fold coordinated oxygen atoms (O3c) in the valleys. However this surface 
termination has never been observed experimentally; instead, the surface atoms form a 
very stable 2×1 reconstruction in vacuum. 

 

Figure 3.6: A ball and stick model of the ideal bulk truncated TiO2(011)-(1×1) surface. Large blue (small 
red) spheres are oxygen (titanium) atoms. Numerical labeling of the atoms is provided as a key for 

Table 3.2. All symmetry paired atoms are denoted by an asterisk (*). 

A number of experimental studies in combination with first-principles total energy 
calculations have been performed to explore both the structure and reactivity of this 
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surface. Initially, on the basis of ab initio calculations alongside STM data, Beck et al [14] 
concluded that the surface reconstructed to a stoichiometric (2×1) unit cell terminated 
by titanyl (Ti=O) groups. In this study the titanyl group was presumed to appear as the 
zigzag pattern of bright spots apparent in high-resolution STM images. Interestingly, 
as this termination had never been seen on other TiO2 surfaces, they suggested that the 
presence of these titanyl double bonds could provide an explanation for the enhanced 
photoactivity of the TiO2(011) surface [15]. However, a more recent combined NC-
AFM, STM and ab initio calculation study by Kubo et al [16] paints a completely 
different picture. Although they confirm a 2×1 reconstruction, the surface termination 
proposed is somewhat different, involving a ‘microfaceted’ missing-rows model where 
the removal of a pair of apex Ti5c-O2c gives rise to the 2×1 surface periodicity. Kubo et al 
on the basis of their own DFT calculations reject the solution of Beck et al suggesting 
that the unsaturated dangling bonds of the Ti atom in the titanyl group would bond 
with the nearest-neighbour bridging oxygen atoms inducing large distortions in the 
surface and subsurface layers, ultimately concluding that this type of bonding would 
result in an energetically less stable surface. 

 

Figure 3.7: Ball and stick models depicting the optimum TiO2(011)-(2×1) geometry as deduced from 
SXRD [17, 18]  and LEED-IV [19]. Large blue (small red) spheres are oxygen (titanium) atoms. 

Numerical labeling of the atoms is provided as a key for Table 3.2. All symmetry paired atoms are 
denoted by an asterisk (*). 
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Table 3.2: Optimized atomic displacements for the TiO2(011)-(2×1) reconstruction resulting from recent 
SXRD [17, 18] and LEED-IV [19] data, expressed as displacements away from the bulk-terminated 

TiO2(011)-(1×1) surface. (x, y, z) atomic coordinates for the bulk-terminated structure of TiO2(011)-(1×1)  

are also listed. A positive value for x, y, z indicates a displacement in the [𝟏𝟎𝟎], [𝟎𝟏𝟏] and [011] 
directions, respectively. Figures 3.6 and 3.7 provide keys to the identity of the individual atoms. 

Atom 

(1×1) bulk 
terminated 

(x, y, z) 
coordinates (Å) 

Atomic displacements (Å) 
SXRD [18] SXRD [17] LEED-IV [19] 

∆x ∆y ∆z ∆x ∆y ∆z ∆x ∆y ∆z 

O(1) (2.04, 0.00, 0.76) -2.52 2.90 0.62 -2.20 2.71 0.63 -2.61 2.99 0.82 
O(2) (2.55, 2.73, 0.76) -0.15 -0.29 -0.06 -0.18 -0.28 -0.08 -0.18 -0.26 -0.21 
Ti(1) (1.15, 1.56, 0.00) -0.56 0.32 0.43 -0.62 0.32 0.39 -0.47 0.39 0.36 
Ti(2) (3.44, 4.28, 0.00) -0.09 -1.76 -0.80 -0.14 -1.77 -0.77 0.02 -1.75 -0.73 
O(3) (0.25, 3.11, -0.76) 0.00 0.27 -0.06 -0.27 0.27 -0.08 -0.09 0.31 -0.06 
O(4) (4.34, 5.84, -0.76) -0.15 0.42 -0.01 0.20 0.58 -0.02 -0.27 0.35 -0.14 
O(5) (2.04, 1.61, -1.73) 0.00 -0.04 -0.06 - - -0.11 - - -0.09 
O(6) (2.44, 4.34, -1.73) 0.03 -0.27 -0.06 - - -0.03 - - -0.17 
Ti(3) (1.15, 3.16, -2.49) -0.10 -0.05 -0.06 - - -0.12 - - -0.08 
TI(4) (3.44, 5.89, -2.49) -0.12 -0.27 -0.07 -  -0.05 - - -0.05 
O(7) (0.25, 4.71, -3.25) 0.04 0.00 -0.05 - - - - - - 
O(8) (4.34, 1.98, -3.25) -0.02 0.07 0.12 - - - - - - 
O(9) (2.04, 3.21, -4.22) -0.02 -0.06 -0.04 - - - - - - 

O(10) (2.55, 0.48, -4.22) 0.00 -0.03 0.00 - - - - - - 
Ti(5) (1.15, 4.76, -4.98) 0.02 -0.06 -0.11 - - - - - - 
TI(6) (3.44, 2.03, -4.98) 0.01 0.04 0.05 - - - - - - 

 

Given this apparent controversy over the TiO2(011)-(2×1) surface geometry, fully 
quantitative surface structure determination studies, namely SXRD by Torrelles et al 
[18] and LEED-IV by Chamberlin et al [19], were carried out to settle the debate, 
concluding that neither of the previous combined SPM and ab initio calculations based 
models was correct. These findings and the resulting optimised structure were further 
confirmed through the latest STM measurements in combination with SXRD data and 
DFT calculations by Gong et al [17]. Figure 3.7, shows a ball and stick model of the 
optimised TiO2(011)-(2×1) geometry emerging from these studies in which the surface 
is terminated by 2-fold coordinated oxygen atoms in a zig-zag arrangement that bind 
asymmetrically to the underlying 5-fold coordinated titanium atoms. Most notably, 
only local atomic displacements are required to form this reconstruction and thus the 
surface has the same stoichiometry as the underlying substrate.  In this optimised 
solution the topmost oxygen atoms O(1) and O(1*) form different bond lengths from 
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each other with the underlying 5-fold coordinated titanium atoms creating the zig-zag 
rows observed in STM. The optimised structures determined in these three 
experimental studies are detailed in Table 3.2, where the atomic displacements (∆x, ∆y, 
∆z) away from the ideal bulk terminated TiO2(011)-(1×1) surface are listed. The 
Labelled ball and stick models of the surface in Figures 3.6 (ideal 1×1) and Figure 3.7 
(2×1 reconstruction) facilitate identification of the atoms in Table 3.2. 

3.3. Chromium (III) Dioxide (Cr2O3) 

The alpha phase of chromium (III) oxide, also commonly known as the mineral 
eskolaite, has a wide variety of industrial and technological applications due to its 
unique chemical and physical properties. The importance of Cr2O3 in various 
applications, including heterogeneous catalysis, functioning as a binder layer in the 
production of magnetic recording media, and as the main constituent behind the 
corrosion control of stainless steels [20], has been the driving force behind many 
fundamental experimental surface investigations. 

3.3.1. Bulk Structure of Cr2O3 

Among the different chromium oxide solid phases, Cr2O3 is the most stable, existing 
over a wide range of temperatures and pressures. Bulk Cr2O3 has a corundum type 
structure made up of six oxygen stacking sub-layers and twelve single (six double) 
chromium sub-layers along the c-axis of the hexagonal lattice (unit cell dimensions: 

𝑎 = 𝑏 = 4.957  Å, 𝑐 = 13.592  Å, and 𝛾 = 120° [21]). Cr2O3 is electrically insulating with a 
band gap of 3.4 eV. Figure 3.8 shows a ball and stick model representation of the bulk 
Cr2O3 unit cell along a direction perpendicular to (0001) plane, also shown is the 
intersection of the (0001) face with the bulk Cr2O3 unit cell. 
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Figure 3.8: Ball and stick models of the bulk Cr2O3 hexagonal unit cell. Top view (left) of the Cr2O3 unit 
cell, also shown (right) is the intersection of the (0001) plane with the bulk Cr2O3 unit cell. Large blue 

(small purple) spheres are oxygen (chromium) atoms. 

The bulk corundum structure consists of a hexagonally close packed sublattice of O2- 
anions in a distorted octahedral arrangement with six-fold coordinated Cr3+ cations 
occupying two of three possible octahedral sites. This arrangement leads to a surface 

unit cell size of 4.957  Å  ×  4.957  Å. The bulk oxygen anions within the basal (0001) plane 
deviate slightly from the ideal arrangement and form distorted octahedra. This 
divergence from octahedral symmetry results in three slightly longer chromium – 

oxygen bonds at a bond length of 2.016  Å and three shorter bonds at a Cr – O bond 

length of 1.965  Å.  

For Cr2O3, the two most studied surface terminations are the (0001) and the (0112). 
Given the direct relevance of (0001) surface to this thesis, the remaining discussion in 
this chapter will focus on Cr2O3(0001)-(1×1). 

3.3.2. α-Cr2O3(0001)  

Figure 3.9 shows (left) a space-filling top view model of the ideal bulk truncated (0001) 
surface of stoichiometric Cr2O3 terminated by a double Cr ion layer, also displayed 
(right) is a ball and stick model representing the arrangement of atoms perpendicular 
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to (0001) plane. This is not a cleavage surface, but can be obtained by cutting and 
polishing.   

 

Figure 3.9: (left) Space filling top view model of the Cr2O3(0001) surface terminated by a full Cr ion 
layer alongside (right) a schematic representation of the stacking of oxygen and chromium atoms in 

Cr2O3 along on the (0001) direction into the bulk volume. Large blue (small purple) spheres are oxygen 
(chromium) atoms. 

The Cr2O3(0001) surface has been the subject of several quantitative structure 
determinations in UHV, using both oriented thin film [5-7] and single crystal substrates 
[8,9]. Given the nature of the Cr2O3 unit cell, three ideal bulk truncated (0001) surface 
terminations are possible, namely a single metal layer termination (Cr-O3-Cr-), a 
double metal layer termination (Cr-Cr-O3-), and a close packed oxygen termination 
(O3-Cr-Cr-) (the subscript indicates the average number of atoms in one 1×1 unit cell). 
These three surface terminations can be generated simply by cutting through the Cr2O3 
bulk unit cell parallel to the (0001) plane, and are depicted in Figure 3.10. Interestingly, 
purely on the basis of electrostatics, both the double-metal layer and the close-packed 
oxygen layer terminations are deemed unstable due to the divergence of surface 
electrostatic potential [22, 23]. On the other hand, the Cr-O3-Cr- termination (that can 
be envisaged by cutting in the middle of a double Cr layer such that only half of Cr 
ions from this layer remain at the surface) is expected to be energetically favourable. 
This termination for stoichiometric systems does not lead to divergence of the surface 
potential and, indeed, the vast majority of previous experimental and theoretical 
studies concerned with a 1x1 surface unit cell concluded that the single metal layer 
termination is the most likely surface termination generated in ultra high vacuum. 
However, their structural solutions are not identical.  The Cr-O3-Cr- surface 
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termination is favored by Rohr et al [22, 23] based on LEED-IV measurements and by 
Priyantha and Waddill [24] on basis of X-ray photoelectron diffraction data from thick 
films of Cr2O3(0001) grown on Ag(111) by serial deposition. 

 

Figure 3.10: Schematic representation of the three bulk truncated surface terminations that can be 

generated simply by cutting through the α-Cr2O3 bulk parallel to the (0001) plane. Large blue (small 
purple) spheres are oxygen (chromium) atoms. 

On the basis of SXRD measurements by Gloege et al [21], a surface geometry very 
similar to the Cr-O3-Cr- termination, except that 30 % of the surface layer Cr atoms are 
in a sub-surface interstitial site (Crint), was deduced. This termination can be labeled as 

Cr0.70-O3-

€ 

Cr0.30
int . 

Interestingly, more recent fully quantitative surface studies by Bikondoa et al [25] and 
by Lübbe and Moritz [26], employing SXRD and LEED-IV respectively, agree on a 
somewhat different termination to that previously cited. The proposed structure 
involves fractional occupied double Cr termination (Cr-Cr-O3-), although some 
quantitative discrepancies between the two studies remain in terms of both site 
occupation and atomic coordinates. The solution of Bikondoa et al suggests a Cr0.22-
Cr0.31-O3- termination; where as Lübbe and Moritz propose a Cr0.31-Cr0.61-O2.4- 
termination. 
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Chapter 4  

The geometry of α-Cr2O3(0001) as a 
function of H2O partial pressure  

4.1. Introduction 

The presence of a passive surface film is key to the exceptional corrosion resistance of 
stainless steel alloys [1].  Consequently, much effort has targeted characterising and 
enhancing the functionality of this protective layer, which is composed, at least 
partially, of chromia [1, 2].  Such work includes fundamental studies of single crystal 

surfaces of α-Cr2O3 to gain atomic scale insight into pertinent properties e.g. interaction 
with H2O [3, 4].  To date, however, most of these measurements have been conducted 
in ultra high vacuum (UHV), limiting their pertinence to mechanistic understanding of 
corrosion performance in engineering environments.  Targeting this omission, the 

current study is concerned with determining the surface structure of α-Cr2O3(0001) in 
the presence of H2O vapour through acquisition of surface X-ray diffraction (SXRD) 
data;  H2O is an essential ingredient for many corrosion phenomena. 

The structure of α-Cr2O3(0001) as a function of both H2O partial pressure and 
temperature has previously been explored by Costa et al. through ab initio modelling 
[5].  As a starting point for these calculations, a clean surface terminated by a single 
layer of 3-fold coordinated Cr’s was assumed, as depicted in Figure 4.1 (a); this surface 
termination is labelled Cr-O3-Cr- on the basis of its first three atomic layers (the 
subscript indicates the average number of atoms in each 1×1 unit cell).  Near room 
temperature, it was concluded that two other terminations become energetically 
favourable in the presence of H2O.  At lower H2O partial pressures, dissociative 
adsorption was proposed to be the most likely scenario with each surface Cr becoming 
decorated with two hydroxyls (OH), i.e. (OH)2-Cr-O3-; a (OH)-Cr-O3- termination was 
found to be energetically unfavourable.  Increasing the H2O partial pressure resulted in 
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the attachment of an intact H2O molecule to each dihyroxylated Cr to form a new 
surface termination, i.e. (H2O(OH)2)-Cr-O3-.   

Figures 4.1 (b) and (c) illustrate the (OH)2-Cr-O3- and (H2O(OH)2)-Cr-O3- adsorbate 
phases predicted in Reference [5],  including the location of the acidic hydrogen 
resulting from dissociative adsorption of H2O.  This moiety is bound to topmost 
substrate oxygen atoms, forming a second distinct OH species.  Hydrogen bonds 
formed between surface adsorbates (OH and H2O) are also indicated in Figures 4.1 (b) 
and (c).  These theoretical structures are consistent with experimental characterisation 

performed under UHV conditions of thin films of  α-Cr2O3(0001) exposed to H2O, in 
that dissociative adsorption leading to two distinct OH species is evidenced [3].  
Moreover, the existence of inter-adsorbate hydrogen bonding is also apparent from 
vibrational data [3]. 

Here, the validity of Costa et al’s theoretical study [5] is explored experimentally.  
Analysis of SXRD data acquired at a H2O partial pressure of ~ 30 mbar indicates that 

the  α-Cr2O3(0001) surface is decorated by OH, but not as predicted [5].  This work 
furthers our previous SXRD study examining the impact of O2 on the surface structure 

α-Cr2O3(0001) [6].  
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Figure 4.1: (a) Schematic illustration of the clean α-Cr2O3(0001)(1x1) surface employed by Costa et al in 
their ab initio calculations of the interaction of H2O with this substrate [5].  To the left (right) is a side 
(plan) view. The larger (smaller) spheres are oxygen (chromium) atoms.  (b) and (c) Similar models of 
stable OH/H2O decorated terminations predicted by Costa et al at lower (b) and higher (c) H2O partial 

pressures.  Hydrogen bonding is indicated by means of dashed lines; the smallest spheres are hydrogen 
atoms. 

4.2. Experimental Methods 

Experimental work was carried out at the Diamond Light Source (DLS) synchrotron 
facility, employing the Surface Village’s off-line UHV chamber for sample preparation, 

and beam line I07 for SXRD measurements.  In situ cleaning of the single crystal α-
Cr2O3(0001) sample (MaTecK GmbH) involved repeated cycles of Ar+ bombardment 
and annealing in UHV to approximately 1200 K.  Low energy electron diffraction 
(LEED), Auger Electron Spectroscopy (AES), and X-ray photoelectron spectroscopy 
(XPS) facilities were employed for sample characterisation. Figure 4.2 (a) shows a 
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LEED pattern of the α-Cr2O3(0001)(1×1) observed at 350 eV, much like that previously 
reported, exhibiting sharp diffraction spots and a low background indicating a well 
ordered and flat surface . Also displayed, Figure 4.2 (b), is an AES spectrum indicating 
an essentially contaminant free surface (within the detection limits of AES) following 
sample preparation.  

 

Figure 4.2: (a) LEED pattern taken at 350 eV. Hexagonal surface (1×1)  unit cell indicated. (b) AES 
spectrum showing an essentially contaminant free surface, acquired subsequent to sample preparation. 

Subsequent to producing a clean and well-ordered surface, the sample was exposed to 
~ 1000 L (Langmuir) of H2O vapour; prior to dosing the H2O had been degassed 
through repeated freeze-thaw-pump cycles.  The sample was then transferred under 
vacuum to I07’s diffractometer in Experimental Hutch 1 (EH1), using a custom-built 
vacuum-suitcase and UHV baby chamber combination.  The latter (base pressure ~ 
1×10-9 mbar) incorporates a dome shaped X-ray transparent beryllium window suitable 
for undertaking SXRD measurements.  Once located on the beamline the sample was 
exposed to a further ~ 1000 L of H2O vapour; henceforth this surface will be referred to 
as Cr2O3-H2OUHV.  The purpose of dosing H2O prior to commencing diffraction 
measurements was to mitigate the risk of any surface contamination during the sample 
transfer process.   

SXRD data were collected at an incidence angle of 1° with the substrate at room 

temperature, using a photon energy of hv = 17.7 keV (wavelength = 0.7 Å) and a 2D 
Pilatus photon detector.  Initially, a systematic series of X-ray reflections was acquired 
from Cr2O3-H2OUHV.  More specifically, for a given (h, k)-integer, data were measured as 
a function of l to facilitate generation of so called crystal truncation rods (CTRs); 
fractional-order rods (FORs) were also surveyed.  h, k, and l are the reciprocal lattice 

vectors, and are defined with reference to the real space (1×1) unit cell of the α-

Cr2O3(0001) surface, described by lattice vectors (𝒂𝟏, 𝒂𝟐, 𝒂𝟑) which are parallel to the 
[100], [010], [001] directions, respectively.  The magnitudes of these lattice vectors are 
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𝒂𝟏 = 𝒂𝟐 = 𝑎 = 4.957  Å , and 𝒂𝟑 = 𝑐 = 13.592  Å , where 𝑎  and 𝑐  are the bulk lattice 
constants [7].   

Subsequent to compiling surface diffraction data from Cr2O3-H2OUHV in UHV, the H2O 
partial pressure was increased in a stepwise fashion by appropriate back filling of the 
baby chamber with H2O.  We note that above 1×10-4 mbar a static volume of H2O was 
employed rather than obtaining an equilibrium pressure through balancing the rates of 
H2O inflow and pumping, i.e. the baby chamber was no longer continuously pumped.  
For each H2O partial pressure, the intensity of the (1, 0, 2.9) reflection was monitored to 
identify changes in the Cr2O3(0001) surface structure.  Selection of this reflection was 
based upon its sensitivity to such variation as a function of O2 partial pressure [6].  On 
the basis of these measurements (see below), a further systematic series of X-ray 
reflections was acquired from Cr2O3(0001) at a H2O partial pressure of ~ 30 mbar; 
henceforth this surface will be referred to as Cr2O3-H2O30mbar. 

To facilitate fully quantitative structure determination, the raw diffraction data 
acquired at UHV and p(H2O) ~ 30 mbar were integrated and corrected [8] to enable 
plots of structure factor versus perpendicular momentum transfer for each CTR to be 
compiled.  This procedure resulted in a total of 1054 (1142) non-equivalent reflections 
from six CTRs for Cr2O3-H2OUHV (Cr2O3-H2O30mbar).  Concerning FORs, no evidence for 
any surface unit cell, other than 1×1, was found. 

4.3. Results 

Figure 4.3 displays the intensity of the (1, 0, 2.9) reflection as a function of increasing 
H2O partial pressure; please note, as described above, the sample had already been 
dosed with ~ 2000 L of H2O prior to acquisition of these data.  Upon exposure of the 
sample to ~ 30 mbar of H2O vapour, there is an increase of ~ 20 % in the signal; this 
increase is fully reversible, i.e. there is an ~ 20 % decrease in intensity subsequent to 
reducing the pressure down to ~ 8 × 10-7 mbar.  The inset in Figure 4.3 compares 
rocking scans acquired at UHV (~ 1 × 10-9 mbar) and ~ 30 mbar, demonstrating the 
significance of the variation in reflection intensity.  Furthermore, this comparison 
shows that there is no appreciable variation in the width of the reflection, indicating 
that terrace size is not significantly influenced by the presence of H2O.  These data 
suggest that the presence of ~ 30 mbar of H2O vapour leads to a modification of the 
Cr2O3(0001) surface structure.  This supposition will be confirmed below, through 
analysis of the CTR datasets acquired from Cr2O3-H2OUHV and Cr2O3-H2O30mbar.   
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Figure 4.3: Plot of the intensity of the (1, 0, 2.9) reflection as a function of H2O partial pressure; the 
Cr2O3(0001) sample had been dosed with ~ 2000 L of H2O prior to acquisition of these data.  Dashed 

line is a guide for the eye.  Inset displays (1, 0, 2.9) rocking scans acquired at UHV (thin line) and ~ 30 
mbar of H2O (bold line). 

For surface structure determination, we adopted the usual approach of generating 
simulated SXRD data for a series of potential model structures, and iteratively refining 
structural (and non-structural) parameters to find the overall best fit between 
experiment and theory.  The ROD software [9] was employed for this purpose.  

Reduced χ2 was used to evaluate the goodness of the fit, which is defined as follows:   

 𝜒! =
1

𝑁 − 𝑃
𝐹!
!"#(ℎ𝑘𝑙) ! − 𝐹!!!(ℎ𝑘𝑙)

!

𝜎!
!"#(ℎ𝑘𝑙)

!!

!!!

 (4.1) 

𝑁 is the number of measured structure factors, 𝑃 the number of parameters optimized 

during fitting. 𝐹!
!"#(ℎ𝑘𝑙) and 𝐹!!!(ℎ𝑘𝑙) are the experimental and theoretically calculated 

structure factors, respectively. 𝜎!
!"#(ℎ𝑘𝑙)  is the uncertainty associated with the 

experimental data.  χ2 behaves such that a value of 1 indicates that experiment and 

theory are essentially coincident, with agreement decreasing with increasing χ2.  

Values of χ2 significantly less than 1 suggest that the magnitudes of experimental 
uncertainties have been overestimated.  The quoted precision of each fitted parameter 

is determined by varying the parameter about its optimal value until χ2 has increased 

by !
!!!

 from its minimum value [10]. 
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Initially, attention focused upon the diffraction data acquired from Cr2O3-H2OUHV.  To 
begin the search for a structural solution, the clean surface structure (Cr2O3-cleanUHV) 
concluded in recent quantitative LEED (LEED-IV) [11] and SXRD [6] studies was 
considered as a starting point.  This surface exhibits a topmost partially occupied 
double layer of Cr atoms (Cr0.31-Cr0.61-O2.4- from LEED-IV [11], and Cr0.22-Cr0.31-O3- from 
SXRD [6]).  Given that the current measurements were undertaken subsequent to an 
exposure to  ~ 2000 L of H2O, terminations with surface Cr atoms bonded to one or 
more OH/H2O species were tested.  It should be noted that H atoms were not 
explicitly included during generation of simulated of SXRD data, due to their 
negligible X-ray scattering, i.e. only an oxygen atom was added for each OH/H2O.  
Refinement of these OH/H2O decorated structures, including atomic coordinates, site 

occupation, and a surface roughness parameter (β), resulted in χ2’s of 1.7, 2.1, and 1.8 
for Cr atoms bound to one, two, or three OH/H2O species, respectively.  For 
completeness, a similar structural refinement was undertaken without any adsorbed 

OH/H2O.  Optimization of this structure resulted in a χ2 of 1.2, indicating that the 
SXRD data provide no substantive evidence for adsorbed OH/H2O under the 

prevailing experimental conditions.  Given that previous studies of α-Cr2O3(0001) in 
UHV have revealed the presence of adsorbed OH/H2O [3, 4], the most likely 
explanation for this discrepancy is that the impinging X-ray beam induces OH/H2O 
desorption. 

Figure 4.4 displays a comparison of the experimental CTRs acquired from Cr2O3-
H2OUHV with the best-fit theoretical simulations.  To achieve this fit 41 parameters were 
optimized, i.e. 35 atomic coordinates, a scale factor, a surface roughness parameter, 
and fractional occupancy factors for Cr(1), Cr(2), O(1), and Cr(3) (these atoms are 
identified in Figure 4.5); Debye-Waller factors for all atoms were maintained at bulk 

values, i.e. 0.5 Å!.  As may be expected for a χ2 value of 1.2, there is a good level of 
agreement between theory and experiment.  In a number of regions away from Bragg 
peaks, however, the uncertainty in the experimental structure factor is relatively large 
and can encompass zero.  Given this situation, which may lead one to question the 
reliability of the optimum structure, a further structure refinement was undertaken 
excluding all data points where the error in the structure factor includes zero.  
Employing this more limited dataset did not result in any significant changes in the 
structural solution, and so was not considered further. 
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Figure 4.4: Comparison of experimental CTR data (solid markers with error bars), acquired from 
Cr2O3(0001) in UHV subsequent to exposure to ~ 2000 L of H2O (Cr2O3-H2OUHV), and theoretical best-fit 

simulations (solid red lines). 

The surface geometry emerging from analysis of the data acquired from Cr2O3-H2OUHV 
is illustrated in Figure 4.5.  Corresponding atomic coordinates are listed in Table 4.1.  A 
topmost partially occupied Cr double layer is maintained in the optimised structure, 
although the fractional occupancies of both Cr sites are significantly less than those 
determined previously for Cr2O3-cleanUHV [6, 11]; layer occupancies determined from 
analysis of SXRD for Cr2O3-H2OUHV (current study) and Cr2O3-cleanUHV [6] are indicated 

in Figure 4.5.  Atomic layer spacings perpendicular to the α-Cr2O3(0001) surface 
derived from both the current results and the earlier measurements [6, 11] are listed in 
Table 4.2.  Similar to the fractional occupancies, there are non-negligible variations in 
these values.  As mentioned in Reference [6], a plausible explanation for these 
discrepancies in surface structure is that they arise from small variations in sample 
preparation, e.g. anneal temperature.  Furthermore, it should be remembered that the 
latest SXRD data were recorded subsequent to an exposure of 2000 L of H2O, which 
may have induced surface modification, even though no evidence of surface bound 
OH/H2O was explicitly found during analysis of the diffraction data.  For example, a 
proportion of topmost oxygen atoms may in reality be OH’s due to reaction with the 
acidic hydrogen resulting from dissociative adsorption of H2O.  The optimum value of 
the surface roughness parameter (β = 0.42), along with lower fractional occupancies of 
surface layers, may also reflect surface modification induced by H2O exposure; β = 0.2 
was obtained during fitting of the SXRD data acquired from Cr2O3-cleanUHV in 
Reference [6].  Greater surface roughness following H2O exposure is apparently 

consistent with STM images acquired from a thin film of α-Cr2O3(0001) [4], which 
suggest that H2O induces geometric disordering within terraces.    
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Figure 4.5: Schematic models of the a-Cr2O3(0001) surface structure determined from SXRD data 
acquired in UHV, following exposure to ~ 2000 L of H2O (Cr2O3-H2OUHV).  At the bottom (top) is a side 
(plan) view.  Larger (smaller) spheres are oxygen (chromium) atoms.  Numerical labeling of atoms is 

employed for identification purposes.  Layer occupancies determined for Cr2O3-H2OUHV (current study) 
and Cr2O3-cleanUHV [6] are indicated. 

Table 4.1: Optimized (x, y, z) coordinates of atoms comprising the Cr2O3-H2OUHV surface resulting from 
analysis of the SXRD data presented in Figure 4.4.  Fractional occupancy is indicated by a non-integer 
subscript in the ‘Atom’ column; the overall occupancy of oxygen atoms in the layer containing O(1) is 

1.11 ± 0.12, as there are three symmetry equivalent oxygen atoms per (1x1) unit cell.  Atomic coordinates 
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for the bulk-terminated Cr-Cr-O3-structure are also listed.  Figure 4.5 provides a key to the identity of 
the atoms, and the axes x, y, and z.  An asterisk (*) indicates that the parameter has been held constant 

during optimization.  x and y coordinates not optimized due to symmetry constraints are italicized. 

 (x, y, z) coordinates (Å) 
Atom Bulk-terminated Optimised  

Cr0.10± 0.02(1) 3.31, 1.65, 22.65 3.31*, 1.65*, 23.08 ± 0.09 
Cr0.26± 0.02(2) 0.00, 0.00, 22.27 0.00*, 0.00*, 22.81 ± 0.03 
O0.37± 0.04(1) 1.79, 1.65, 21.33 1.90 ± 0.04, 1.57 ± 0.05, 21.54 ± 0.05 
Cr0.74± 0.01(3) 1.65, 3.31, 20.39 1.65*, 3.31*, 20.55 ± 0.01 

Cr(4) 3.31, 1.65, 20.00 3.31*, 1.65*, 19.99 ± 0.01 
O(2) 1.65, -0.14, 19.06 1.68 ± 0.02, -0.14 ± 0.04, 18.89 ± 0.03 
Cr(5) 0.00, 0.00, 18.12 0.00*, 0.00*, 18.22 ± 0.01 
Cr(6) 1.65, 3.31, 17.74 1.65*, 3.31*, 17.86 ± 0.01 
O(3) 1.52, 1.52, 16.80 1.53 ± 0.03, 1.56 ± 0.02, 16.90 ± 0.03 
Cr(7) 3.31, 1.65, 15.86 3.31*, 1.65*, 15.96 ± 0.01 
Cr(8) 0.00, 0.00, 15.47 0.00*, 0.00*, 15.56 ± 0.01 
O(4) 1.79, 0.14, 14.53 1.80±0.03, 0.05±0.02, 14.60 ± 0.03 
Cr(9) 1.65, 3.31, 13.59 1.65*, 3.31*, 13.64 ± 0.01 

Cr(10) 3.31, 1.65, 13.21 3.31*, 1.65*, 13.26 ± 0.01 
O(5) 1.65, 1.79, 12.27 1.62 ± 0.02, 1.74 ± 0.03, 12.17 ± 0.04 

Cr(11) 0.00, 0.00, 11.33 0.00*, 0.00*, 11.38 ± 0.01 
Cr(12) 1.65, 3.31, 10.94 1.65*, 3.31*, 10.97 ± 0.01 
O(6) 1.52, 0.00, 10.00 1.52 *, 0.00*, 10.08 ± 0.03 

Cr(13) 3.31, 1.65, 9.06 3.31*, 1.65*, 9.10 ± 0.01 
Cr(14) 0.00, 0.00, 8.68 0.00*, 0.00*, 8.81 ± 0.01 
O(7) 1.79, 1.65, 7.74 1.79*, 1.65*, 7.74 ± 0.02 

Cr(15) 1.65, 3.31, 6.80 1.65*, 3.31*, 6.83 ± 0.01 
Cr(16) 3.31, 1.65, 6.41 13.31*, 1.65*, 6.42 ± 0.01 
O(8) 1.65, - 0.14, 5.47 1.65*, -0.14*, 5.47 ± 0.02 

Cr(17) 0.00, 0.00, 4.53 0.00*, 0.00*, 4.55 ± 0.01 
Cr(18) 1.65, 3.31, 4.15 1.65*, 3.31*, 4.16 ± 0.01 
O(9) 1.52, 1.52, 3.20 1.52*, 1.52*, 3.24 ± 0.03 

 

 

 

Table 4.2: Comparison of atomic layer spacings (dz) perpendicular to the α-Cr2O3(0001) surface derived 
from previous UHV LEED-IV [11] and SXRD [6] work, and the current UHV SXRD measurements 

acquired following exposure to ~ 2000 L of H2O.  Bulk terminated interlayer distances are also listed.  
Figure 4.5 indicates the identity of the atomic layers. 
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 dz (Å) 

Atomic Layers Bulk-terminated 
LEED-IV 

 [11] 
SXRD 

[6] 
SXRD 

This study 
Cr(1)/Cr(2) 0.38 0.27 0.22 ± 0.04 0.27 ± 0.05 
Cr(2)/O(1) 0.94 1.04 1.30 ± 0.03 1.27 ± 0.05 
O(1)/Cr(3) 0.94 0.96 0.68 ± 0.03 0.99 ± 0.03 
Cr(3)/Cr(4) 0.38 0.38 0.33 ±  0.01 0.56 ± 0.02 
Cr(4)/O(2) 0.94 0.93 0.64 ± 0.01 1.10 ± 0.02 
O(2)/Cr(5) 0.94 Not optimized 1.36 ± 0.01 0.67 ± 0.02 

 

Turning to Cr2O3-H2O30mbar, structure determination commenced with refinement of the 

coordinates of the optimized Cr2O3-H2OUHV structure.   A best-fit χ2 of 3.2 was obtained, 
suggesting that the presence of ~ 30 mbar H2O results in surface modification beyond 
mere relaxation.  Consequently, terminations of the optimum Cr2O3-H2OUHV structure, 
where surface Cr atoms are bound to one or more OH/H2O species, were tested.  

Refinement of these OH/H2O decorated structures, resulted in χ2’s of 1.1, 2.1, and 2.3 
for Cr atoms bound to one, two, or three OH/H2O species, respectively, i.e. a structure 
where each surface Cr is bound to a single OH/H2O species is favored.  More 
specifically, OH/H2O is concluded to be atop Cr, at a distance of 2.09 Å (error ranging 

from ± 0.01 to ± 0.05); off atop adsorption was also tested, but found to increase χ2.  A 
comparison of the experimental CTRs with the best-fit theoretical simulations is shown 
in Figure 4.5.  

 

Figure 4.6: Comparison of experimental CTR data (solid markers with error bars), acquired from α-
Cr2O3(0001) at p(H2O) ~ 30 mbar (Cr2O3-H2O30mbar), and theoretical best-fit simulations (solid red lines).  
Also included are theoretically simulated data (broken blue line) for optimum Cr2O3-H2OUHV geometry. 
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Figure 4.7 depicts the surface structural model employed to obtain the best-fit 
displayed in Figure 4.6, in which the oxygen atoms of adsorbed OH/H2O species are 
labelled with 1′, 2′, 3′, and 4′.  As illustrated, the best fit was obtained with OH/H2O 
(O(1′) – O(4′)) located atop Cr(1) and Cr(2), as well as above Cr(3) and Cr(4) atoms 
available for bonding due to fractional occupation of the topmost oxygen layer (O(1)); 
it should be borne in mind that the presence of O(3′) and O(4′) does not result in 
unphysical inter-atomic distances, as the fractional occupancy of these atoms is 
governed by fractional occupancy of O(1).  Optimum atomic coordinates are listed in 
Table 4.3. During fitting 35 atomic coordinates were varied.  In addition, similar to 
above, a scale factor, a surface roughness parameter, and fractional occupancy factors 
for Cr(1), Cr(2), O(1), and Cr(3) were also optimized; Debye-Waller factors for all atoms 

were again maintained at bulk values, i.e. 0.5 Å!.  The optimum surface roughness 

parameter, β = 0.39, is very similar to that obtained for Cr2O3-H2OUHV, indicating that 
immersion in p(H2O) ~ 30 mbar does not induce further surface roughening.  
Furthermore, it should be noted that O(1′) and O(2′) were constrained to have the same 
fractional occupancies as Cr(1) and Cr(2), respectively.  Similarly, the fractional 
occupations of O(3′) and O(4′) were fixed to be equal to the fraction of available Cr(3) 
and Cr(4) atoms, respectively.   Finally, all Cr-OH/H2O bond lengths (i.e. Cr(1)-O(1′), 
Cr(2)-O(2′), Cr(3)-O(3′), and Cr(4)-O(4′))  were constrained to have the same value 
during optimisation. 
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Figure 4.7: Ball and stick model (side view) of the surface termination of a-Cr2O3(0001) employed for 
fitting the SXRD data acquired at p(H2O) ~ 30 mbar (Cr2O3-H2O30mbar).  Larger (smaller) spheres are 

oxygen (chromium) atoms; the smallest spheres are hydrogen atoms, which are employed to indicate 
location of adsorbed OH/H2O. The oxygen atoms of adsorbed OH/H2O species are labelled with 1′, 2′, 

3′, and 4′.  Numerical labeling of atoms is employed for identification purposes.  
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Table 4.3: Optimized (x, y, z) coordinates of atoms comprising the Cr2O3-H2O30mbar surface resulting 
from analysis of the SXRD data presented in Figure 4.6.  Fractional occupancy is indicated by a non-

integer subscript in the ‘Atom’ column; the overall occupancy of oxygen atoms in the layer containing 
O(1) is 1.2 ± 0.09, as there are three symmetry equivalent oxygen atoms per (1x1) unit cell.  Atomic 

coordinates for the bulk-terminated Cr-Cr-O3-structure are also listed.  Figure 4.7 provides a key to the 
identity of the atoms.  An asterisk (*) indicates that the parameter has been held constant during 

optimization.  x and y coordinates not optimized due to symmetry constraints are italicized. 

 (x, y, z) co-ordinates (Å) 
Atom Bulk-terminated Optimised 

O0.08± 0.01(1′) N/A 3.31*, 1.65*, 24.88 ± 0.05 
O0.28± 0.01(2′) N/A 0.00*, 0.00*, 24.14± 0.02 
Cr0.08± 0.01(1) 3.31, 1.65, 22.65 3.31*, 1.65*, 22.79 ± 0.05 
Cr0.28± 0.01(2) 0.00, 0.00, 22.27 0.00*, 0.00*, 22.05 ± 0.02 
O0.30± 0.01(3′) N/A 1.65*, 3.31*, 22.60 ± 0.01 
O0.60± 0.01(4’) N/A 3.31*, 1.65*, 22.36 ± 0.01 
O0.40± 0.03(1) 1.79, 1.65, 21.33 1.76 ± 0.02, 1.74 ± 0.03, 21.25 ± 0.05 
Cr0.70± 0.01(3) 1.65, 3.31, 20.39 1.65*, 3.31*, 20.52 ± 0.01 

Cr(4) 3.31, 1.65, 20.00 3.31*, 1.65*, 20.27 ± 0.01 
O(2) 1.65,- 0.14, 19.06 1.66 ± 0.01, -0.14± 0.02, 19.06 ± 0.02 
Cr(5) 0.00, 0.00, 18.12 0.00*, 0.00*, 18.22 ± 0.01 
Cr(6) 1.65, 3.31, 17.74 1.65*, 3.31*, 17.83 ± 0.01 
O(3) 1.52, 1.52, 16.80 1.54 ± 0.02, 1.54 ± 0.01, 16.96 ± 0.02 
Cr(7) 3.31, 1.65, 15.86 3.31*, 1.65*, 15.99 ± 0.01 
Cr(8) 0.00, 0.00, 15.47 0.00*, 0.00*, 15.54 ± 0.01 
O(4) 1.79, 0.14, 14.53 1.77±0.02, 0.01±0.01, 14.63 ± 0.02 
Cr(9) 1.65, 3.31, 13.59 1.65*, 3.31*, 13.74 ± 0.01 

Cr(10) 3.31, 1.65, 13.21 3.31*, 1.65*, 13.28 ± 0.01 
O(5) 1.65,1.79,12.27 1.69 ± 0.01, 1.76 ± 0.02, 12.30 ± 0.02 

Cr(11) 0.00,0.00,11.33 0.00*, 0.00*, 11.39 ± 0.01 
Cr(12) 1.65,3.31,10.94 1.65*, 3.31*, 11.02 ± 0.01 
O(6) 1.52,0.00,10.00 1.52*, 0.00*, 10.06 ± 0.01 

Cr(13) 3.31, 1.65, 9.06 3.31*, 1.65*, 9.12 ± 0.01 
Cr(14) 0.00, 0.00, 8.68 0.00*, 0.00*, 8.73 ± 0.01 
O(7) 1.79, 1.65, 7.74 1.79*, 1.65*, 7.78 ± 0.01 

Cr(15) 1.65, 3.31, 6.80 1.65*, 3.31*, 6.85 ± 0.01 
Cr(16) 3.31, 1.65, 6.41 3.31*, 1.65*, 6.45 ± 0.01 
O(8) 1.65, -0.14, 5.47 1.65*, -0.14*, 5.50 ± 0.01 

Cr(17) 0.00, 0.00, 4.53 0.00*, 0.00*, 4.57 ± 0.01 
Cr(18) 1.65, 3.31, 4.15 1.65*, 3.31*, 4.16 ± 0.01 
O(9) 1.52, 1.52, 3.20 1.52*, 1.52*, 3.22 ± 0.03 
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4.4. Discussion 

Figure 4.8 summarizes the variation in surface termination of α-Cr2O3(0001) 
determined through analysis of the SXRD data acquired from Cr2O3-H2OUHV and Cr2O3-
H2O30mbar, i.e. in the presence of ~ 30 mbar of H2O, each under-coordinated surface Cr 
atom becomes bound to a single atop OH/H2O species.  Regarding the significance of 
this result, it should be remembered that data from previous studies [3, 4] suggest that 
the Cr2O3-H2OUHV surface should exhibit hydroxyls.  Hence, it is almost certain that the 
observed change is a result of the impinging synchrotron X-ray radiation inducing 
adsorbate desorption; such a process will still occur at p(H2O) ~ 30 mbar, but the 
OH/H2O overlayer is dynamically maintained.   

 

 

Figure 4.8: Cartoon of the variation in surface termination of a-Cr2O3(0001) with water partial pressure, 
as determined through analysis of the SXRD data acquired from Cr2O3-H2OUHV and Cr2O3-H2O30mbar. 

Despite the apparently adverse impact of the X-ray beam, it can still be concluded that 
the structure determined at p(H2O) ~ 30 mbar is seemingly inconsistent with the 
predictions emerging from the calculations of Costa et al. [5].  They conclude that a 
(OH)-Cr-O3- termination is energetically unfavourable, directly contradicting our 
experimental structure determination.  Of course, it may be argued that this 
discrepancy is again due to the influence of the X-ray beam.  However, in our opinion, 
that the X-ray beam would selectively desorb OH/H2O species from each surface Cr 
leaving one remaining appears doubtful.  A more plausible reason for the divergence 
between the ab initio predictions and experiment is that the initial clean substrate 
termination used for the calculations is significantly different to that determined from 
diffraction [5].  It could be that the more disordered surface found in experiment 
hinders the formation of an extended network of OH/H2O hydrogen bonding, which 
emerges from the first principles modelling, resulting in Cr binding to multiple 
OH/H2O species becoming energetically unfavourable.  Another possible reason for 
the difference is that there is a significant energy barrier to the attachment of additional 
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OH/H2O to each Cr, and so cannot be realised with the substrate at room temperature.  
Further ab intio modelling on Cr2O3(0001) substrates more closely mimicking reality are 
required to test these hypotheses.     

Regarding the precise nature of the adsorbed species at 30 mbar of H2O, only the Cr-
(OH/H2O) interatomic distance (i.e. Cr(1)-O(1′), Cr(2)-O(2′), Cr(3)-O(3′), and Cr(4)-
O(4′)) provides any direct insight.  As indicated above, a value of 2.09 Å, with an error 
bar ranging from ± 0.01 Å for Cr(3)-O(3′) and Cr(4)-O(4′) to  ± 0.07 Å for Cr(1)-O(1′), 
has been obtained for this parameter.  Costa et al. predict that the Cr-O bond length for 
a surface bound OH moiety should be 1.97 Å, increasing to 2.1 Å for adsorbed H2O [5].  
On this basis, one might propose that at 30 mbar of H2O, Cr2O3(0001) is decorated with 
adsorbed molecular H2O rather than OH.  However, this deduction must be regarded 
with particular caution due to the approach employed for fitting the diffraction data, 
i.e. to limit the number of parameters optimized, the possibility for each substrate atom 
to adopt more than one location was not incorporated, even where there were 
variations in local environment.  For example, regarding the Cr2O3-H2O30mbar data, this 
approach resulted in employing only two atoms (Cr(3) and Cr(4)) to describe the first 
subsurface double layer of Cr atoms, even though some are bound to O(1) and others 
to O(3′) or O(4′) atoms.  Given that this change in local coordination is likely to lead to 
somewhat different atomic coordinates, the Cr-(OH/H2O) inter atomic distance (2.09 
Å) is less well defined than indicated above.  Consequently, we conclude that it is not 
possible to uniquely identify the adsorbate (OH or H2O) present on Cr2O3-H2O30mbar 
from the current SXRD dataset.  However, the weight of other evidence [3,4,5] suggests 
that dissociative adsorption is more likely, i.e. OH. 

Comparing the current results to those obtained for the interaction of H2O with other 
(0001) surfaces of corundum type metal oxides, of particular pertinence are near 
ambient pressure photoemission data from a-Fe2O3(0001) [13].  In that study, it was 
concluded that as the partial pressure of H2O increases, the surface becomes 
increasingly decorated with surface OH, attaining a maximum coverage of ~ 1 
monolayer at ~ 10-4 mbar.  Adsorbed H2O is also observed, which is proposed to be 
located above the OHs, i.e. a three layer Fe2O3(0001)/OH/H2O interface is formed.  
One might also expect similar layering on a-Cr2O3(0001) at 30 mbar of H2O, but only a 
single OH/H2O layer emerges from analysis of the SXRD data.  However, it should be 
remembered that SXRD is sensitive to adsorbed layers displaying order both parallel 
and perpendicular to the surface plane of the substrate.  Hence, the analysis presented 
here should not be interpreted as indicating that only a single layer of OH/H2O is 
present on Cr2O3(0001) at 30 mbar H2O, but that only this layer is sufficiently ordered 
to be apparent in SXRD.  
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Another result worthy of mention is the local adsorption geometry of OH obtained 
from photoelectron diffraction (PhD) measurements in UHV performed following 
exposure of V2O3(0001) to H2O [14].  In contrast to the current study, no evidence for 
OH atop surface V atoms was found.  Instead, only the surface oxygen atoms 
(equivalent to O(1) in Figs. 4 and 6) are hydroxylated through attachment of a H, 
presumably derived from H2O dissociation; the location of the dissociated OH 
fragment is not identified.  This difference may be due to the initial V2O3(0001) surface 
being terminated by vanadyl groups (V=O), rather than under-coordinated V atoms 
[14].  

Of further interest is a brief consideration of the previous SXRD study probing the 
surface structure a-Cr2O3(0001) as a function of oxygen partial pressure [6].  It is 
pleasing to note that away from UHV (p(H2O) ~ 30 mbar (current study), and p(O2) = 1 
× 10-2 mbar [6]) the optimum surface structures are not identical, i.e. data have not 
simply been acquired from similarly contaminated surfaces due to extrinsic 
components of the ambient environment.  For both H2O and O2, adsorption occurs atop 
under coordinated surface Cr atoms, but the Cr-O bond distance is significantly shorter 
following immersion in O2 (1.57 ± 0.03 Å) than in H2O.  This shorter Cr-O distance is 
consistent with the formation of surface chromyl (Cr=O) groups in the presence of 
oxygen [6].  Furthermore, unlike H2O/OH decorated a-Cr2O3(0001), the chromyl 
terminated surface remains intact following reduction of the O2 partial pressure. 

4.5. Conclusions 

To summarize, SXRD data have been acquired from α-Cr2O3(0001) as a function of 
H2O partial pressure.  In UHV, subsequent to an exposure to ~ 2000 L of H2O, the 
surface is terminated by a partially occupied double layer of chromium atoms; the lack 
of adsorbed OH/H2O is concluded to be most likely a result of x-ray induced 
desorption.  This surface geometry is largely consistent with those determined in 
recent LEED-IV [11] and SXRD [6] studies of clean α-Cr2O3(0001) in UHV, although 
there are differences in the values of atomic coordinates and fractional layer 
occupancies.  At ~ 30 mbar of H2O, a single OH/H2O species is bound atop each 
surface Cr.  This result is not consistent with the ab initio calculations of Costa et al. [5], 
which predict that surface termination evolves as follows as a function of H2O partial 
pressure at around room temperature: Cr-O3-Cr-  (OH)2-Cr-O3-  (H2O(OH)2)-Cr-O3-.  
One plausible explanation for this discrepancy between theory and experiment is that 
the initial clean substrate termination used for the calculations is not that determined 
experimentally. 
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Chapter 5  

Elucidating the geometry of the rutile- 
TiO2(011)/ H2O interface 

5.1. Introduction 

Titanium dioxide, in particular the rutile (110) surface termination, has emerged as the 
prototypical metal oxide surface for fundamental studies [1]. However, the much less 
studied (011) termination has been shown to display higher photocatalytic activity [2, 
3], dependent to some extent on the geometry of the surface. Previously a number of 
structural models of the UHV prepared (011) surface termination displaying a (2×1) 
reconstructed surface were suggested on the basis of DFT calculations and scanning 
probe measurements [3-5], including a titanyl group (Ti=O) terminated surface [4]. It 
was hypothesized that the presence of these Ti=O species could be the source of the 
enhanced photocatalytic activity of the TiO2(011) surface. Contradictory to these 
findings, recent quantitative structural studies using surface X-ray diffraction (SXRD) 
[6, 7] and low energy electron diffraction (LEED-IV) [8] have revealed a quite different 
morphology, a geometry presenting a saw-tooth-like morphology with five-fold 
coordinated titanium atoms and two-fold coordinated surface oxygen atoms arranged 

in rows along the [011] direction is deduced. DFT calculations and STM images [9] 
corroborate this model. 

Given the potential importance of the TiO2(011) surface as a photocatalyst for water 
splitting, elucidating of the interface geometry in an aqueous environment is essential 
to furthering understanding of the photoactivity of this surface. In contrast to the lack 
of experimental data on this topic, the geometry of TiO2(011)/H2O interface has been 
studied in some detail by means of first principles calculations by Aschauer et al [10]. 
These calculations suggest there is a significant rearrangement of surface atoms upon 
exposure to H2O, whereby the (2×1) reconstruction reverts to a (1×1) unit cell. They 
also concluded that water dissociates at the interface to form a monolayer of hydroxyls 
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at saturation coverage, which are adsorbed in alternating orientations at Ti5c sites, 
Figure 5.1 shows the geometry proposed by Aschauer et al. In this study, the impact of 
H2O vapour on the surface structure of TiO2(011) has been quantitatively determined. 
SXRD [11] has been employed for this purpose. The measurements taken here are a 
direct test of the ab initio predictions by Aschauer et al [10], and indeed the same 
interface geometry is observed in the presence of H2O vapour (p(H2O) = 30 mbar). 

 

 

Figure 5.1: Schematic illustration of the OH/H2O decorated (1×1) termination of the TiO2(011) surface 
predicted by Aschauer et al. 

5.2. Experimental methods 

Experimental work was performed at the Diamond Light Source, employing the 
Surface Village’s off-line UHV chamber for sample preparation, and beam line I07 for 
SXRD measurements. In situ preparation of rutile TiO2(011) surface involved repeated 
cycles of Ar ion bombardment and annealing in vacuum to approximately 1150 K. 
During this process extensive surface characterisation was carried out using X-ray 
photoelectron spectroscopy (XPS), LEED, and STM to ensure the reliable formation of 
the (2×1) surface. In agreement with previous studies [3, 6, 8], following sample 
preparation, a sharp LEED pattern consistent with a (2×1) reconstruction was 
observed. Surface contamination following preparation was below the detection limit 
of XPS, and STM measurements taken at various sites on the sample surface were very 
much consistent with those typically acquired from this surface [9], presenting a well 
ordered, single phase (2×1) termination. A LEED pattern taken at ~ 54 eV following 
sample preparation and prior to SXRD measurements are shown in Figures 5.2. 
Following LEED and XPS measurements, a final cleaning cycle prior to acquisition of 
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SXRD data was conducted in order to eliminate the possibility of electron-induced 
surface damage.  

 

 

Figure 5.2: LEED pattern from TiO2(011) surface following sample preparation, taken at ~ 54 eV. 
Surface unit cells are indicated. 

Once prepared, the sample was then transferred under vacuum to I07’s (2+3) type 
diffractometer in experimental hutch 1 (EH1), using a custom-built vacuum-suitcase 
and UHV baby chamber combination (base pressure ~1.5×10-9 mbar). The baby chamber 
incorporates a dome shaped X-ray transparent beryllium window suitable for the 
collection of SXRD data, which were collected at room temperature at an incidence 

angle of 1°, a photon energy of ℎ𝑣 = 17.7    keV (wavelength 0.7 Å) and a 2D Pilatus 
photon detector.  The sample was mounted such that the surface was in the horizontal 
plane. 

A systematic series of X-ray reflections were acquired in stationary conditions (l-scans), 
for given integer values of (h, k), such scans are performed at a series of l-values, 
enabling profiles of scattered intensity versus perpendicular momentum transfer, 
known as crystal truncation rods (CTRs), to be compiled. Fractional order rods (FORs) 
containing information arising from the superstructure only and thus indicative of any 

surface reconstruction, in h and k, were also undertaken. 

Subsequent to acquiring the dataset from the as-prepared TiO2(011) surface at UHV, 
TiO2(011)-CleanUHV, the leak valve was completely opened and the baby chamber 
simply backed filled with H2O vapour (~ 30 mbar), the chamber’s turbo molecular 
pump was switched off for measurements. A further systematic series of X-ray 
reflections were then acquired from the TiO2(011) surface at this H2O partial pressure; 
henceforth this surface will be referred to as TiO2(011)-H2O30mbar. Prior to allowing H2O 
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(ultra-pure) into the vacuum chamber it was thoroughly degassed via freeze-thaw-
pump cycles. Reference reflections at (h, k, l) = (-1, 0, 0.97) were recorded at regular 
intervals in order monitor surface degradation and eliminate the possibility of surface 
contamination within the data acquisition period. No significant changes were 
observed throughout the duration of the experiment. 

5.3. Results and Discussion 

To facilitate a fully quantitative structure determination, the raw diffraction data 
acquired at UHV and ~ 30 mbar H2O partial pressure were integrated and corrected 
[12] to enable plots of structure factor versus perpendicular momentum transfer for 
each CTR and FOR measured. This procedure resulted in an extensive dataset totaling 
10419 non-equivalent reflections from 21 CTRs and 23 FORs at UHV and 4978 non-
equivalent reflections from 22 CTRs at ~30 mbar H2O partial pressure. It should be 
noted that there was an absence of intensity in the FORs in the high-pressure regime 
suggestive of a loss of surface reconstruction. The measured data were indexed with 

reference to a monoclinic unit cell defined by lattice vectors (𝒂𝟏, 𝒂𝟐, 𝒂𝟑). Lattice vectors 

𝒂𝟏 and 𝒂𝟐 are directed along the [100] and the [011] directions, respectively, and 𝒂𝟑 lies 

in the plane defined by the [011] and [011] directions at an angle of 𝜃 = 2×[tan!! 𝑎 𝑐 ] 

with respect to 𝒂𝟐. The magnitudes of these lattice vectors are 𝒂𝟏 = 2𝑎 and 𝒂𝟐 = 𝒂𝟑 =

(𝑎! + 𝑐!; where 𝑎 = 4.593 and 𝑐 = 2.958 are the lattice constants of the tetragonal 
rutile TiO2 bulk unit cell [13]. Such a unit cell, rather than an orthorhombic unit cell 

with 𝒂𝟏! , 𝒂𝟐!  and 𝒂𝟑!  (all orthogonal to one another) was employed for structure 
determination in order to minimize the number of parameters varied during 

refinement due to the large size of the 𝑐 lattice constant of the orthorhombic unit cell. 

The corresponding reciprocal lattice vectors are denoted by ℎ, 𝑘 and 𝑙. 

For surface structure elucidation, the usual approach of generating theoretical SXRD 
data for a potential structure, and then iteratively refining its geometry to find the best 
fit between experiment and theory was adopted.  A modified version of the ROD 
software, originally written by Vleig et al [14], was used for this task. The goodness of 
fit is measured quantitatively by the reduced chi squared (χ2) defined as follows [15]: 

 𝜒! =
1

𝑁 − 𝑝
𝐹!
!"#(ℎ𝑘𝑙) ! − 𝐹!!!(ℎ𝑘𝑙)

!

𝜎!
!"#(ℎ𝑘𝑙)

!!

!!!

 (5.1) 
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where 𝑁 is the number of measured structure factors, 𝑝 is the number of independent 

parameters optimized during the fitting process, 𝐹!,!,!
!"#  are the experimentally measured 

structure factors, 𝐹!,!,!!!  are the theoretically calculated structure factors, and 𝜎!,!,! 

corresponds to the experimental uncertainties associated with 𝐹!,!,!
!"# . 

A χ2 value of ~1 is taken as an empirically validated indication of good agreement 
between the experiment and simulated structure i.e. the ideal structure is taken as the 
one that minimises this measure of discrepancy, since the difference between 

experiment and simulated data should be equal to the error in the data, 𝜎!,!,!. The 
agreement decreases with increasing χ2.  

 

Figure 5.3: Comparison of experimental (black dots with error bars) and theoretically simulated (solid 
red line) FOR and CTR data acquired from TiO2(011) in UHV . The red solid line indicate the optimum 
best fit (χ2 = 1.03) structure proposed in this study. FOR data are displayed in the top four panels and 

CTR data in the bottom two panels.  
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Initial efforts focused on structure determination of the as-prepared UHV surface on 
the basis of the diffraction data acquired from TiO2(011)-CleanUHV.  To begin the search 
for a structural solution, the clean surface termination resulting from recent 
quantitative SXRD [6, 7] and LEED-IV [8] studies were first considered. The best-fit 
model produced a χ2 of 1.03, representing a very high degree of agreement between 
theory and experiment, the best fit is shown in Figure 5.3. In order to arrive to this 
solution 168 parameters were optimized, including 151 atomic displacements, 13 
isotropic vibrational amplitudes (Debye-Waller factors), two scale factors (one for 
CTRs and one FORs), a surface fraction (the fraction of the surface that adopts the 
structure emerging from the analysis) and a surface roughness parameter. Figure 5.4 
(middle) shows a ball and stick model of the surface geometry emerging from analysis 
of the SXRD data acquired from TiO2(011)-CleanUHV. Table 5.1 lists the atomic 
displacements for the optimum structure, expressed as displacements from the bulk-
terminated TiO2(011)(1×1) surface (depicted in Figure 5.4 (top)). Also listed are the 
displacements from bulk for the clean surface solution of Torrelles et al [6]. From 
comparison of atomic displacements in Table 5.1, it is clear, when taking into account 
the estimated errors, that the optimised structure obtained from the current SXRD 
measurements, TiO2-CleanUHV, is in excellent quantitative agreement with that derived 
in the earlier clean surface SXRD [6] study. All atomic occupancies remained fixed at 1. 
The Debye Waller factors all adopted reasonable values for both Ti and O atoms where 
the highest values corresponded to the top most atoms (Ti(1) = 0.87, O(1) = 5.36), 
decreasing with each layer through the model to their bulk values (Ti = 0.1, O = 0.25). 
The roughness parameter, calculated using the approximate beta model [16], for the 
optimised structure was very small (β = 0.09) indicating a very flat surface. This is in 
agreement with the STM images obtained prior to the SXRD experiment which show 
large flat terraces with an approximate area of individual terraces 25000 nm2 in size 
and with apparent monatomic steps heights of 0.25 nm. The surface fraction parameter 
is 97.6%, indicating that essentially the entire surface adopts the structure obtained in 
this analysis. 
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Figure 5.4: Ball and stick models of the ideal bulk truncated TiO2(011)(1×1) (top), the optimum 
TiO2(011)(2×1) geometry (middle) and the optimised TiO2(011)(1×1) structure at ~30 mbar H2O (bottom). 
Larger (smaller) spheres are oxygen (titanium) atoms. The numerical labelling of the atoms is employed 
in Table 5.1 and 5.2 for identification purposes. Symmetry paired atoms are denoted by an asterisk (*). 

 

 

Table 5.1: Optimized locations of atoms in the TiO2(011)(2×1) reconstruction, expressed as 
displacements from the bulk-terminated TiO2(011)(1×1) surface, resulting from analysis of the SXRD 
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data presented in Figure 5.3 (current study) - TiO2-CleanUHV. Also listed are values obtained from the 
clean surface structure proposed by Torrelles et al [6], and (x, y, z) atomic coordinates for the bulk-

truncated structure of TiO2(011)(1×1). Figure 5.4 provides a key to the identity of the atoms. A positive 

value for x, y, and z indicates a displacement in the [𝟏00], [01𝟏], and [011] directions, respectively. 

Atom 

(1 x 1) bulk 
terminated         

(x, y, z) 
coordinates (Å) 

Displacement (Å) 

∆x 
[6] : TiO2-CleanUHV 

∆y 
[6] : TiO2-CleanUHV 

∆z 
[6] : TiO2-CleanUHV 

O(1) 2.04, 1.55, 0.76 -2.52 ± 0.02: -2.48 ± 0.02 2.90 ± 0.02: 2.91 ± 0.03 0.62 ± 0.02: 0.59 ± 0.03 

O(2) 2.55, 4.28, 0.76 -0.15 ± 0.02: -0.12 ± 0.02 -0.29 ± 0.02: -0.31 ± 0.02 -0.06 ± 0.02: -0.16 ± 0.03 

Ti(1) 1.15, 0.00, 0.00 -0.56 ± 0.01: -0.56 ± 0.01 0.32 ± 0.01: 0.32 ± 0.01 0.43 ± 0.01: 0.42 ± 0.01 

Ti(2) 3.44, 2.73, 0.00 -0.09 ± 0.02: -0.08 ± 0.01 -1.76 ± 0.02: -1.76 ± 0.01 -0.80 ± 0.02: -0.77 ± 0.01 

O(3) 0.25, 3.91, -0.76 0.00 ± 0.02: -0.05 ± 0.01 0.27 ± 0.02: 0.27 ± 0.03 -0.06 ± 0.02: -0.04 ± 0.03 

O(4) 4.34, 1.18, -0.76 -0.15 ± 0.02: -0.11 ± 0.01 0.42 ± 0.02: 0.43 ± 0.03 -0.01 ± 0.02: 0.01 ± 0.03 

O(5) 2.04, 5.41, -1.73 0.00 ± 0.01: 0.05 ± 0.01 -0.04 ± 0.01: 0.02 ± 0.02 -0.06 ± 0.01: -0.08 ± 0.02 

O(6) 2.55, 2.68, -1.73 0.03 ± 0.01: 0.01 ± 0.01 -0.27 ± 0.02: -0.23 ± 0.02 -0.06 ± 0.01: -0.04 ± 0.02 

Ti(3) 1.15, 3.86, -2.49 -0.10 ± 0.01: -0.17 ± 0.01 -0.05 ± 0.01: -0.03 ± 0.01 -0.06 ± 0.01: -0.07 ± 0.01 

Ti(4) 3.44, 1.13, -2.49 -0.12 ± 0.01: -0.17 ± 0.01 -0.27 ± 0.01: -0.27 ± 0.01 -0.07 ± 0.01: -0.04 ± 0.01 

O(7) 0.25, 2.31, -3.25 0.04 ± 0.01: 0.06 ± 0.01 0.00 ± 0.02: 0.05 ± 0.02 -0.05 ± 0.01: -0.01 ± 0.01 

O(8) 4.34, 5.04, -3.25 -0.02 ± 0.01: -0.08 ± 0.01 0.07 ± 0.02: 0.05 ± 0.02 0.12 ± 0.01: 0.11 ± 0.01 

O(9) 2.04, 3.81, -4.22 -0.02 ± 0.01: 0.01 ± 0.01 -0.06 ± 0.02: -0.04 ± 0.02 -0.04 ± 0.01: -0.07 ± 0.01 

O(10) 2.55, 6.54, -4.22 0.00 ± 0.01: -0.03 ± 0.01 -0.03 ± 0.02: -0.06 ± 0.02 0.00 ± 0.01: -0.02 ± 0.01 

Ti(5) 1.15, 2.26, -4.98 0.02 ± 0.01: 0.01 ± 0.01 -0.06 ± 0.01: -0.06 ± 0.01 -0.11 ± 0.01: -0.10 ± 0.01 

Ti(6) 3.44, 5.00, -4.98 0.01 ± 0.01: 0.04 ± 0.01 0.04 ± 0.01: 0.04 ± 0.01 0.05 ± 0.01: 0.06 ± 0.01 

 

Turning to elucidation of the TiO2(011) surface structure at p(H2O) ~ 30 mbar, TiO2-
H2O30mbar, initially structure determination began with refinement of the atomic 
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coordinates along with various nonstructural parameters of a model similar to the 
optimised TiO2-H2OUHV structure.  This is because, as mentioned above, intensity in the 
FORs under the high pressure regime has reduced to the background level and thus 
the model here simulates a ‘disordered’ (2×1) reconstruction in which both (1×1) and 
(2×1) domains are accounted for by different occupancy parameters. A χ2 of 3.6 was 
obtained. This value clearly in no way represents a reasonable agreement between 
theory and experiment, indicating that the presence of ambient H2O leads to more than 
just relaxations of TiO2 surface atoms. During the fit the occupancy of the (2x1) 
domains tended to a value close to zero. This, coupled with the lack of intensity in the 
FORs, leads us to believe that the surface must exhibit a (1×1) termination.  On this 
basis, guided by the ab initio predictions of Aschauer et al [10], an alternative solution 
was sought. They predicted a model in which the clean UHV surface undergoes a 
transformation from a (2×1) reconstructed surface to a (1×1) structure. This surface is 
thought to be decorated with a monolayer of adsorbed OH/H2O tightly bound with 
alternating orientations at under-coordinated surface titanium (Ti5c) sites in the 
presence of an aqueous environment. A χ2 of 1.29 was obtained for this optimum 
geometry, which represents a good agreement between theory and experiment. This fit 
is illustrated in Figure 5.5, showing the experimental CTRs (black errors bars) and best-
fit theoretical simulations for the optimum TiO2-H2O30mbar structure (red line). Removal 
of the adsorbed OH/H2O increases the χ2 to 1.55, indicating that the data are sensitive 
to the presence of this atom, visually evident in Figure 5.5 (blue dashed line).  

The optimum TiO2-H2O30mbar surface structure atomic coordinates, expressed as 
displacements from the bulk-terminated TiO2(011)(1×1) surface, resulting from analysis 
of the SXRD data presented in Figure 5.5, are listed in Table 5.2.  A total of 91 
parameters were optimised during structure refinement process, i.e. 78 atomic 
coordinates, 10 vibrational amplitudes (Debye-Waller factors), a scale factor, a surface 
roughness parameter, and a surface fraction parameter. Due to symmetry constraints 
equivalent atoms where confined to the same magnitude displacements both in and 
out of plane. The surface fraction parameter is 91.3%, which much like the clean 
surface solution suggests that essentially the entire surface adopts the structure 
obtained in this analysis. As regards to the remaining 8.7% of the surface, this could 
comprise of surface defects. The optimum roughness parameter was β = 0.15, which 
implies that the presence of H2O induces roughening of the surface. This increase in 
surface roughness in this higher partial pressure of H2O regime is believed to be due to 
a combination of the change in the substrate termination and a manifestation of the 
dynamic nature of the water over-layer [10]. 
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Figure 5.5: Comparison of experimental CTR data (solid markers with error bars), acquired from the 
TiO2(011) surface at p(H2O) ~ 30 mbar (TiO2-H2O30 mbar), and theoretical best-fit simulations (solid red 
lines).  Also included are theoretically simulated data (broken blue line) for optimum TiO2-H2OUHV 

geometry 

Turning to the nature of the adsorbed oxygen specie, X-ray scattering strength is 
proportional to the electron density, and thus it is extremely difficult in an SXRD 
experiment to distinguish directly between H2O, OH, and O on the TiO2(011) surface, 
because of the low scattering contribution from hydrogen. Consequently, the only way 
to distinguish between adsorbed H2O and OH is through variation in the Ti-O 
adsorbate bond length; a difference of ~ 0.2 Å (1.83 Å for Ti-OH and 2.03 Å for Ti-H2O) 
as concluded in the theoretical calculations [10], and a Ti-OH bond length of 1.85 ± 0.09 
Å has been concluded experimentally on the TiO2(110) surface [17]. The Ti-OH/H2O 
bond length has been determined as 1.94 ± 0.02 Å in this study, which is precisely in-
between the Ti-OH and Ti-H2O bond lengths proposed by theory, although it can be 
argued that it is within the error of the Ti-OH bond length as determined by 
experiment. As a check to better define the chemical nature of the water moiety, a 
model in which two the bond length was fixed to values indicative of Ti-OH bond 
lengths (1.85 Å) up to values typically associated with the Ti-H2O bond length (2.15 Å), 
at intervals of 0.05 Å, and the structure optimized. Analysis of Figure 5.6 shows that 
varying the bond length from 1.85 Å to 2.15 Å results in a ∆χ2 of only 0.06, suggesting 
that it is not possible to clearly define the chemical nature of this water moiety. Further 
yet, Aschauer et al report that during their simulations a constant dissociation or 
reassociation of water molecules occurred leading to an apparent mixed 
dissociated/molecular adsorption state. On this basis and the fact that quite possibly 
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the water overlayer at the interface is not necessarily ordered enough for a for SXRD to 
discriminate between OH and H2O, it can be logically concluded here that for the 
TiO2(011) surface at p(H2O) ~ 30 mbar a mixed dissociated/molecular overlayer is 
favoured. 

Considerable structural changes to the optimised TiO2(011)(2×1) UHV geometry were 
required to achieve this fit, specifically the uppermost surface atoms  (O(1), O(2), Ti(1) 
and Ti(2)), as apparent from Table 5.2. Although we are unable to comment on the 
mechanism by which this transformation occurs on the basis of SXRD data, 
nevertheless a mechanism has been proposed by Aschauer et al in which, over a long 
enough period of time, in the presence of water the surface ‘slowly’ undergoes a series 
of water dissociation events at (2×1) valley titanium sites with subsequent strong 
outwards relaxations of valley titanium atoms leading the fully OH/H2O decorated 
(1×1) surface termination found in that and the present studies. 

 

 
Figure 5.6: Plot of χ2 against Ti – OH/H2O bond length. 

 

 

 

 

Table 5.2: Optimized locations of atoms comprising the TiO2-H2O30mbar surface, expressed as 
displacements from the bulk-terminated TiO2(011)(1×1) surface, resulting from analysis of the data 
presented in Figure 5.5. (x, y, z) atomic coordinates for the TiO2-CleanUHV surface and for the bulk-

truncated TiO2(011)(1×1) surface are also listed. Figure 5.4 provides a key to the identity of the atoms. 
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The oxygen atoms of adsorbed OH/H2O species are labelled O’. A positive value for x, y, and z 

indicates a displacement in the [𝟏00], [01𝟏], and [011] directions, respectively. 

 (1 x 1) bulk 
terminated         

(x, y, z) 
coordinates (Å) 

Displacement (Å) 

Atom 

∆x 
TiO2-CleanUHV : 
TiO2-H2O30mbar 

∆y 
TiO2-CleanUHV : 
TiO2-H2O30mbar 

∆z 
TiO2-CleanUHV : 
TiO2-H2O30mbar 

O’ 0.25, 0.05, 1.73 N/A: -0.04 ± 0.02 N/A: -0.15 ± 0.03 N/A: 0.01 ± 0.01 

O(1) 2.04, 1.55, 0.76 -2.48 ± 0.02: -0.01 ± 0.02 2.91 ± 0.03: -0.01 ± 0.02 0.59 ± 0.03: 0.09 ± 0.02 

O(2) 2.55, 4.28, 0.76 -0.12 ± 0.02: 0.01 ± 0.02 -0.31 ± 0.02: -0.01 ± 0.02 -0.16 ± 0.03: 0.09 ± 0.02 

Ti(1) 1.15, 0.00, 0.00 -0.56 ± 0.01: 0.05 ± 0.01 0.32 ± 0.01: -0.01 ± 0.01 0.42 ± 0.01: 0.02 ± 0.01 

Ti(2) 3.44, 2.73, 0.00 -0.08 ± 0.01: -0.05 ± 0.01 -1.76 ± 0.01: -0.01 ± 0.01 -0.77 ± 0.01: 0.02 ± 0.01 

O(3) 0.25, 3.91, -0.76 -0.05 ± 0.01: -0.02 ± 0.01 0.27 ± 0.03: -0.10 ± 0.02 -0.04 ± 0.03: 0.10 ± 0.02 

O(4) 4.34, 1.18, -0.76 -0.11 ± 0.01: 0.02 ± 0.01 0.43 ± 0.03: -0.10 ± 0.02 0.01 ± 0.03: 0.10 ± 0.02 

O(5) 2.04, 5.41, -1.73 0.05 ± 0.01: 0.03 ± 0.01 0.02 ± 0.02: 0.01 ± 0.01 -0.08 ± 0.02: -0.08 ± 0.02 

O(6) 2.55, 2.68, -1.73 0.01 ± 0.01: -0.03 ± 0.01 -0.23 ± 0.02: 0.01 ± 0.01 -0.04 ± 0.02: -0.08 ± 0.02 

Ti(3) 1.15, 3.86, -2.49 -0.17 ± 0.01: -0.03 ± 0.01 -0.03 ± 0.01: -0.03 ± 0.01 -0.07 ± 0.01: 0.03 ± 0.01 

Ti(4) 3.44, 1.13, -2.49 -0.17 ± 0.01: 0.03 ± 0.01 -0.27 ± 0.01: -0.03 ± 0.01 -0.04 ± 0.01: 0.03 ± 0.01 

O(7) 0.25, 2.31, -3.25 0.06 ± 0.01: 0.01 ± 0.01 0.05 ± 0.02: -0.01 ± 0.01 -0.01 ± 0.01: 0.01 ± 0.01 

O(8) 4.34, 5.04, -3.25 -0.08 ± 0.01: -0.01 ± 0.01 0.05 ± 0.02: -0.01 ± 0.01 0.11 ± 0.01: 0.01 ± 0.01 

O(9) 2.04, 3.81, -4.22 0.01 ± 0.01: 0.01 ± 0.01 -0.04 ± 0.02: 0.01 ± 0.01 -0.07 ± 0.01: -0.03 ± 0.01 

O(10) 2.55, 6.54, -4.22 -0.03 ± 0.01: -0.01 ± 0.01 -0.06 ± 0.02: 0.01 ± 0.01 -0.02 ± 0.01: -0.03 ± 0.01 

Ti(5) 1.15, 2.26, -4.98 0.01 ± 0.01: -0.01 ± 0.01 -0.06 ± 0.01: -0.02 ± 0.01 -0.10 ± 0.01: 0.02 ± 0.01 

Ti(6) 3.44, 5.00, -4.98 0.04 ± 0.01: 0.01 ± 0.01 0.04 ± 0.01: -0.02 ± 0.01 0.06 ± 0.01: 0.02 ± 0.01 

 

5.4. Conclusion 

In summary, high precision SXRD data acquired from clean TiO2(011) surface and at a 
p(H2O) of ~ 30 mbar has been analysed. The optimised clean surface in vacuum 
geometry, (2×1) reconstruction, is same as that emerging from recent quantitative 
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studies [6-8]. More specifically SXRD measurements from this study are a very close 
match to those reported by Torrelles et al [6], with almost all atomic displacements and 
site occupations being essentially identical. Prompted by ab initio calculations [10], the 
geometry of the TiO2(011)/ H2O interface has also been elucidated very precisely. 
Structural optimisation has yielded a best-fit solution consistent with these ab initio 
calculations, in which the surface reverts to a (1×1) structure at a p(H2O) of ~ 30 mbar. 
Most notably, the outcome of this structure determination indicates that the relative 
stabilities of the reconstructed and bulk-like (1×1) surface terminations are reversed in 
the presence of water. It has been suggested that these results are of direct relevance to 
the atomic scale understanding of the enhanced photo-catalytic activity displayed by 
the TiO2(011) surface specifically in the aqueous environments that more closely 
resemble ‘real world’ photocatalytic applications. 
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Chapter 6  

Substrate preparation for surface 
studies under non-UHV conditions 

6.1 Introduction 

A recent special issue of Surface Science was devoted to the topic of ‘Surface science 
under environmental conditions’. In the introductory editorial it was indicated that 
researchers in fundamental surface science are becoming increasingly concerned with 
more complex systems and conditions [1]. Focussing on the latter area, greater 
complexity largely involves a move away from ultra high vacuum (UHV) work to 
studies in more technologically pertinent environments, i.e. measurements performed 
with samples immersed in fluids (gases or liquids). An issue of interest associated with 
such effort is reliable preparation of well-defined substrate surfaces. One route is 
simply to prepare the sample under UHV conditions, and then introduce the fluid. 
Alternatively, a non-UHV recipe may be adopted. This second option is attractive as it 
potentially eliminates the requirement for UHV facilities, although substrate 
characterisation is still required to adhere strictly to a rigorous ‘surface science approach’. 
Furthermore, application of non-UHV processing may reveal previously unknown 
substrate terminations, which could have more ‘real-world’ relevance. Here, we 
contribute to this topic through presenting a non-UHV recipe for the prototypical 
metal oxide surface for fundamental surface science, rutile-TiO2(110), as well as for the 
non-equivalent rutile-TiO2(011) surface [2]. 

To date, a number of non-UHV approaches for preparation of low Miller index single-
crystal TiO2 surfaces have been implemented [3-12]. Despite varying in detail, almost 
all of these recipes can be labelled as so called wet-chemical procedures, involving a 
combination of chemical cleaning/etching and high temperature annealing [3-5, 7-12]. 
Hydrofluoric acid (HF) [3-5, 7, 9-11], as well as other acidic reagents [8, 12], has been 
successfully employed for the former step. Concerning such preparation of TiO2(110), 
substrate characterisation subsequent to processing indicates the feasibility of forming 
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a relatively clean, well-ordered (1×1) surface termination with significant terrace sizes 
(widths can be > 100 nm) [4, 7-9, 11]. A similar positive outcome has been achieved for 
the (011) surface of rutile-TiO2 [9-11], with both (1×1) [11] and (2×1) [9] surface unit 
cells being observed; a (2×1) reconstruction is found following preparation in UHV [2].      

In this chapter, a somewhat modified wet-chemical recipe for the preparation of single 
crystal surfaces of TiO2 is described, and applied to both rutile-TiO2(110) and rutile-
TiO2(011). The utility of this procedure is evaluated through detailed surface 
characterisation. Atomic force microscopy (AFM) and scanning tunneling microscopy 
(STM) are employed to assess surface topography, with low energy electron diffraction 
(LEED) probing surface order. Auger electron spectroscopy (AES) is applied to 
determine surface composition/cleanliness.  Besides demonstrating the potential of 
our recipe for production of well-defined TiO2 surfaces, a previously unreported 
termination is found for TiO2(011).  As a means of further surface structure exploration 
preliminary surface X-ray diffraction (SXRD) data from the (011) surface are also 
presented and compared with CTR’s from the UHV prepared surface of Torrelles et al 
[13].   

6.2 Materials and methods 

Experimental work was undertaken with single crystal samples of (110) and (011) 
oriented rutile-TiO2 sourced from PI-KEM. Typically, samples measured 10 mm × 10 

mm × 1 mm, with an off-cut accuracy of ≤ 1°. Wet-chemical preparation of these 
substrates involved 4 steps (STEPS 1-4), beginning with sonication (~ 15 min duration) 
in a sequence of solvents, i.e. acetone, ethanol, and deionised water. Samples were then 
dried in a stream of nitrogen. The purpose of this first stage (STEP 1) is to remove any 
adhered debris and grease from the surfaces of the substrates.  

Following STEP 1, preparation continued with an anneal in air in a tube furnace at 973 
K for ~ 90 min; identical annealing conditions were adopted for both the (110) and 
(011) surfaces on the basis of empirical trials. The objective of this heat treatment (STEP 
2), which is analogous to that of the same procedure in UHV, is to form flat, well-
ordered surfaces. Upon cooling to room temperature, samples were immersed in aqua 
regia (3:1 (volume ratio) mixture of HCl and HNO3) for ~ 45 min, and then rinsed 
thoroughly with deionised water. Surface contamination removal is the target of this 
procedure (STEP 3).   

Finally, samples were inserted into a UV-ozone cleaner (Novascan). Substrates were 
exposed to UV-light for 20 min, and left immersed in the locally generated ozone 
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atmosphere for another 30 min. This ultimate step (STEP 4) is intended to eliminate 
adventitious carbon from the substrate surface [14]. To ascertain that the UV-treatment 
is having an impact on the substrate, water droplet contact angle data were acquired 
with a FTÅ188 contact angle and surface tension analyzer (First Ten Ångstroms Inc.). 
These measurements were undertaken with deionised water, using the static sessile 
drop approach [15]. On the basis of previous work [4], a hydrophobic to hydrophilic 
transition is expected to occur following effective UV-exposure. 

Concerning surface characterisation, data were acquired at various points in the 
preparation sequence (STEPS 1-4). AFM images were recorded in air at room 
temperature with a Nanoscope IIIa Multimode AFM (Digital Instruments) in tapping 
mode. STM images were acquired using an omicron low temperature STM in constant 
current mode. Note that due to the insulating nature of TiO2 STM measurements on the 
(110) surface were carried out using a niobium (Nb) doped (0.2-0.5 wt. % n-doped) 
crystal, also sourced from Pi-Kem; the reason why STM data can be measured on UHV 
prepared TiO2 without the need for the sample to be (niobium) doped has been 
discussed in Chapter 3.  For AES and LEED measurements, samples were inserted 
through a load-lock into an appropriately equipped UHV chamber; a four-grid rear 
view LEED optics (VG) was employed to collect both spectroscopy and diffraction 
data. Sample charging was an issue during acquisition of both AES and LEED data, 
due to the insulating nature of the wet-chemically prepared samples; UHV preparation 
(annealing) leads to bulk reduction of TiO2, eliminating charging. To compensate for 
such charging effects in AES spectra, the kinetic energy (KE) scale was calibrated using 
the location of the O KLL feature reported previously for TiO2 [14].  

SXRD data for the TiO2(011) surface was collected at Diamond using the Surfaces and 
Interfaces beamline, I07, with the sample surface mounted in the horizontal plane 
using a (2+3) diffractometer. Measurements were performed with the substrate at 
room temperature employing a 2D Pilatus photon detector with an X-ray angle of 

incidence angle of 1.0° and photon energy of ℎ𝑣 = 17.7 keV. 

6.3 Results and Discussion 

Figures 6.1 (a) and (b) show typical AFM images of TiO2(110) and TiO2(011), 
respectively, acquired subsequent to UV-treatment (STEP 4). Mimicking previous 
work [4, 7, 9-11], both surfaces exhibit relatively large, flat terraces, separated by well-
defined steps; terraces are somewhat larger on the (110) surface, which is most likely a 
result of a smaller off-cut angle for this substrate. It should be noted that we attribute 
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the small variations in intensity within terraces in Figure 6.1 to instrumental noise, 
rather than any significant topographical features. Concerning step heights, the 
smallest, and most prevalent, measures ~ 0.3 nm on TiO2(110) (see line profile in Figure 
6.1 (c)), which is consistent with the value expected for a monatomic step (0.33 nm) 
separating equivalent terraces [9]. Monatomic steps (~ 0.25 nm) [10] are also observed 
on the (011) surface (see line profile in Figure 6.1 (d)). Larger step heights apparent on 
both surfaces can be simply reconciled with multiple monatomic steps, e.g. the ~ 0.6 
nm step height in the line profile from TiO2(110) (Figure 6.1 (c)) is consistent with a 
double monatomic step. It should be emphasised, given the limited lateral resolution, 
that it is not possible to determine the precise morphology of these deeper steps, e.g. 
they may consist of a series of closely spaced single monatomic steps with narrow 
intervening terraces. 

AFM images (not shown) recorded following aqua regia immersion (STEP 3) are 
essentially identical to those displayed in Figure 6.1. These data indicate that UV-
treatment (STEP 4) does not have any significant impact on surface topography. 
Images acquired post annealing (STEP 2), but before aqua regia immersion (STEP 3), 
typically display a significantly greater degree of undulation within terraces, as 
demonstrated by the image of TiO2(110) in Figure 6.2 (a) and the corresponding line 
profile (Figure 6.2 (b)). We suggest that the origin of this morphology is most likely 
surface contamination, which is removed by the acid cleaning. Prior to annealing 
(STEP 2), AFM revealed very rough surfaces, with no clear terraces or steps apparent. 

STM images of wet chemically prepared Nb-TiO2(110) acquired subsequent to UV-
treatment are displayed in Figure 6.3 (a) and (b). Much like the AFM images, these 
images show that surfaces exhibit relatively large, flat terraces, separated by well-
defined steps. Line profiles along the surface show that equivalent terraces are 
separated by steps measuring ~ 0.35 nm in height, which is again consistent with a 
monatomic step. However, it has been very difficult to image this surface in STM and 
to date no ultra high-resolution images have been achieved, and hence one cannot 
obtain details of terrace structure at the atomic scale. 

Turning to surface composition, AES spectra are displayed in Figure 6.4 of (a) 
TiO2(110) and (b) TiO2(011). In each panel there are two spectra, one acquired 
subsequent to aqua regia immersion (STEP 3), and the other post UV-treatment (STEP 
4). All of the spectra exhibit features expected of the substrate, i.e. Ti LMM and O KLL 
Auger peaks. Additionally, a feature assigned to the C KLL Auger peak is apparent in 
the two spectra acquired after aqua regia immersion (STEP 3). This signal is attributed 
to surface adsorbed adventitious carbon. As indicated by the corresponding spectra, 
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UV-treatment (STEP 4) essentially quenches this carbon peak, i.e. this step removes 
adventitious carbon from the substrate surface, as intended. 

 

 

Figure 6.1: AFM images of (a) TiO2(110) and (b) TiO2(011) acquired subsequent to STEP 4 (UV-
treatment) of the wet chemical preparation procedure. (c) and (d) display line profiles from along the 

broken lines indicated in (a) and (b), respectively. 



Chapter 6 – Substrate preparation for surface studies under non-UHV conditions 
 

 

-147- 

 

Figure 6.2: AFM image of TiO2(110) acquired subsequent to STEP 2 (annealing) of the wet chemical 
preparation procedure. (b) displays a line profile from along the broken line indicated in (a). 

 

Figure 6.3: STM images of Nb-TiO2(110)) acquired subsequent to STEP 4 (UV-treatment) of the wet 
chemical preparation procedure at a a scan size of (a) 50×50 nm and (b) 25×25 nm, (c) displays a line 

profiles along the broken line indicated in (a). 
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Besides removing adventitious carbon, the UV-treatment (STEP 4) also effects a step 
change in the hydrophilic nature of both TiO2(110) and TiO2(011). This phenomenon is 
demonstrated in Table I, which lists the water droplet contact angles recorded before 
and after UV-treatment.  In accord with previously published data for TiO2(110) [4], the 
surfaces become highly hydrophilic subsequent to the UV-treatment. Such a clear 
increase in wetability has the potential to be useful as a simple test to ascertain the 
effectiveness of the UV-treatment; a quick, semi-quantitative assessment can be 
achieved by visual inspection of the shape of a water droplet delivered to the surface 
through a hypodermic syringe/needle. 

 

 

Figure 6.4: AES spectra of (a) TiO2(110) and (b) TiO2(011). In each panel one spectrum (red line) has 
been acquired subsequent to STEP 3 (aqua regia immersion), the other (blue line) following STEP 4 

(UV-treatment) of the wet chemical preparation procedure. 
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Table 6.1: Water (deionised) droplet contact angles acquired from wet-chemically prepared rutile 
TiO2(110) and TiO2(011) substrates. Data were acquired subsequent to both STEP 3 (aqua regia 
immersion) and STEP 4 (UV-treatment) of the preparation procedure, i.e. before and after UV-

treatment. The static sessile drop approach was adopted for these measurements [15]. 

 Contact Angle (°) 

 Post - Aqua Regia (STEP 3) Post – UV (STEP 4) 

TiO2(110) ~ 80 ~ 0 

TiO2(011) ~ 78 ~ 0 

   

Regarding surface order, Figure 6.5 displays LEED patterns from (a) TiO2(110) and (b) 
TiO2(011) post UV-treatment (STEP 4). Distinct diffraction spots can be observed in 
each of the images, indicating that both surfaces possess significant translational order.  
Surface unit cells are indicated. For TiO2(110) (Figure 6.5 (a)), the relative dimensions of 
the unit cell are those expected for an unreconstructed (1×1) surface; all other wet-
chemical preparations of TiO2(110) implemented to date have also produced a (1×1) 
termination [4, 7, 11]. Hence, wet-chemical preparation replicates typical UHV 
preparation (Ar+ bombardment and anneal cycles) of TiO2(110) in that both result in a 
(1×1) termination, at least for lower degrees of bulk reduction in UHV [2]. More 
notably, given that preparation of TiO2(011) in UHV results in a (2×1) unit cell [13], a 
(4x1) surface reconstruction is found for our wet-chemical preparation of TiO2(011). For 
clarity, both the (4×1) and (1×1) surface units cells are highlighted in Figure 5(b). 
Additionally, as expected [16], the (0, 2n-1) diffraction spots are absent from the 
TiO2(011) LEED patterns, due to the presence of a glide plane. Annealing of this (4×1) 
phase in UHV changes the surface termination to a (2×1) reconstruction, as 
demonstrated by Figure 6.6. 
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Figure 6.5: LEED patterns of (a) TiO2(110) and (b) TiO2(011) acquired subsequent to STEP 4 (UV-
treatment) of the wet chemical preparation procedure. Surface unit cells are indicated. 

Given that rutile-TiO2(011) is reported to exhibit enhanced photocatalytic activity [2, 
16], the observation of a (4×1) termination following wet-chemical preparation has 
potentially significant implications. It may be that the presence of this non-UHV phase 
underpins the phenomenon, and that previous studies (see Reference [2] and 
References therein) of the (2×1) structure formed in UHV are not particularly pertinent 
in this regard. It should, however, be recalled that (1×1) [11] and (2x1) [9] surface unit 
cells have also been observed for wet-chemically prepared TiO2(011), and one would 
need to correlate surface termination with photocatalytic activity to facilitate reliable 
mechanistic insight. 

 

 

Figure 6.6: LEED pattern of wet-chemically prepared TiO2(011) acquired subsequent to annealing (873 
K for 20 min) in UHV. Surface unit cells are indicated. 

A very limited set of SXRD measurements were acquired from wet chemically prepared 
rutile-TiO2(011) for the purpose of further surface characterisation. Figure 6.7 shows a 
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comparison of CTR data, namely the (-4, 0) reflection (bottom) and the (-8, 0) reflection 
(top), for the wet chemically prepared (011) surface alongside the equivalent optimised 
UHV prepared clean surface from the study by Torrelles et al [13].  

Given that this very limited data set is by no means comprehensive enough for a 
quantitative structure determination, it is difficult to establish the exact surface 
termination on the basis of these measurements. However, coupled with the LEED 
data, indicating a (4×1) unit cell, the profiles of the integer order rods displayed in 
Figure 6.7, suggest that the surface exhibits a termination significantly different from 
the previously reported (2×1).  

On the basis of the above, a fully quantitative structure determination of this wet-
chemically prepared TiO2(011)(4×1) surface is clearly of significant interest. Similar 
effort is also required for the (110) surface, as a (1×1) surface unit cell does not 
guarantee that the surface termination is identical to that found in UHV (see Reference 
[2] and References therein). Indeed, it seems plausible that wet-chemically TiO2 
surfaces may be decorated to some extent with surface hydroxyls.   

Finally, comparing the current wet-chemical preparation recipe with previous variants 
[3-5, 7-12], it appears to be at least as effective in terms of producing well-defined 
surfaces suitable for surface science type studies under environmental conditions. In 
particular, the employment of UV-treatment as a final step enables carbon-free surfaces 
to be generated Additionally, replacing HF with aqua regia in the chemcial cleaning 
step eases safety concerns, increasing portability.  

 



Chapter 6 – Substrate preparation for surface studies under non-UHV conditions 
 

 

-152- 

 

Figure 6.7: Comparison of experimental CTR data from the wet chemically prepared (011) surface (black 
markers) and the equivalent data from the UHV prepared clean surface from the study by Torrelles et 

al [13] (red marker).  (Bottom panel) and (Top panel) show experimental data acquired for the the (-4, 0) 
reflection and the (-8, 0) reflections respectivily. 

6.4 Conclusions 

In summary, a wet-chemical (non-UHV) recipe, involving thermal annealing, immersion 
in aqua regia, and exposure to UV-light, for preparation of single crystal TiO2 surfaces 
is presented. The utility of the method is demonstrated through characterisation of 
rutile-TiO2(110) and rutile-TiO2(011) samples subjected to such preparation.  Well-
defined substrates, displaying relatively large terraces, are produced; surface adsorbed 
adventitious carbon is depleted by UV-treatment. Furthermore, and perhaps of 
greatest potential interest, a previously unreported (4×1) termination is observed for 
TiO2(011); UHV preparation of the same surface leads to a (2×1) reconstruction.  
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Chapter 7  

Conclusions and Future Work 
The work presented in this thesis concerns investigations of metal oxide surfaces 
beyond UHV, in an attempt to bridge the so-called ‘pressure’ gap. Surface structure 
and chemistry have been investigated using several surface sensitive probing 
techniques, most notably, with surface X-ray diffraction (SXRD), a rigorous 
quantitative probe of surface geometry. The theory and practice of these techniques has 
been discussed in Chapter 2.  

In Chapter 4 an SXRD study of the α-Cr2O3(0001) surface as a function of H2O partial 
pressures is described. It has been concluded that the surface geometry is modified in 
the presence of H2O at room temperature. A surface terminated with a partially 
occupied double layer of chromium atoms is concluded at UHV, and at a H2O partial 
pressure of ~30 mbar a termination in which each surface Cr atom is bound to an atop 
OH/H2O species is concluded.  The UHV surface geometry is largely qualitatively 
consistent with that derived from previous SXRD and LEED-IV measurements. 
However, there are some quantitative differences in atomic coordinates and fractional 
layer occupancies. These differences could be attributed to the fact that the surface was 
dosed with ~ 2000 L of H2O prior to acquisition of these data under UHV conditions. 
Ab initio calculations performed by Costa et al have not predicted the surface structure 
under any of the two regimes. In light of what has been mentioned, an obvious 
extension to this work would involve further quantitative studies of the high H2O 
partial pressure regime. An interesting technique to apply to this system would be near 
ambient X-ray photoelectron spectroscopy as it could provide key information in order 
to evaluate the precise nature of the adsorbed OH/H2O species at ~30 mbar H2O; a 
task that is not so trivial with SXRD. Further as a complementary study it would be 
interesting to use in situ AFM to get real space imaging of the surface following dosing 
with H2O at ~30 mbar. Assuming atomic resolution is achieved, this would be a 
promising approach to determine adsorption sites. Alongside the above mentioned 
further experimental work, a re-evaluation of theoretical predications is necessary 
before a consensus on the exact α-Cr2O3 (0001)/H2O interface geometry can be reached 
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and a solid basis for a nanoscale understanding of surface properties of this material 
under environmental conditions can be achieved. 

In Chapter 5 a second SXRD study elucidating the geometry of the TiO2(011)/H2O 
interface is described. A (2×1) reconstruction in quantitative agreement with previous 
clean surface studies has been determined in UHV. Most notably, a (1×1) surface 
termination that is structurally consistent with that predicted by theory was obtained 
under the high H2O partial pressure regime. Future work could profitably explore 
liquid water adsorption on this surface. An understanding of this interface coupled 
with the current study would give a more complete understanding of the TiO2(011) 
surface in an aqueous environment, given the importance of rutile TiO2(011) as model 
photocatalyst for water splitting .  

Finally, in the last of the experimental chapters of the thesis, Chapter 6, a modified wet 
chemical recipe for preparation of TiO2 (110) and (011) has been presented and 
evaluated. Most importantly, aqua regia has replaced aqueous hydrofluoric acid (HF) 
as an etching agent, removing the difficulties associated with handling this latter 
solution. AFM, STM LEED, and AES and SXRD demonstrate that a flat, well-ordered 
surface is produced by annealing in air, and etching with aqua regia. However, carbon 
remains on the surface after completion of these steps. As a final measure, irradiation 
with UV light easily and effectively removes this contamination, resulting in a surface 
suitable for fundamental surface studies. Most notably, in contrast to the (2×1) surface 
unit cell found for TiO2(011) prepared in ultra high vacuum, wet-chemical preparation 
results in a (4×1) termination. To date, this discrepancy remains an open-ended 
question and certainly requires further investigation. Although this methodology has 
been successful in producing flat, well ordered and largely contaminant free TiO2 (110) 
and (011) surfaces, it is still necessary to evaluate the efficiency of this methodology for 
the surface preparation of other metal oxide surfaces. Following surface preparation, 
ancillary characterisation measurements (LEED, AES etc. …), and assuming a well 
ordered surface, SXRD would be a most promising approach for determining the 
atomic surface structure of these metal oxide surfaces prepared using this non-UHV 
methodology, and thus a greatly beneficial means of further evaluating the efficiency 
of this methodology.  The success of this alternative non-UHV sample preparation 
technique is a major stepping stone in the development of metal oxide surface studies 
in more ‘real world’ and technologically relevant environments. However a surface 
science approach would dictate that such samples are well-characterised.  

 


