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Abstract

ABSTRACT OF THESIS submitted to The University of Manchester by Tobias

Wright for the Degree of Doctor of Philosophy and entitled: High Accuracy Mea-

surement of the 238U(n,γ) Cross Section at the CERN n TOF Facility.

Date of submission: 27/03/2014

The radiative capture cross section of a highly pure (99.999%), 6.125(2) grams
238U sample ((9.56±0.05)×10−4 atoms/barn) has been measured in the 185 m

flight path at the CERN neutron time-of-flight facility n TOF in the energy range

0.3 eV-20 keV. The Total Absorption Calorimeter (TAC) detection system, an

array of 40 BaF2 crystals, was used utilising the total absorption technique, where

all the γ-rays from the capture cascades are detected. These data have undergone

careful background subtraction, with special care being given to the background

originating from neutrons scattered by the 238U sample. Pile-up and dead-time

effects have been corrected for using an innovative correction method valid for

variable high count rates within a complex detection system such as the TAC. The

resulting capture yield has an uncertainty of up to 2.2% below 5 keV and up to

3.7% between 5 and 20 keV, in line with the accuracy requested in the NEA High

Priority Request List. A resonance analysis has been performed up to 5 keV with

the code SAMMY. Between 5 and 20 keV, the cross section is treated as unresolved

and averaged. The results confirm the excellent quality of the most recent nuclear

data evaluations within quoted uncertainties and suggest some improvements. In

particular, these TAC data suggest a 2% increase in the average cross section in

the energy range 2-9 keV and a 5% reduction in the energy range 9-20 keV.
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CHAPTER 1

Introduction, Motivation and

Objectives

Nuclear energy is a vital part of the worldwide energy mix, and the United King-

dom’s (UK) nuclear industry in particular is undergoing a strong rejuvenation

as the current fleet of nuclear reactors come to the end of their lives. As will be

shown, an accurate knowledge of nuclear data is crucial in all aspects of the nuclear

industry, and this manuscript deals with a key isotope relevant to all generations,

models and types of nuclear reactor. The epithermal capture cross section of this

isotope, 238U, is especially crucial to the next generation of nuclear reactors, there-

fore this work is very timely providing a modern and accurate measurement of the
238U(n,γ) cross section to aid development within the industry.

1.1 Motivation

The United Nations predict the world population will increase by 2 billion from

2008 to 8.7 billion by 2035 which undeniably stipulates a large increase in energy

production. Notably, as can be seen in Figure 1.1, electricity use is increasing

twice as fast as overall energy use and is likely to rise by more than two-thirds

by 2035, thus the global demand for cleanly generated electricity is gigantic and a

challenge.

Currently, nuclear power is responsible for producing only around 11% of the

world’s electricity despite it being more environmentally friendly than the three

other main methods of electricity production on a large scale today, as illustrated

in Figure 1.2. Electricity generated from nuclear power is virtually carbon free,

however this is not the only benefit it has compared to the other three largest

global electricity producers: coal (∼41%), natural gas (∼22%) and hydro (∼16%)
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Figure 1.1: Predicted worldwide electricity consumption [1].

[1]. Nuclear provides base load electricity steadily throughout the day, which is

something hydro and other renewable energy sources cannot achieve due to their

reliance on natural phenomena. Furthermore, nuclear power uses as its primary

fuel uranium, which is plentiful, giving an impressive security of supply compared

to the vulnerability of relying on other countries to supply oil and gas. Moreover

the economics of nuclear power are further improving as the price of fossil fuels

continues to increase, and governments give incentives to encourage carbon reduc-

tions. Finally, the majority of the costs for nuclear energy is in the capital cost of

the plant itself, giving long term security to the final electricity production costs

since any fluctuations or increases in fuel prices contribute a very small proportion

to the end electricity production cost.

These attractive qualities have led to a so called nuclear renaissance and in par-

ticular the UK has committed to replace the 16 operating reactors which will soon

be reaching the end of their lifetimes. There is one common feature amongst all 16

reactors, and even common to the first ever man made nuclear reactor by Enrico

Fermi in 1942, known as Chicago Pile-1 [6] which is that they all use uranium

as a fuel. The basis of any nuclear reactor is accurately understanding how the

fundamental subatomic neutral particle, the neutron interacts with the materials

within the reactor, of which in the vast majority of cases contain uranium. As will

be explained in Section 1.3, the neutron interacts with each material in a variety of

ways, and each interaction is governed by a probability depending on the energy
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Figure 1.2: Carbon emissions for different sources of energy [2].

of the neutron known as the cross section. These cross sections change drasti-

cally from isotope to isotope, and microscopic and phenomenological models are

unable to recreate these interaction probabilities accurately, therefore these cross

sections must be measured in dedicated experiments. The motivation for measur-

ing new neutron cross sections is clear; new designs of reactors require previously

unmeasured cross sections and higher accuracies. This thesis deals with one such

measurement; namely the measurement of the 238U radiative capture cross section

which will be detailed in the following pages.

1.2 Nuclear data for nuclear technologies

Nuclear data is a collection of quantifiable information relating to the structure,

decay or interaction of nuclei. These physical quantities are of vital importance

to many fields, from fundamental nuclear physics to the space industry, however

the biggest user of these data sets is the one of most interest: the nuclear energy

industry. These data may come from models, measurements and evaluations. In

the case of measured data they are included within EXFOR (Experimental Nuclear

Reaction Data) [7]. This is a database coordinated by the International Atomic

Energy Agency with contributions from national, regional and specialised nuclear

reaction data centres which contains an extensive compilation of experimental
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nuclear reaction data. These data are made available to the global community; as

of November 2013 in total it contains information from 20160 experiments which

forms the backbone of nuclear data. In our case, the nuclear data of interest are

neutron cross sections, specifically neutron capture cross sections and one can use

EXFOR as a tool to view all previous 238U(n,γ) measurements performed. Each

of these entries within EXFOR contains not just any experimental results found,

but also all possible further information about the experiment such as research

facility, measuring temperature and sample information.

A wealth of information is available to the industrial community through EX-

FOR, however these data must go through an evaluation stage before it is presented

to industry. An evaluation is required because an individual measurement could

only contain partial data for example in a small energy region and it could be

inaccurate or even completely wrong. The goal of an evaluation is to create an

evaluated data file for each isotope containing information on all reaction channels

across the full energy range. This is done by putting together all the experimental

information and also the models for any information that may be missing.

Nuclear energy agencies produce a final nuclear data library which gives the

best results when used within industry. Examples of these nuclear data libraries

are ENDF/B-VII.1 (USA, 2011) [8], JEFF-3.1.2 (Europe, 2012) [9], JENDL-4.0

(Japan, 2012) [10], CENDL-3.1 (China, 2009) [11] and Brond 2.2 (Russia, 1992)

[12]. These data libraries are upgraded to take into account new available data

or evaluation techniques. A recent project, CIELO (Collaborative International

Evaluated Library Organization) [13], aims to produce an evaluated library com-

mon to Europe, North America and Asia - an unprecedented task. One isotope

under study for this project is 238U, due to its key relevance within the nuclear

industry, and the results of the measurement presented in this manuscript shall

contribute to this project, as discussed at the inaugural meeting [14].

The NEA (Nuclear Energy Agency) manages the High Priority Request List

[5], a set of industrial and scientific requests deemed of high importance to current

and future technologies which require new measurements to be performed. Here

one finds the most current and pressing nuclear data requests, of which currently

there are 36. One of these requests is for the 238U(n,γ) cross section, solidifying

the importance of a new measurement of this quantity.

1.3 Neutron cross sections

The neutron cross section σ is a physical quantity representing the probability

of a neutron interacting with a specific nucleus. The total cross section gives



22 CHAPTER 1. INTRODUCTION, MOTIVATION AND OBJECTIVES

the probability of any interaction, however this can be decomposed into a sum of

partial cross sections, each giving the probability of a neutron undergoing a certain

reaction with that nucleus:

σtotal = σcapture + σfission + σscattering + ..., (1.1)

The three examples of interactions given in Equation 1.1 are three of the most im-

portant within a nuclear reactor, however are by no means comprehensive. Indeed,

in the nuclear data libraries 238U cross section data are held for over 50 reactions.

The concept of a nuclear cross section is easily understood if one thinks of the

neutron as a classical point particle and nuclei as solid spheres. Then, as the area

of the nucleus increases (its apparent cross section), the interaction probability of

the neutron also increases. From this view, cross sections are usually measured

in barns, where one barn is 10−24 cm2, which is approximately the cross sectional

area of a single uranium nucleus. Figure 1.3 gives an example of the current neu-

tron capture (n,γ), neutron fission (n,f) and neutron elastic scattering (n,n) cross

sections in JEFF-3.1.2 for 238U.
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Figure 1.3: Different partial cross sections for 238U from the JEFF-3.1.2 library.

There are three clear energy regions marked on Figure 1.3, which are typical

to heavy nuclei and each have specific characteristics:
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1. Thermal and eipthermal region: Between the thermal point (25 meV) and

the first resonant structure (eV region), the cross section is smooth and

is proportional to the time the neutron spends within close contact of the

nucleus. This is commonly thought of as the 1
v

or 1√
E

region, as σ ∼ t ∼ 1
v
∼

1√
E

.

2. Resolved resonance region: From the first resonance structure up to a few

keV (depending on the nucleus), structures are seen where the cross section

rapidly changes many orders of magnitude. These structures are due to un-

bound levels in the compound nucleus (n+238U→239U∗), as will subsequently

be described.

3. Unresolved and high energy region: As the neutron carries more energy the

compound nucleus is formed in a more excited state and the resonances start

to overlap as their intrinsic widths become comparable to the distance be-

tween resonances (Unresolved resonance region). Eventually, the distance

between resonances becomes smaller than their intrinsic widths and all res-

onance structure is lost (high energy region).

This work deals with the epithermal/resolved resonance region, therefore it

is this that will be the focus of the following sections. To explain the observed

resonance structure, one must utilise the theory of the compound nucleus. This

is the production of a nucleus in an excited state by the addition of a neutron

with energy En. This so called compound nucleus has an excitation energy of

approximately E∗ = Sn + A
A+1

En, where A is the atomic mass of the nucleus and

Sn is the neutron separation energy of the compound nucleus, which for 239U∗

is 4806.38±0.17 keV. At certain energies, this excitation energy gives rise to a

configuration within the nucleus which is quasi-stationary, known as a resonance

and defined by its half life τ , which is intrinsically related to the resonance width,

Γ (Γ ∝ 1
τ
). Furthermore, each resonant state of the nucleus has a corresponding

energy, spin and parity. This excitation energy is lost either via the emission of

radiation (neutron capture), two or more fragments (fission), a subsequent neutron

with equal (elastic scattering) or lower (inelastic scattering) energy, or any other

open reaction channel.

A good approximation to describe the shape of the resonances is with the Breit-

Wigner formula, formulated by G. Breit and E. Wigner in 1936 to describe the

capture of slow neutrons [15] which is given here for a resonance at energy E0 in

a simplified form:

σ(E) ∼
Γ2

4

(E − E0)2 + Γ2

4

. (1.2)
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The resonance width can be composed by the summation of a set of partial widths

relating to the individual decay probability from each channel. For example in

the resolved resonance region of 238U these would be capture (Γγ), fission (Γf )

and scattering (Γn) widths. Figure 1.4 demonstrates the Breit-Wigner curves

corresponding to the partial widths found in JEFF-3.1.2 for the first 238U resonance

(6.67 eV) (Γf is negligible for this resonance).
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Figure 1.4: Breit-Wigner curves using partial and total widths for the first reso-
nance in 238U taking values from JEFF-3.1.2.

These partial widths contribute towards a nuclide’s resonance parameters,

which are what are found in nuclear data libraries within the resolved resonance

region, rather than a point-wise cross section. The underlying theory of this res-

onance description is given by the R-matrix formalism, of which more details can

be found in the references [16] and [17].

1.4 How to measure neutron capture cross sec-

tions

The concept of a cross section can be understood from an experimental point of

view. If we consider a neutron source with intensity I (neutrons/s) impinging upon

a thin sample of an isotope with a density of nuclei N (nuclei/cm3) and thickness

∆x (cm) then the reaction rate R (reactions/s) is proportional to the number of
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neutrons and target nuclei with the cross section (σ) providing the proportionality

constant between the two:

R = σ· I· (N ·∆x), (1.3)

therefore to perform a partial cross section measurement, it is clear that the re-

quirements are: a source of neutrons of known intensity, a set-up to measure the

reaction rate and finally a well characterised sample. To measure this partial cross

section, one must detect the secondary particles emitted in the reaction; in the

case of neutron capture these are γ rays.

To measure the cross section at a single energy point, a mono-energetic neutron

source can be used, for example the nuclear fusion of a deuterium and tritium atom

results in the ejection of a 14.1 MeV neutron. However, to perform an accurate

cross section measurement across a wide range of energies the time-of-flight method

is best.

1.4.1 The time-of-flight method

The time-of-flight method requires a pulsed neutron source from which the neu-

trons, with a distribution of energies, travel down an evacuated beam path for a

known distance L. If the time of neutron production (tprod) is known, one can

calculate the time the neutron took to travel through the beam path before un-

dergoing a capture reaction by measuring the time that the γ ray is detected

(tdet). Since we known the mass of the neutron, ignoring relativistic effects we can

calculate the energy of the neutron En:

En(eV) =
1

2
mnv

2 =

(
72.2983·L(m)

tdet(µs)− tprod(µs)

)2

. (1.4)

One important quality when performing a capture cross section measurement is the

neutron energy resolution, especially if you are measuring individual resonances.

Three factors affect this resolution:

1. Flight path length and uncertainty: A longer flight path has the advantage

of a better energy resolution.

2. Time resolution of the detection system: This affects the uncertainty in tdet.

3. Spread in neutron production time: This affects the uncertainty in tprod.

These points depend on the facility and detection systems being used. Differ-

ent experimental facilities will be discussed in the following section (1.5) and the
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specific case of interest for this work will be discussed in detail within Chapter 2.

The observable quantity during a capture cross section measurement is the

experimental reaction yield (Yn,γ). This is defined as the probability of a single

neutron with a given energy undergoing a capture reaction:

Yn,γ =
Cn,γ(En)−B(En)

εn,γφn(En)
, (1.5)

where Cn,γ(En) is the measured counting rate, B(En) is the background counting

rate, εn,γ is the efficiency of the detection system for capture reactions and finally

φn(En) is the incident neutron flux, which in the case of this work is defined as the

number of neutrons integrated over the full spatial beam profile as a function of

neutron energy (see Chapter 2). This capture yield is related to the capture and

total cross sections as well as the areal density n(atoms/unit area) of the sample

by:

Yn,γ(En) = (1− e−nσt(En))
σn,γ(En)

σt(En)
, (1.6)

where the first term gives the probability of a neutron induced reaction taking

place and the second term gives the probability that this is a capture reaction.

The yield given by Equation 1.6 is to be considered ideal because it does not

include a series of experimental effects that must be accounted for. These are:

1. Multiple scattering: There is a non negligible probability that an incident

neutron is scattered one or more times within the sample before being sub-

sequently captured at a different tdet and also with a different energy En,

thus affecting the shape of a resonance. This depends on the sample size,

and also the scattering to capture cross section ratio.

2. Thermal broadening: The target nuclei have some thermal motion, depend-

ing on the temperature of the sample. Therefore the incident neutron en-

counters the nuclei in motion and thus the kinetic energy of the neutron

in the reference system of the nuclei is changing. The overall effect is a

broadening of the observed resonances.

3. Resolution broadening: Neutrons entering the evacuated beam line with a

given energy may have followed different paths and spent different times

within the neutron production target, introducing a non-trivial relationship

between the time-of-flight (tdet − tprod) of the neutron and its energy. The

overall effect is a broadening of the observed resonances and is known as the

Resolution Function. This depends very much on the individual experimental
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facility, and the Resolution Function for the n TOF facility will be described

in Section 2.2.3.

4. Self-absorption: γ rays produced within the sample can be absorbed by the

sample itself, therefore losing energy or being absorbed prior to detection.

As mentioned earlier, within the resolved resonance region a cross section can

be accurately described by a set of resonance parameters, therefore it is the goal

of a capture measurement to obtain these. Typically, the measured capture yield

is analysed by a code such as SAMMY [18] or REFIT [19], which allows one to

extract the mentioned resonance parameters taking properly into consideration all

the experimental effects stated above. In an iterative process, these codes take a

set of initial resonance parameters and find final ones using a Bayesian (SAMMY)

or Least-Squares (REFIT) fitting procedure to the experimental data.

1.4.2 Gamma ray detection techniques

As has been explained, to measure a capture cross section one must detect the

γ rays produced within the subsequent EM cascade that allows the compound

nucleus to reach the ground state from the initially excited state at an energy

of E = Sn + A
A+1

En. The detailed properties of the γ ray cascades change from

isotope to isotope and due to the statistical nature of the deexcitation process one

decay is completely different to the next one, only the total energy of the cascade

remains constant. Therefore the goal in a capture cross section measurement is to

be able to detect these cascades minimising the detection sensitivity with respect

to the properties of the cascades, which is not straightforward. The two most

commonly used detection methods for this purpose are outlined below:

1. Total energy detectors: In this technique, based on an original idea from

Maier-Leibnitz and first utilised in 1967 [20], a low efficiency γ ray detector is

used such that only one γ ray out of the capture cascade is detected, however

the detection efficiency is proportional to the γ ray energy. Under these

conditions, the efficiency for detecting a cascade will be proportional to the

total cascade energy and independent of the actual cascade path. In reality

an ideal detector in which the efficiency is low and perfectly proportional

to the γ ray energy does not exist. The problem is overcome by using the

Monte Carlo based so-called Pulse Height Weighting Technique [21].

2. Total absorption detectors: In this technique, the best efforts are made to

detect the complete cascade following a neutron capture reaction. The re-

quirements for this method are a large solid angle coverage and high intrinsic
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detection efficiency. Additionally, powerful background rejection capabilities

are achieved when the detector also features segmentation, high photo peak

efficiency and good energy resolution. An example of this detection set-up is

the TAC at the n TOF facility which will be extensively described in Chapter

3.

The two techniques have their individual advantages and disadvantages. Namely,

the total absorption technique yields powerful background rejection capabilities

and high efficiencies, however it may sometime suffer from neutron sensitivity and

dead-time/pile-up issues. The total energy detectors can be very insensitive to

neutrons and much less sensitive to γ rays, allowing measurements to continue to

higher neutron energies where neutron scattering dominates over capture.

1.5 Neutron time-of-flight facilities

The main characteristics describing a time-of-flight facility are the flight path

length and intensity and resolution of the neutron beam which is related to the

neutron production method. The main method of neutron production for these

measurements is either accelerated electrons or protons, which then cause photo-

fission or spallation reactions respectively.

Facilities that are based upon an electron accelerator produce photons from

Bremsstrahlung emission by the electrons impinging on a heavy target, which then

undergo photo-fission reactions producing neutrons. Current operational facilities

like this are GELINA [22] of the EC-JRC-IRMM [23] at GEEL in Belgium and the

RPI facility [24] in New York state, USA. The ORELA facility [25] at Oak Ridge

National Laboratory in Tennessee, USA was recently shut down, however in the

past was a world leading time-of-flight facility based on an electron accelerator.

Facilities based upon a proton accelerator can produce neutrons through spalla-

tion reactions. Examples of operational spallation facilities are the n TOF facility

[3], at CERN in Switzerland, the LANSCE [26] facility at Los Alamos National

Laboratory in New Mexico state, USA and ANNRI at the Japan Proton Acceler-

ator Research Complex (J-PARC) project in Japan [27].

Some further considerations for each experimental facility are number of flight

paths available, pulse repetition frequency and number of neutrons produced per

burst all of which define the suitability of a facility for a particular measurement.

Table 1.1 summaries the main characteristics of the two main European time-

of-flight facilities, n TOF and GELINA. A detailed investigation into these two

specific time-of-flight facilities can be found in Reference [28].
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Table 1.1: A comparison of the two main European time-of-flight facilities,
n TOF and GELINA who differ in their neutron production methods.

n TOF GELINA
Incident particle 20 GeV proton 100 MeV electron

Production mechanism Spallation (γ,f)
Flight path 185 ma 30 mb

Average pulse frequency (Hz) 0.278 800
Pulse width (ns) 6 11

Energy range (eV) 0.025 - 109 10 - 4·106

∆E/E @ 10 keV 0.05% 0.3%
∆E/E @ 1 MeV 0.5% <2%

φn(n/cm2/s) (0.025 eV - 10 MeV) 1.3·105 3.3·106

φn(n/cm2/pulse) (0.025 eV - 10 MeV) 4.6·105 4160

a A second, 20 m vertical flight path beam line will become on-line in 2014
[29].

b GELINA has 12 flight paths between 10 and 400 m. Statistics corresponding
to a single flight path are given here.

The two facilities are equivalent in most aspects (neutron energy resolution and

time integrated neutron flux) however the neutron flux per pulse is far superior at

the n TOF facility. This characteristic especially lends itself to the measurement

of radioactive samples, where the contribution from activity of the sample (pro-

portional to the measuring time and thus inversely proportional to the number of

neutrons per pulse) becomes the dominant source of background. On the whole

however, for non or low level radioactive samples, such as the one of interest for this

work, the biggest difference between the two facilities is from the backgrounds and

individual experimental effects present within each facility. As will be discussed in

the following section (1.6), measuring the same sample at both facilities provides

complementary results, which can both reduce systematic errors and improve the

current understanding of each facility.

1.6 Current status on 238U σn,γ

Before 2008, the resonance parameters (up to 10 keV) of the 238U evaluated neutron

cross section were based on two high accuracy capture measurements from Moxon

[30] and G. de Saussure et al. [31] in 1967 and 1973 respectively alongside numerous

transmission measurements. The high importance of the 238U capture cross section

led to a recent evaluation by Derrien et al. [32] in 2008, the results of which the

three main neutron cross section libraries (ENDF/B-VII.1, JEFF-3.1.2 and JENDL

4.0) have adopted. The new evaluation took into account the high-resolution

neutron capture cross section measurement of G. de Saussure et al. and also
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Macklin et al. [33] in 1991, which measured two samples of thicknesses 0.0031 and

0.0124 atoms/barn allowing the resolved resonance region to be extended up to 20

keV. The results from this evaluation are summarised in the following:

• From thermal up to 1 keV:

– The thermal capture value was decreased by ∼0.4% to σ0=2.683 b,

following the recommendation of Trkov et al. [34].

– The shape of the capture cross section in this energy range was checked

with the capture measurements of Crovi et al [35]. The first three large

s-wave resonances (6.7, 20.8 and 36.6 eV) were fitted with the seven

transmission spectra of Olsen [36] and the four transmission measure-

ments performed at room temperature at GELINA by Meister et al.

[37] and the capture measurements of de Saussure et al. [31].

– The capture data of de Saussure was found to be well normalised to

the 6.7 eV resonance, but had to be significantly renormalised to be in

agreement with the transmission data of Olsen (∼1.08 at 100 eV).

– From 250 eV to 1 keV the Macklin et al. capture measurements were

included in the fit. In the region 250 -500 eV these data required an en-

ergy dependent normalisation and above 500 eV were also significantly

renormalised (∼1.08 at 500 eV).

• From 1 to 20 keV, capture data was fitted using SAMMY with the transmis-

sion data of Olsen et al. [38] and Harvey et al. [39]:

– The simultaneous fit of transmission data and the capture data of de

Saussure could not be obtained without first subtracting a background

of 40±20 mb followed by an unexplained energy dependant normalisa-

tion correction factor F [40]:

F = 0.845e0.38421
√
E(eV). (1.7)

– The Macklin data required a similar background subtraction of 85±30

mb for the thin sample and 140±60 mb for the thick sample followed

by a normalisation of ∼ 1.13 to agree with the transmission data.

It is noted that these two capture data included in the most recent evaluation

had to be renormalised by sizeable factors and the these factors are not even

constant in energy. One could conclude these capture experiments have suffered

from large systematic (8-13%) errors. Indeed, discrepancies within these data sets
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limit the uncertainty of the 238U(n,γ) cross section. The required improvement of

this for future nuclear reactors gave rise to the entry in the high priority request

list (HPRL) [5], which is summarised in Table 1.2.

Table 1.2: Summary of the current and requested uncertainties for the 238U(n,γ)
cross section as stated in the NEA HPRL [5].

Neutron Energy Current Uncertainty (%) Requested Uncertainty (%)
22.6 - 454 eV 2 1

2.03 - 9.12 keV 3 1
9.12 - 24.8 keV 9 2 - 5

The low requested uncertainties are a result of the report attached to the HPRL

[41], however the request states that “any attempt that significantly contributes

to reducing the present accuracy for this quantity is strongly encouraged. Any

such attempt will significantly enhance the accuracy with which reactor integral

parameters may be estimated and will therefore impact economic and safety mar-

gins.”. The request is valid for a variety of innovative reactor systems, each of

which requires specific accuracies hence the final uncertainty is quoted according

to these different requirements.

Indeed, recently (2011) a new cross section measurement in the energy range

10 eV to 100 keV has been reported [42][43] using the DANCE calorimeter at the

LANSCE facility; however, these data have been published so recently (March

2014) that no information is available in EXFOR thus we do not perform a com-

parison to these data. Furthermore, from the publication it is unclear whether

these new data meets the demands from the NEA HPRL.

In light of this, a proposal to measure the 238U(n,γ) cross section at both the

n TOF and GELINA facility using two different detection systems was accepted

in 2009 [44] within task 1.2 of the EC-FP7 ANDES project [45]. Transmission

measurements at the GELINA facility are also proposed under ANDES. The first

capture detection technique proposed for the measurement was the total energy

detection method, which requires γ ray detectors with a relatively low detection

efficiency that is directly proportional to the γ ray energy. At n TOF and GELINA,

C6D6 detectors are used with a combination of the pulse height weighting technique

[21]. The second detection method, which is the one utilised in this work, is the

total absorption technique with the n TOF Total Absorption Calorimeter (TAC)

[4], described and discussed in Chapters 2 and 3.

By using two different detection techniques at two separate facilities, the over-

all systematic uncertainty is reduced; furthermore, each technique has its unique

advantages and disadvantages thus they are complementary to each other. The

C6D6 detectors are very inefficient at detecting neutrons, reducing any background
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from neutrons scattered by the sample. Furthermore, they are not limited by any

experimental conditions in neutron energy therefore can measure up to high neu-

tron energies at n TOF. In contrast, the TAC is limited by the so called γ-flash

therefore has an upper limit on neutron energy of ∼40 keV as will be explained

in Section 4.1.3. However, as will become apparent in Chapter 3 the TAC has

powerful background rejection capabilities, giving a better signal to background

ratio than found with the C6D6.

The measurement of the 238U(n,γ) cross section with the TAC in the resolved

energy region, between 1 and 20 keV is the focus of this PhD and will form the

remainder of this manuscript.

1.7 Objectives

The objectives of this thesis are to obtain a 238U(n,γ) capture yield from the

TAC measurement at the n TOF facility in the energy range 1 eV - 20 keV and

where possible the corresponding resonance parameters with the lowest uncer-

tainty achievable. To do this, the whole analysis procedure will be accurately

documented, starting from the experimental set-up and the properties of the neu-

tron beam leading on to the latter analysis stages, the usage of the TAC and finally

the resonance analysis.

The uncertainties introduced within each stage of the analysis must be un-

derstood and correctly propagated leading to a final result that is accurate and

trustworthy. The results of this work will aid the CIELO evaluation due in 2015

leading to the most accurate 238U(n,γ) cross section to date. This manuscript

aims to explain the complex analytical techniques and tools utilised throughout

this work as well as presenting the results of this analysis. The final results will

be compared to the evaluations, allowing a quantifiable comparison of this work

with previous.



CHAPTER 2

Experimental set-up

Since 2001, the n TOF facility has been operating at CERN as a neutron time-

of-flight experiment which was first proposed by Rubbia et al [46] in 1998. The

facility’s history can be split into three main periods: phase one (2001/4), phase

two (2008/12) and phase three (2014 onwards). These continuous upgrades have

allowed many new and accurate cross section measurements to be completed. This

chapter outlines the facility and its capabilities before describing the 238U(n,γ)

experimental campaign, corresponding to phase two. The samples and detectors

used for the capture measurement are presented alongside information on the beam

monitoring system and finally the quality checks performed.

2.1 The n TOF facility at CERN

The neutron beam at n TOF makes use of the high instantaneous flux of protons

supplied by the CERN accelerator complex. Neutrons are produced via spallation

reactions from 20 GeV/c protons from the Proton Synchrotron (PS) impinging

on a cylindrical lead target (40 cm in length and 60 cm in diameter). The target

is surrounded by 1 cm of water, which serves as both a coolant and a moderator

of the neutrons. The neutron spectrum is then further moderated by 4 cm of

borated water (H2O + 1.28%H3BO3) surrounding the front face of the target, as

seen in Fig. 2.1, producing a neutron spectrum from thermal up to GeV energies.

The inclusion of borated water drastically reduces the in beam γ-ray background,

caused by neutron capture reactions in hydrogen which are always followed by

the emission of a 2.2 MeV γ-ray. The introduction of the cylindrical target and a

separate cooling and moderation circuit in 2008 marks the beginning of phase two

at n TOF.

The current evacuated beam line, of 185 metres, is at a 10◦ angle with respect
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to the proton beam and leads to the first experimental area (EAR-1). The second

beam line, of 20 metres, leaves the target vertically with only the 1 cm layer of

cooling water to moderate the neutron spectrum and leads to the second exper-

imental area (EAR-2). The introduction of the second beam line in 2014 marks

the beginning of phase three, and this new experimental area is yet to be commis-

sioned. The experiment presented in this manuscript has been performed at the

existing EAR-1 (185 m flight path) during 2011, thus during phase two. Figure 2.2

gives an overview of the n TOF facility during phase two which will be discussed

in the following sections. See Reference [47] for a more detailed discussion.

Figure 2.1: The lead spallation target used at n TOF

The characteristics of the neutron beam are due to the proton beam, the target,

coolant and moderator and finally the neutron beam line. The proton beam has

a pulse width of ∼7 ns, a maximum repetition rate of 0.4 Hz and a maximum

intensity of 8 · 1012 protons per pulse, however this can be reduced to lower values

if required. Around 600 neutrons are emitted per proton and the low repetition

rate means there is no overlap of neutrons between pulses. The spallation reaction

produces many particles other than neutrons, and their production is forward

peaked thus the beam line is angled at 10◦ to the proton beam line to reduce the

amount of in beam charged particles and γ-rays.

Figure 2.3 shows the full 200 m neutron beam line. Initially, the neutrons pass

through a source screening collimator which is 2 m long, located 136.7 m after

the target and is composed of 1 m of iron and 1 m of concrete. It has an inner

diameter of 11.5 cm, and has historically been slightly misaligned to the beam
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Figure 2.2: An overview of the CERN accelerator complex and the n TOF facility

but during the long shut down of 2013/14 this is being realigned. At 145.4 m a

3.6 Tm sweeping magnet (200 cm long, 44 cm gap) deflects the charged particles

in the beam. At a final stage before the experimental area, the neutrons pass

through a beam shaping collimator which is situated 178 m after the target and

has two working modes allowing the beam to be tailored for either capture or

fission cross section measurements. For capture, a narrow beam is required and

the collimator has a diameter of 18 mm with 235 cm of steel and 50 cm of borated

polyethylene. Whereas for fission, a large beam is advantageous to allow the use

of very thin samples so the diameter is 80 mm with 50 cm borated polyethylene,

125 cm of steel and 75 cm more borated polyethylene. We are interested in the

capture beam, therefore it is this set up that will be described in the following

sections. The neutrons then reach the experimental area, which is a cave 7.9 m

long beginning 182.3 m from the target. Downstream from here at 200 m from the

target there is a polyethylene beam dump situated in the so called escape line.

Figure 2.3: An overview of the 200 m n TOF beam line
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Any detector along the beam line observes a burst of relativistic particles after

the spallation reaction. This is caused by the so called γ-flash which is comprised

of high energy photons and charged particles. In principle, any charged particles

produced in the lead target are swept away by the magnet however charged parti-

cles can subsequently be produced through the interaction of high energy neutrons

and photons within the second collimator. The result within a detector is a signal

which is usually saturating after which the detection system must take some time

to recover. The timing of this signal is a useful reference measurement of the time

of the spallation reaction, however the time a detector takes to recover from the

γ-flash can limit the maximum neutron energy a detection system can measure up

to.

2.2 Characteristics of the neutron beam

The main characteristics of a time-of-flight facility are the intensity, profile and

energy resolution of the neutron beam, the beam monitors and the data acquisition

system. This section outlines these features for the n TOF facility.

2.2.1 Neutron flux

Within the n TOF collaboration and for this work we refer to the neutron flux as

the number of neutrons integrated over the full spatial beam profile as a function

of neutron energy. This quantity is vital for all neutron time-of-flight experiments,

and therefore any uncertainty in the flux propagates to the final result. In order

to experimentally determine the neutron flux, one measures a neutron induced

reaction which is defined as a standard [48]. This means the uncertainty of the

reaction cross section is below 1%. The standard reaction cross sections and their

corresponding energy ranges are shown in Table 2.1 as given by the IAEA [49].

Table 2.1: Neutron induced reaction cross sections considered standard by the
IAEA.

Reaction Energy range
1H(n,n) 1 keV to 20 MeV

3He(n,p) 0.0253 eV to 50 keV
6Li(n,t) 0.0253 eV to 1 MeV

10B(n,α) 0.0253 eV to 250 keV
10B(n,α1γ) 0.0253 eV to 250 keV
natC(n,n) 0.0253 eV to 1.8 MeV

197Au(n,γ) 0.0253 eV, and 0.2 to 2.5 MeV
235U(n,f) 0.0253 eV, and 0.15 to 20 MeV
238U(n,f) threshold to 20 MeV
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To experimentally determine the neutron flux, one must compare the mea-

sured reaction yield Y meas
n,x with the expected theoretical yield Y th

n,x. The measured

reaction yield is defined as

Y meas
n,x =

C(En)−B(En)

εn,x·φn(En)
, (2.1)

where C(En) and B(En) are the total and background counts, εn,x is the efficiency

for detecting the relevant reaction and φn(En) is the neutron flux to be determined.

The expected theoretical yield, neglecting multiple scattering (i.e. for thin targets)

is defined as

Y th
n,x = (1− e−nσn,t(En))

σn,x(En)

σn,t(En)
lim

nσn,t→0
≈ nσn,x(En), (2.2)

where n is the areal density of the sample in atoms per barn and σn,x and σn,t are

the reaction and total cross sections in barns respectively. When measuring a thin

sample, self shielding effects become negligible thus this approximation is valid,

and one can calculate the neutron flux by combining the two equations

φn(En) =
C(En)−B(En)

εn,x·n·σn,x(En)
. (2.3)

The neutron flux has been determined measuring three standard reaction cross

sections as summarised in Table 2.2 by means of four different detection systems.

These measurements and corresponding results will briefly be discussed here how-

ever for more details see References [3] and [50].

Firstly, the SiMon (Silicon Monitors) detectors [51] were used to measure

the 6Li(n,α)3H reaction which is a standard between 25 meV and 1 MeV. The

uncertainties in the angular distribution of the reaction products limit the use of

the SiMon detector to below ∼150 keV. More information on the SiMon can be

found in section 2.2.4.

The MicroMegas (MGAS) detectors [52, 53] were used to measure the
10B(n,α)7Li reaction, which is also a standard between 25 meV and 1 MeV. The

MGAS detector is a gas detector with two volumes, separated by a thin micromesh.

As a charged particle travels through the first volume, in this case the α particle,

ionisation occurs within the gas and the produced electrons are multiplied and

amplified by an avalanche process in the second volume. However, the detector is

also sensitive to protons produced by elastic n-p collisions, and this background

limits the energy range of the MGAS to below ∼150 keV.

The 235U(n,f) reaction is a standard at 25 meV and also between 150 keV and
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200 MeV and has been measured by three different detection systems at n TOF.

This reaction has also been used to measure the flux above 200 MeV, since there

are no standard reaction cross section in this energy range. Firstly, the MGAS

(described above) was used to measure the cross section, however it is limited by

the γ-flash to measure beneath 10 MeV. Secondly, the detector H19 from PTB

(Physikalisch-Technische Bundesanstalt) [54, 55] was used, which consists of an

ionisation chamber with 10 235U deposits, 76 mm in diameter and around 500

µg/cm2 on both sides of five platinum electrodes. This amounts to a total amount

of around 201.4±0.5 mg 235U. The PTB detector is also limited by the γ-flash to

measure below 3 MeV, however the sample masses and efficiencies are very well

known allowing a very accurate normalisation to be performed. Finally, the neu-

tron flux has also been measured by the PPAC (Parallel Plate Avalanche Chamber)

detectors [56]. They recover very quickly after the gamma flash, allowing data to

be taken up to 1 GeV. The PPACs are also used in fission cross section measure-

ments at n TOF, see for example Reference [56].

Table 2.2: The detectors and reactions used to determine the neutron flux

Detector Sample and
reaction

Areal
density( µg

cm2 )
En where σn
is standard

Upper En limit for
detection

PTB 235U(n,f) 500 (10 sam-
ples)

25 meV, 0.15-
200 MeV

3 MeV

SiMon 6Li(n,t) 300 25 meV to 1
MeV

150 keV

MGAS 10B(n,α) 55 25 meV to 1
MeV

150 keV

MGAS 235U(n,f) 470 25 meV, 0.15-
200 MeV

1 MeV

PPAC 235U(n,f) 279 25 meV, 0.15-
200 MeV

1 GeV

This results in different measurements of the neutron flux in different energy

regions, and what is required is one overall value for the neutron flux, defined as

the evaluated neutron flux. This is found by combining the individual measure-

ments and estimating the overall systematic uncertainty by comparing the flux

values in energy regions which overlap more than one detector, and taking the

Root Mean Square (RMS). All the fluxes are normalised to that measured by the

PTB at 25 meV since the associated sample masses and detector efficiency are

extremely well known and at this energy all the reactions have a standard cross

section. Figure 2.4 shows the evaluated neutron flux for the capture collimator set

up with the corresponding statistical and systematic uncertainties, of which tabu-

lated values can be found in Table 2.3. At high neutron energies (MeV range), we
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see peaks corresponding to knock on nuclear reactions found in the typical neutron

evaporation spectrum, which can be partially moderated as is seen in the inter-

mediate energy region which follows an isolethargic distribution. At low energies,

we find thermalised neutrons, and it is this region of the flux that is reduced sig-

nificantly when borated water is used as a moderator instead of water due to the

high 10B(n,α) cross section. Structures are seen within the flux corresponding to

transmission dips from the resonances in 27Al, 55Mn and 113Cd which are present

in the beam line, which can limit the accuracy in cross section measurements in

certain neutron energy regions.

Overall, the flux is determined within 1% uncertainty between thermal and 100

eV, 2% between 100 eV and 10 keV, 3-4% between 10 keV and 1 MeV and 2-3%

between 1 and 200 MeV. Above 200 MeV, there are no standard cross sections

therefore the statistical uncertainty is used in this region, which is between 3 and

4%. Importantly, the accuracy of the neutron flux within the energy region of this

work (<20 keV) sets the lower limit on the accuracy that can be reached within

this measurement: 1% below 100 eV and 2% between 0.1 and 20 keV.

Table 2.3: Integrated number of neutrons per nominal proton pulse (7 x 1012

protons) in each energy decade corresponding to the capture set up with borated
water as a moderator.

Neutron energy Neutrons/Pulse Statistical Systematic

10-100 meV 1.5 x 104 2.0% 1.0%
0.1-10 eV 1.3 x 104 2.0% 1.0%
1-10 eV 2.0 x 104 2.0% 1.0%

10-100 eV 2.5 x 104 1.4% 1.0%
0.1-1 keV 2.9 x 104 1.4% 2.0%
1-10 keV 3.2 x 104 1.3% 2.0%

10-100 keV 4.4 x 104 1.3% 3.0 - 4.0%
0.1-1 MeV 1.3 x 105 0.9% 3.0 - 4.0%
1-10 MeV 1.5 x 105 0.9% 2.0 - 3.0%

10-100 MeV 5.0 x 104 2.0% 2.0 - 3.0%
0.1-1 GeV 4.7 x 104 2.0% -

0.1 - 100 keV 1.63 x 105 1.3 - 2.0% 1.0 - 4.0%
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Figure 2.4: The n TOF evaluated neutron flux with and without borated water
as a moderator and the corresponding uncertainties [3].

2.2.2 Neutron beam profile

The spatial profile of the beam plays an important role in a capture cross sec-

tion measurement as it is vital to accurately know what proportion of the beam

the sample being measured covers (the beam interception factor NBIF ). In this

particular measurement, the samples have been chosen to be approximately the

same size as the beam reducing any uncertainties introduced in calculating NBIF .

The spatial profile of the beam is determined mainly by the second collimator

and it also changes with neutron energy due to the different moderation paths

neutrons of different energies follow after being produced within the lead target.

This profile has been measured using a 5 cm diameter 2D pixelated MicroMegas

(pixel-MGAS) detector [57] which has 308 square pixels of 2.5 mm side length.

Furthermore, the beam profile has been simulated using FLUKA [58]. Figure 2.5



2.2. CHARACTERISTICS OF THE NEUTRON BEAM 41

shows the expected profile from simulations for the two available collimator di-

ameters and the experimental results with the capture (18 mm in diameter) set

up. The agreement between data and simulations is excellent except in the tails,

where the measurement is affected by background.
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Figure 2.5: The n TOF beam profile, measured and simulated (for two different
collimators) [3].

The neutron beam has an approximately Gaussian shape, with a full width at

tenth maximum of ∼3.0 cm for capture mode with σ ∼0.7 cm. Many previous

capture measurements used samples of only 1 cm diameter, intercepting less than

20% of the beam, whereas the present samples (see Section 2.4.1) cover more than

95% of the beam. In this way, we reduce any uncertainty from calculating the

fraction of the beam the samples intercept over all neutron energies.

2.2.3 Neutron energy resolution

To measure a neutron capture cross section in the resolved resonance region, excel-

lent neutron energy resolution must be available to allow neighbouring resonances

to be individually resolved. The spread of neutrons of a certain energy (∆E/E)

arises from three main points:

1. The proton pulse width (7 ns RMS).
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2. The uncertainty in the neutron flight path L:

• The uncertainty on the distance between the spallation target and the

sample.

• The uncertainty on the moderation distance (described by the Resolu-

tion Function).

• The uncertainty due to the Doppler effect. The Free Gas Model (FGM)

is a good approximation of the thermal broadening which results in a

Gaussian broadening of the resonances with a standard deviation:

σD =

√
2kbT

M/m
·En, (2.4)

where M/m is the ratio of the masses of the target nucleus and the

incident particle.

3. The uncertainty due to the detectors response.

In the case of the 238U measurement with the TAC, the uncertainty in the

the detector response time and the absolute flight path determination is negligible

(see Chapter 3 and Section 4.1 respectively) and the remaining contributions to

the neutron energy uncertainty are displayed in Figure 2.6.

As can be seen from Figure 2.6 the two dominating components to ∆E/E are

Doppler broadening and the Resolution Function and the characteristics of the

n TOF facility allow 238U resonances to be resolved up to the current limit of the

Resolved Resonance Region, 20 keV. The uncertainty due to the Doppler effect

arises due to the fact that the target nuclei have a distribution of kinetic energies

corresponding to their temperature which broadens the resonances. The uncer-

tainty due to the Resolution Function takes into account the spread in measured

time for neutrons of the same kinetic energy due to neutrons taking different mod-

eration paths between the target and the experimental area. This resolution is

customarily thought of in terms of equivalent travelled distance, but can also be

thought of as a change in the neutron time-of-flight or a change in the neutron

kinetic energy.

Rt(δt)dδt = RL(δL)dδL = RE(δE)dδE. (2.5)

The Resolution Function (RE(En)) is determined through Monte Carlo simula-

tions of the neutron beam and subsequently validated against experimental data

for well known resonances. This was done using the code FLUKA [58], developed

at CERN. In the past, the Resolution Function was described analytically, with
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Figure 2.6: The different effects that cause experimental resonance broadening.
The total broadening is shown alongside the average spacing between resonances.

an energy dependence inside the function with two different representations; one

based on the equivalent neutron distance, the other based on the equivalent neu-

tron time [59]. Recently, a numerical Resolution Function has been developed,

again based on FLUKA simulations, which is advantageous as it allows a more

accurate description of the overall broadening. The Resolution Function not only

broadens the resonances, but also introduces an asymmetric shape. Therefore to

accurately determine the properties of a resonance size this quantity must be cor-

rectly known. Figure 2.7 demonstrates the expected shape of a 238U resonance

taking the resonance parameters from JEFF-3.1.2 with and without Resolution

Function broadening effects alongside experimental data (see Chapter 4 for more

information).

In the energy range of interest, both Doppler broadening and the Resolution

Function effect the resonances. As is demonstrated in figure 2.7, the resonance

shape is correctly reproduced when applying the Resolution Function, therefore in

the analysis we can determine not just the resonance areas (defined through the

resonance kernel) but also the shape.
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2.2.4 Neutron beam monitors

During the experimental campaign, both the proton and neutron beam intensities

are continuously monitored. In normal circumstances the neutron beam intensity

should be proportional to that of the proton beam; however this proportionality

must be checked because closed vacuum valves, changes in the moderator temper-

ature or the aperture of the proton beam could affect this proportionality. Firstly,

the Wall Current Monitor (PKUP) detector relays the intensity of each proton

pulse. Secondly, the intensity of the neutron beam is monitored by the SiMon

detectors (Silicon Monitors) [51] which measure the 6Li(n,α)3H reaction. A thin

Mylar foil with a thin deposit of 6Li is inserted in the beam, and the subsequent

alpha and triton particles produced in the reaction are detected by silicon detectors

placed outside the beam.

Both the proton and neutron intensities are measured for monitoring purposes

and part of the analysis process consists of, as discussed in Section 2.4.3, investi-

gating the mentioned proportionality on a run by run basis.
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2.2.5 Data acquisition system (DAQ)

The data acquisition system (DAQ) at n TOF [60] must support very fast data

transfer rates, a large memory buffer and a dead-time free system to maximally

benefit from the high instantaneous neutron flux. Rather than an analog based

system, where data are initially manipulated on the fly before being stored, the

DAQ at n TOF is based on high performance flash-ADC digitisers, which directly

digitise and store the signals (raw data), allowing a dedicated off line analysis to

take place. This means any problems in the raw data, such as pile-up, baseline

shifts and threshold levels can be optimally dealt with using dedicated pulse shape

analysis routines for each detector. Furthermore, most of the front-end electronics

such as preamplifiers and time and energy amplifiers are not required since the data

processing can be totally done using software. The taking of such vast amounts of

data comes with its problems; namely data storage and data transfer rates.

When a pulse of protons is incident on the lead target, the DAQ receives a

trigger, which opens a 32 ms time window for which the DAQ is taking data. The

32 ms in neutron time-of-flight corresponds to 0.3 eV, which is thus the lowest

neutron energy for which the cross section can be measured. During these 32 ms,

all detector outputs are digitised at a sampling rate of 250 MSamples/s by 8-bit

flash-ADCs. This large amount of data then undergoes a “zero” suppression algo-

rithm on the fly which takes only signals above a certain threshold. These data

sets simply contain header files (giving information such as date, run number) and

the digitised data with time stamps, in binary format. This is then formatted in a

data buffer, and typically four data buffers are grouped into a data stream. These

data stream files are then stored temporarily in a local temporary disk pool with a

maximum size of 2 Gb. Once this file size limit is reached, it is transferred via Gi-

gaBit ethernet to the Cern A dvanced STORage manager (CASTOR) [61], where

it is stored on both disk and tape. Dedicated pulse shape analysis routines have

been developed for analysing the raw data from each detector which transforms

the digitised “movies” into a list of signals with their corresponding time-of-flight,

amplitude and area. An example of a digitised movie and the associated pulse

shape analysis is given in the following section for the particular case of the Total

Absorption Calorimeter detector.
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2.3 The n TOF Total Absorption Calorimeter

(TAC)

The Total Absorption Calorimeter (TAC) [4] is a segmented array of 40 BaF2

crystals, designed to detect the complete γ-ray cascade emitted during a neutron

capture reaction. It is based on a previous BaF2 calorimeter at FZK [62] and is

suited for capture cross section measurements due to the TAC’s high solid angle

coverage and high intrinsic detection efficiency. The 40 crystals are composed of 12

pentagonal and 28 hexagonal BaF2 crystals of 15 cm thickness which fit together

as a hollow sphere with an inner radius of 10 cm covering 95% 4π solid angle. Each

individual crystal is surrounded by two layers of 0.1 mm thick Teflon foil and a 0.1

mm thick polished aluminium sheet to optimise light collection. Furthermore, the

crystals are encased by a protective layer of 10B enriched carbon fiber which has

the purpose of absorbing neutrons so they do not reach the crystals. The crystals

are all supported by an aluminium honeycomb structure, which is split into two

hemispheres that can be separated allowing access to the centre of the TAC.

Figure 2.8: The TAC in the experimental area.

For time-of-flight measurements, using an array of BaF2 crystals is advanta-

geous for three main reasons:

• Fast timing properties: the 0.6 ns fast component (τfast) reduces the uncer-

tainty in the neutron detection time (δtdet).
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• Good energy resolution: Typically ∼13% at 1 MeV which allows one to

distinguish between different reactions according to their Q-values.

• High total absorption efficiency: By detecting the energy of the whole capture

cascade one obtains powerful background rejection capabilities.

However, the use of a calorimeter such as the TAC for neutron time-of-flight

measurements also has limitations. Firstly, the fast component takes only around

20% of the light output, the remaining arriving as the slow component with a decay

time of 630 ns which is caused by delayed fluorescence and phosphorescence. It

can be that a second signal is sitting on top of a previous one (pile-up) and is thus

difficult to identify (dead-time). An intrinsic background is present due to radium

impurities (226Ra) within the crystals, which give rise to a sizeable level of α and

β signals. Signals produced by α-particles lack a fast component, therefore can

be discriminated by pulse shape analysis. The second limitation is that from the

neutron sensitivity, that is the probability of detecting scattered neutrons within

the TAC (see Section 3.2.3 for details). Due to the sizeable capture cross section of

barium, the probability of detecting scattered neutrons is much higher within the

TAC compared to for example C6D6 detectors. In order to minimise the probability

of detecting neutrons scattered in the sample and subsequently being captured in

the TAC, the hollow space between the sample and the BaF2 crystals is filled

with a borated polyethylene neutron absorber. The neutron absorber material

was carefully selected using Monte Carlo simulations [63] to find the best material

for moderating/absorbing neutrons whilst minimally attenuating the γ-rays. The

most suitable material was found to be 6LiH, however this was not a possibility due

to its flammable nature. Therefore, an inert non-flammable borated polyethylene

(enriched to 5% of 10B) was used, as can be seen in figure 2.9.

The signals are analysed with a dedicated pulse shape analysis routine [64],

which fits the two scintillation components separately, fitting a Lorentzian to the

fast component (τfast=0.6 ns), and an exponential decay to the slow component

(τslow=630 ns). An example of several fits to BaF2 signals is illustrated in Figure

2.10.

The signals from all individual detectors are grouped into TAC events using a

coincidence window of 20 ns after the first signal. Each TAC event is characterised

by its time-of-flight (that of the first signal in the event), the sum energy of all the

signals involved (deposited energy Esum) and the number of BaF2 crystals involved

in the event (multiplicity mcr). The good energy resolution, high segmentation and

high absorption efficiency of the TAC allows identifying and rejecting background

events by applying analysis conditions in mcr and Esum, as will be discussed in
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Figure 2.9: One hemisphere of the borated polyethylene neutron absorber used
during the campaign to reduce the background from scattered neutrons.
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Figure 2.10: Digitised signals from the TAC (blue) and the reconstruction by the
PSA routine (black)[4].

Chapter 3.

The TAC has been used extensively within the history of n TOF to perform

capture cross section measurements of the minor actinides (237Np [65], 233,236U

[66, 67], 240Pu [68], 241,243Am [69]) and also to delve into fundamental nuclear
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structure (level densities [70] and photon strength functions [71]), however there

are many individualities to each measurement, therefore the analysis may follow a

slightly different procedure than that used in previous measurements.

2.4 Experimental campaign

The capture cross section measurement of 238U with the TAC started on the 15th

September 2011 and ran for a total of 35 days. Beam was taken 24 hours a

day whilst someone was on shift allowing online variables to be monitored and

checked, for example detector voltage, vacuum levels, magnet current and proton

beam intensity. Energy calibrations of the TAC crystals were performed on a

weekly basis to monitor any shifts in detectors’ gains (see section 3.1.3 for more

information). As well as measuring 238U, it was necessary to also measure a natural

carbon sample, take measurements without any sample and, finally, in the absence

of beam both with and without the 238U sample in place. The carbon measurement

is performed because carbon is considered a pure neutron scatterer so is used to

characterise the neutron scattering background (see Section 3.2.3). Finally, the

sample out and beam-off measurements allow one to study the backgrounds not

related to the sample and the beam respectively. Table 2.4 summarises all the

measurements performed and the time spent on each one.

Table 2.4: Details of time allocation to each particular sample configuration.

Sample # Protons Running time
238U 1.12·1017 24.7 days ∼ 70.5%

Sample out 1.05·1017 6.6 days ∼ 19%
natC 7.05·1016 2.7 days ∼ 7.5%

Beam-off (with 238U) - 0.6 days ∼ 2%
Beam-off (without 238U) - 0.3 days ∼ 1%

Total 2.96·1017 34.9 days

2.4.1 Samples

The 238U sample was provided by the EC-JRC-IRMM [23], where an isotopic

analysis was performed in 1984. It is an extremely pure (99.999%) 6.125(2) grams

sample which contains <1 ppm of 234U, ∼11 ppm of 235U and <1 ppm of 236U.

Furthermore, it was accurately weighed after transportation to CERN.

It is a wide, approximately rectangular sample (∼53.90×30.30 mm), which

with perfect alignment covers 97% of the n TOF neutron beam and in order to

comply with radioprotection regulations, the sample was encased in ∼60 microns
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of aluminium foil and ∼75 microns Kapton foil. Details of the two samples used

throughout the measurement are summarised in table 2.5.

Table 2.5: Details of the samples used during the experimental campaign

Sample Size (mm2) Mass (g) Areal density (Atoms/barn)
238U 1621.22±0.05 (53.90×30.30 mm) 6.125±0.002 (9.56±0.05)×10−4

natC 1635.18±0.65 (53.35×30.65 mm) 14.638±0.002 (44.9±0.05)×10−3

The samples are more massive than those habitually used with the TAC at

n TOF. They thus have the advantage that the count rate is very high, allowing

good statistics to be reached and a better capture to background ratio; however

the high count rate leads to sizable dead-time and pile-up effects in the data which

must be minimised as much as possible (see Section 2.4.2) and then corrected for

(see Sections 3.1.6 and 4.1.2).

Figure 2.11: The samples used within the campaign: 238U (left) and natC (right).

2.4.2 Beam intensity

The normal operation at n TOF consists of two different pulsed beam intensities:

a dedicated TOF beam of 8×1012 ppp (protons per pulse) and a parasitic EAST

beam of 3×1012 ppp. However, due to the large count rates associated to the

massive samples, the beam intensity was reduced for this specific measurement

to avoid too much pile-up in the TAC. As shown in Figure 2.12, data were taken

with two different beam intensities: LOW (∼0.5 ×1012 ppp) and MED (∼1.0×1012

ppp). The data were also taken at higher intensities to investigate the effect of the

γ-flash (see section 4.1.3), but the corresponding data were not used due to the

high count rates.

Furthermore, the use of two different beam intensities has allowed us to compare

the two data sets after correcting for dead-time and pile-up and thus make sure
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that the correction methods are accurate (see Section 4.1.2).

Figure 2.12: Proton beam intensity distribution for LOW and MED pulses.

2.4.3 Proportionality between detection systems

Although the experiment is monitored in real time during the running period, these

data must be still be accurately checked after the experiment before being used in

the final analysis. This is done by performing so called quality checks, which aim

to systematically confirm that each detector in use was performing correctly. For

each proton/neutron pulse, there are four detection systems, and the number of

counts relative to each other should follow the same proportionality over the whole

campaign. Firstly, the proton beam is monitored by two different detection sys-

tems; the variable “Pulse Intensity” is given from the CERN accelerator complex

(in this case the Proton Synchrotron (PS)) and the PKUP is a detector operated

by n TOF which measures the intensity of the proton pulse just before the lead

spallation target. Secondly, the neutron beam is monitored by the SiMon detec-

tion system, as explained in section 2.2.4. Finally, the γ-rays from (n,γ) reactions

in the sample are detected in the TAC.

Firstly, we must define what we measure as true counts from each detector.

For the proton detectors, this is simple as the value of the Pulse Intensity is given

through the PS and the PKUP value is given by the full integral of the signal.
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The SiMon detection system measures the reaction 6Li(n,t)4He and it is possible

to see both the triton and the α-particle in the spectrum. Figure 2.13 shows the

amplitude spectrum for one of the four silicon detectors, in the neutron energy

range 1 eV to 10 keV. The triton peak can clearly be seen between the two dashed

lines, therefore by gating in this region for all four detectors we obtain an accurate

representation of the number of neutrons in the beam.
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Figure 2.13: Silicon detector amplitude spectrum; the triton peak distinctly falls
between the two dashed vertical lines.

Finally, we must quantify the number of capture events detected in the TAC.

As will be shown in chapter 4, by imposing conditions on the measured multi-

plicity (mcr) and deposited energy Esum within the TAC of mcr >2 and 2.5<

Esum(MeV)<5.75 one has an accurate numerical representation of the capture

events in the TAC. For each run we calculate two different values for the number

of protons, one value for the number of neutrons and one value for the number of

capture events. The ratios of these four quantities should remain constant over

time for each different measurement, therefore any major differences will flag up

problems. The ratios have been calculated for each run during the campaign, and

the coefficient of variation (CV=σ/µ) quantifies the level of agreement between

different detection systems.

From table 2.6 we find a very good agreement of the measurement of protons

between the PKUP and Pulse Intensity, giving confidence that these detectors were

stable during the whole campaign. However, it is seen that comparing any detector
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Table 2.6: Ratios of counts between detectors used during the 238U runs.

Detector ratio Coefficient of variation
PKUP/Pulse Intensity 0.53
SiMon/Pulse Intensity 10.02

TAC/PKUP 0.97
TAC/Pulse Intensity 1.35

with the silicon detectors gives a poor agreement of around 10%. Unfortunately,

this means the SiMon detection system was not stable during the experimental

campaign, therefore it cannot be used as an accurate neutron monitor. However,

it is seen that the PKUP and measured TAC counts agree within 1%, therefore the

PKUP can be used to normalise measured counts. A small number of runs (∼3%

corresponding to <1% of total neutrons) have detector count ratios differing by

more than three σ from the mean, and these runs (outliers) have been discounted

from the analysis. The loss in statistics is negligible whereas we can be confident

we are only using data in the final analysis where all the detectors were working

correctly.



CHAPTER 3

Operation and performance of the

TAC

This chapter aims to build on the description given of the TAC in Section 2.3, doc-

umenting and showcasing the calorimeter’s qualities and capabilities. The TAC

has been used for cross section measurements at n TOF previously, however each

measurement utilises the calorimeter in the most advantageous way, therefore a

detailed analysis of the detector properties is presented for this specific measure-

ment.

3.1 Event building: from BaF2 signals to TAC

events

The Total Absorption Calorimeter (TAC) is a complex detection system comprised

of 40 individual BaF2 crystals, each of which provide one input into the DAQ

which are then stored on disk and tape for analysis. The event building consists

of transforming these individual signals into something more useful to utilise the

calorimeter’s capabilities best and allow an accurate cross section to be measured.

3.1.1 Pulse shape analysis for BaF2 signals

The first stage of the TAC analysis is to perform a pulse shape analysis (PSA)

of each individual detector’s data. This process was introduced in Section 2.3

and example BaF2 signals with their corresponding fits can be seen in Figure 2.10.

Details on the PSA process can be found in Reference [64]. The goal of this process

is to identify the signals in the data buffer and analyse each of them providing a

total amplitude value (giving the energy of the γ-ray), a time stamp at which
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the signal was produced (giving the time-of-flight value) and finally identification

of the incident particle to discriminate between γ-rays and α-particles. This is

performed by, after noise rejection, fitting the two BaF2 scintillation components

(fast and slow) with a Lorentzian and an exponential, respectively. The time of

the signal is given by the fast component whilst the integral is calculated from

the slow component. The signals from the Ra contaminants in the crystals do not

feature the fast component and thus the ratio of fast to slow component integrals

allow the identification and elimination of the the alpha signals.

The TAC was first mounted and commissioned in 2004 and although the crys-

tal’s scintillation properties will not have changed over time, other properties such

as the optical coupling of the PMT may have changed. This is apparent if one looks

at the deposited energy spectra for calibration sources from previous and current

TAC measurements, where a clear degradation in detector energy resolution is

observed. Many iterative alterations on the PSA routine were performed over the

original algorithm from 2004 in order to optimise its performance, such as changing

the decay constants used to fit the signals. However, the best improvement was

found by altering a parameter in the code, α, which sets the signal/background

rejection level. The routine works out the root mean squared (RMS) of the noise

level, and then originally triggered at 2.5 times over this level. By triggering at

five times over this level, the routine was found to show much improved results.

Figure 3.1 shows the response of a single BaF2 crystal to an AmBe source that

emits a single γ-ray of 4.440 MeV. The two spectra correspond to results from the

original (red) and optimised (black) PSA routine.

The 4.440 MeV single γ-ray produced can cause pair production, and the re-

sulting positron will undergo annihilation producing a further two 511 keV γ-rays.

If one of these γ-rays escapes undetected but the remaining energy from the decay

is deposited within the detector, a peak appears at 511 keV beneath the pho-

topeak (single escape peak). If a detectors resolution is sufficiently broad, the

single escape peak is obscured by the proximity of the photopeak, which was the

case for the AmBe spectra with the original (red) PSA routine. The visibility of

the single escape peak in the optimised (red) PSA routine clearly illustrates the

improvements in resolution.

This PSA routine has been applied to data from each BaF2 module and the

following parameters have been extracted: signal integral (used for the energy

calibration), time (used for the time-of-flight and thus for the subsequent neutron

energy calibration) and particle type (used to differentiate α background signals

from the γ-ray signals of interest).
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Figure 3.1: AmBe spectra for an individual BaF2 crystal for two versions of the
PSA routine. The two dashed lines represent the photopeak energy (4.440 MeV)
and the single escape peak energy (3.929 MeV).

3.1.2 Digitisers timing calibration

Each of the 40 crystals must be accurately calibrated in time for coincidence and

time-of-flight measurements to be performed. The signals from the 40 detectors in-

put into 10 different flash-ADC modules which each contain its own internal clock.

These clocks are accurate within 2 ppm, which may seem more than adequate,

however this actually means that deviations as large as 64 ns appear from clock

to clock along the 32 ms acquisition time following each incident neutron pulse.

To calibrate the ten digitisers in time a 88Y calibration source was used. Figure

3.2 shows the relevant decay scheme, where 88Y mostly decays via electron cap-

ture almost always producing two γ-rays within <1 ps, which can be considered

instantaneous to the TAC.

By gating one γ-ray in a reference detector and looking for the second elsewhere

within the TAC, all the detectors can be calibrated in time. Figure 3.3 shows

examples of the calibrations, plotting the detection time, τfirst, of the first γ-ray

in the reference detector against the detection time difference of the second γ-ray:

∆t = τfirst − τsecond.
Using this method, all the clocks are calibrated to within a few ns, resulting

in an uncertainty from the flash-ADC comparable to that due to the signal time-

of-flight. This accuracy will affect the size of the coincidence window chosen (see

Section 3.1.4 and the probability of event pile-up (see Section 3.1.6).
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Figure 3.2: 88Y decay scheme highlighting the two γ-rays used for the timing
calibration.
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Figure 3.3: Linear time calibration fits for four example flash-ADC modules which
exhibit different internal clocks. Detector #14 (top right) is from the same module
as the reference detector so is already synchronised.
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3.1.3 Deposited energy calibration

As will become apparent, an accurate energy calibration for each detector within

the TAC is vital for detecting capture cascades and discriminating from back-

grounds. Energy calibrations were performed on at least a weekly basis with four

different energy points with the neutron absorber in place, as it is during the ex-

periment. The four energy points correspond to three calibration sources: 137Cs

(0.661 MeV), 88Y (0.898 MeV, 1.836 MeV) and AmBe (4.44 MeV). The individual

detectors amplitude spectra were then analysed using the software package ROOT

[72] which allowed the background to be stripped and the photo-peak to be fitted

with a Gaussian:

f(x) = Ae
−(x−µ)2

2σ2 , (3.1)

where the amplitude is given by A and µ is the mean value corresponding to the

energy of the γ-ray. The detectors resolution can be expressed in absolute (∆E)

or relative (∆E/E) terms being given by the full width at half maximum:

∆E = FWHM = 2
√

2ln2σ = 2.35482σ. (3.2)

Figure 3.4 shows the amplitude spectra from one BaF2 detector corresponding

to the three calibration sources and example Gaussian fits to the photo-peaks.

The spread of γ-ray energies used for calibration is key, as one sees in the bottom

right panel of 3.4 just taking the first three energy points and extrapolating from

1.836 MeV up to ∼ 5 MeV can be inaccurate. The inclusion of a high energy

γ-ray energy point results in a much more accurate calibration as demonstrated

by the difference between the blue and green lines. Some detectors demonstrated

a non linear response, therefore a second order polynomial was used to provide an

accurate calibration valid for high γ-ray energies for each individual detector.
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Figure 3.4: Three amplitude spectra from detector #35 corresponding to 137Cs
(top left), 88Y (top right) and AmBe (bottom left) with the Gaussian fits shown
in red. Example fits to the four energy points are shown in the bottom right.

The gain of each detector may change during the two months of measurements.

These gain changes can be monitored on a weekly basis using the calibration points,

or on a daily basis using the position of the known α-peaks in the amplitude

spectra. However, Figure 3.5 demonstrates that the detectors were stable within

one channel throughout the whole of the experimental campaign, corresponding

to approximately a 50 keV shift which can be considered negligible.

Figure 3.6 shows the individual crystal resolutions for the 137C and 88Y calibra-

tion sources illustrating a vast variation in energy resolution between the detectors.

When the TAC was first constructed, the average crystal resolution for the 137Cs

peak (662 keV) was 14.3% [73], better than the current 18.0%. However, this reso-

lution is still more than adequate for the requirements of a calorimeter performing

capture measurements, where the purpose of the resolution is to discriminate be-

tween true and background events.
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Figure 3.5: Example of a single BaF2 modules response to the two 88Y peaks over
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3.1.4 Coincidence analysis

The aim of measuring with a calorimeter such as the TAC is to detect the all the

γ-rays emitted in a capture cascade. Therefore, after calibrating the 40 modules

in both time and energy one must transform the information from the individual

crystals into so-called TAC events. This is done offline by analysing the 40 modules

in coincidence using software. The software baf2root scans these data and, after

registering a signal in any detector, opens a coincidence window during which any

other signal throughout the TAC is grouped into the same event with the same

detection time as the initial signal. If this is the case and multiple signals fall

within one time window, the signal energies are summed to give a total deposited
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energy Esum, and the number of crystals involved is recorded as the multiplicity,

mcr.

A key point within this process is the width of the coincidence time window.

Although γ-rays from a capture cascade are all released typically within ∼10−15s,

there is a much larger uncertainty in time from the flash-ADCs, and also a γ-ray can

take ∼1 ns to transverse the TAC therefore by making the coincidence window too

small, one could miss γ-rays that are from the same capture cascade. Of course, if

one makes the coincidence window too wide signals from different capture cascades

will start to be grouped together, thus a compromise must be found. Studies have

been performed, investigating the optimum coincidence window during previous

measurements with the TAC [74] which found the TAC is able to accurately use a

10 ns coincidence window, however to be certain not to miss γ-rays from the same

capture cascade a 20 ns time window width has been adopted for this work.

3.1.5 Time-of-flight to neutron energy calibration

As described in section 1.4, to determine the neutron energy using the time-of-flight

method one must know the production and detection times of the neutron and also

the flight path length. The PKUP detector is situated within the proton beam

line before the spallation target and thus registers the proton pulse, therefore this

signal gives a reference estimation time for the neutron production. The neutron

detection time (tdet) is given by the time the capture event is registered in the TAC.

Since the time of the PKUP signal does not exactly coincide with the neutron

production time, we must introduce another constant, toffset into Equation 1.4 to

obtain the accurate neutron production time:

En(eV) =

(
72.2983·L(m)

tdet(µs)− (tpkup(µs) + toffset(µs))

)2

, (3.3)

which takes into account the offset between the true neutron production time and

the time when the PKUP registers the passage of the proton beam just before

impinging upon the spallation target.

In order to determined the values of L and toffset a function, given by Equation

3.3, has been fitted to the data from 238U resonances with well known energies.

Indeed, the first four resonances of 238U can be considered energy standards [75],

that is their position in neutron energy is known with 0.015% uncertainty. Our

experimental data tell us tdet and tpkup and the values of L and toffset are fitted so

that the calculated neutron energy for the resonances agrees with the ENDF/B-

VII.1 values (see Figure 3.7). However, the first four resonances are thousands
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of ns wide, and toffset is expected to be tens or hundreds of ns therefore these

resonances are insensitive to this parameter. Therefore, it is necessary to take

narrower resonances at higher neutron energies, where although the resonance

energies are not considered standard they are still very accurately known allowing

a fit of Equation 3.3 to be performed to these data resulting in the required time-

of-flight calibration parameters.
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Figure 3.7: Left: 238U time-of-flight spectrum showing the first four resonances
included in the fit. Right: the fit to these data and the values found in the nuclear
data libraries to determine the neutron energy calibration parameters.

Figure 3.7 shows the performed fit where it is observed that the points fol-

low the expected behaviour from Equation 3.3 very closely, and the results are

L=184.61±0.02 m and toffset=438±10 ns.

3.1.6 Dead-time and pile-up in the TAC

Although the n TOF DAQ is dead-time free, the slow scintillation component of

BaF2 (τslow=630 ns) is such that there is a non negligible probability that one

signal is sitting on the tail of a previous one, and thus may be difficult to identify

by the PSA routine. We consider the following situations:

1. Dead-time: The time interval following a signal in which a second is unable

to be identified. In the case of the TAC, this results in a loss of counts, a

reduction in the deposited energy of the event and a reduction of one unit

in the multiplicity of the event.

2. Pile-up: Where two events are close in time and one signal from the first

event and another signal from the second event are in the same crystal in

such a way that the second one is lost and the energy reconstructed by the

PSA for the first event is altered by the proximity fo the second one. As a
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result, the energy deposition of the first event will increase, and, as in the

case of the dead-time, the multiplicity and energy of the second event will

correspond to the sum of the constituent signals. In the case of the TAC,

this results in a loss of counts, a loss of the measured multiplicity however

an increase in the measured total energy.

In the case of a single detector, dead-time losses are usually quantified by

simple formulas that depend on the dead-time model chosen: paralyzable or non-

paralyzable. Here, a fixed dead-time τ is implemented after an event occurs. In the

case of the paralyzable model, subsequent signals falling within the initial dead-

time extend this time period by τ whereas in the non-paralyzable model subsequent

signals within the initial dead-time do not extend this period any further. In the

case of the TAC, the overall effect of dead-time and pile-up is a possible loss of

TAC events that must be accounted for. However, the large number of detectors

operating in coincidence and the complexity of the event reconstruction makes this

a difficult task for which these existing methods can not be applied. Therefore a

new method has been developed that allows calculating these corrections, even for

the case of variable counting rates (see References [76] and [77] for details).

For the TAC, the value of the dead-time is found for each BaF2 crystal by

comparing the measured and theoretical distributions of time intervals between

consecutive signals. The time (t) between subsequent signals for a constant count

rate is expected to follow a distribution function I1(t) given by [78]:

I1(t)dt = re−rtdt, (3.4)

where r is the rate of occurrence. Figure 3.8 shows the time interval between

successive signals for a single detector in the TAC for different initial and final

γ-ray energies.

As the time interval between signals decreases, it is observed at some time the

measured distribution of signals deviates from the expected and it is at this time

interval that we define our dead-time. From Figure 3.8 it is clear to see that the

value of the dead-time varies depending on the energy of the initial (E1) and second

(E2) signal. The value of this dead-time has been determined for all combinations

of E1 and E2 in energy intervals of 500 keV up to 6.5 MeV [76] and the resulting

two dimensional distribution is seen in Figure 3.9.

The average dead-time value (τ̄) is ∼1 µs however it can be as large as 3

µs if the first signal has a high energy and the second signal a low energy. This

indicates that dead-time losses will become significant when the count rate is of the

order 1 count/µs, which as will become apparent is the case for many resonances
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within this work. The effects of significant dead-time and pile-up are not only a

loss of events but a modification of the total energy and multiplicity measured

within the TAC of the capture cascades. This changes the efficiency of detecting

capture cascades depending on the analysis conditions in deposited energy and

multiplicity chosen. Finally, when measuring narrow resonances in time-of-flight
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we are no longer dealing with a constant count rate approximation, meaning the

dead-time and pile-up effects will alter the measured data at later time-of-flights,

which could be outside the resonance or even within a subsequent resonance. To

make all these corrections, an innovative dead-time correction model is used within

which the dead-time values as a function of E1 and E2 form the first ingredient.

The full methodology of this correction is detailed in Section 4.1.2 for the specific

case of the 238U measurement.

3.2 Backgrounds

Alongside measuring capture cascades by time-of-flight there are several unavoid-

able background contributions to the measured data. The backgrounds present

within the 238U(n,γ) data are presented within this section alongside the methods

used to reduce their overall contribution to the measurement. Figures 3.10 and

3.11 illustrate the typical deposited energy spectrum and neutron energy spectrum

for the TAC which will be explained in detail within this section.
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Figure 3.10: Typical TAC deposited energy spectra for the neutron energy ranges
1 eV-10 keV (left) and 1 keV-10 keV (right).

3.2.1 Beam-off background

One form of background is that which is not correlated with the neutron beam

and remains constant over time. Such a background corresponds to radioactive

decays from potassium within the concrete walls (1.461 MeV), β-decays from the

Ra isotopes in the BaF2 crystals (up to ∼5 MeV) and activity from the 238U and

its daughter products within the sample. This background is characterised by

dedicated beam-off measurements both with and without the 238U sample present,

where data are taken for 32 ms mimicking the equivalent time that the TAC is
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measuring for during a neutron pulse. This type of background, coming from

radioactive decays is constant in time and thus follows the form a√
En

when ex-

pressed as a function of neutron energy. Figure 3.12 illustrates the total energy

deposited in the TAC during beam-off measurements with and without the 238U

sample present. Here, after pulse shape analysis and coincidence analysis is per-

formed, a histogram displays the total number of counts as a function of the total

energy deposited in the TAC normalised to the total number of proton pulses re-

ceived during this measurement, or in the case of beam-off the equivalent number

of pulses corresponding to the total length of the measurement in time.

As can be seen from Figure 3.12 a large proportion of the beam-off background

is found below 3 MeV and is thus greatly reduced by setting a condition (threshold)

on multiplicity. Furthermore, the increase in background from the 238U and its

decay chains radioactivity is negligible above 2 MeV. Contributors to this spectrum

are 40K within the concrete walls giving rise to a 1.461 MeV γ-ray and the radium

isotopes (226Ra and 228Ra) and their decay chains. Although α-particles can be

discriminated due to their timing properties, β-decays within the chain (such as
214Bi) give rise to electrons and coincident γ-rays with a maximum energy of 5

MeV [62].

One can produce a histogram these counts normalised to pulses/equivalent time

as a function of neutron energy. In the case of the beam-off data, the equivalent

neutron energy is calculated using Equation 1.4 where the time-of-flight is given

by the time elapsed after the opening of the 32 ms time window.

Figure 3.13 illustrates the experimental beam-off data as a function of equiva-

lent neutron energy. As expected, when plotted on a (log,log) scale these data are

linear and can be described by a fitted function, which has the benefit of reduc-
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Figure 3.12: Beam-off deposited energy spectra for runs with and without the
238U sample present on linear scale (above) and log scale (below).

ing statistical fluctuations. Data are shown for different analysis conditions not

only corresponding to cuts in multiplicity but also restrictions in the minimum

deposited energy.

From Figures 3.12 and 3.13 it is shown that the beam-off background is reduced

by more than a factor of 10 when using restrictive (multiplicity>3) analysis condi-

tions and by a factor of three when changing from multiplicity>1 to multiplicity>2.
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Figure 3.13: Experimental beam-off neutron energy spectra with the sample
present and the corresponding fits for different analysis conditions in linear (above)
and log (below) scales.

3.2.2 Beam-on (sample out) background

The main background contribution arises from the neutron beam interacting with

materials other than the 238U sample. This was determined by dedicated mea-

surements with the neutron beam on but the 238U sample removed from the beam

line. The cross sections of the reactions giving rise to this background of course

change with neutron energy, therefore the contribution varies with neutron energy.

After subtracting the deposited energy beam-off background one is left with just

the contributions from the neutron beam, as demonstrated for the neutron energy

range 1-10 keV in Figure 3.14.
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The deposited energy spectra in Figure 3.14 show a peak at 478 keV relating to
10B(n,α) reactions in the crystal capsules and in the neutron absorber (composed

of borated polyethylene) and the subsequent decay of 7Li∗, a peak at 2.2 MeV

from 1H(n,γ) reactions within the neutron absorber and finally a high energy

component arising from (n, γ) reactions on the various barium isotopes present

within the crystals. It is observed that most of the backgrounds counts are at low

γ-ray energies and these are drastically reduced by enforcing a condition in the

multiplicity by one (mcr >1) and three (mcr >2) orders of magnitude compared to

mcr >0. Furthermore it is observed that a minimum deposited energy of 2.5 MeV

eliminates the majority of the background counts originating from the neutron
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beam. It is also observed that the high energy contribution from capture in Ba

ranges up to 10 MeV.

3.2.3 Neutron Scattering (Sensitivity) Background

The large volume of the TAC and the sizeable capture cross section of its con-

stituents (mainly BaF2) make it possible that neutrons scattered at the sample

under study are absorbed within the TAC, generating the so-called neutron scat-

tering background. This type of background, which becomes sizeable when the

capture and scattering cross sections of the isotope under study are comparable,

has the particularity that it follows the same resonant structure as the capture

reactions of interest (as demonstrated in Figure 1.3).

A quantity of interest is the neutron sensitivity (εn,n) which is defined as the

probability of detecting a scattered neutron as a function of neutron energy. One

possible method of calculating εn,n is with Monte Carlo simulations which trans-

port the neutrons throughout the whole geometry. However, it is possible to

calculate εn,n experimentally. To do this, one measures a sample that can be con-

sidered a pure scatterer. For this work, a natural carbon sample was used, whose

scattering to capture ratio (σn/σγ) is ∼104 at 1 eV and ∼105 at 1 keV. Making

the assumption that all counts detected within the TAC when irradiating carbon

are from scattered neutrons rather than capture events, one can then compare the

measured yield to the expected carbon yield from the nuclear data libraries from

which the neutron sensitivity is inferred by:

εn,n = Y meas/Y th, (3.5)

where the measured yield Y meas is given by

Y meas
n,n (En) =

C(En)−B(En)

NBIF ·φn(En)
, (3.6)

where C(En) and B(En) are the total and background counts, NBIF is the sample

beam interception factor and φn(En) is the neutron flux. Assuming σn,n = σn,tot,

the expected theoretical yield is given by:

Y th
n,n(En) = 1− e−nσn,n(En), (3.7)

where n is the areal density of the sample in atoms per barn and σn,n is the

scattering cross section in barns. The neutron sensitivity is thus given by the
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combination of equations 3.6 and 3.7:

εn,n =
C(En)−B(En)

BIF ·φn(En)· (1− e−nσn,n(En))
. (3.8)

The resulting theoretical and experimental yields are shown in Fig. 3.15. As will

become evident in Section 3.3, the efficiency for detecting γ-rays changes with the

analysis conditions chosen, therefore the experimental yields have been created for

varying cuts in multiplicity.
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Figure 3.15: The theoretical carbon yield (left), using the cross section from
JEFF-3.1.2 and the measured experimental carbon yield (right) for different cuts
in multiplicities.

It can be seen that the theoretical carbon yield in the energy range of interest

shows very little structure, remaining at a constant level of∼0.19 barns between 0.1

eV and 20 keV however the measured experimental yield exhibits large structures

in this region. This is because the capture cross sections of the TAC materials have

resonances; in particular, the structures at 25 and 130 eV are due to resonances

in the 135Ba and 137Ba capture cross sections respectively.

The neutron sensitivity εn,n is now calculated by taking the ratio between the

theoretical and experimentally measured yields. Figure 3.16 shows εn,n for different

analysis conditions typical of those used for capture measurements. They corre-

spond to cuts in the multiplicity and deposited energy to maximise the capture

counts to background counts ratio (see Section 3.3).

The error bars in Figure 3.16 relate to the statistical error only, however there

are also systematic effects adding to the uncertainty of εn,n. Dead-time and pile-up

effects are negligible as the counting rate remains below 0.3 counts/µs, however

there is a lower limit of 2% for the uncertainty from the measurement of the neutron

flux, therefore this experimental method of determining the neutron sensitivity is

accurate to 2-3%.
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Figure 3.16: The neutron sensitivity for different multiplicities in the TAC.

It is seen that εn,n varies between ∼0.05% and 0.5% depending on the neu-

tron energy and the analysis conditions chosen. These values correspond to a

reduction by a factor of 3-5 with respect to those found with the previously used

neutron absorber (see Reference [63] for more details). The neutron sensitivity is

approximately 200 times lower than the efficiency of the TAC for detecting capture

cascades (see Section 4.1.4), therefore the neutron scattering background becomes

prominent if σn,n > σn,γ. The calculation of the neutron scattering/sensitivity

background for the particular case of 238U is discussed in detail in Section 4.1.1.

3.3 Detection efficiency and analysis conditions

The previous sections have demonstrated that the level of background within a

TAC capture cross section measurement can be reduced by applying analysis con-

ditions upon the multiplicity and deposited energy of the detected events. However

these analysis conditions also reduce the level of detected capture counts there-

fore lowering the efficiency of the TAC and thus the accumulated statistics. The

optimum analysis conditions will vary for each TAC measurement depending on

factors such as the energy and multiplicity of the capture cascades, the sample

activity and the TAC count rate. Figure 3.17 shows the deposited energy spectra

for the 238U sample and the corresponding backgrounds for different conditions in

multiplicity.
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Figure 3.17: TAC 238U deposited energy spectra in linear (above) and logarithmic
(below) for the neutron energy range 1-10 eV.

The upper limit in deposited energy from a capture cascade corresponds to

Sn of the compound nucleus formed after neutron capture, which in the case of
238U is 239U∗ (Sn=4.8 MeV). This is illustrated in Figure 3.17 where a sharp loss

of counts occurs above ∼4.8 MeV. This upper limit in energy is extended by ∼1

MeV due to detector resolution and pile-up of small signals, therefore an analysis

condition of maximum deposited energy at 5.75 MeV has been chosen. Any events

above this energy are either due to pile-up of more than one capture event, or from

the contribution of the neutron scattering background. As such, the efficiency for

detecting capture cascades is not affected by this upper cut in deposited energy.

To determine the optimum thresholds in deposited energy and multiplicity one

must investigate the loss of efficiency and background reduction, looking for a
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compromise between both.

One possible method of investigating the efficiency of the TAC is to use Monte

Carlo simulations [79], however in this work an experimental approach is taken

using the experimental yield:

Yn,γ =
C(En)−B(En)

εn,γ(mcr, Esum)·φn(En)·NBIF

, (3.9)

where C(En) and B(En) are the total and background counts, εn,γ(mcr, Esum) is

the efficiency for detecting capture cascades, φn(En) is the neutron flux and NBIF

is the beam interception factor. As it will be explained in Section 4.1.4, once the

experimental yield has been found, the efficiency of the TAC can be quantified

by use of the Saturated Resonance Method [80]. At this stage, we require a

relative or approximate efficiency for different sets of analysis conditions to allow

determination of the optimum analysis conditions. Therefore, it is adequate to

subtract the beam-on (sample out) and beam-off backgrounds and divide by the

neutron flux, neglecting the neutron scattering background and pile-up/dead-time

effects and compare this approximate experimental yield to the yield expected

from the JEFF-3.1.2 cross section library as calculated by SAMMY, as shown in

Figure 3.18 for the first resonance. Assuming a NBIF value of 0.975 (from the

geometry of the sample and the beam profile), the scaling factor between both

yields gives directly the detection efficiency. The values obtained for different

analysis conditions on deposited energy and multiplicity are listed in Table 3.1.

Table 3.1: Approximate TAC efficiencies for different analysis conditions.

Multiplicity Deposited energy Approximate efficiency (%)
>1 1.5< Esum(MeV)<5.75 83
>1 2.5< Esum(MeV)<5.75 65
>2 1.5< Esum(MeV)<5.75 58
>2 2.5< Esum(MeV)<5.75 48

The optimum analysis conditions chosen to be used are mcr >1 and 2.5<

Esum(MeV)<5.75, as this keeps the efficiency relatively high, thus minimising lost

statistics, but reduces largely the background counts, in particular the 478 keV

γ-ray from 10B(n,α) reactions and the subsequent decay of 7Li∗ and the 2.2 MeV γ-

ray from 1H(n,γ) reactions. This approximately triples the capture to background

ratio which in the region 1 eV to 10 keV with no conditions is 2.13, whereas

with the chosen analysis conditions is 6.07. The improvement within resonances

is illustrated in the neutron energy range 1-100 eV in Figure 3.19.
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3.4 Effect of the γ-flash on the TAC

As introduced in 2.1, after the γ-flash the BaF2 scintillators take a finite time (tens

of µs) to recover their baseline and their normal behaviour as illustrated in Figure

3.20. The time the TAC takes to recover varies depending on the intensity of the

neutron beam, however it varies from a minimum of 40 µs which corresponds to

an upper limit in neutron energy of 100 keV.
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Figure 3.20: The response of a single BaF2 crystal to the γ-flash.

In previous TAC measurements, there has always been additional limiting fac-

tors (for instance the presence of thick Al or Ti sample capsules that introduced a

dominant background above a few keV) and as such an accurate analysis has never

been performed before above 5 keV. The limiting factors for the higher neutron

energy limit achievable in the particular case of the 238U(n,γ) measurement will

be discussed in Section 4.1.3.



CHAPTER 4

Analysis and results on 238U

The analysis tools and techniques used to produce a precise 238U(n,γ) cross section

are documented in this section. The final stages of the analysis are presented within

this chapter leading to a comparison of these results and the current evaluated data

sets.

4.1 238U Data reduction: Yield procurement

The first stage of the 238U data analysis is the production of an experimental

yield which can then be analysed looking at individual resonances (Resolved Res-

onance Region formalism) or averaging out the data over wide energy intervals

(Unresolved Resonance Region). The following analysis stages all apply the con-

ditions in multiplicity and deposited energy as discussed in Section 3.3 (mcr >1,

2.5< Esum(MeV)<5.75).

4.1.1 Background subtraction

There are three components in the background of the 238U(n,γ) measurement:

environmental background, beam-related/sample-unrelated background, and the

background from neutrons scattered at the sample and then captured somewhere

else giving rise to signals in the TAC. The first two are determined experimentally

by means of a beam-off and a sample out measurement. The beam-off background

is constant in time and thus follows a 1√
E

when represented as function of the

neutron energy; thus the measured distribution in neutron energy is fitted to this

function. The beam-off background is subtracted from the sample out and 238U

data, and then the sample out is subtracted from the 238U data. In this way

the only remaining background is that produced by neutrons scattering in the
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238U sample. The situation is illustrated in Figure 4.1, where one sees the very

favourable capture to background ratio achieved in this measurement.
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Figure 4.1: 238U, sample out and beam-off neutron energy spectrum.

The background from scattered neutrons is a particularly problematic one, as

the scattering cross section follows the same resonant pattern as the capture cross

section that we are interested in. This background can be determined through two

different methods: one analytical, one experimental.

To determine this background contribution analytically, the approximate ef-

ficiencies of the TAC to detect capture cascades (εn,γ(mcr, Esum)) and scattered

neutrons (εn,n(mcr, Esum)) (see Sections 3.2.3 and 3.3 respectively) are used. With

these efficiencies and considering the scattering to capture ratio for each resonance

as the ratio of radiative and neutron widths (Γγ and Γn) as found in JEFF-3.1.2

we can estimate the expected neutron scattering contribution for each resonance

as εn,n·Γn
εn,γ ·Γγ . This is shown in Figure 4.2 for all resonances up to 20 keV.

Figure 4.2 illustrates a slight rise in the expected scattering contribution on

a resonance by resonance basis with neutron energy. However, within this a vast

variation is seen for the expected contribution on a resonance by resonance basis

from <10−2 which can be considered negligible, up to ∼50% which implies this

background is dominating compared to the sample out and beam-off and would

be comparable to the contribution from 238U(n,γ). However, this estimation does
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not take into account the strength (size) of the resonance, so can be misleading.

To quantify the expected contribution across an energy region, we calculate a

weighted mean where the weighting is the strength of each resonance, defined as

the resonance kernel (RK):

RK = gJ ·
Γn·Γγ

Γn + Γγ
, (4.1)

where the spin factor gj is defined as:

gJ =
2J + 1

(2l + 1)(2L+ 1)
, (4.2)

where l, L and J are the spins of the incident particle, target nucleus (238U:

L=0+) and compound nucleus (239U) respectively. Thus the neutron scattering

contribution estimation in any one given energy region is:

(n, n)contribution =
1∑

j RKj

·
∑
i

RKi·
Γn· εn,n(mcr, Esum)

Γγ· εn,γ(mcr, Esum)
. (4.3)
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The expected contribution has been calculated for all known s-wave (l=0) reso-

nances as p-wave (l=1) resonances will not be considered for this analysis and thus

gJ=1. This is because the goal of this work is to perform an accurate cross sec-

tion measurement and the statistics within p-waves are typically very small due to

their weak strength (see an example p-wave resonance highlighted in Figure 4.1).

The values of the average neutron scattering background contribution in different

energy regions for all s-wave resonances are in Table 4.1.

Table 4.1: Expected scattering contribution for s-wave resonances in different
neutron energy regions.

Neutron energy range (eV) Expected contribution(%)
1< En <500 1.4

500< En <1000 3.6
1000< En <2000 5.6
2000< En <5000 6.6
5000< En <10000 7.5
10000< En <20000 13.2

As can be seen, on average the scattering contribution remains below 7% in the

Resolved Resonance Region (below 5 keV) and below 13.2% in the Unresolved Res-

onance Region (5-20 keV). However, this analytical method will overestimate the

scattering contribution. In practice, a neutron scattered within a resonance will be

subsequently captured at a later time-of-flight. This is especially important at high

neutron energies, as the width in time-of-flight of the resonances is small (∼500 ns

at 1 keV and ∼100 ns at 5 keV), which is the same order of magnitude needed for

a 1 keV neutron to transverse the TAC (∼500 ns); therefore, neutrons scattered

at the sample and subsequently scattered within the TAC before absorption are

recorded at a later time-of-flight, often falling outside of the resonance. Further-

more, this method is only as accurate as the resonance parameters used as input.

Indeed, the strength of the resonance will be reasonably well known, however the

individual resonance widths ( Gammaγ and Γn) may not be so accurately known

due to the large correlation between the two. This can lead to differences between

the analytical prediction and the actual contribution, therefore this method can

not be used to give more than an estimation.

A more accurate way for determining and then subtracting the neutron scat-

tering contribution makes use of the high efficiency and good energy resolution of

the TAC. The neutron separation energy Sn for 239U is ≈4.8 MeV, whereas for

the barium isotopes present in the crystals it is higher (between 4.2 and 9.1 MeV,

depending on the isotope). Thus, if a neutron is captured in the TAC, γ-ray cas-

cades can be emitted with a higher total energy than possible from a 238U capture

reaction, thus we assume that all TAC events above a certain energy originate from
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scattered neutrons. Following this principle, the counts from neutrons scattering

in 238U registered in the TAC at each neutron energy are calculated by compar-

ing the 238U and carbon deposited energy spectrum above 7 MeV, as illustrated

in Figure 4.3. The high energy counts in the 238U spectrum tell us the level of

neutron scattering and the carbon data are used to scale this value to obtain the

neutron scattering contribution within the chosen analysis conditions (mcr >1 and

2.5< Esum(MeV)<5.75).
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Figure 4.3: 238U and carbon deposited energy spectrum in the neutron energy
range 1 keV to 10 keV for mcr > 2. The carbon spectrum has been scaled to
match the number of 238U counts above 7 MeV to allow an estimation of the
scattering contribution within the 238U analysis conditions chosen ( mcr >1 and
2.5< Esum(MeV)<5.75).

Figure 4.4 displays the 238U data before (red) and after (black) subtracting

the neutron scattering background (green) for various resonances with differing Γn
Γγ

ratios utilising this experimental method.

For these example resonances, the contribution from scattered neutrons calcu-

lated in this way is 0.8% for the 36.7 eV resonance which is in perfect agreement

with the analytical estimation (see Figure 4.2, also 0.8%). In the case of the 347.8

eV resonance the measured contribution is 3.5%, whereas the analytical correction

is 2.5%. Finally the experimental contribution at the resonance peak for the 991
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Figure 4.4: Three example resonances (top: 36.7 eV, middle: 347.8 eV, bottom:
991.8 eV) and their neutron scattering contribution as determined experimentally.
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eV resonance is 7.75% and the analytical correction is 13.8%.

The observed differences can be attributed to many factors other than just the

potential uncertainty in the values of Γγ and Γn. One possibility is that when the

count rate is high the correction will be overestimated, as pile-up of signals lead

to TAC events >7 MeV which are not just from scattered neutrons but also 238U

capture reactions, which is likely the case for the 347.8 eV resonance. This could

be minimised by increasing the scattering high deposited energy limit from 7 MeV

to 8 MeV, however this would greatly reduce the statistics for the experimental

correction. At high neutron energies, as expected the scattering contribution is not

as large as predicted analytically due to the time it takes a scattered neutron to

be captured moving it out of the resonance in time-of-flight. Finally, the statistics

of the high energy 238U data can be low, leading to a large statistical uncertainty

in this correction. However, the uncertainty introduced by this background does

not go above 2%, as demonstrated between the general good agreement between

measured and analytical scattering contributions at low neutron energies.

As will be discussed in Section 4.1.3, at high neutron energies the statistics

within resonances are not high enough to allow an accurate resonance analysis to

be performed. To analyse these data, a wider histogram binning is used which

has the consequence that individual resonances can no longer be resolved. A

further consequence of this is that the neutron scattering in the valleys between

the resonances also contributes to these data, increasing the neutron scattering

background.

Figure 4.5 shows the scattering effect with 20 bins per decade, where it is

seen in the neutron energy region 5-10 keV around 10% of the recorded counts

originate from scattered neutrons, increasing to ∼20% at 20 keV. Although the

magnitude of the correction is higher in this region, an uncertainty as large as 10%

within the background estimation only corresponds to a 2% uncertainty for the

final correction.

The neutron scattering correction is always a difficult and sometimes restricting

component of a capture cross section measurement, however as demonstrated for

the case of 238U(n,γ) with the TAC the use of an experimental method measuring

a pure neutron scattering sample the uncertainty introduced is at a maximum of

2% in the resonance region and ∼2% when analysing the resonances as unresolved

as there is a higher contribution owing to the valleys between resonances.
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Figure 4.5: Neutron scattering contribution at high neutron energies for 238U with
20 bins per decade.

4.1.2 Pile-up and dead-time correction

As introduced in Section 3.1.6, the TAC can suffer from dead-time and pile-up

effects. In the present measurement these have been minimised by reducing the

proton beam intensity per pulse and thus the count rate. However, as illustrated

in Figure 4.6 high count rates are still present (>1 count/µs) for many resonances

especially for the MED pulse intensities.

The correction of dead-time losses and its effect on the efficiency for sizeable

counting rates is based on a Monte Carlo simulation method that mimics the full

counting and coincidence process in the TAC which is fully detailed in References

[76] and [77]. The method requires three inputs:

1. The measured counting rate distribution under light analysis conditions (see

Figure 4.6).

2. Detailed information on the energies and multiplicities of the capture cas-

cades.

3. The identification probability for consecutive signals as a function of their

energies and also separation in time (see Section 3.1.6).
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Figure 4.6: 238U count rate for minimal conditions (mcr >0, Esum >1 MeV) for
the two pulse intensities used for this work.

Details of the capture cascades requires knowledge of the complete nuclear level

scheme below the neutron separation energy, which is not known for 239U. At low

energies, some experimental information is available of the capture cascade and

by combining this with statistical models at high excitation energies a theoretical

model can be developed. This technique has been used for TAC measurements

in the past [81]; however, for this work an experimental approach has been taken

making use of the high efficiency and good γ-ray energy resolution offered by the

TAC. The cascade details (crystals involved in the detection and energy deposited

in each of them) are found in list mode by taking measured data at low counting

rates (i.e. unaffected by dead-time losses) within a 238U resonance. For this work,

the tails of the first 6.7 eV resonance have been used where the count rate is

lower than 0.1 count/µs. This, combined with the dead-time values for the TAC

as outlined in Section 3.1.6 and the measured count rate allow the pile-up and

dead-time corrections to be accurately corrected for count rates up to 1 count/µs.

Following Poisson statistics, the signals from the individual TAC modules are

sampled and ordered in time-of-flight depending on the measured count rate. Then,

the dead-time is calculated for each signal with respect to those registered at

previous times and if the dead-time is larger than the time difference between
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the signals, the latter signal is marked as killed, following a paralyzable dead-time

model. With enough statistics, an initial value for the dead-time correction is found

which depends on the analysis conditions in multiplicity and the deposited energy

chosen. The comparison of the number of events registered with and without

taking into account the dead-time provides the magnitude of the dead-time losses.

After a first iteration, the counting rate distribution used as input is corrected

by the dead-time losses and a second iteration, this time with a more realistic

counting rate distribution is performed to obtain the final dead-time correction as

function of the neutron energy.

After subtracting the beam-off, sample out and neutron scattering backgrounds,

these data sets from the different proton pulse intensities differ due to the different

magnitudes of dead-time and pile-up present within these data. After applying the

correction, these two data sets should agree, which allows this correction model

to be validated. Figure 4.7 shows data for different resonances with varying count

rates for the two beam intensities before and after the correction is applied.

In all cases it is observed that the recorded experimental counts are affected

by dead-time losses, where the effect is larger for MED intensity pulses than LOW

intensity pulses. Before the dead-time correction is applied, the two data sets differ

in the resonance peaks shown in Figure 4.7 by 3.4%, 6.25% and 8.3%, while the

differences after the correction is applied is reduced to only 0.3%, 0.3% and 1.1%,

for the 6.7, 20.9 and 66.1 eV resonances respectively. Furthermore, it is observed

how the shape of the resonance at 66.1 eV is asymmetric due to dead-time losses

as its size in time-of-fight (∼2 µs) is comparable to the dead-time of the TAC

crystals, however the expected symmetric shape is recovered after applying the

dead-time correction method.

To minimise the uncertainty associated with this correction, below 1 keV only

LOW proton pulse intensity data has been used for the final analysis and the

good agreement between LOW and MED pulse intensities over the whole neutron

energy range gives confidence that this dead-time and pile-up correction method

is accurate within 1%.
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Figure 4.7: Three example resonances (top: 6.7 eV, middle: 20.9 eV, bottom: 66.1
eV) corresponding to different count rates before and after applying the dead-time
correction.
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4.1.3 Discussion on the high neutron energy limit

In previous TAC actinide measurements, the samples have been encapsulated in for

example titanium and large resonances in the sample canning material have limited

the upper neutron energy limit to 2 keV [65]. This analysis is the first actinide not

to be constrained by such a background, allowing higher neutron energies to be

reached. Furthermore, this will be the first analysis performed above 5 keV with

the TAC.

There are four factors that determine the high neutron energy limit of this

measurement:

1. Structures within the neutron flux.

2. The effect of the γ-flash on the TAC.

3. Pile-up and dead-time effects.

4. Adequate statistics.

The first upper limit is set by the neutron flux, as at certain neutron energies

structures within the flux mean it cannot be used to accurately measure the cross

section. As discussed in Section 2.2.1, aluminium resonances are present within the

neutron flux between 25 and 50 keV (see Figure 4.8), increasing the uncertainty

of the yield calculation. Since we aim for a very high accuracy measurement, data

are not analysed in the region above 20 keV.

Figure 4.8: The evaluated neutron flux in the energy region 10 to 50 keV high-
lighting the structures present within this energy region.
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The intensity of the γ-flash is proportional to the proton beam intensity, there-

fore by comparing data sets with different proton beam intensities one can inves-

tigate the effect of the γ-flash on the TAC. As well as LOW (∼0.5×1012 ppp) and

MED pulses (∼1.0×1012 ppp), some data were taken with HIGH pulses (∼3.0×1012

ppp). It is expected that as one reduces the proton beam intensity, the effect of

the γ-flash is also reduced allowing higher neutron energies to be reached. By

comparing the background subtracted data at different pulse intensities, we can

estimate the energy where the γ-flash starts to affect these data from where these

data sets start to deviate.
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Figure 4.9: 238U neutron spectrum for differing pulse intensities; the points at
which these data sets deviate indicate the effect of the γ-flash.

The results shown in Figure 4.9 indicate that data taken with HIGH pulse

intensities begins to deviate from that with LOW and MED above 5-10 keV there-

fore are not used at all in the analysis. The MED data are in perfect agreement

with the LOW up to 30 keV above which it seems to differ but not systematically

until above ∼45 keV. To accurately determine the point at which the γ-flash ef-

fects these data one must look to the signals in individual crystals, however data

displayed in Figure 4.9 gives confidence that the LOW and MED data are cer-

tainly unaffected by the γ-flash up to 30 keV, therefore the upper analysis limit

in neutron energy is still limited to 20 keV due to the neutron flux. This allows

almost all of the most important energy range, as specified in the HPRL (22.6

eV-24.8 keV) to be analysed within this work.

As higher neutron energies are reached, the distance in time-of-flight between
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neutrons of increasing energy decreases, so even though the capture cross section

diminishes the count rate rises. As illustrated in Figure 4.10, even at very high

neutron energies (100 keV) the count rate for MED pulses is still ∼ 0.2 counts/µs

therefore the pile-up and dead-time effects are manageable.
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Figure 4.10: 238U counting rate for LOW and MED pulses at high neutron ener-
gies.

Finally, the statistics become limiting at higher neutron energies as the capture

cross section is lower. To do an accurate resonance analysis with a 2% uncertainty,

one requires at least ∼2500 counts in the resonance. Figure 4.11 displays the total

number of counts acquired during the experimental campaign after applying the

chosen analysis conditions and subtracting the backgrounds.

Around 500 counts are required on the peak of a resonance for the integral

to reach 2500 counts and as illustrated in Figure 4.11 this is the case only below

∼2.5 keV. The resonances are still well resolved up to ∼5 keV therefore above

this limit the data are rebinned from the current fine binning (10000 bins/decade)

which allows individual resonances to be resolved to a much wider binning (20

bins/decade) allowing high statistics to be retained, but not allowing individual

resonances to be analysed.

The upper limit in neutron energy of 20 keV has been chosen as we can be

confident that the TAC is unaffected by the γ-flash in this energy region and

the neutron flux is accurately known. A resonance analysis cannot be performed

above 5 keV however above this the yield can be analysed as unresolved providing

important information about the cross section in this region.
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Figure 4.11: 238U total number of counts for the two binnings used for this
analysis.

4.1.4 Yield creation using the Saturated Resonance Method

The experimental capture yield is calculated using:

Y meas
(n,n) =

C(En)−B(En)

εn,γ·NBIF ·φn(En)
(see Section 1.4.1). (4.4)

The 238U sample used for this measurement was chosen in such a way that in

the first three resonances all the neutrons arriving at the sample undergo at least

one interaction, thus being saturated at their peaks and allowing the Saturated

Resonance Method [80] to be used. This allows the product εn,γ·NBIF to be ac-

curately determined by comparing the measured yield with the expected one at

the saturated region of the first three resonances. The resonance analysis code

SAMMY [18] has been used to calculate the expected capture yield from the res-

onance parameters in the JEFF-3.1.2 library and a fit has been performed leaving

only the neutron energy and normalisation value as free parameters. The result

for the first 6.7 eV resonance is shown in Figure 4.12.

To accurately find the normalisation value, the resonance was fitted just in the

plateau resulting in a better normalisation value as shown in Figure 4.13 where

the residuals demonstrate the quality of the fit:

Residual =
DATA− FIT

∆statistical

, (4.5)
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Figure 4.12: The first 6.7 eV saturated 238U resonance as fitted by SAMMY.

where ∆statistical is the statistical uncertainty of each data point.
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Figure 4.13: The saturated peak of the first 6.7 eV 238U resonance as fitted by
SAMMY.

From the first resonance, the product εn,γ·NBIF was found to be 0.676. Since

the 238U sample covers ∼97% of the beam this gives a value of ∼69.7% efficiency

for the analysis conditions mcr >1 and 2.5< Esum(MeV)<5.75.

The second (20.9 eV) and third (36.7 eV) resonances have a higher scattering
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cross section (Γn
Γγ

=0.06, 0.44 and 1.46 for the 6.7, 20.9 and 36.7 eV resonances

respectively) and thus a larger multiple scattering correction, which is implemented

in SAMMY. However, this correction is not accurate enough to deal with high levels

of multiple scattering [82], therefore the resonances are unable to be accurately

fitted as illustrated in Figures 4.14 and 4.15.
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Figure 4.14: The second saturated resonance of 238U as fitted by SAMMY, where
the normalisation has been taken from the first resonance and only the neutron
energy has been left as a free parameter within the fit.

Although the second and third saturated resonance peaks are unable to be

fitted due to the multiple scattering contribution, a good agreement between these

data and the fit is seen in the tails of the resonances and at the general height of the

resonance if the normalisation is taken from the fit to the first resonance. In fact,

the normalisation calculated from the three resonances agree within 1% suggesting

that this is the level of the uncertainty in the normalisation (εn,γ·NBIF ).

The normalisation is a crucial point in any cross section measurement and the

possibility to self normalise using the Saturated Resonance Method means that

several sources of uncertainty are kept to a minimum. In particular, the saturated

resonance method allows the product εn,γ·NBIF to be experimentally determined,

instead of determining them individually from auxiliary measurements (for the

NBIF ) and Monte Carlo simulations (for εn,γ). This method has the final advantage

over others in that any error due to sample alignment is eliminated.
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Figure 4.15: The third saturated resonance of 238U as fitted by SAMMY, where
the normalisation has been taken from the first resonance and only the neutron
energy has been left as a free parameter within the fit.

4.1.5 Uncertainties

The sources of uncertainty discussed during the calculation of the experimental

capture yield are related to the beam-on and beam-off background subtraction,

the neutron scattering background subtraction, the pile-up and dead-time correc-

tion, the normalisation, variation of the beam interception factor as a function of

neutron energy (which is negligible for this experiment because NBIF is 97%) and

the n TOF neutron flux. Furthermore, any uncertainty in the sample mass will

propagate to the resulting cross section calculation. These sources have been dis-

cussed in their relevant sections, therefore Table 4.2 is a summary of all the sources

of systematic uncertainties and their associated sections within this manuscript.

Table 4.2: Summary of all the uncertainties related to the experimental 238U
capture yield.

Source of uncertainty Uncertainty Reference
En <5 keV 5-20 keV

Sample mass 0.03% Section 2.4.1
Neutron flux (shape in En) 1-2% 2-3% Section 2.2.1
Normalisation (εn,γ·NBIF ) 1% Section 2.2.1

Dead-time and pile-up 0-1% 0% Section 4.1.2
Neutron scattering 0-2% 2% Section 4.1.1

Other background subtraction Negligible Section 4.1.1
Overall 1.4-2.2% 3.0-3.7%
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Overall, the systematic error of the neutron capture yield resulting in this work

is at the limit of the aimed 2% (1.4-2.2%) in the neutron energy region below 5

keV and slightly above this (3.0-3.7%) in the high energy region between 5 and

20 keV. The latter is higher because of the larger neutron scattering background

as neutron energy increases combined with the larger uncertainty in the shape of

the n TOF neutron flux in the keV region. Indeed, the uncertainty in the resolved

resonance region (<5 keV) drastically varies from resonance to resonance as the

dominant sources of uncertainty is from the dead-time and pile-up correction and

the neutron scattering background.

4.2 238U Cross section analysis

4.2.1 Resonance analysis below 5 keV

Before analysing the individual resonances, the experimental capture yield may

still contain a residual background which has not been subtracted yet. The R-

matrix resonance analysis code SAMMY provides an independent value for the

background which can be found by performing a fit in the valleys between reso-

nances. Two additional background components were found, as shown in Figure

4.16 which has been found to follow a function of the type a+ b√
En

.
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Figure 4.16: The remaining background levels found in the valleys between 238U
resonances as fitted by SAMMY.

The background follows the function (see Figure 4.16):

f(En) =
0.0044√
En(eV )

+ 0.00006. (4.6)
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Within the resolved resonance region (below 5 keV), this corresponds to less than

1% of the capture yield in the resonances and up to 10% in the valleys and within

the unresolved resonance region (5-20 keV) this corresponds to between 10-17%.

The resonances were analysed in groups of ∼20 leaving Γn, Γγ and En as

free parameters and taking as initial parameters those found in the JEFF-3.2.1

evaluation. Some resonances required an adjustment of the initial parameters

before a good fit could be obtained and some resonances were unable to be fitted

due to the limitation of SAMMY to model strong multiple scattering effects. The

resulting fits and residuals are shown in Figures 4.17-4.30, while the discussion of

the results is given in Section 4.3.1.

Neutron energy (eV)

10 20 30 40 50 60 70 80 90 100

C
a
p
tu

re
y
ie

ld
R

e
s
id

u
a
ls

0

0.2

0.4

0.6

0.8

1

15

-4

Figure 4.17: SAMMY fits (red) to experimental data (black) in the neutron
energy interval 1-100 eV.
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Figure 4.18: SAMMY (red) to experimental data (black) fits in the neutron
energy interval 100-200 eV.
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Figure 4.19: SAMMY (red) to experimental data (black) fits in the neutron
energy interval 200-300 eV.
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Figure 4.20: SAMMY (red) to experimental data (black) fits in the neutron
energy interval 300-500 eV.
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Figure 4.21: SAMMY fits (red) to experimental data (black) in the neutron
energy interval 500-700 eV.
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Figure 4.22: SAMMY fits (red) to experimental data (black) in the neutron
energy interval 700-1000 eV.
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Figure 4.23: SAMMY fits (red) to experimental data (black) in the neutron
energy interval 1-1.5 keV.
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Figure 4.24: SAMMY fits (red) to experimental data (black) in the neutron
energy interval 1.5-2 keV.
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Figure 4.25: SAMMY fits (red) to experimental data (black) in the neutron
energy interval 2-2.5 keV.
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Figure 4.26: SAMMY fits (red) to experimental data (black) in the neutron
energy interval 2.5-3 keV.
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Figure 4.27: SAMMY fits (red) to experimental data (black) in the neutron
energy interval 3-3.5 keV.
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Figure 4.28: SAMMY fits (red) to experimental data (black) in the neutron
energy interval 3.5-4 keV.
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Figure 4.29: SAMMY fits (red) to experimental data (black) in the neutron
energy interval 4-4.5 keV.
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Figure 4.30: SAMMY fits (red) to experimental data (black) in the neutron
energy interval 4.5-5 keV.
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Table 4.3: 238U resonance parameters from the performed SAMMY fits and
the JEFF-3.1.2 and ENDF/B-VII.1 libraries. The first three resonances (marked
with ∗) were saturated, thus could not be correctly fitted.

Energy n TOF TAC JEFF-3.1.2 ENDF/B-VII.1
eV Γγ meV Γn meV Γγ meV Γn meV Γγ meV Γn meV

6.67∗ 20.389 1.618 23.000 1.476 23.000 1.476
20.86∗ 16.597 13.228 22.910 10.071 22.864 10.094
36.67∗ 22.877 34.410 22.890 33.554 23.002 33.546
66.02 23.177 25.241 23.360 24.235 23.308 24.178
80.74 29.626 1.840 23.000 1.877 23.387 1.874
102.54 23.250 73.655 23.420 71.030 24.082 70.771
116.88 19.829 29.101 22.990 25.338 22.276 25.354
145.66 29.243 0.910 23.528 0.885 23.825 0.886
165.29 32.983 3.225 24.066 3.199 24.374 3.190
189.66 21.285 177.238 23.557 170.351 23.580 170.185
208.51 20.898 58.086 22.906 49.939 22.835 49.882
237.39 19.487 40.834 25.376 26.452 25.178 26.448
273.67 18.490 34.935 23.100 24.726 24.408 24.865
291.01 16.094 25.231 22.430 16.624 23.226 16.544
311.34 25.594 1.069 23.000 1.049 23.494 1.056
347.85 20.055 87.497 21.984 80.012 21.815 79.297
353.74 23.026 0.022 23.000 0.022 23.001 0.022
376.97 23.544 1.123 23.000 1.118 23.335 1.116
397.67 25.327 6.049 23.000 5.774 22.574 5.802
410.29 22.146 21.398 23.180 19.313 22.507 19.482
434.13 25.554 9.744 22.886 9.807 23.298 9.824
463.25 25.912 5.526 23.000 5.472 23.779 5.446
478.50 24.976 3.954 23.000 3.985 24.439 3.956
488.93 23.363 0.932 23.000 0.863 23.383 0.863
518.46 21.126 63.037 22.271 49.828 22.068 49.719
535.40 20.738 53.359 24.218 44.788 23.985 44.651
580.22 21.241 50.428 22.514 40.665 22.303 40.570
595.17 21.148 95.178 23.010 87.134 23.010 87.134
620.10 20.870 30.363 23.080 30.575 22.860 30.356
628.68 22.757 6.322 23.000 6.714 23.000 6.591
661.33 23.019 140.168 24.370 127.151 24.155 126.598
693.20 21.008 44.961 23.033 42.365 22.828 42.353
708.42 21.607 21.584 23.289 22.196 23.284 21.995
721.70 22.758 1.317 23.000 1.475 3.150 1.965
730.28 22.941 1.052 23.000 1.027 23.000 1.053
765.19 22.563 8.096 23.000 8.923 23.000 8.928
790.95 22.481 6.529 23.000 6.694 23.000 6.743
821.74 19.972 76.103 22.280 68.386 22.080 67.593
851.17 21.551 67.965 23.379 65.291 23.534 66.473
856.28 21.568 94.979 23.197 90.531 23.275 90.952
866.63 22.542 5.801 23.000 5.973 23.000 5.973
905.23 21.792 50.760 23.000 54.654 23.738 55.768
925.31 23.468 16.113 23.000 16.717 23.000 15.780
937.25 21.360 158.293 23.660 157.788 23.681 155.920
958.76 21.078 188.362 22.862 213.125 23.181 212.978
991.86 22.450 396.893 24.204 394.941 24.223 394.718

Notes: Although Γn is not directly measured, this quantity is still
an output from the SAMMY fit.
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4.2.2 Analysis above 5 keV

Above 5 keV these data are rebinned to 20 bins/decade and it is no longer possible

to obtain information on individual resonances, just the overall magnitude of the

yield however the statistical uncertainty is less than 1% (See Figure 4.11). A

comparison of the yields that will be used below and above 5 keV is given in

Figure 4.31 where one observes all structure is lost above ∼7 keV resulting in a

smooth cross section.

At these high energies and given the low value of the capture yield one can

apply the thin target approximation (σn,γ = Yn,γ
n(atoms/barn)

) and thus calculate the

point-wise cross section from the measured yield. The comparison of the measured

cross section with the evaluated cross sections is given in Section 4.3.2.
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Figure 4.31: Experimental data for 20 bins/decade (black) and 10000 bins/decade
(red) in the neutron energy interval 1-30 keV.

4.3 Results for the 238U(n,γ) cross section

In the neutron energy region below 5 keV, we have a set of resonance parameters

(found in full in Appendix A and up to 1 keV in Table 4.3) which can be compared

to the evaluated data. The resonance kernel, defined in Equation 4.2, is a repre-

sentation of the resonance strength which is used to compare these measured data

with other results. Above 5 keV, we have a point-wise cross section (thin target

approximation) which can be directly compared to the evaluated cross section. As
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outlined in Section 1.6 all the evaluated libraries contain very similar data sets for

the 238U capture cross section with only minor differences occurring between them,

thus for this work a comparison has been performed between only the JEFF-3.1.2

and ENDF/B-VII.1 libraries.

4.3.1 Comparison and discussion with resolved resonance

evaluated data below 5 keV

The resonance kernels are calculated from the SAMMY fits and then compared

between JEFF-3.1.2 and ENDF/B-VII.1 by calculating the corresponding ratios.

In Figure 4.32 one sees the agreement is always within 10%, except for seven

resonances which are ∼12% higher in the evaluations and one resonance at 1.211

keV where the fitted kernel disagrees with the ENDF/B-VII.1 by ∼60%, however

is in general good agreement with the JEFF-3.1.2 value. This is because the

ENDF/B-VII.1 evaluation considers this resonance to have a small capture width

(Γγ=6.6 meV) whereas this is not the case in JEFF-3.1.2 (Γγ=17.6 meV). Figure

4.33 illustrates the kernel ratios disregarding this one resonance, where the two

dotted lines at 0.9 and 1.1 illustrate how the agreement between resonance kernels

almost always is within 10%.
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Figure 4.32: Ratios of all resonance kernels below 5 keV from the SAMMY fits
and the ENDF/B-VII.1 and JEFF-3.1.2 libraries, where the starred points repre-
sent resonances where the kernels are the same in both evaluated libraries. The
SAMMY fits to the resonances circled in blue are shown in Figure 4.34
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Figure 4.33: Ratios of all resonance kernels below 5 keV from the SAMMY fits and
the ENDF/B-VII.1 and JEFF-3.1.2 libraries, where the starred points represent
resonances where the kernels are the same in both evaluated libraries excluding
the 1211 eV resonance. The SAMMY fits to the resonances circled in blue are
shown in Figure 4.34

As an illustrative example, some resonances (circled in Figures 4.32 and 4.33)

where our data differ from the evaluations are shown in Figure 4.34. In the upper

left panel of Figure 4.34, the TAC data for these particular resonances are above

(8%) the evaluated libraries, in the upper right, it is below (5%) the evaluated

libraries, in the lower left it is between the evaluated (10% below JEFF-3.1.2, 3%

above ENDF/B-VII.1) libraries and in the lower right it is in good agreement with

the JEFF-3.1.2 evaluation but above ENDF/B-VII.1 (63%).

In the resonance region, it is evident that significant differences are seen for cer-

tain resonances between the TAC data and the evaluated libraries. By projecting

the value of the resonance kernel ratios onto the y-axis, a Gaussian distribution has

been fitted to estimate the mean and spread of ratios compared to the libraries.

These projections are shown for various neutron energy regions in Figure 4.35.

This method of comparison takes all resonancs into account, regardless of their

strength. In the latter part of this section, similar projections are made for these

ratios weighted by their strength.
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Figure 4.34: Experimental data (black) and fits (red) for four example resonances
compared to the ENDF/B-VII.1 (blue) and JEFF-3.1.2 (green) libraries.
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Figure 4.35: Projections of the resonance kernel ratios between TAC data and
the ENDF/B-VII.1 and JEFF-3.1.2 libraries for different energy regions. Above
1 keV the two libraries are equal therefore just one projection is shown.
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It is observed that below 1 keV, the TAC resonance strengths are ∼2% lower

on average than that found in JEFF-3.1.2 and ∼1% lower than that found in

ENDF/B-VII.1. Above 1 keV, where both the JEFF-3.1.2 and ENDF/B-VII.1

contain the same resonance parameters, these TAC resonance strengths are around

3% lower between 1 and 2 keV, around 1% lower between 2 and 3 keV and finally

in good agreement between 4 and 5 keV. These differences shall be considered in

the light of the accuracy of the present measurement which on average is 1.8% in

this energy region.

To investigate the differences between data and evaluations highlighted, possi-

ble sources of systematic uncertainties are investigated. In the resolved resonance

region, it has been shown that if the multiple scattering contribution is very large,

SAMMY is unable to correctly fit the resonances (see for example Figure 4.14).

Since for heavy elements such as 238U the capture width remains relatively con-

stant for all resonances, the resonance strength increases with the scattering width

of the resonance therefore the resonance kernel ratios are plotted as a function of

this (the resonance kernel) as shown in Figure 4.36.
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Figure 4.36: Kernel ratios as a function of the resonance kernel.

As illustrated in Figure 4.36 it seems there is could be some systematic trend at

high resonance kernel values for the TAC data to fall below that in the evaluations.

To quantify this, projections are made in two regions: low kernel values (RK<20
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meV) and high kernel values (RK>20 meV).
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Figure 4.37: Projections of the TAC/evaluated resonance kernels for two regions:
weak and strong resonances. The dashed lines represent Gaussian fits to the data
and the horizontal lines are the full width at half maximum.

For the 174 resonances with a resonance kernel <20 meV, excellent agreement

is seen between the TAC data and that in the evaluated libraries (the resulting

Gaussian fit has a mean of 0.996 and σ=0.035), however for the 58 stronger reso-

nances with a kernel >20, TAC data are on average 4% below the evaluated data

(the resulting Gaussian fit has a mean of 0.962 and σ=0.053). This suggests that

there may be some systematic effect in the analysis of strong resonances in either

our data or in the evaluations. The evaluations use capture data from samples

with more than three times thickness than the sample used within this work, thus

multiple scattering effects should be larger in the capture data used within the

evaluations. This should be clarified when the TAC data are compared to the

other new measurements within the ANDES project (not available yet). Until this

is clarified, we consider the results from this analysis very accurate (∼2%) when

the resonance kernel is below 20, however a larger uncertainty (>2%) is assigned

when the resonance kernel is above 20. Although these results confirm the excel-

lent quality of the evaluations, it is noted that many measured resonances differ

slightly which is expected due to the 3% uncertainty assigned to the capture cross
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section in this energy region. These new results, in combination with previous and

current measurements will help to reduce the cross section uncertainty moving

closer to the 1% required by industry within this neutron energy region.

4.3.2 Comparison and discussion with unresolved resonance

evaluated data

The evaluated cross sections can be directly compared to the capture yield at

higher neutron energies, where the cross section is lower. As the product

n(atoms/barn)·σn,tot(barn) is very low, self shielding effects can be ignored and

the thin target approximation can be applied (Yn,γ(En) ≈ nσγ(En)) therefore by

multiplying the point-wise cross section by the atomic density of the 238U sample

these data sets can be compared (see Section 1.4.1 and Equation 1.6). In Figure

4.38 the capture yield is compared with the most recent versions of the JEFF

(JEFF-3.1.2) and ENDF/B (ENDF/B-VII.1) libraries.

From Table 1.2 it is seen that there are three energy regions of interest to

industry: 22.6-454 eV, 2.03-9.12 keV and 9.12-24.8 keV. In the present work the

first region has been fully analysed in terms of individual resonances, while the

latter two regions (up to a maximum neutron energy of 20 keV) are discussed in

terms of point-wise and averaged cross section.
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Figure 4.38: Unresolved resonance capture yield compared to current JEFF and
ENDF evaluations.

The average ratios between experimental and evaluated data (shown in the

right panel of Figure 4.38) have been calculated in the two relevant energy regions

and the results are given in Table 4.4.

For the purpose of this work, the unresolved resonance region begins at 5 keV

in contrast to 20 keV in the JEFF-3.1.2 and ENDF/B-VII.1 libraries. The current

evaluations have a 3% uncertainty in the energy range 2-9 keV. As displayed in
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Table 4.4: Comparison of experimental and evaluated data for the 238U(n,γ) cross
section in the energy interval 3 keV - 25 keV.

Ratio of this work to Energy region Mean Standard deviation
JEFF-3.1.2 2-9 keV 1.02 0.07

ENDF/B-VII.1 2-9 keV 1.02 0.07
JEFF-3.1.2 9-20 keV 0.95 0.05

ENDF/B-VII.1 9-20 keV 0.95 0.05

Table 4.4, our data confirm the evaluations (agreement within the 3% uncertainty

of the evaluations), and suggest a slight increase in the cross section by 2% (within

the limit of our uncertainty, which is 3% below 9 keV). A close look to the ratios

between n TOF data and the evaluations reveals large discrepancies (up to 24%

around 6 keV) that are worth a deeper investigation. A comparison of the in-

dividual resonances in the energy intervals concerned does not provide any hint

about these differences; thus it is one of the issues to be studied in detail during

the forthcoming combined analysis of all the new measurements carried out within

the ANDES project.

In the second energy region of interest, 9-25 keV, the uncertainty in the eval-

uations is considered 9% therefore the evaluations are not as accurate as at lower

energies. As explained in Section 4.1.3, our data analysis is limited to 20 keV. The

values summarised in Table 4.4 suggest that the evaluated cross section in this

region should be reduced by ∼5%, which within the uncertainty of the evaluations

is significant according to the uncertainty of our data (3.7% in this region).

If this 5% decrease of the cross section is confirmed by the other transmission

and capture measurements within ANDES, the uncertainty in the cross section

between 9 and 25 keV should be reduced from the current 9% to only 3.7%, which

is the target of the ANDES project, following the suggestion of the NEA-HPRL.
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Summary and conclusions

There is a pressing need to improve the accuracy of the present evaluated 238U(n,γ)

cross section. Although previous high accuracy measurements have been per-

formed, the uncertainty still remains high for this key isotope due to differences

between experimental data sets. In particular, previous experimental capture data

has had to be adjusted for the evaluations in order to be in agreement with high

quality transmission data.

As part of the ANDES project, new measurements have been performed with

the goal of reducing the overall uncertainty in the 238U(n,γ) cross section. This

manuscript has presented the measurement using the TAC detection system at the

n TOF facility. These new measurements are very timely as there is currently a

new international evaluation underway on 238U as part of the CIELO project.

The combination of the world class neutron time-of-flight facility n TOF, a

high efficiency calorimeter utilising cutting edge analysis techniques and a highly

pure 238U sample has allowed a very accurate cross section measurement to be

performed. The 238U(n,γ) cross section has been successfully measured with the

TAC detection system at the n TOF facility, CERN in the energy range 0.3 eV - 20

keV. Within this manuscript, the n TOF facility has been described in detail with a

focus on all elements which are crucial to this cross section measurement, especially

the Total Absorption Calorimeter detection set-up. The stages of the analysis

from raw signals to a capture yield have been documented in detail highlighting

all sources of systematic uncertainty that could affect the final result. The main

steps in the calculation of the capture yield have been:

• Beam-off and sample out background subtraction, which has been performed

through dedicated measurements.

• Pile-up and dead-time effects, which have been corrected for using an inno-
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vative Monte Carlo technique which replicates the full capture cascades and

their detection and event reconstruction processes, allowing one to apply the

correction for variable count rates and any analysis conditions in deposited

energy and multiplicity.

• The background subtraction from neutrons scattered by the sample, which

has been subtracted using an experimental technique of measuring a carbon

sample, considered a pure scatterer and comparing this deposited energy

spectrum to that of 238U.

• The normalisation of the capture yield, which has been determined by means

of the Saturated Resonance Method which has an uncertainty of less than

1%.

The resulting capture yield has been assigned a maximum uncertainty of 3.7%

in the neutron energy region above 5 keV and 2% below this energy, making it

one of the most accurate measurements performed of this quantity. A resonance

analysis has been performed up to 5 keV with the code SAMMY, where the good

energy resolution of n TOF and the high statistics collected have allowed reso-

nances to be easily resolved. Furthermore, the capture yield has been analysed as

unresolved up to 20 keV, an unprecedented high neutron energy limit for the TAC

detection system. The resulting capture yield has been compared extensively to

the available evaluations. The results are always in agreement with the evaluations

within the given evaluated uncertainties, however some differences are apparent

which are larger than the uncertainties quoted for this measurement. In the energy

region 2-9 keV, the capture cross section is found to be on average 2% above the

evaluations whereas in energy region 9-20 keV the capture cross section measured

is found to be systematically 5% lower.

The performed resonance analysis using the code SAMMY has highlighted

some systematic differences between these results and that of the evaluations. The

new calculated resonance parameters and resulting resonance kernels are in worse

agreement with the evaluations for the strongest resonances, that is the ones with

the largest scattering to capture ratio. It is not clear if this is a problem with the

present data analysis (for example the multiple scattering correction method im-

plemented in SAMMY) or the evaluations as previous measurements used thicker

samples and also used SAMMY to perform a resonance analysis therefore this is-

sue deserves further investigation. For the purpose of this work, resonances with

a larger strength are conservatively assigned a larger uncertainty.

It is worth noting that the measured cross section presented within this manuscript

is the first to agree with the evaluated cross section over the whole energy range
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of interest (0.3 eV-20 keV) within accepted uncertainties without any external or

unexplained normalisation (see Section 1.6).

The results of this work will be rigorously validated against the measurement

of the same sample at the same facility with the C6D6 detectors to allow even

higher accuracies to be reached for this cross section. As a final stage of the

ANDES project, in a second step, the TAC and C6D6 data shall be compared to

the transmission and capture data from GELINA before a new evaluated cross

section is delivered. This final goal is very timely and will contribute to the

new 238U(n,γ) cross section evaluation currently on-going as part of the CIELO

collaborative evaluated library project.



APPENDIX A

238U Resonance parameters

Table A.1: 238U resonance parameters. Resonances marked with ∗ should be
assigned a larger uncertainty due to the large multiple scattering contrbution.
Furthermore, the first three resonances (marked with a) were saturated therefore
could not be correctly fitted.

Energy n TOF TAC JEFF-3.1.2 RK Ratio
eV Γγ meV Γn meV RK Γγ meV Γn meV RK TAC/JEFF

6.67a 20.389 1.618 1.499 23.000 1.476 1.387 1.081
20.86a 16.597 13.228 7.361 22.910 10.071 6.996 1.052
36.67a 22.877 34.410 13.741 22.890 33.554 13.607 1.010
66.02 23.177 25.241 12.083 23.360 24.235 11.895 1.016
80.74 29.626 1.840 1.732 23.000 1.877 1.735 0.998
102.54 23.250 73.655 17.672 23.420 71.030 17.613 1.003
116.88 19.829 29.101 11.793 22.990 25.338 12.053 0.978
145.66 29.243 0.910 0.883 23.528 0.885 0.853 1.035
165.29 32.983 3.225 2.938 24.066 3.199 2.824 1.041
189.66 21.285 177.238 19.003 23.557 170.351 20.695 0.918
208.51 20.898 58.086 15.368 22.906 49.939 15.703 0.979
237.39 19.487 40.834 13.191 25.376 26.452 12.952 1.019
273.67 18.490 34.935 12.091 23.100 24.726 11.943 1.012
291.01 16.094 25.231 9.826 22.430 16.624 9.548 1.029
311.34 25.594 1.069 1.026 23.000 1.049 1.003 1.022
347.85 20.055 87.497 16.315 21.984 80.012 17.246 0.946
353.74 23.026 0.022 0.022 23.000 0.022 0.022 0.986
376.97 23.544 1.123 1.072 23.000 1.118 1.066 1.006
397.67 25.327 6.049 4.883 23.000 5.774 4.615 1.058
410.29 22.146 21.398 10.883 23.180 19.313 10.535 1.033
434.13 25.554 9.744 7.054 22.886 9.807 6.865 1.028
463.25 25.912 5.526 4.555 23.000 5.472 4.420 1.030
478.50 24.976 3.954 3.414 23.000 3.985 3.396 1.005
488.93 23.363 0.932 0.896 23.000 0.863 0.832 1.078
518.46 21.126 63.037 15.823 22.271 49.828 15.391 1.028
535.40 20.738 53.359 14.934 24.218 44.788 15.719 0.950
580.22 21.241 50.428 14.946 22.514 40.665 14.491 1.031
595.17 21.148 95.178 17.303 23.010 87.134 18.203 0.951

Continued on next page
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Table A.1 – Continued from previous page
Energy n TOF TAC JEFF-3.1.2 RK Ratio

eV Γγ meV Γn meV RK Γγ meV Γn meV RK TAC/JEFF
620.10 20.870 30.363 12.368 23.080 30.575 13.152 0.940
628.68 22.757 6.322 4.947 23.000 6.714 5.197 0.952
661.33 23.019 140.168 19.772 24.370 127.151 20.451 0.967
693.20 21.008 44.961 14.318 23.033 42.365 14.921 0.960
708.42 21.607 21.584 10.798 23.289 22.196 11.365 0.950
721.70 22.758 1.317 1.245 23.000 1.475 1.386 0.898
730.28 22.941 1.052 1.006 23.000 1.027 0.983 1.024
765.19 22.563 8.096 5.958 23.000 8.923 6.429 0.927
790.95 22.481 6.529 5.060 23.000 6.694 5.185 0.976
821.74 19.972 76.103 15.820 22.280 68.386 16.805 0.941
851.17 21.551 67.965 16.363 23.379 65.291 17.215 0.950
856.28 21.568 94.979 17.576 23.197 90.531 18.466 0.952
866.63 22.542 5.801 4.614 23.000 5.973 4.741 0.973
905.23 21.792 50.760 15.246 23.000 54.654 16.188 0.942
925.31 23.468 16.113 9.554 23.000 16.717 9.681 0.987
937.25 21.360 158.293 18.820 23.660 157.788 20.575 0.915
958.76 21.078 188.362 18.957 22.862 213.125 20.647 0.918
991.86∗ 22.450 396.893 21.248 24.204 394.941 22.807 0.932
1006.05 23.001 0.041 0.041 23.000 0.041 0.041 1.000
1023.20 22.715 9.099 6.497 23.000 9.173 6.558 0.991
1054.71 21.335 99.050 17.554 23.000 95.601 18.540 0.947
1057.67 22.999 0.079 0.078 23.000 0.079 0.078 1.000
1098.98 20.236 18.869 9.764 23.000 21.589 11.136 0.877
1109.39 23.052 37.022 14.206 23.000 36.719 14.142 1.005
1140.61 20.837 238.035 19.159 23.000 237.350 20.968 0.914
1167.92 21.404 90.541 17.312 23.000 90.331 18.332 0.944
1177.49 22.758 64.886 16.849 23.000 66.358 17.080 0.986
1195.11 21.530 90.428 17.390 23.000 96.018 18.555 0.937
1211.40 21.706 9.553 6.634 17.557 10.569 6.597 1.006
1245.38 20.361 256.332 18.863 23.000 260.271 21.133 0.893
1267.37 23.279 29.635 13.038 23.000 29.621 12.947 1.007
1273.29 21.382 24.528 11.424 23.000 26.342 12.279 0.930
1299.33 22.818 3.901 3.331 23.000 3.932 3.358 0.992
1326.27 22.999 0.060 0.059 23.000 0.060 0.059 1.000
1336.97 23.008 0.094 0.094 23.000 0.094 0.094 1.000
1361.28 23.036 0.478 0.468 23.000 0.477 0.467 1.002
1394.18∗ 22.729 224.134 20.636 23.000 214.615 20.774 0.993
1405.79 23.379 71.542 17.621 23.000 74.625 17.581 1.002
1420.13 22.803 9.697 6.804 23.000 9.781 6.863 0.991
1428.36 21.422 28.095 12.154 23.000 29.644 12.951 0.938
1444.43 22.431 16.757 9.592 23.000 17.249 9.857 0.973
1474.21 20.750 137.648 18.032 23.000 124.269 19.408 0.929
1491.23 23.008 0.117 0.116 23.000 0.117 0.116 1.000
1523.11 21.908 220.866 19.931 23.000 248.743 21.053 0.947
1558.14 23.000 0.076 0.076 23.000 0.076 0.076 1.000
1565.67 23.054 5.937 4.721 23.000 5.919 4.708 1.003
1591.79 23.069 1.369 1.292 23.000 1.362 1.286 1.005
1598.35∗ 21.915 403.831 20.787 23.000 383.630 21.699 0.958
1623.12 20.522 103.615 17.129 23.000 103.957 18.833 0.910
1638.48 22.439 49.043 15.395 23.000 50.702 15.822 0.973

Continued on next page
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Table A.1 – Continued from previous page
Energy n TOF TAC JEFF-3.1.2 RK Ratio

eV Γγ meV Γn meV RK Γγ meV Γn meV RK TAC/JEFF
1662.85 21.587 219.873 19.657 23.000 229.821 20.908 0.940
1689.18 22.294 115.763 18.694 23.000 108.485 18.977 0.985
1710.19 22.031 85.489 17.517 23.000 85.736 18.135 0.966
1723.25 23.064 19.327 10.515 23.000 19.146 10.449 1.006
1756.31 20.854 144.439 18.223 23.000 134.773 19.647 0.928
1782.76∗ 22.034 229.202 20.102 23.000 234.032 20.942 0.960
1783.27∗ 22.055 401.891 20.908 23.000 426.492 21.823 0.958
1808.81 23.407 20.981 11.064 23.000 20.560 10.856 1.019
1824.07 23.021 0.895 0.862 23.000 0.894 0.861 1.001
1846.56 23.382 12.350 8.082 23.000 12.143 7.947 1.017
1867.11 23.012 0.913 0.878 23.000 0.913 0.878 1.000
1903.31 23.564 47.643 15.766 23.000 47.261 15.471 1.019
1917.62 23.937 46.117 15.758 23.000 44.317 15.142 1.041
1954.26 23.081 4.463 3.740 23.000 4.450 3.728 1.003
1969.48∗ 21.644 845.241 21.103 23.000 802.001 22.359 0.944
1975.35∗ 22.425 507.379 21.476 23.000 474.367 21.936 0.979
2000.91 23.001 0.450 0.442 23.000 0.450 0.442 1.000
2024.23 21.036 220.750 19.206 23.000 230.905 20.917 0.918
2030.96 22.742 50.918 15.721 23.000 50.930 15.845 0.992
2053.35 23.001 0.782 0.756 23.000 0.782 0.756 1.000
2089.10 23.793 29.366 13.144 23.000 28.317 12.692 1.036
2096.74 22.539 30.239 12.914 23.000 30.894 13.184 0.979
2124.76 23.007 3.318 2.899 23.000 3.317 2.899 1.000
2146.07 23.148 74.680 17.671 23.000 75.261 17.616 1.003
2153.24∗ 21.886 316.904 20.472 23.000 309.043 21.407 0.956
2187.18∗ 22.942 565.052 22.047 23.000 602.329 22.154 0.995
2201.83∗ 25.771 110.405 20.894 26.804 111.096 21.594 0.968
2260.19 21.271 102.865 17.626 23.000 103.456 18.817 0.937
2264.92 23.016 6.618 5.140 23.000 6.616 5.138 1.000
2267.22 21.071 240.897 19.377 23.000 235.639 20.955 0.925
2282.47 21.634 202.175 19.543 23.000 200.699 20.635 0.947
2316.41 23.038 18.517 10.266 23.000 18.458 10.240 1.003
2353.35 22.948 52.078 15.929 23.000 52.691 16.011 0.995
2356.43 24.100 91.557 19.078 23.000 89.888 18.314 1.042
2392.48 23.220 32.732 13.584 23.000 32.591 13.484 1.007
2427.58 21.725 160.619 19.137 23.000 164.774 20.183 0.948
2447.33∗ 23.047 227.500 20.927 23.000 230.838 20.916 1.001
2456.45 22.938 20.746 10.893 23.000 20.777 10.916 0.998
2489.76 19.636 106.623 16.582 23.000 107.841 18.957 0.875
2509.50 23.001 0.260 0.257 23.000 0.260 0.257 1.000
2521.90 25.136 25.405 12.635 23.000 23.185 11.546 1.094
2548.83∗ 23.156 648.421 22.357 23.000 737.536 22.304 1.002
2560.26∗ 22.559 319.996 21.074 23.000 297.270 21.348 0.987
2581.75 20.281 484.704 19.466 23.000 473.150 21.934 0.887
2598.43 20.097 819.012 19.615 23.000 797.430 22.355 0.877
2620.74 23.110 51.611 15.962 23.000 51.498 15.899 1.004
2648.05 23.005 0.438 0.430 23.000 0.438 0.430 1.000
2672.88∗ 22.016 301.302 20.517 23.000 301.660 21.371 0.960
2697.02 22.447 37.491 14.040 23.000 37.837 14.305 0.982
2717.95 22.314 175.688 19.799 23.000 179.556 20.388 0.971

Continued on next page
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Table A.1 – Continued from previous page
Energy n TOF TAC JEFF-3.1.2 RK Ratio

eV Γγ meV Γn meV RK Γγ meV Γn meV RK TAC/JEFF
2751.43 28.829 48.963 18.145 28.414 48.343 17.896 1.014
2763.35 23.635 21.407 11.233 23.000 20.792 10.920 1.029
2788.19 23.593 21.026 11.118 23.000 20.495 10.838 1.026
2805.95 23.661 12.757 8.288 23.000 12.375 8.046 1.030
2829.92 23.153 25.088 12.041 23.000 24.949 11.967 1.006
2866.23 20.829 227.719 19.084 23.000 226.098 20.876 0.914
2883.70∗ 21.674 736.333 21.054 23.000 672.308 22.239 0.947
2897.98 23.272 25.724 12.218 23.000 25.413 12.073 1.012
2934.39 22.986 45.212 15.239 23.000 45.271 15.251 0.999
2957.79 23.080 28.355 12.724 23.000 28.200 12.668 1.004
2969.43 22.980 4.361 3.666 23.000 4.366 3.670 0.999
3004.39 21.165 141.987 18.419 23.000 140.148 19.758 0.932
3029.45∗ 23.728 151.770 20.520 23.000 150.541 19.952 1.028
3044.59 22.998 3.814 3.272 23.000 3.814 3.272 1.000
3060.37 23.211 37.476 14.333 23.000 37.087 14.196 1.010
3082.21 22.996 2.921 2.592 23.000 2.922 2.593 1.000
3111.06∗ 24.168 222.864 21.804 23.000 233.657 20.939 1.041
3149.90∗ 24.077 135.252 20.439 23.000 132.010 19.587 1.043
3179.78 24.208 112.304 19.915 23.000 106.126 18.903 1.054
3189.80 20.796 123.571 17.801 23.000 125.262 19.432 0.916
3206.69 22.932 105.884 18.850 23.000 105.536 18.884 0.998
3227.44 23.053 32.018 13.403 23.000 31.903 13.365 1.003
3249.79 22.998 33.629 13.658 23.000 33.620 13.657 1.000
3280.41∗ 22.520 311.042 21.000 23.000 303.986 21.382 0.982
3313.01 21.569 179.620 19.257 23.000 176.439 20.348 0.946
3322.61 22.703 158.735 19.862 23.000 158.161 20.080 0.989
3334.51 23.437 125.162 19.740 23.000 123.876 19.398 1.018
3356.70 22.807 137.774 19.568 23.000 137.915 19.713 0.993
3390.42 22.920 29.909 12.976 23.000 30.009 13.021 0.997
3409.49 20.966 249.736 19.342 23.000 252.525 21.080 0.918
3414.07 23.000 1.962 1.808 23.000 1.962 1.808 1.000
3437.25∗ 23.764 453.730 22.582 23.000 433.927 21.842 1.034
3459.04∗ 22.237 745.154 21.593 23.000 750.593 22.316 0.968
3486.71 23.296 107.003 19.131 23.000 106.052 18.901 1.012
3496.92 23.030 10.152 7.046 23.000 10.136 7.036 1.001
3522.30 22.994 2.258 2.056 23.000 2.258 2.056 1.000
3543.27 22.995 0.574 0.560 23.000 0.574 0.560 1.000
3562.51∗ 22.216 261.139 20.475 23.000 261.635 21.141 0.968
3574.93∗ 21.563 452.076 20.581 23.000 452.984 21.889 0.940
3595.88 27.165 56.843 18.381 27.000 56.315 18.250 1.007
3624.44 26.995 31.189 14.470 27.000 31.158 14.465 1.000
3630.79∗ 22.026 570.757 21.207 23.000 560.545 22.093 0.960
3661.96 22.794 2.617 2.348 23.000 2.831 2.521 0.931
3694.28 19.816 425.783 18.935 23.000 419.173 21.804 0.868
3717.58 23.232 99.330 18.828 23.000 98.402 18.643 1.010
3735.25∗ 22.279 230.748 20.317 23.000 229.313 20.903 0.972
3747.60 23.001 0.915 0.880 23.000 0.914 0.879 1.000
3766.22 24.018 110.446 19.728 23.000 106.356 18.911 1.043
3783.01∗ 25.024 512.464 23.859 23.000 486.634 21.962 1.086
3808.32 23.014 0.602 0.587 23.000 0.602 0.587 1.001

Continued on next page
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Table A.1 – Continued from previous page
Energy n TOF TAC JEFF-3.1.2 RK Ratio

eV Γγ meV Γn meV RK Γγ meV Γn meV RK TAC/JEFF
3833.08 23.008 14.070 8.731 23.000 14.065 8.728 1.000
3859.03∗ 24.573 625.232 23.643 23.000 611.317 22.166 1.067
3874.33∗ 23.850 200.785 21.318 23.000 197.662 20.603 1.035
3903.18∗ 21.428 309.647 20.041 23.000 311.426 21.418 0.936
3916.18 23.130 124.347 19.502 23.000 123.160 19.381 1.006
3940.91 20.072 182.373 18.082 23.000 181.962 20.419 0.886
3955.89 22.676 145.859 19.625 23.000 145.171 19.854 0.988
3963.25 23.003 0.870 0.838 23.000 0.870 0.838 1.000
3999.31 23.001 0.402 0.395 23.000 0.402 0.395 1.000
4016.17 22.996 2.087 1.914 23.000 2.088 1.914 1.000
4037.38 22.995 0.693 0.673 23.000 0.694 0.673 1.000
4042.39 23.931 82.454 18.548 23.000 80.846 17.906 1.036
4065.57 22.980 30.565 13.118 23.000 30.587 13.128 0.999
4091.59∗ 28.230 126.643 23.085 28.272 127.240 23.132 0.998
4126.54 22.971 45.303 15.242 23.000 45.271 15.251 0.999
4133.81 22.996 4.753 3.939 23.000 4.754 3.939 1.000
4170.24∗ 22.680 190.302 20.265 23.000 190.763 20.525 0.987
4180.28 23.077 34.193 13.778 23.000 34.104 13.736 1.003
4212.10 23.329 63.018 17.026 23.000 61.992 16.776 1.015
4227.24 23.009 9.652 6.800 23.000 9.652 6.799 1.000
4259.01 23.006 3.583 3.100 23.000 3.582 3.099 1.000
4301.17∗ 23.236 168.427 20.419 23.000 168.067 20.231 1.009
4308.59 23.003 113.832 19.136 23.000 114.253 19.146 0.999
4326.50 21.288 97.799 17.483 23.000 99.031 18.665 0.937
4336.22 22.999 13.323 8.436 23.000 13.320 8.435 1.000
4371.37 22.652 106.867 18.690 23.000 106.808 18.925 0.988
4376.48 22.944 49.723 15.700 23.000 49.792 15.733 0.998
4397.22 22.993 8.054 5.965 23.000 8.057 5.967 1.000
4437.33 22.962 112.126 19.059 23.000 111.342 19.062 1.000
4460.45 23.000 0.010 0.010 23.000 0.010 0.010 1.000
4504.22 23.010 9.129 6.536 23.000 9.124 6.533 1.000
4513.74∗ 23.731 661.023 22.909 23.000 648.795 22.213 1.031
4530.09 23.003 2.106 1.929 23.000 2.106 1.929 1.000
4545.41 23.307 123.825 19.615 23.000 122.512 19.365 1.013
4567.83 23.430 55.793 16.501 23.000 54.667 16.189 1.019
4595.77 23.001 37.853 14.307 23.000 37.857 14.307 1.000
4620.13 22.980 22.811 11.448 23.000 22.830 11.457 0.999
4634.38 22.953 31.255 13.234 23.000 31.313 13.260 0.998
4664.84∗ 26.688 156.373 22.797 26.109 153.608 22.316 1.022
4697.22 23.020 38.946 14.468 23.000 38.912 14.456 1.001
4707.36∗ 21.460 347.359 20.211 23.000 342.558 21.553 0.938
4729.56 22.996 35.554 13.964 23.000 35.558 13.966 1.000
4738.51 23.003 0.756 0.732 23.000 0.756 0.732 1.000
4767.88 22.961 37.624 14.259 23.000 37.716 14.287 0.998
4786.38 23.001 20.581 10.862 23.000 20.576 10.860 1.000
4801.92 22.060 190.335 19.769 23.000 190.657 20.524 0.963
4813.49 22.996 5.146 4.205 23.000 5.147 4.206 1.000
4840.93 21.661 17.357 9.636 23.000 18.712 10.318 0.934
4861.53∗ 23.040 283.984 21.311 23.000 282.734 21.270 1.002
4900.91 23.093 121.581 19.407 23.000 121.111 19.329 1.004

Continued on next page
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Table A.1 – Continued from previous page
Energy n TOF TAC JEFF-3.1.2 RK Ratio

eV Γγ meV Γn meV RK Γγ meV Γn meV RK TAC/JEFF
4910.08 22.908 149.142 19.858 23.000 149.646 19.936 0.996
4923.36∗ 24.297 217.410 21.854 23.000 208.349 20.713 1.055
4957.30∗ 24.337 172.236 21.324 23.000 167.626 20.225 1.054
4976.12 23.026 77.876 17.771 23.000 77.804 17.752 1.001
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