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Molecular Simulation Study of Noble Gas + n-Decane Binary Mixtures at 

Reservoir Conditions 

Tule Sirikitputtisak, The University of Manchester, 10th December 2013 

Submitted for the degree of Doctor of Philosophy 

Abstract 
Carbon capture and sequestration are considered to be a temporary fix to 

the climate change global crisis. Following the noble gas tracers injection field 
experiment at Salt Creek in the state of Wyoming, USA, these tracers may be used 
to characterise the reservoir as a potential geological sequestration site for carbon 
dioxide. This study aims to investigate various thermodynamics properties of the 
five noble gases (Xe, Kr, Ar, Ne, and He) in n-decane at reservoir conditions (340 
K – 460 K and 10 MPa – 200 MPa). The study utilises the SKS force field to 
describe n-decane and both Gibbs Ensemble Monte Carlo and molecular dynamics 
simulations were used to investigate the solubility, diffusivity, and vapour-liquid 
equilibrium of the five binary mixtures. 

The size of the noble gases was found to be important in these nonpolar 
mixtures where typical interactions are weak and short-ranged. The enthalpies of 
solvation were calculated and found to be directly correlated to the size of the 
solute where the energy required for the formation of a cavity to accommodate the 
solute is compensated by the nature of the intermolecular interaction between 
solvent and solute. The mixture of Ar + n-decane is of interest particularly because 
the 𝜀 value for Ar is very similar to that of the CH3 group, resulting in the overall 
non-mononicity of several thermodynamics properties. Additionally, maxima in 
enthalpies of solvation were observed in Xe and Kr in n-decane solution at 200 
MPa. While these maxima were observed in two different species at similar 
conditions, they are accommodated by unusually high uncertainties - further 
investigation is required before definitive conclusions can be drawn.  

The results from the vapour-liquid equilibrium study of the five noble gas 
+ n-decane binary mixtures were in good agreement with the Peng-Robinson 
equation of state predictions. What is more, the diffusion coefficient ratios 
amongst the five noble gases in n-decane were investigated in light of Stoke-
Einstein’s relation and Enskog’s hard-sphere relation. Three different radii of 
solute-solvent interaction were investigated and the best fit was observed when R 
= 𝜎𝑠𝑜𝑙𝑢𝑡𝑒 + 𝑅𝑔𝑦𝑟𝑎𝑡𝑖𝑜𝑛𝑑𝑒𝑐𝑎𝑛𝑒 . Additionally, the diffusion coefficients were utilised in the 
reservoir simulation to investigate the role of diffusion within the reservoir. 
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Chapter One 

1. Introduction to Noble Gases and Hydrocarbons 

 

One of the single largest problems to threaten the existence of humanity to date is 

the mismanagement of greenhouse gas emissions. These greenhouse gases can 

take on many forms and can be as commonly occurring as water vapour. Although 

anthropogenic carbon dioxide (CO2) is not the most potent of the greenhouse 

gases, for what it lacks in quality it makes up in unprecedented quantity. The 

atmospheric concentration of CO2, which was about 280 parts per million (ppm), 

broke through the daily average of 400 ppm milestone in May of 2013 - an 

alarming 120 ppm higher than the pre-industrial era’s average (IPCC, 2007). 

According to the Intergovernmental Panel on Climate Change’s (IPCC) report 

“Impacts, Adaptation and Vulnerability” released in April of 2007, many large 

scale global effects are likely to happen and some are already underway. Large scale 

deglaciation of ice sheets, causing sea level increase, implies the transfiguration of 

coastlines, fresh water, estuaries, and marine ecosystems (IPCC, 2007). Changes in 

weather patterns and level of precipitations worldwide will cause floods, droughts, 

as well as an unprecedented level of heat waves (IPCC, 2007). These effects may 

hit much closer to home than one expects as grain prices spiked and can be 

observed worldwide in 2008.  

 

While technological advancement is not the ultimate answer to the consumption 

habit issue, as we cannot solve the problem with the same mindset that created it 

in the first place, many mitigation techniques have been proposed to date as a 

temporary solution; a tourniquet to a life threatening injury. Simply increasing 

efficiency in the larger point sources, such as natural gas or coal-fired power 

stations, may equate to less fossil fuel required for the same amount of energy 

produced, and therefore less emissions. Sequestration of CO2 has also been 
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proposed in what can be separated into three major categories: Biological, 

Oceanic, and Geological sequestration (Gough et al., 2002). 

Biological sequestration is the natural process of soil and vegetation absorption of 

CO2 where the capacity depends on the size and type of soil and vegetation. This 

is an attractive option as it is relatively inexpensive and widely available throughout 

the world. However, it can be easily disturbed when the land usage changes, a 

source of a small but significant contribution to the climate change itself (IPCC, 

2007). Figure 1 shows the climate system with a large number of influencing 

factors. (Solomon et al.) 

 

 
Figure 1. Climate system, their processes, and interactions adopted from (IPCC, 2007) 

 

At first glance, oceanic CO2 depository is also an attractive option. Marchetti 

(Marchetti, 1977) was among the earlier explorers of the idea. Covering the 

majority of the earth’s surface, the deep sea offers a large capacity for CO2 storage. 

At depth beyond 1,000 metres, the impermeable hydrate can help accelerate the 
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production of carbonic acid, subsequent reaction with limestone, and the eventual 

production of bicarbonate which can then be dissolved. This storage potential 

however lies in an obscure territory, for arguably we know less of the oceans depth 

than we do the extraterrestrial. The effects of salinity and acidity are not well 

established and have only been brought to our attentions as an effect and potential 

positive feedback loop of climate change itself. A vast complex ecosystem beyond 

our comprehension can easily be crippled, if not desolated, at a slight tip of the 

scale. If this were to happen, the sinking of organic decompositions can produce 

far more potent greenhouse gases, such as methane and nitrogen monoxide, 

further exacerbating the problem (Yang et al., 2008). Faced with an onset of a 

much larger problem, we shall leave this as a last resort.  

 

Another mitigation technique, a geological CO2 sequestration site in depleted gas 

and oil reservoirs, has also been proposed and has been gaining much interest. As 

early as the 1920’s, excess gas was injected back into reservoirs to store for future 

use (Bargas et al., 1992). The rapid production responses were then observed and 

were later developed as an Enhanced Oil Recovery (EOR) technique. On principle 

of minimum miscibility pressure, the injected gas helps reduce the viscosity as well 

as causes oil swelling thus making it easier for extraction. Other fluids, such as 

water and nitrogen, were also injected to maintain reservoir pressure and sweep 

the field with various injection techniques. In particular, CO2 was used as a 

primary solvent as it becomes supercritical when the temperature reaches 304.25K 

and 7.39MPa of pressure, well under most reservoirs conditions. By injecting the 

undesired supercritical carbon dioxide into an active or depleted oil reservoir, both 

the goals of sequestering CO2 and enhancing the recovery of oil are achieved. A 

number of large scale geological sequestration pilots have been underway, 

including the governmental subsidized Sleipner project in the Norwegian North 

Sea where over 10 mega tonnes of CO2 have been injected since 1996. Similar 

projects throughout the world have also been observed including, but not limited 
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to, the In Salah project in Algeria, the Ordos project in Mongolia, the Weyburn-

Midale project in Saskatchewan, Canada, and the 2014 Gorgon project on the 

Barrow Island, Australia. 

 

Concerns with the geological sequestration are directed toward the possible 

leakage and the integrity issues where the wells may not be properly sealed 

throughout the exploration drilling history of a given field or the faults in sealing 

cap rocks (Bachu, 2008; Bruant et al., 2002). In addition, the physicochemical 

reactions of CO2 are not well understood within these complex crustal structures 

for the minimum mandatory storage period of thousands of years (Lindeberg, 

2003).  

 

To help address these problems, the use of the nonradioactive noble gases as 

tracer has been established (Ballentine et al., 2002). Injecting along with the 

supercritical carbon dioxide, the noble gas can then track the injected fluid. Noble 

gases have low chemical reactivity and naturally exist in low abundance within the 

crustal structures, making a perfect tracer.  

 

1.1. Noble Gases and Hydrocarbons Systems 

1.1.1. Noble Gases 

The five nonradioactive noble gases: Helium (He), Neon (Ne), Argon (Ar), 

Krypton (Kr), and Xenon (Xe) are members of group VIII of the periodic table. 

They are inert gases which are stable and do not often react or form chemical 

bonds with other elements. A number of isotopes including 4He, 40Ar, and 131-

136Xe within the earth’s crust can be created directly from the radioactive decay of 

Thorium, Uranium, and Potassium.  
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There are many applications for use of noble gases, for example, they can be used 

in the breathing apparatus for deep-sea diving - a subject of depression sickness 

and narcosis. Xe in particular is widely used to study cerebral blood flow and 

pulmonary diseases (Weiskopf et al., 2000). It was formally proposed in the 

medical community as a general anesthetic for its nontoxicity, high solubility in 

lipids, and nonflammability (Weiskopf et al., 2000). It is a structureless particle 

whose high polarizability enhances dispersion forces (Bonifácio et al., 2010). 

 

Nobel gases’ low pre-existing level in the crust is sensitive to the partitioning 

between fluid phases. They are significantly less soluble in water than oil, thus can 

be used as an indicator for the degree of flow and water-oil interaction within the 

reservoir (Crovetto et al., 1982; Kharaka & Specht, 1988; Pollack, 1981). This, 

combined with the high sensitivity of the detecting instrument available, allows a 

very low artificial concentration level, in the order of parts per billion, to be 

resolved when compared against the natural background.  

 

1.1.2. n-Decane 

n-Decane is part of the n-alkane homologous series, previously known as paraffin, 

in organic chemistry where the general formula can be written in terms of Carbon 

and Hydrogen as CnH2n+2. They also exhibit structural isomerism where the isomer 

forms may have identical formulae, but different structure. This is due to the 

similarity between the C-C bonds and C-H bonds and thus can be arranged 

differently; the variation increases with the number of carbon backbones. The n 

prefix in n-alkane denotes the ‘normal’ form and i for ‘isomer’ form. Some 

examples of these homologues include Methane, Ethane, Hexane, Decane, 

Hexadecane, Dodecane, and so on. 
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Table 1. Critical properties of decane and noble gases (Design Institute for Physical Properties) 

IUPAC 
name 

Molecular 
formula 

Molecular 
weight 

Tc 

(K) 
Pc 

(Pa) 
Vc 

(m3/kmol) Zc 

DECANE C10H22 142.2817 617.7 2110000 0.617 0.254 
XENON Xe 131.29 289.74 5840370 0.118 0.286 

KRYPTON Kr 83.8 209.35 5501950 0.0912 0.288 
ARGON Ar 39.948 150.86 4898000 0.07459 0.291 
NEON Ne 20.1797 44.4 2653000 0.0417 0.3 

HELIUM He 4.0026 5.2 227500 0.0573 0.302 
 

The main components of the alkanes are made up of the methylene group, CH2, 

and the methyl group, CH3. It is these functional groups which will be used as a 

pseudo atom and represent the molecule in the united atom force fields which will 

later be discussed. The overall structure of n-alkanes takes the same form with 

single sigma bonds of approximately 109.5 degrees bond angle and alkanes are 

differentiated by the number of CH2 group, which are added onto the carbon 

backbone. Such homologous series are extensively studied, similar to the noble 

gases, where simple structure and relatively chemically inert homologous series can 

serve as a fundamental for other compounds.  

 

The critical properties of n-dencane and noble gases are listed in Table 1. The 

striking similarity between noble gases and n-alkanes can also be observed through 

the nearly identical spherical diameters and molecular potentials representing 

xenon and n-alkanes (Bonifácio et al., 2010).  

 

 

 

 

 



30 

 

1.2. Previous Studies 

 

The alkane binary mixtures have been extensively studied, particularly the xenon + 

n-alkane mixtures at ambient conditions for many applications in process 

engineering, medical community, and gas and oil industry.  

 

1.2.1. Solubility of Noble Gases in n-Alkanes  

In 1981, Pollack experimentally measured the solubilities of 133Xe in twelve n-

alkane binary mixtures from n-pentane to n-hexadecane at 20℃ (Pollack, 1981). 

The results were given in terms of Ostwald solubility which is the ratio of unit 

volume of dissolved gas per unit volume of liquid at equilibrium, as shown in 

Table 2. It was found that the Ostwald solubility and the Gibbs energy decreases 

with increasing number of carbon atom in the n-alkane chain (Pollack, 1981).  

 
Table 2. Solubility of 133Xe in n-alkanes at 20.0oC, redrawn from (Pollack, 1981) 

Solvent Ostwald Solubility 
L(20.0oC) 

Mole Fraction 
𝒙𝟐 × 𝟏𝟎𝟐 

Gibbs Energy 
∆𝝁𝟐𝒐 (cal/mole) 

n-C5H12 5.39 2.52 2145 
n-C6H14 5.01±0.11 2.65 2116 
n-C7H16 4.61 2.73 2097 
n-C8H18 4.34±0.03 2.85 2073 
n-C9H20 4.13 2.98 2047 
n-C10H22 3.90±0.02 3.06 2031 
n-C11H24 3.73 3.17 2010 
n-C12H26 3.57 3.27 1993 
n-C13H28 3.44 3.37 1975 
n-C14H30 3.33 3.48 1957 
n-C15H32 3.23 3.58 1940 
n-C16H34 3.14 3.68 1923 

 

Recognising that gas solubility is inversely correlated to the number of carbon 

atoms, Mizerovsky and Smirnova used a group of correlation for solubility of 

gases and thermophysical characteristics of n-alkanes such as isothermal 

compressibility coefficients, thermal expansions and the likes, as the basic building 

blocks. A new description of the solubility of noble gases in organic liquids was 
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proposed from the basis of nitrogen and noble gases in n-alkanes at standard 

pressure and temperature of 298.15K (Mizerovsky & Smirnova, 2010). Mizerovsky 

and Smirnova (2010) observed the independency between 𝐾𝐷 (constant of 

distribution of the gas between intrinsic phase and liquid) and the size of solvent 

and suggested that the interaction between the diffusing gas and the n-alkanes does 

not occur throughout the chain but rather with the methyl and methylene groups. 

It should also be noted that 𝐾𝐷 increases dramatically with the electronics 

polarizability of the gas; 𝐾𝐷 for Xe is two order of magnitude higher than He 

(Mizerovsky & Smirnova, 2010).  Similar to this finding, in their 1978 study of 

solubility of all five noble gases up to critical point of water, Potter and Clynne 

also noted that molecular weight of the noble gases, less He, are directly 

proportional to the solubility (Potter & Clynne, 1978).  

 

In the 2007 molecular dynamics study, Makrodimitri et al. investigated the 

solubility of 17 different compounds in polymer Poly(dimethylsiloxane) (PDMS) 

including n-alkanes, light gas, and noble gases. The conditions varied from 300-

450K and 0.1 to 40 MPa. The resulting solubility coefficients are reported in Table 

3 and Figure 2. 

 

Table 3. Infinite dilution solubility coefficients ( 𝒄𝒎𝟑(𝑺𝑻𝑷)
𝒄𝒎𝟑 𝒑𝒐𝒍 𝒂𝒕𝒎

) of noble gases in PDMS 

at 0.1MPa (Μakrodimitri et al., 2007). 

Gas Temperature (K) 
300 375 450 

He 0.058±0.001 0.091±0.001 0.125±0.001 
Ne 0.078±0.001 0.109±0.001 0.139±0.001 
Ar 0.31±0.02 0.27±0.01 0.26±0.01 
Kr 0.76±0.04 0.58±0.02 0.47±0.02 
Xe 2.8±0.2 1.4±0.1 0.9±0.1 

 

Makrodimitri et al. used the TraPPE force field to represent n-alkanes and 

observed a systematic decrease of solubility at infinite dilution with increasing 

temperature for lighter gases, and vice versa for relatively heavier gases 
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(Μakrodimitri et al., 2007). It was also indicated that solubility of gas in polymer is 

directly correlated to the critical temperature (Tc) of the gas solute (Μakrodimitri et 

al., 2007).  

 

 
Figure 2. Infinite dilution solubility coefficients of noble gases in PDMS at 0.1MPa  

redrawn from (Μakrodimitri et al., 2007). 

 

In 2010, Bonifácio et al. carried out a complete theoretical, experimental, as well as 

simulation study, of solubility of the Xe + n-pentane and Xe + n-hexane mixtures 

(Bonifácio et al., 2010). The temperature ranged from 254 K to 305 K, covering 

the critical temperature of xenon at 289.74 K. Monte Carlo simulations with 

TraPPE-UA force field were used to calculate Henry’s constant for both systems 

and compared to that from the experimental results. Additionally, SAFT-VR was 

used to quantitatively predict the solubilities. From their several previous works, as 

well as the prediction by SAFT-VR, the diameter of the sphere representing the 

xenon as well as its molecular potential are very similar to that of n-alkanes 

(Bonifácio et al., 2010; Dias et al., 2004; Filipe, Gomes de Azevedo, et al., 2000; 

Filipe, Martins, et al., 2000). And thus the xenon + n-alkane binary mixtures under 
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investigation in this study behaves very similar to that of n-alkane + n-alkane 

system (Bonifácio et al., 2010). Not exceeding 9%, the simulation results are quite 

accurate when compared to the experimental results for both binary mixtures 

investigated, however the deviation increases with the temperature. Henry’s 

coefficients were observed to increase with temperature, and maximum enthalpies 

of solvation were observed at reduced temperature of 0.54, an equivalent of 

254.5K for xenon + n-pentane mixture and 275K for xenon +    n-hexane mixture. 

 

 

1.2.2. Diffusion of Noble Gases in n-Alkanes  

In a series of experimental tracer diffusion study of Evans et al., a wide range of 

binary systems were investigated to verify the validity of the Stoke-Einstein 

equation and rough-hard-sphere theory (Chen et al., 1981; Chen et al., 1982; Evans 

et al., 1981). The systems examined included Ar, Kr, and Xe and n-decane among 

many other mixtures. The Taylor Dispersion Technique was used to 

experimentally measure the diffusion coefficient at temperatures between 25℃ and 

160℃. The measurement utilizes the linear flow of solvent where solute is later 

injected. The Gaussian distribution is then measured and the binary diffusion 

coefficient is given as 

 

 𝐷 =
0.2310r2𝑡𝑟

�𝑤1
2
�
2  (1) 

Where 

𝑡𝑟 = residence time of the solute in the capillary tube 

𝑟 = radius of the capillary tube 

𝑤 = width at half-height of the eluted peak 
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In addition to the ambiguity in the particle radius assignment, it was pointed out 

that the Stoke-Einstein’s equation does not hold where there is a large disparity 

between the size of solute and solvent, particularly where solvent is significantly 

larger than the solute molecules (Chen et al., 1981; Chen et al., 1982; Evans et al., 

1981; Pollack et al., 1990). Such deviations are depicted by Figure 3, where 𝐷𝜂 was 

plotted against an inverse of solute radius, 1
𝑟
.  

 

 
Figure 3. Stoke-Einstein relation between 𝑫𝜼 and 𝟏

𝒓
, adopted from (Evans et al., 1981) 

 

The fraction of 4 or 6, for the slip or stick boundary, in the Stoke-Einstein’s 

equation evidently cannot address the slope. The rough-hard-sphere approach, an 

extension to the work of (Alder et al., 1974) where angular momentum transfer 

upon collision is taken into account, was also proposed. However, this was later 

proven to be inadequate, in particular, for the noble gas + n-decane mixture (Chen 

et al., 1982). The experimental measurement of the noble gas + n-decane mixtures 
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are extracted from Chen et al. (1982) and shown in Table 4. These numbers are an 

average of at least four measurements with standard deviation of less than 3%. 

This data will be used to calibrate our simulation as will be later discussed. 

 
Table 4. Diffusion coefficient 10-5 cm2/sec of noble gases in n-decane at various temperatures as reported by 

(Chen et al., 1982) 

Temperature (K) Ar Kr Xe 
298 4.87±0.007 3.51±0.006 2.86±0.003 
333 7.72±0.007 5.75±0.003 4.60±0.003 
373 - - 7.13±0.005 
433 19.3±0.002 14.6±0.001 12.2±0.001 

 

It should be noted, however without theoretical basis, the diffusion correlation can 

be described very well by (Evans et al., 1981) 

 

 𝐷𝜂𝑝 = AT (2) 

Where  

𝑝 𝑎𝑛𝑑 𝐴 = dimensionless parameters depend mainly on the solute 

The proposed 𝐷𝜂𝑝correlation was further explored by (Pollack & Enyeart, 1985; 

Pollack et al., 1990) 

 

The diffusion of radioactive 133Xe in twelve different n-alkane mixtures, from n-

pentane to n-hexadecane, at 20℃ were measured in the experimental study by 

(Pollack & Enyeart, 1985). From the measurement, Pollack and Enyeart (1985) 

suggested a new modified Stokes-Einstein relation for ideal case as follows  

 

 𝐷 =
𝐴
𝜂𝑝

=
𝐶(𝑘𝐵𝑇)

5
6

 (mR2)
1
6𝜂

2
3
 (3) 

Where  

𝐶 = dimensionless constant 

𝑝 = indicator of said correlation between microscopic and macroscopic property.  
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The diffusion was reported in terms of viscosity, 𝜂, as follows 

 

 
𝐷 =

(1.26 ± 0.06) × 10−6

 𝜂0.686±0.011  
(4) 

 

As depicted in Table 5, the reported uncertainty is approximately 4.2% where 

cross-sectional area and solubilities are the key contributors. A linear trend of 

diffusion coefficient with respect to the number of carbon backbone was observed 

where the nonpolar solute and solvent interactions are most likely weak and short-

ranged. Similar observation was also made when the solubility of Xe in n-alkane 

binary mixtures were measured (Pollack, 1981; Pollack & Himm, 1982). The 

results reported in Table 5 for Xe in n-decane solution are in good agreement with 

that of (Chen et al., 1982) at similar conditions. 

 
Table 5. Average diffusion coefficient from 25 determinations of 133Xe in n-alkane binary mixtures at at 20℃ 

with 4.2% uncertainty (Pollack & Enyeart, 1985)   

Alkane D (10-5cm2/sec) Alkane D (10-5cm2/sec) 
n-C5H12 7.96  n-C11H24 2.52  
n-C6H14 6.71  n-C12H26 2.29  
n-C7H16 5.54  n-C13H28 1.91  
n-C8H18 4.53  n-C14H30 1.67  
n-C9H20 3.75  n-C15H32 1.45  
n-C10H22 3.05  n-C16H34 1.27  

 

Similar measurement was later carried out in the temperature range of 10-40℃ 

(Pollack et al., 1990). The results are shown in Table 6. 

 

 
 Table 6. Diffusion coefficient of 133Xe in n-alkane binary mixtures at various temperatures (Pollack et al., 

1990) 

Alkane 
D (10-5cm2/sec) 

10.0℃ 20.0℃ 30.0℃ 40.0℃ 
n-C8H18 3.93 4.37 5.15 6.02 
n-C10H22 2.50 2.95 3.43 3.97 
n-C14H30 1.32 1.57 1.90 2.25 
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In the evaluation of the united atom force fields for alkanes in the series of 

equilibrium molecular dynamics studies by Dysthe et al. (2000), a number of force 

fields are rated according to their simplicity, transferability among the homologous 

series, property independency where good prediction of one property extend to others, 

and state independency where accuracy is independent of temperature, density, and 

composition (Dysthe et al., 2000). It was found that viscosities of the pure 

component may be overestimated up to 80% and as much as 250% overestimating 

the diffusion coefficient with high pressure and low temperature (Dysthe et al., 

2000). Dysthe et al. (2000) also found that 2% difference in density may translate 

to 30% in transport coefficient predictions where transport properties are more 

directly related to density than to pressure. Wang and Hou (2011) also 

demonstrated great statistical inaccuracies among the diffusion coefficients 

reported, unlike other bulk properties such as density in literature, some 

experimental values of the same system may exhibit over 40% difference (Wang & 

Hou, 2011).   

 

In addition to the study of united atom force field by Dysthe et al. (2000), Wang 

and Hou (2011) investigated the General AMBER force field, GAFF, and its 

capacity in determining diffusion coefficients of organic solutes in organic 

solution, organic solutes in aqueous solution, and proteins in aqueous solution 

through the Einstein relation which will be later discussed (Wang & Hou, 2011). 

Theoretically, the accurate diffusion coefficient can be determined as 𝑡 → ∞. 

However, neither accurate nor reproducible values can be produced for the system 

like benzene in ethanol or phenol in water with single long simulation (Wang & 

Hou, 2011). Wang and Hou (2011) recommended the use of several short 

molecular dynamics simulations to substantially improve the statistical accuracy of 

the mean square displacements, MSD. 
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1.2.3. Phase equilibria of Noble Gases and n-Alkanes  

After an extended search, no literature on the phase equilibria investigation of 

noble gas and n-alkane were found. However, comparable studies of the systems 

with small alkane and longer n-alkane were investigated.  

In 2006, Aparicio-Martínez and Hall investigated the global phase diagrams of 

various n-alkane + n-alkane binary mixtures using the perturbed-chain statistical 

associating fluid theory (PC-SAFT). Among other factors, the relative size, defined 

as the ratio of molar masses, of the components in the n-alkane + n-alkane 

mixtures have been identified as a determinant of the critical region in the study. 

In the homologous series of ethane and n-alkanes up to n-pentane, Aparicio-

Martínez and Hall (2006) observed the increase of the critical loci with increasing 

relative sizes (Aparicio-Martínez & Hall, 2006). The methane + n-decane mixture 

is thought to be in the Type I mixture in the (Konynenburg & Scott, 1980) six 

classifications of phase-behavior patterns. A Type I system is where a complete 

liquid miscibility is observed, critical locus of lower and higher critical 

temperatures are continuous, and relative size difference exceeds a certain ratio 

(Kay, 1968; Rowlinson & Swinton, 1982). The triple point of the methane + n-

decane mixture was also observed at higher temperature than other shorter n-

alkanes mixtures and the separation of liquid phase was not observed. The global 

phase diagram of the ethane + n-alkane mixture is shown in Figure 4. 
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Figure 4. The global phase diagram of ethane + n-alkane mixtures with number indicating the number of 

carbon backbone and o indicating experimental results, adopted from (Aparicio-Martínez & Hall, 2006) 

 

Most of the points are comparable to the experimental values where available. For 

example, the data of the ethane + n-pentane system has been taken from (Ekiner 

& Thodos, 1966b; Reamer et al., 1960) as depicted in Figure 5 and ethane + n-

decane system from (Reamer et al., 1964).   

 

 
Figure 5. The critical pressure locus in terms of ethane mole fraction in ethane + n-pentane mixture, adopted 

from (Ekiner & Thodos, 1966b) 
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The relative size and the maximum critical loci plot is shown in Figure 6. 

 

 
Figure 6. The relative size of the mixture components in relation to the maximum critical loci,  

adopted from (Aparicio-Martínez & Hall, 2006) 

 

Partial miscibility in liquid phase was observed in the methane + n-hexane and can 

be classified as Type V where two separate lines connect the lower critical 

temperature to the upper critical endpoint and higher critical temperature to the 

lower critical end point. 

 

Aparicio-Martínez and Hall (2006) also noted that mixture of n-alkane and other n-

alkane heavier than ethane or methane for smaller N can be classified as Type I 

and those with larger N can be classified as Type V of the (Konynenburg & Scott, 

1980) classification, where N indicates the number of carbon backbone. 

What is more, in the experimental critical temperature and pressure measurements 

of the ethane + n-pentane + n-heptane ternary mixture by Ekiner and Thodos in 

1966, while linear loci of critical temperature was noted, a maxima in critical 

pressure was also observed (Ekiner & Thodos, 1966a). 
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1.3. Field Experiment and Problems 

 

 
Figure 7. Location of Salt Creek oil field in the State of Wyoming, USA (Mackintosh & Ballentine, 2012) 

 

In 2010, the Carbon Research into Underground Storage (CRIUS) group carried 

out a 3 months field experiment in the Salt Creek oil field, in the state of 

Wyoming, USA, as shown in Figure 7. As part of this project, Salt Creek was 

chosen as a testing site primarily for its shallowness. The depth of the wells utilized 

in the experiment were around 900 metres, the minimum required for a CO2 

sequestration site (Shafeen et al., 2004).  

Salt Creek is situated on a 40 kilometers stretch of anticline extending north-

northwest by south-southwest (Mackintosh, 2009). The drilling in the area was 

first carried out in 1889 and has since produced an estimated 7 billion barrels of oil 

and another estimated 1.8 billion barrels of recoverable oil (Wo et al., 2009). By 

1925 there were over 1100 wells drilled into Second Wall Creek alone and it is 

expected that throughout the life time of Salt Creek, there will be over 3000 wells 

drilled (Estabrook & Rader, 1925).  
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Figure 8. Injection pattern, Salt Creek, Wyoming. 

         

The tracer injection started in early September 2011 

and spanned a period of two weeks. The fluid 

samples were then collected daily from all four well 

outlets (and some surrounding wells) for the 

following 2 months. The author was fortunate 

enough to be part of the sample collection team for 

a rotation during the two months sampling period. 

The samples were then analyzed for Eh-pH and the 

presence of tracers utilizing mass spectrometry. 
 

Figure 9. The author at the Salt Creek sampling site 

 

 

Producer well 
Producer well 

Producer well 
Producer well 
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Figure 10. Geological column through the neighbouring Teapot Dome, showing lithology, thickness,  

depth, and fluid type (Mackintosh & Ballentine, 2012) 

 

In 2002, Anadarko Petroleum purchased the Salt Creek field and, at the time, 

underwent water-alternating-gas EOR. The specific injection wells pattern is 

illustrated in Figure 8. Mackintosh (2009) reported a production rate of 

approximately 500 barrels per day in the neighbouring Teapot Dome (Mackintosh, 

2009). The production rate is thought to be similar in the Salt Creek field. 

Other physical properties of the reservoir are listed in Table 7. As shown in Figure 

10, the geological column description of the neighbouring Teapot Dome shows 

that it is producing at a depth of approximately 944 metres, the 2nd Wall Creek. 

With a thickness of between 15-30 metres, operating pressure is strictly maintained 

to satisfy the minimum miscibility pressure (Mackintosh, 2009).  
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Table 7. Some physical properties of the site. 

Criteria Value 
Temperature 150 F 
Permeability 52 md 

Porosity 19% 
Injection pattern Five spot 

Bottom hole depth ~3,100 ft 
CO2 injection rate 1,000 – 3,000 MCF/day 

Oil gravity 33.3 – 37.4 Baumè degrees 
 

There is still a large amount of reservoir information missing before a complete 

study for Salt Creek can be performed. The PVT data from the reservoir fluid 

analysis is the most critical. These missing PVT data provide the physical 

properties of the gas and oil which are utilized in predicting the behaviour and 

fluid interactions in the reservoir for both black oil and compositional reservoir 

models. 

 

As a result, the current report will employ a complete data set from the Good Oil 

reservoir, an existing reservoir with a complete data set, to illustrate the ability of 

the program and its options. These will later be combined with the actual complete 

field data from Salt Creek when available. 
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1.4. Objectives  

 

The objectives of this study are as follow: 

• to investigate the solubility coefficients of noble gases in n-decane at 

infinite dilution and reservoir conditions using atomistic simulation 

software 

• to investigate the vapour-liquid equilibrium curves of the noble gases and n-

decane binary mixtures with compositions representative of that at infinite 

dilution and reservoir conditions using atomistic simulation software 

• to investigate the diffusion coefficients of noble gases in n-decane solution 

at reservoir conditions using atomistic simulation software 

• from the diffusion coefficients obtained, investigate the extent of the 

tracers diffusion in a reservoir using reservoir simulation software 

 

This thesis is organised into three parts. Following the introduction to noble gases 

and hydrocarbons, the first part describes the theoretical background required for 

the study of the solubility coefficients, vapour-liquid equilibrium, and diffusion 

coefficient via atomistic simulations and reservoir simulation. These include the 

Monte Carlo and molecular dynamics simulation approaches. In addition, the 

reservoir model used in this study will also be discussed. The second part deals 

with the computer simulations and parameterizations of the models utilized in this 

study. A number of key parameters were investigated and compared with the 

values from literature where available. The third and final part provides the 

findings, discussions, as well as conclusions and avenue for future work.   
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Part I. Theoretical Background 
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Chapter Two 

2. Monte Carlo simulation 

 

In statistical mechanics, the partition function encompasses the 

thermodynamic descriptions of the system in thermodynamic equilibrium. These 

descriptions include, but are not limited to, entropy, heat capacity, as well as 

internal energy. A canonical form of the partition function is given by: 

 

 𝑄 =
1

𝑁!ℎ3𝑁
�𝑑𝒑𝑁𝑑𝒓𝑁exp[−ℋ(𝒑𝑁𝒓𝑁)/𝑘𝐵𝑇] ( 1 ) 

Where 

𝒓𝑁= coordinates of all N particles 

𝒑𝑁= corresponding momenta for all N particles 

𝑘𝐵= Boltzmann’s constant 

 ℎ = Planck’s constant  

ℋ(𝒓𝑁𝒑𝑁)= Hamiltonian of the system which is a combination of Kinetic and 

Potential energy. 

 

And subsequently, the statistical average of a property A is given as: 

 

 〈𝐴〉 =
∫𝑑𝒓𝑁𝐴(𝒓𝑁) exp[−𝛽𝒰(𝒓𝑁)]

∫  𝑑𝒓𝑁exp[−𝛽𝒰(𝒓𝑁)]  ( 2 ) 

Where 

𝛽 = 1/𝑘𝐵𝑇 

𝒰 = potential energy of the system 

And the angle parentheses represent an average quantity. 
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Amongst the variations of Monte Carlo, the Metropolis importance sampling 

approach is of particular interest (Metropolis et al., 1953). Depicted by the 

infamous visualisation depth measurement, Figure 11 compares the conventional 

and Metropolis importance sampling methods.  

 

 
Figure 11. Comparison between conventional (left) and Metropolis importance sampling (right) 

 

The left side of Figure 11 represents the conventional integration approach which 

considers the integration at predetermined values on the abscissa. On the right side 

of Figure 11, the Metropolis importance sampling considers only the relevant 

points through the weighted distribution. In this case, the average depth of the 

river represents the quantity we want to measure and not the entire grid. The 

measurement is promptly rejected if it is not within the body of water, thus saving 

time and improve the accuracy of the overall average (Frenkel & Smit, 2002).  

 

One important quantity that is provided by the conventional quadrature evaluation 

is the total area of the river. This is the equivalent of the configurational part of the 

observable A, the denominator in equation ( 2 ), which cannot be calculated 
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directly via Monte Carlo approach. This is precisely what the Metropolis’ approach 

addresses. 

For further discussion, the denominator in equation ( 2 ) will now be defined as Z. 

 

 𝑍 ≡ �  𝑑𝒓𝑁𝑒𝑥𝑝[−𝛽𝒰(𝒓𝑁)] ( 3 ) 

 

Although Z, the absolute probability of visiting different sampling points, cannot 

be calculated directly, Metropolis had proposed a way around this by instead 

calculating the probability density of finding the system in the configuration 𝒓𝑁 

which can be written as (Frenkel & Smit, 2002) 

 𝒩(𝒓𝑁) ≡
𝑒𝑥𝑝[−𝛽𝒰(𝒓𝑁)]

𝑍
 ( 4 ) 

 

Such system with the configuration 𝒓𝑁 henceforth will be that with a non-zero 

Boltzmann factor. The Metropolis importance sampling approach is carried out as 

follow (Frenkel & Smit, 2002): 

1. A system of a configuration 𝒓𝑁 is defined, denoted by ‘𝑜’ for old, in relative 

to the other configurations to come. The Boltzmann factor for this system 

is given by 𝑒𝑥𝑝[−𝛽𝒰(𝑜)]. 

2. A new system of configuration 𝒓′𝑁 is defined, denoted by ‘𝑛’. These two 

systems differ by a random displacement, ∆. The Boltzmann factor for this 

system is given by 𝑒𝑥𝑝[−𝛽𝒰(𝑛)]. 

3. The transition probability is given by 𝜋(𝑜 → 𝑛). Following the acceptance 

criteria imposed, the system now can either take on the new or keep the old 

configuration, becoming the next link in the Markov chain.  

The steps are repeated for the desired number of cycles in the Markov chain. The 

underlying transition matrix of Markov chain, 𝛼(𝑜 → 𝑛), can be expressed as: 
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 𝜋(𝑜 → 𝑛) = 𝛼(𝑜 → 𝑛) × 𝑎𝑐𝑐(𝑜 → 𝑛) ( 5 ) 

Where 

 
𝑎𝑐𝑐(𝑜 → 𝑛) = �

1               𝑖𝑓      𝒩(𝑛) ≥ 𝒩(𝑜)
𝒩(𝑛)
𝒩(𝑜)     𝑖𝑓     𝒩(𝑛) < 𝒩(𝑜)   

  

( 6 ) 

And the transition probability of going from 𝑜 → 𝑛 must satisfy the detailed 

balance condition where the probability of accepting the transition is equal in 

either direction: 

 

  𝒩(𝑜) × 𝜋(𝑜 → 𝑛) = 𝒩(𝑛) × 𝜋(𝑛 → 𝑜) ( 7 ) 

Where 

𝜋(𝑖 → 𝑗) = Transition probability of going from state i to j 

2.1. Ensembles 

 

A quantum system can be found in any state which is an energy eigenstate of the 

Hamiltonian of the system. These many body-system energy eigenstates are not 

equally likely to be occupied and obey the Boltzmann distribution. The average of 

all these quantum states is called “ensembles”. These microscopic system 

configurations are a snapshot representing the macroscopic thermodynamics of 

the system. In turn, the ensemble is a considerably large collection of 

configurations for which the partition function is shaped. There are several 

ensembles available within the Monte Carlo scheme. The one utilised in this study 

is the Gibbs Ensemble, proposed by Panagiotopoulos in 1987. Three types of 

perturbations are performed within this ensemble, ensuring regional, mechanical, 

and chemical potential equilibration. The following illustrations are of a typical 

Monte Carlo simulation of a system with two regions of different densities and the 
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interface between the two regions does not represent a conventional interaction 

between the two phases. 

 

 
Figure 12. Random displacement within each region 

 

The first type of perturbation considers a system under the NVT conditions, 

where the total number of particles (N) and the volume (V) are constant and are 

surrounded by a large bath of constant temperature (T). As depicted in Figure 12, 

this perturbation considers an intra-regional random displacement where a particle 

may be displaced without any modifications to the volume or the number of 

particles within the region. The energy in each region is represented by 𝐸𝐼and 𝐸𝐼𝐼 

where the energy change ∆𝐸𝑚𝑖𝑛 is the minimum reversible work required for the 

change, and is given by 

 

 ∆𝐸𝑚𝑖𝑛 = ∆𝐸𝐼 + ∆𝐸𝐼𝐼 ( 8 ) 

 

Additionally, the probability of accepting the new configuration, otherwise known 

as acceptance criterion, is given by 

 

 𝒫 = min (1, exp[∆𝐸𝑚𝑖𝑛/𝑘𝐵𝑇]) ( 9 ) 
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The second perturbation considers a system under the NPT conditions, where the 

total number of particles (N) under pressure (P) are constant. And similar to the 

previous perturbation, the system is surrounded by a large bath of constant 

temperature (T). As depicted in Figure 13, this perturbation considers the volume 

change between the two regions in such a way that the total system volume is 

constant, where the change in one region is reflected in the equal and opposite 

change in the other region, and the position of the particles are scaled up to the 

new volume (Panagiotopoulos, 1987).   

 

 
Figure 13. Change in volume of region I is reflected in equal and opposite change in region II 

 

Similarly, the minimum reversible work required to perturb the system is given by: 

 

 
∆𝐸𝑚𝑖𝑛 = ∆𝐸𝐼 + ∆𝐸𝐼𝐼 − 𝑁𝐼𝑘𝐵𝑇 ln

𝑉𝐼 + ∆𝑉
𝑉𝐼

− 𝑁𝐼𝐼𝑘𝐵𝑇 ln
𝑉𝐼𝐼 − ∆𝑉
𝑉𝐼𝐼

 

( 10 ) 

 

And finally, as shown in Figure 14, the third and final perturbation in this 

ensemble considers the system under the grand canonical ensemble, µVT. The 

inter-regional particle insertions are carried out where a particle from one region is 
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removed and inserted in the other region. This ensures identical chemical potential 

of all components in both regions. The difference in the system configurational 

energy is given as: 

 

∆𝐸𝑚𝑖𝑛 = ∆𝐸𝐼 + ∆𝐸𝐼𝐼 + 𝑁𝐼𝑘𝐵𝑇 ln
𝑁𝐼 + 1
𝑁𝐼

+ 𝑁𝐼𝐼𝑘𝐵𝑇 ln
𝑁𝐼𝐼 − 1
𝑁𝐼𝐼 + 𝑘𝐵𝑇 ln

𝑉𝐼𝐼

𝑁𝐼𝐼 − 1

− 𝑘𝐵𝑇 ln
𝑉𝐼

𝑁𝐼 + 1
 

( 11 ) 

 

 
Figure 14. Inter-regional particle insertion 

 

The move is rejected, prior to any calculations, if the minimum displacement is 

lower than rcutoff, thus improving efficiency of the simulation.  

 

Panagiotopoulos (1987) recommended that the choice of initial number of 

particles should be chosen in such a way that ensures an adequate number of 

molecules in each region after equilibrium is reached. The initial densities should 

not be similar to equilibrium conditions, if it is known. This is to ensure that the 

results are not affected by the initial conditions (Panagiotopoulos, 1987). 

Additionally, the acceptance rate for all moves should be 50%, although some 

authors may use a lower number. 
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It was observed that the lower the reduced temperature (𝑇𝑟), the longer the 

simulation time is needed before equilibration is achieved. Additionally, this is 

further exaggerated when the system is close to the critical region. The system size 

dependent is particularly reflected in the results where small systems may not 

adequately represent the bulk phase. Panagiotopoulos (1987) recommended a 

minimum of 500 particles in the critical region simulation. Away from the critical 

region however, it was noted that the systems where each region contained 300 or 

500 particles produced nearly identical results. This is formally known as the finite 

size effect which will be discussed later in this chapter.  

 

2.2. Configurational Bias   

 

Typically the chemical potential in molecular simulation is determined by the 

Widom insertion approach, applicable to both molecular dynamics and Monte 

Carlo schemes. Widom insertion method considers a system with N-1 particles 

with test particles insertion attempted at random. The test particle however does 

not remain in the system and thus remains unchanged. 

 

Many Widom insertion attempts are required to attain a statistically sound 

chemical potential average. The Widom insertion approach is adequate for small 

particles and small systems (Leach, 2001). However, for a system with relative long 

chain molecules, the Widom insertion approach becomes increasingly inadequate 

as the density and the size of the molecules and system increases. A successfully 

inserted molecule must be of both the right shape and sizes, not overlapping itself 

nor other molecules within the system (Siepmann, 1990).  
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In 1990, Siepmann proposed a modified Widom insertion technique, 

configurational bias, to calculate the chemical potential for dense systems with 

chain molecules.  

This novel approach followed the fundamental in equation ( 12 ) below where the 

excess chemical potential is the difference between the ideal gas and that of the 

actual system. The insertion probability is at the core of the excess chemical 

potential. By attempting to insert the test particle in the system, where the particle 

does not remain in the system and thus leaving the it unperturbed, the excess 

chemical potential of the system can be evaluated (Siepmann, 1990). 

 𝜇𝑒𝑥 = −𝑘𝐵𝑇 ln 〈exp �−
𝑉𝑡𝑒𝑠𝑡
𝑘𝐵𝑇

�〉 ( 12 ) 

Where 

𝑉𝑡𝑒𝑠𝑡= the change in internal potential energy caused by the insertion attempt 

𝜇𝑒𝑥= excess chemical potential 

𝑘𝐵= Boltzmann constant 

 𝑇= Temperature 

 

The change in the internal potential energy is given as: 

 

 𝑉𝑁 = 𝑉𝑁−1 + 𝑉𝑡𝑒𝑠𝑡 ( 13 ) 

Where 

𝑉𝑡𝑒𝑠𝑡 = internal potential energy change by the attempted insertion 

𝑉𝑁 = internal potential energy of N particles system 

 

Following the work of Rosenbluth (Rosenbluth & Rosenbluth, 1955), Siepmann 

(1990) had devised the insertion evaluation for lattice box as follows: 

1. The available space throughout the system under consideration is evaluated, 

providing it is not occupied by part of the previously inserted test particle. 
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2. One of these available positions is then chosen at random and the insertion 

attempt is calculated by the Rosenbluth weight as follows: 

 𝑊𝑚 =
𝑛′

𝑛
𝑊𝑚−1 ( 14 ) 

Where  

• 𝑛 = total number of neighbouring sites 

• 𝑛′ = number of available sites 

• 𝑊𝑚−1 = weight from the previous step where 𝑊0 = 1 

• The weight, 𝑊𝑚, is zero if there is no site available, thus terminating the 

insertion evaluation. 

Step 1 and 2 are then repeated as required. It should be noted that although this 

was demonstrated using lattice, application to our system will be modified slightly 

as the bond angles and other parameters will have to be taken into account. 

 

Siepmann (1990) visualized these steps using Figure 15, where a three-segment 

molecule is being inserted and grown in a two dimensional lattice configuration. 

First, we consider the conventional Monte Carlo where the available site is chosen 

at random, S. From this position, there are four possible sites but only two are 

available (50%). If B were to be chosen, the procedure will be terminated as the 

molecule cannot be grown any further. However, if A were to be chosen, the 

molecule could be grown to its complete segment, ending at C. The overall 

probability of the successful insertion is 1/12 in this case.    

 

The conventional Monte Carlo approach thus has an acceptance rate of 1/12. The 

configurational bias approach however favours the complete insertion, hence the 

‘bias’. This numerical preferential treatment is then removed by the acceptance 

rule modifications. While the conventional Monte Carlo considers all four possible 
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sites surrounding S as a valid option, the configurational bias Monte Carlo 

preferentially considers the two possible sites, A and B.  

Following equation ( 14 ), the Rosenbluth weight is W1 = 1/2. Next, if B were to be 

chosen, the trial will then be terminated. If A were chosen however, the 

neighbouring sites will then be considered further, giving the weight of W2=1/3 × 

½ = 1/6. The overall weight is given by the results of all the successful trials, 

which is 1/2 × 1/6 = 1/12. The trial using the configurational bias Monte Carlo 

favours the successful insertion, favouring site A and C, with a probability of 1/2 

in this case. This is a great improvement over the conventional Monte Carlo rate 

of 1/12.  

 

 
Figure 15. Configurational Biased insertion, the dot represent an occupied site and  

the star is the available insertion site, redrawn from (Siepmann, 1990) 

 

 

The efficiency of the configuration bias Monte Carlo is reported to attain as much 

as 60 times more accepted insertions than the conventional counterpart, in the 

highest density investigated (Siepmann, 1990). Additionally, the modified Widom 

insertion also takes less time as many trials with lower probability of success will 

have been terminated earlier on in the procedure.  
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Depending on the ensemble and the type of moves utilized in the simulation, the 

acceptance rule must be modified to remove the aforementioned bias imposed on 

the system. This is simply to even to odds of particle removal from either box, 

satisfying the detailed balance, and can be given by 

 

  𝒩(𝑜) × 𝜋(𝑜 → 𝑛) = 𝒩(𝑛) × 𝜋(𝑛 → 𝑜) ( 15 ) 

Where  

𝒩(𝑜)= Statistical weight of the initial configuration in region i with volume 𝑉𝑖 

𝜋(𝑖 → 𝑗) = Transition probability of going from state i to j 

 

The modified acceptance rule is thus given as (Mooji et al., 1992) 

 

 𝑎𝑐𝑐(𝑜 → 𝑛) = 𝑚𝑖𝑛 �1,
𝑉𝐼(𝑁 − 𝑁𝐼)

(𝑉 − 𝑉𝐼)(𝑁𝐼 + 1)
𝑊(𝑛)
𝑊(𝑜)

� ( 16 ) 

where 

𝑎𝑐𝑐(𝑜 → 𝑛)= Acceptance probability of the configuration change. 

 

 

2.3. Force fields 

 

Two distinct approaches are noted when it comes to the potential describing 

alkanes, Explicit-hydrogen and United-atom. As the name suggests, the Explicit-

hydrogen approach considers each C and H atom as an interaction site with 

individual accompanying parameters. Alternatively, the United-atom model 

considers a cluster of bonded C and H atoms as a single interaction site, 

introducing CH3 and CH4. The Explicit-Hydrogen model such as the Transferable 

Potentials for Phase Equilibria – Explicit-hydrogen (TraPPE-EH) is better suited 

for simulations of solid or higher density liquid phases (Chen & Siepmann, 1999; 
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Moller et al., 1991; Ryckaert et al., 1989). With a higher computational overhead 

requirement, a more accurate molecular representation of the alkanes by the 

Explicit-hydrogen force field gives a better agreement with the experimental 

results. 

 

While the explicit approach represents a more realistic shape of the alkanes (Rai & 

Siepmann, 2007), the United-atom approach reduces the number of interaction 

sites to a third, reducing the required computational overhead by an order of 

magnitude (Martin & Siepmann, 1998) while maintaining a satisfactory alkanes 

descriptions.  

 

The investigative results from the study by Martin & Siepmann (1999) of the 

Optimized Potentials for Liquid Simulation (OPLS), the Siepmann, Karaborni and 

Smit (SKS), and the Transferable Potential for Phase Equilibria (TraPPE) are 

compared over a wide range of alkanes and conditions including the descriptions 

of vapour-liquid equilibrium curves, specific densities and high-pressure equation 

of state, as well as second virial coefficients (Martin & Siepmann, 1999). 

 

The OPLS was proposed by (Jorgensen et al., 1984). 12 pseudoatoms were 

proposed from the simulation of 15 liquid alkanes. The force field utilizes a 

different set of potential parameters for the methyl groups in ethane than that for 

other n-alkanes, ultimately predicting an accurate heat of vapourisation and liquid 

density profiles for short alkanes at ambient condition (Martin & Siepmann, 1998; 

Siepmann et al., 1993).  

 

The Transferable Potential for Phase Equilibria (TraPPE) force field is similar to 

the OPLS in that the potential parameters for the methyl groups were acquired 

from ethane, however, it is also applied for all other n-alkanes (Martin & 

Siepmann, 1999). TraPPE-UA was developed with a focus on vapour-liquid 
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equilibrium curves, utilizing four types of pseudo-atoms, which are independent of 

the neighbouring pseudo-atom (Martin & Siepmann, 1999). All bonds between the 

pseudo-atoms within the TraPPE-UA are fixed to 1.54Å. Bond bending is 

described by a harmonic potential given as 

 

 
𝑢𝑏𝑒𝑛𝑑 =

1
2
𝑘𝜃(𝜃 − 𝜃0)2 

 
( 17 ) 

The SKS force field was parameterized in the Gibbs ensemble particularly 

designed for the prediction of vapour-liquid equilibrium profile for long n-alkanes, 

C5 – C48 (Smit et al., 1995). Following the Continuum-configurational-bias model 

proposed by de Pablo (de Pablo et al., 1993) and the observation of Rodriguez 

where large difference in potential parameters 𝜖𝐶𝐻3 ≫ 𝜖𝐶𝐻2 (Rodriguez et al., 

1991, 1993) was proposed. Similarly to the OPLS and the TraPPE, the SKS force 

field uses different well depth parameter for the methyl and the methylene groups. 

However, the well width parameter remains the same (Siepmann et al., 1993; 

Siepmann, 1993). Such large differences in the non-bonded potential parameter are 

observed in many models including that of (Almarza et al., 1992; de Pablo et al., 

1993; Laso et al., 1992; Rodriguez et al., 1993; Siepmann et al., 1993). 

The results from Martin & Siepmann (1998) comparison are tabulated in Table 8. 

 

 

 

 

 

 

 

 

 



61 

 

Table 8. United Atom force fields comparison tabulated from (Martin & Siepmann, 1998) 

 OPLS TraPPE SKS 

Vapour-liquid 
equilibrium curve, 

Tc, and Tb 

Accurate for shorter 
alkanes. 

Errors increase with 
alkane length. 

Relatively accurate for 
the entire range of 

alkanes tested. 
Considerably better 

than both OPLS and 
SKS. 

Overestimates Tc, and 
Tb. Errors decrease 
with alkane length. 

Specific densities 
and high-pressure 
equation of state 

N/A 

Within 1% of 
experiment for   
n-octane and 

n-dodecane at STP. 

N/A 

Second virial 
coefficients and 
compressibility 

factors 

Relatively accurate 
for shorter alkane. 

Errors increase with 
alkane length. 

Underestimate second 
virial coefficient for all 

alkanes. 

Relatively accurate for 
the entire range of 

alkanes tested. 

N/A: Not Available 

The comparison between different united atom models for n-decane will also be 

carried out in this study to identify the most suitable force field and ensure 

accuracy of the study. 

 

2.4. Lennard-Jones potential 

 

This study utilizes the 12-6 Lennard-Jones potential to describe the non-bonded 

interactions of groups more than three bonds apart. The expression of the 12-6 

potential can be written as 

 
𝑢(𝑟𝑖𝑗) = 4𝜖𝑖𝑗 ��

𝜎𝑖𝑗
𝑟𝑖𝑗
�
12

− �
𝜎𝑖𝑗
𝑟𝑖𝑗
�
6

� 

 

( 18 ) 

Where  

𝑟𝑖𝑗 = separation between atom i and j 

𝜖𝑖𝑗 = potential well depth 

𝜎𝑖𝑗 = potential well width where 𝑢(𝑟) = 0 
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Figure 16. Lennard-Jones interaction potential 

The graphical representation of a typical Lennard-Jones interaction potential is as 

shown in Figure 16. 

 

Although the attractive term is modeled according to the London’s Theory 

(London, 1930), where it varies radially as 1
𝑟6

, the power of 12 for the repulsive 

term historically has no theoretical significant. The twelfth power simplifies the 

calculation by squaring the attractive term. A better description of the interaction 

can be achieved by varying the exponent of the repulsive term. This is the 

generalized Lennard-Jones potential known as the Mie potential. However these 

Mie potentials were not investigated as it was beyond the scope of the objectives 

of this study. Readers are referred to the ‘Truncation of interaction potential’ in 

the Molecular Dynamics chapter for further discussion on the various truncation 

treatments and applications for the Lennard-Jones potential. 

 

Additionally, Lorentz-Berthelot mixing rules are used to described the unlike 

interactions. This can be written as: 

 
𝜎𝑖𝑗 =

1
2

(𝜎𝑖𝑖 + 𝜎𝑗𝑗) 

 
( 19 ) 
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 𝜖𝑖𝑗 = �𝜖𝑖𝑖𝜖𝑗𝑗 ( 20 ) 

 

 

2.5. Henry Coefficient 

 

Amongst other factors, chemical potential increases with the partial pressure of a 

gas, and thus the more chemically active species in the mixture. Atkins & De Paula 

(2001) compared this to the loading up of the potential energy in a spring analogy 

to the increase of the partial pressure of the system, and thus chemical potential, to 

drive the reactions (Atkins & De Paula, 2001). Following this argument, 

equilibrium can then be described by the equalization of the chemical potential in 

all phases.  

 

Raoult’s law was observed through the measurement of partial vapour pressure of 

mixtures which state (Atkins & De Paula, 2001): “The partial pressure vapour pressure 

of a substance in a mixture is proportional to its mole fraction in the solution and its vapour 

pressure when pure:” 

 

 𝑝𝑗 = 𝑥𝑗𝑝𝑗∗ ( 21 ) 

Where  

𝑝𝑗∗ = vapour pressure of the pure component j 

𝑥𝑗 = mole fraction of component j 

 

This simply means that the vapour pressure of the solvent is lower in a mixture 

than when it is pure. Additionally, the chemical potential of solvent can be written 

of the form 
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 𝜇𝑗 = 𝜇𝑗∗ + 𝑅𝑇 ln 𝑥𝑗 ( 22 ) 

Where  

𝜇𝑗∗ = standard chemical potential which is a constant and can be written as 

 

 𝜇𝑗∗ = 𝜇𝑗∗(𝑔) + 𝑅𝑇 ln 𝑝𝑗∗ ( 23 ) 

Where  

𝜇𝑗∗(𝑔) = standard chemical potential of gas j 

 

Coincidentally, through experimental observation, William Henry found that 

similar to Raoult’s law, partial pressure can be written in terms of mole fraction for 

solute at infinite dilution. The vapour pressure of a volatile solute B is proportional to its 

mole fraction in a solution 
 

 𝑝𝑖 = 𝑥𝑖𝐾𝑖 ( 24 ) 

Where  

𝐾𝑖 = Henry coefficient chosen so that the slope is tangential to the experimental 

curve at 𝑥𝑖 = 0  

 

Virtually identical to the chemical potential of solvent, the chemical potential of 

solute takes the same form as equation ( 22 ) and Henry coefficient replaces the 

vapour pressure in the standard chemical potential constant in equation ( 23 ). 

The correlation used to calculate the Henry’s coefficient is given as follow (Smith 

& Van Ness, 1987) 

 𝐾1,2(𝑇, 𝑝) = lim
𝑥2→0

�
𝑓2(𝑝,𝑇, 𝑥2)

𝑥2
� ( 25 ) 

Where 

𝑥2 = Molar fraction in the liquid solution 

𝑓2 = fugacity of the solute (component 2) which is given by 
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 𝑓2(𝑝,𝑇, 𝑥2) =  𝜑2(𝑝,𝑇)𝑦2𝑝 ( 26 ) 

And 

 𝜑2(𝑝,𝑇) = exp �
𝑝(𝐵22 + 𝑦12𝛿12)

𝑅𝑇
� ( 27 ) 

and 

 𝛿12 = 2𝐵12 − 𝐵11 − 𝐵22 ( 28 ) 

 

Where 

𝜑2 = fugacity coefficient of component 2 

𝑝 = the vapor pressure of the saturated solution 

𝑦2 = solute mole fraction in the vapor phase 

𝐵11 = second virial coefficient of the solvent  

𝐵12 = solute – solvent crossed second virial coefficient 

𝐵22 = second virial coefficient of the solute 

 

These virial coefficients are obtained from various sources in the literature 

(Dymond et al., 1986) (Dymond & Smith, 1980). The author estimated the crossed 

virial coefficient using the Tsonopolous correlation (Poling et al., 2001). 

The partial molar volumes were estimated using the correlation given in Tiepel and 

Gubbins publications (Tiepel & Gubbins, 1972a, 1972b). Tiepel and Gubbins 

correlation was proven to be accurate to within 3% for a number of gases in water 

(Bonifácio et al., 2010). 

 

The Henry’s constant at various temperatures can be represented by the equation 

of the form (Crovetto et al., 1982):  

 𝐾1,2(𝑇, 𝑝1𝑠𝑎𝑡) = �
𝐴𝑖
𝑇𝑖

𝑛

𝑖=0

 ( 29 ) 

Where  
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𝐴𝑖 = mixture specific coefficient 

 

Alternatively, an expression of Valentiner type can also be used, which contains 

logarithmic temperature terms. For instance, (Clarke & Glew, 1966) gave such 

expression as (Crovetto et al., 1982): 

 

 

𝐾2,1(𝑇, 𝑝1𝑠𝑎𝑡) = 𝐴0 +
𝐴1

10−2𝑇/𝐾
+ 𝐴2 ln�

10−2𝑇
𝐾

�

+ 𝐴3 ln�
10−2𝑇
𝐾

� + 𝐴4 ln�
10−2𝑇
𝐾

�
2

 

( 30 ) 

 

The fit provided by both equation ( 29 ) and ( 30 ) are not appreciably different 

(Crovetto et al., 1982). 

From the Monte Carlo simulation, Bonifácio et al. (2010) calculated the Henry’s 

constant using the following correlation: 

 𝐾1,2(𝑇, 𝑝) = lim
𝑥2→0

�𝑅𝑃𝜌1 exp�
𝜇2
𝑒𝑥𝑐,∞

𝑥2
�� ( 31 ) 

where  

𝜌1 = density of pure solvent 

𝜇2
𝑒𝑥𝑐,∞ is the excess chemical potential between that of the solute 2 in solvent 1 at 

infinite dilution and the chemical potential of pure species 2 at the ideal gas state, 

which is given by: 

 

 𝜇2
𝑒𝑥𝑐,∞ = −𝑅𝑇

�𝑉 exp �𝑢𝑇𝑃𝑘𝐵𝑇
��
𝑁𝑝𝑇

[𝑉]𝑁𝑝𝑇
 ( 32 ) 

where  

𝑉 = volume of solvent in a given configuration 
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𝑢𝑇𝑃 = the interaction energy of the test particle with a configuration of solvent 

molecules 

 

2.6. Periodic Boundary Conditions 

 

Considering the number of particles applied to a typical molecular simulation in 

the order of hundreds to a few thousands at most, they alone are hardly sufficient 

in representing the bulk phases for which they were intended. Particularly, the 

interactions between a particle and its neighbours may not be captured using only 

a few hundreds or thousands of particles. This problem can be overcome by the 

use of “periodic boundary conditions” where each particle in the box is duplicated as a 

ghost particle in the boxes surrounding it, representing a system of infinite size. A 

simple depiction of the simulated box omnidirectionally surrounded by its ghost 

image is shown in Figure 17. The position of the particles in the simulated box is 

duplicated in all other boxes. In the case where a particle leaves the primary 

simulated box, another in the neighboring box will replace its position. 
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Figure 17. Ghost particles surrounding the system. 

 

2.7. Finite Size Effect 

 

In addition to the periodic boundary conditions, the finite size effect concerns the 

fact that a system of a finite size may not be adequate in representing bulk phase. 

While the bulk phases can be simulated by a small number of particles in a typical 

molecular simulation, with the aid of periodic boundary conditions, the size of 

these representative systems has been a cause for concerns.  

 

In 1976, Mandell utilized the Born-Green equation to predict the size dependence 

of pressure and the anisotropy of radial distribution. It was found that the 

anisotropy of a system of 108 particles is considerably large, exhibiting a strong 

system size dependence. Although the size dependency of bulk pressure is also 

observed, they are exceeded by the uncertainty in potential (Mandell, 1976). 

Mandell noted that in systems much larger than 108 particles are quite adequate to 
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properly simulate the bulk phase. However, care should be taken where a system 

with relatively soft cores and long attractive tails are considered. Pratt & Haan 

(1981) also agree with findings by Mandell, although less system size dependency 

was observed at higher densities (Pratt & Haan, 1981). Regardless of the liquid 

under consideration, the bulk pressure is sensitive to the system size when it is 

small; 𝐿𝑥 < 8𝜎 (Gonzalez-Melchor et al., 2005). Gonzalez-Melchor et al. 

recommended a minimum of 𝐿𝑥 = 10𝜎 where the finite size effect is negligible. 

 

Many other authors also investigated such effects on their systems. (Chen & 

Siepmann, 1999) briefly investigated the system size effect on their study. While 

their force field study utilized among the smallest configurations, 120 n-pentane 

molecules, a similar system with 512 n-pentane molecules also produced 

satisfactory comparable results. 

(Martin & Siepmann, 1998) also compared the results from two systems of 200 

and 1600 n-octane molecules to explore the finite size effects in their United Atom 

force field study. The simulation was carried out over a range of temperatures. 

Reportedly, the results from the two different system sizes are in agreement and 

their respective uncertainties. The system sizes implemented in their study for 

various n-alkanes ranged from 128 to 512 particles where the initial density of the 

liquid phase was doubled that of the gaseous counterpart.  

 

The finite size effect verification has become a staple for atomistic modelling. This 

verification will also be carried out in this study which will be discussed in later 

chapter.  
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2.8. MCCCS TOWHEE  

 

Throughout this study, the Monte Carlo for Complex Chemical Systems (MCCCS) 

Towhee was used as a Monte Carlo software package. The model was developed 

by the Siepmann Group at the University of Minnesota in 1994. More information 

about the simulation software package can be found through (Siepmann et al., 

1994). 
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Chapter Three 

3. Molecular Dynamics Simulation 

 

An alternative to the Monte Carlo simulation is the time evolution study of the 

system - Molecular Dynamics. The idea behind Molecular Dynamics is that we can 

study the average behaviour of a many-body system by computing the natural 

trajectory of the particles. The given quantity of interest is thus a time-averaged 

result. In evaluating the Boltzmann distribution of the system, Molecular 

Dynamics utilizes Newton’s law of motion which can be written in three 

dimensions as  

 

 𝐹𝑡𝑜𝑡 = 𝑚𝑖 �
𝑑2𝑥𝑖
𝑑𝑡2

,
𝑑2𝑦𝑖
𝑑𝑡2

,
𝑑2𝑧𝑖
𝑑𝑡2

� (5) 

Where 

𝐹𝑡𝑜𝑡 = Total force acting on the particle  

𝑚𝑖 = mass of particle  

𝑑2𝑥𝑖
𝑑𝑡2

, 𝑑
2𝑦𝑖
𝑑𝑡2

, 𝑑
2𝑧𝑖
𝑑𝑡2

 = acceleration in 𝑥,𝑦, 𝑧 direction 

 

The probability that particle 𝑖 has a given momentum and temperature can be 

written as (Leach, 2001): 

 

 𝑝(𝑣𝑖𝑥) = �
𝑚𝑖

2𝜋𝑘𝐵𝑇 
�
1
2
𝑒𝑥𝑝�−

1
2𝑚𝑖𝑣𝑖𝑥2

𝑘𝐵𝑇
� (6) 

Where 

𝑚𝑖 = mass 

𝑣𝑖𝑥 = velocity in the 𝑥 direction 



72 

 

The position, velocity, and force of a given particle is a function of all other 

particles within the system. Such a complex problem can be solved by breaking it 

down into smaller manageable sections separated by time steps known as the finite 

difference approach. 

 

3.1. Finite Difference Approach 

 

By breaking down the motion of particles into small time steps, ∆𝑡, we can predict 

the position and the velocity of each particle in the system by integrating the 

equation of motion where acceleration, 𝑎(𝑡), is the second derivative, and velocity, 

𝑣(𝑡), is the first derivative of position, 𝑟(𝑡), as a function of time. A number of 

authors have proposed different approaches to integrate the equation of motion 

including the Verlet algorithm (Verlet, 1967), the Beeman algorithm (Beeman, 

1976), and the Leap-frog algorithm (Hockney, 1970). Among many proposals of 

integration techniques Verlet velocity integration algorithm is one of the most 

popular, in some ways analogous to the Metropolis importance sampling to Monte 

Carlo simulation. 

 

Verlet proposed the velocity integration algorithm in 1967 where velocity is not 

explicitly considered (Verlet, 1967). Rather, the algorithm considers the forward 

and backward Taylor expansion of the position of particles which can be written 

as 

 

 
𝑟(𝑡 + ∆𝑡) = 𝑟(𝑡) + 𝑣(𝑡) ∙ ∆𝑡 +

1
2!
𝑎(𝑡) ∙ ∆𝑡2 +

1
3!
𝑏(𝑡) ∙ ∆𝑡3

+ ⋯ 
(7) 

and 
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𝑟(𝑡 − ∆𝑡) = 𝑟(𝑡) − 𝑣(𝑡) ∙ ∆𝑡 +

1
2!
𝑎(𝑡) ∙ ∆𝑡2 −

1
3!
𝑏(𝑡) ∙ ∆𝑡3

+ ⋯ 
(8) 

Where 

𝑟(𝑡) = position of particle as a function of time 

𝑣(𝑡) = velocity, the first derivative of position as a function of time 

𝑎(𝑡) = acceleration, the second derivative of position as a function of time 

𝑏(𝑡) = the fourth derivative of position as a function of time 

 

The new position of the particle can be determined by adding equation (7) and (8): 

 𝑟(𝑡 + ∆𝑡) = 2𝑟(𝑡) − 𝑟(𝑡 − ∆𝑡) + 𝑎(𝑡) ∙ ∆𝑡2 (9) 

Additionally, we can also obtain velocity by subtracting equation (7) and (8): 

 

 𝑣(𝑡) =
𝑟(𝑡 + ∆𝑡) − 𝑟(𝑡 − ∆𝑡)

2∆𝑡
+ 𝑎(𝑡) ∙ ∆𝑡2 (10) 

 

Once the velocity is obtained, other quantities such as kinetic energy and 

instantaneous temperature can also be obtained. In particular, the instantaneous 

temperature at a given time can be written as (Frenkel & Smit, 1996) 

 𝑘𝐵𝑇(𝑡) = �
𝑚 ∙ 𝑣𝑖2(𝑡)

𝑁𝑓

𝑁

𝑖=1

 (11) 

Where 

𝑁𝑓 = Degree of freedom = 3𝑁 − 3 for system of N spherical particles 

 

It should be pointed out that as velocity is not explicitly considered in the original 

Verlet approach, the velocity at time 𝑡 may not be obtained until the position at 

time 𝑡 + ∆𝑡 is obtained, as written in equation (10). What is more, it is not self-
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starting - the new position of the particle is a function of the two previous time 

steps. While one can be obtained from the initial condition, the other will have to 

be obtained by other methods such as the truncation of the Taylor series. 

 

Other modifications such as the Hockney’s Leap-frog approach were proposed to 

circumvent these problems (Hockney, 1970). Proposed in 1970, Hockney used the 

half time step ∆𝑡
2

 between 𝑡 and ∆𝑡 where velocity can be explicitly addressed. The 

position and velocity at this half time step can then be used to calculate that of the 

next time step which can be written as follow: 

 

 

 𝑟(𝑡 + ∆𝑡) = 𝑟(𝑡) + 𝑣 �𝑡 +
∆𝑡
2
� ∆𝑡 (12) 

And 

 𝑣 �𝑡 +
∆𝑡
2
� = 𝑣 �𝑡 −

∆𝑡
2
� + 𝑎(𝑡)∆𝑡 (13) 

 

The velocity and the position expressions are overlapping each other by a half time 

step, hence Leap-frogging each other, and thus can be used to calculate the 

respective values for the next time step. It should be noted that the velocities 

obtained are at the half time step, should the velocities at the full time steps are 

required, one has to average the values of two half time steps, one full time step 

apart, as follows: 

 

 𝑣(𝑡) =
1
2
�𝑣 �𝑡 −

∆𝑡
2
� + 𝑣 �𝑡 +

∆𝑡
2
�� (14) 

 

Although the Leap-frog algorithm evaluates the velocity explicitly, it still is not 

self-starting. Other algorithms like the Taylor expansion or the Euler method are 
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still required to initialize the calculation where the leapfrog algorithm or the 

original Verlet algorithm can then be used.  

 

 

3.2. Periodic Boundary Conditions 

 

It is computationally impossible for to model a bulk phase with a very large 

number of particles in the system. Instead, the representation of the bulk phase is 

achievable by using the ghost images of the primary box. These ghost images are 

the exact replica of the primary system under investigation, surrounding it in such 

a way that if any of the particles leaves the primary box, it is replaced by another 

from a adjacent box. For further discussions on this topic, readers are referred to 

the same topic under Monte Carlo simulation. 

 

3.3. Truncation of interaction potential 

 

Truncation is the process of assigning the distance at which the short-range 

interaction will be considered according to the potential model chosen, in this 

case, Lennard-Jones potential. Any interaction beyond the assigned cut-off 

distance (𝑟𝑐) will be excluded, and thus it is very important to choose this cut-off 

distance in such a way that the intermolecular interaction beyond 𝑟𝑐 is arbitrarily 

small, otherwise there will be a systematic error in the energy calculation (Frenkel 

& Smit, 2002). This is of great importance, especially in Molecular Dynamics 

where energy conservation is required. It is recommended that 𝑟𝑐 ≤
𝐿
2
 or 𝑟𝑐 =

2.5𝜎 for Lennard-Jones fluid (Potoff & Panagiotopoulos, 1998; Smit, 1992), where 

𝐿 is the length of the simulation box. There are a number of truncation techniques 

available including Truncation and Shift, Simple Truncation without shift, Switching Cut-
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off, and Minimum Image Convention. Some of these techniques are applicable to one 

molecular simulation approach but not the other. 

The simplest form of truncation is the Simple Truncation without shift technique 

where the potential can be written as 

 𝒰(𝑟) = �𝒰(𝑟)        𝑟 ≤ 𝑟𝑐
0               𝑟 > 𝑟𝑐

 (15) 

 

This truncation technique is not applicable to Molecular Dynamics due to the 

discontinuity of the potential at 𝑟 > 𝑟𝑐 and energy conservation is of great 

importance in this molecular simulation approach. However, it can be used in 

Monte Carlo simulation where the correction to the potential energy is implicative 

in the tail correction term which is given by (Frenkel & Smit, 2002) 

 

 𝒰𝑡𝑎𝑖𝑙(𝑟) =
8
2

4𝜋𝜌𝜀𝜎3 �
1
3
�
𝜎
𝑟𝑐
�
9
− �

𝜎
𝑟𝑐
�
3
�  (16) 

 

On the other hand, Truncation and Shift technique is the potential which is 

predominantly applied to the Molecular Dynamics simulations. The potential in 

this case can be written as 

 

 𝒰𝑇𝑆 (𝑟) = �𝒰(𝑟) −𝒰(𝑟𝑐)         𝑟 ≤ 𝑟𝑐
   0                              𝑟 > 𝑟𝑐

 (17) 

 

The entire potential is shifted so that the potential at the cut-off distance is zero, 

thus no discontinuity is observed when compared to the Simple Truncation without 

shift technique. The equilibrium distances however can be decreased slightly when 

this truncation technique is used (Allen & Tildesley, 1989). 
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In addition, Switching Cut-off is also a valid truncation technique for Molecular 

Dynamics simulation for large coarsed-grain representation where larger cut-off 

radius is required. Similar to Simple Truncation without shift, the potential is 

modified at the cut-off radius; the potential is converged to zero within a given 

interval instead of abruptly cut off. 

 

3.4. Ensembles 

 

The averages of the microscopic system configurations, a snapshot of the 

macroscopic of the system, are called “ensembles”. As in Monte Carlo simulation, 

there are many ensembles available for Molecular Dynamics simulation. As the 

canonical ensemble (NVT) is the natural ensemble for Monte Carlo simulation, the 

microcanonical ensemble (NVE) is the natural ensemble for Molecular Dynamics 

simulation. This naturally follows as Newton’s law of motion conserves energy.  

As previously discussed, in the Monte Carlo simulation the observable can be 

described by the partition function in terms of position of all particles in the 

system, 𝒓𝑁, and their corresponding momenta, 𝒑𝑁 as follows: 

 

 𝑄 = 𝑐 �𝑑𝒑𝑁𝑑𝒓𝑁𝑒𝑥𝑝[−ℋ(𝒑𝑁𝒓𝑁)/𝑘𝐵𝑇] (18) 

Where 

𝒓𝑁= coordinates of all N particles 

𝒑𝑁=corresponding momenta for all N particles 

𝑘𝐵= Boltzmann’s constant 

ℋ(𝒓𝑁𝒑𝑁)= Hamiltonian of the system which is a combination of Kinetic and 

Potential energy. 

𝑐 = proportionality constant 
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Regardless of the ensembles, the Ergodic hypothesis is the fundamental 

correlation between time-average properties of the ensembles and a physical 

system, validating the system properties of interest which represent that of the 

actual physical system. Ergodic hypothesis describes this equality as 

 〈𝐴〉𝑡𝑖𝑚𝑒 = 〈𝐴〉𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 (19) 

Where 

〈𝐴〉 = average of observable A 

 

Thus, to satisfy this equality, the simulation must generate an adequate number of 

system manifestations in configurational space.  

The time-average of A can be written as 

 

 〈𝐴〉𝑡𝑖𝑚𝑒 = lim
τ→∞

1
τ
� 𝐴
𝜏

𝑡=0
(𝒑𝑁, 𝒓𝑁)𝑑𝑡 =

1
𝑀
�𝐴(𝒑𝑁, 𝒓𝑁)
𝑀

𝑡=1

 (20) 

Where 

𝐴(𝒑𝑁, 𝒓𝑁) = instantaneous value of A 

τ = length of simulation 

𝑀 = number of time steps of the simulation  

 

And the discrete time step within the simulation ∆𝑡 = 𝑡
τ
 

Similar to the Monte Carlo approach, there are several ensembles available to 

Molecular Dynamics. These include, but are not limited to, the Grand canonical 

ensemble, 𝜇𝑉𝑇, where chemical potential, volume and temperature bath are kept 

constant; Microcanonical ensemble, 𝑁𝑉𝐸, where the particle number, volume, and 

total energy are kept constant; and Isothermal-Isobaric ensemble, 𝑁𝑃𝑇, where the 

particle number, pressure, and temperature bath are kept constant. In particular, 
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the 𝑁𝑃𝑇 ensemble will be used in this study as the desired pressure and 

temperature conditions can be specified in this ensemble. 

The imposition of temperature and pressure onto the Molecular Dynamics 

simulation will now be discussed. 

 

 

3.5. Barostat 

 

As 𝑁𝑃𝑇 is the primary ensemble used in this study, the pressure must be kept at a 

desired target. The target pressure can be adjusted by varying the volume. These 

volume changes can be isotropic, where the overall shape of the simulation box 

remains constant, or anisotropic, where the shape of the simulation box changes. 

In turns, the volume fluctuations can be written in terms of isothermal 

compressibility. Larger isothermal compressibility indicates a more easily 

compressed system and thus larger volume fluctuations, and vice versa for a 

slightly compressible substance like liquid H2O.  

There are several approaches available to maintain the pressure at the desirable 

target including Berendsen (Berendsen et al., 1984), Nosè-Hoover (Hoover, 1985; 

Nose & Klein, 1983), and Parrinello-Rahman (Parrinello & Rahman, 1981). 

 

The Berendsen barostat is a weak pressure bath coupling, analogous to the 

temperature bath coupling for thermostat which will later be discussed (Berendsen 

et al., 1984). A specified length of the simulation box is scaled by a scaling factor 𝜆 

which is given by the following equation: 

 𝜆 = �1 −
𝜅∆𝑡
𝜏

(𝑃0 − 𝑃)�
1
3
 (21) 

Where  

𝜏 = relaxation constant 
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The scaling factor gives the new coordinates of the system by 

 𝒓𝒊′ = 𝜆
1
3𝒓′ (22) 

This study utilizes the Berendsen barostat and thermostat which gives  realistic 

temperature and pressure fluctuations (Berendsen et al., 1984). 

 

3.6. Thermostat 

 

The probability distribution of velocity is given in terms of Boltzmann distribution 

in Equation (6). The average kinetic energy per degree of freedom can be written 

as 

 

 〈
𝑚𝑖𝑣𝑖𝑗2

2
〉 =

1
2
𝑘𝐵𝑇 (23) 

Where 

𝑣𝑖𝑗 = velocity of particle 𝑖, in 𝑗 = (𝑥,𝑦, 𝑧) direction 

This is the same distribution used to assign the initial conditions to the system. 

The instantaneous can then be calculated by Equation (11). 𝑇(𝑡) = 〈𝑇〉 as 𝑡 → ∞ 

or for a sufficient long time. 

Once the system is initiated, the temperature fluctuates as a result of round-off 

error and potential truncations during the integration. To obtain the desire 

temperature, we must apply some mathematical manipulations to the system. The 

simplest form of temperature control is the velocity scaling where all velocities are 

rescaled as follows 

 

 𝑣𝑖𝑗′ = �
𝑇
𝑇(𝑡)

∙ 𝑣𝑖𝑗 (24) 
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While its implementation is straightforward, it is not time reversible and thus only 

suitable for earlier in the simulation period. 

Other widely use temperature control mechanisms include, but are not limited to, 

Nosè-Hoover, Langevin, and Berendsen. 

 

Berendsen temperature control was designed as a weak temperature coupling 

similar to external bath in a physical experiment (Berendsen et al., 1984). The 

energy is added or removed from the system to maintain temperature as 

exponential decay function where the desired temperature is finally reached as 

follows 

 

 𝑑𝑇(𝑡)
𝑑𝑡

=
1
𝜏

(𝑇0 − 𝑇(𝑡)) (25) 

Where 

𝜏 = coupling parameter determining the strength of the coupling 

𝑇0= target temperature 

If 𝑇0 > 𝑇(𝑡), energy will be added to increase the temperature and vice versa. The 

change in the kinetic energy can be written as 

 

 ∆𝐸 =
1
2
��(𝑚𝑖𝑣𝑖𝑗′2 − 𝑚𝑖𝑣𝑖𝑗2 )

𝑖,𝑗

� = (𝜆2 − 1)
3𝑁𝑘𝐵𝑇

2
  (26) 

 

Subsequently, the velocities are scaled using the scaling factor where (Leach, 2001) 

 

 𝜆2 = 1 +
∆𝑡
𝜏

 �
𝑇0
𝑇
− 1� (27) 
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The Berendsen heat bath coupling approach can be viewed as a friction term 

which is added to the Newton equation, −𝛾𝑚𝑣, where 𝛾 is conveniently given by 

   

 𝛾 =
1
𝜏

 �
𝑇0
𝑇
− 1� (28) 

Berendsen weak heat bath coupling was the temperature control used in this study. 

The temperature response of various thermostats applied to a Lennard-Jones fluid 

can be observed in Figure 18. The Nosè-Hoover algorithm introduces wild 

fluctuation in temperature prior to equilibration, and thus is not suitable for early 

time in a simulation. 

 

 
Figure 18. Temperature response of various thermostat of a Lennard-Jones fluid (Van Der Spoel et al., 2005) 
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3.7. Force fields 

 

For continuity of the research, force fields used in the Monte Carlo simulation 

were converted and used in the Molecular Dynamics simulation. The 

intermolecular potential in both simulation approaches are described in the force 

fields discussions of Monte Carlo simulation. Furthermore, to ensure the 

reproducibility and accuracy of the results from both simulation approaches, the 

density profiles from various components in this study were also compared and 

discussed which will be exhibited in later chapters. 

  

 

3.8. Diffusion coefficient 

 

The diffusion coefficient is represented by the proportionality constant in Fick’s 

law where a non-uniform solute concentration is smoothed out in absence of flow 

and can be written as (Frenkel & Smit, 2002) 

 

 𝐽 ̅ = −𝐷∇𝑐 (29) 
Where 

𝐽 ̅= flux of the diffusing species 

𝐷 = diffusion coefficient 

∇𝑐 = concentration gradient of diffusing species 

Combining the Fick’s law with the conservation of particles, we can obtain the  

 

 𝜕
𝜕𝑡
𝑐 (𝑟, 𝑡) = 𝐷∇2𝑐 (𝑟, 𝑡) 

(30) 

 

Where  

𝑐 (𝑟, 𝑡) = distribution of probability of finding solute in the vicinity 𝑟 at time 𝑡. 
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Equation (30) is a linear equation which can be solved with boundary and initial 

conditions via Green’s function techniques 

 𝑐 (𝑟, 𝑡) =
exp (− 𝑟2

4𝐷𝑡 )

(4 𝜋𝐷𝑡)
𝑑
2

 (31) 

Where 

𝑑 = dimensionality of the system 

Rewriting equation (30) in terms of time dependence element 〈𝑟2(𝑡)〉 and 

multiplied by 𝑟2, we have 

 𝜕
𝜕𝑡
�𝑑𝒓 𝑟2𝑐(𝑟, 𝑡) = 𝐷�𝑑𝒓 𝑟2 ∇2𝑐(𝑟, 𝑡) 

(32) 

Where  

 〈𝑟2(𝑡)〉 ≡ �𝑑𝒓 𝑐(𝑟, 𝑡) 𝑟2 
(33) 

And 

 �𝑑𝒓 𝑐(𝑟, 𝑡) = 1 
(34) 

   

We have 

 𝜕
𝜕𝑡
〈𝑟2(𝑡)〉 = 𝐷�𝑑𝒓𝑟2∇2𝑐(𝑟, 𝑡) = 2𝑑𝐷 

(35) 

 

For 𝑑 = 3, as per usual molecular dynamics simulation, we have 

 

 lim
𝑡→∞

〈�|𝑟𝑖(𝑡) − 𝑟𝑖(0)|�2〉𝑖∈𝐴 = 6𝐷𝑡 (36) 

 

Where 

𝑟𝑖 = position of particle  
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Equation (36) implies that the diffusion coefficient can be calculated by the mean 

squared displacement, MSD, of the diffusing particle during time, 𝑡. As 𝑡 → ∞, D 

can be accurately determined as it approaches the asymptotic behavior where, for a 

three dimension system, it is 1/6 of the slope of the MSD and time step, generally 

achievable within 3-5 nanoseconds time frame. This calculation is known as the 

Einstein relation. 

 

Additionally, D can also be calculated by the velocity autocorrelation function 

[𝑣𝑖(𝑡) ∙ 𝑣𝑖(0)]𝑖∈𝐴 via the Green-Kubo relation as follow 

 

 
𝐷 =

1
3
� [𝑣𝑖(𝑡) ∙ 𝑣𝑖(0)]𝑖∈𝐴 𝑑𝑡
∞

0
 

(37) 

Where 

𝑣𝑖 = velocity of particle  

 

The Green-Kubo relation evaluates the velocity autocorrelation function, an 

equilibrium property, at two different reference time steps. Although the auto 

correlation function is believed to be faster than the mean square displacement 

approach, it is further complicated by the contribution of the long-time tails which 

do not decay exponentially as 𝑡 → ∞ (Allen & Tildesley, 1989; Spoel et al., 2013).  

 

The diffusion coefficient can also be written in terms of friction coefficient, 𝜉, in 

the Einstein-Smoluchowski equation. 

 

 
𝐷 =

𝑘𝑇
𝜉

 
(38) 

Where 

𝜉 = friction coefficient which is described by the sizes and shapes of the particles 

in the system 
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Other approaches for the evaluation of diffusion coefficient are also proposed by a 

number of authors (Krynicki et al., 1978; Rah et al., 2002; Yoshida et al., 2007).  

 

 

3.9. Hydrodynamic model 

 

Another well-known hydrodynamic relationship has also been used to calculate 

diffusion coefficient. A number of authors proposed different correlations in 

terms of friction coefficient, 𝜉 (Krynicki et al., 1978; Rah et al., 2002; Yoshida et 

al., 2007). These modified Stoke-Einstein relation can be described by a general 

form as  

  

 
𝐷 =

𝑘𝑇
𝜉

=
𝑘𝑇
𝑓𝜋𝜂𝑅

 
(39) 

Where  

𝜂 = Viscosity 

𝑅 = Hydrodynamic radius 

𝑘 = Boltzmann constant 

𝜉 = Friction coefficient which is described by the sizes and shapes of the particles 

in the system 

𝑓 = Numerical constant of the boundary condition depending on relative size of 

solute and solvent 

 

The special case of this relation is notably when the relative size of the solute and 

solvent are similar, slipping boundary limit, the proportionality constant 𝑓 = 4. 

Additionally when the relative size of the solvent is much smaller than that of the 

solute, sticking boundary limit, 𝑓 = 6, and equation (39) reduces to the Stoke-Einstein 

equation.   
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Many accurate correlations are based on the free-volume model (Wang & Hou, 

2011). The free-volume model considers the friction coefficient in terms of the 

minimum volume, free volume, and intermolecular potential, where diffusion only 

occurs when minimum volume is satisfied. Other similar semi-empirical 

approaches with integration of transition state theory have also been explored by 

(Adams et al., 1989; Frank et al., 1996). 
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Chapter Four 

4. ECLIPSE Equation of State integration 

 

This section will explain the theory and technical calculation procedure as 

well as various input parameters used in reservoir modelling, ECLIPSE 100 black 

oil model, a part of the Schlumberger software package (Schlumberger, 2008.2).  

 

4.1. Darcy’s Law 

 

One of the fundamental laws for reservoir engineering is Darcy’s Law which 

predicts the Newtonian fluid flow in porous media up to a certain range of flow 

rates; deviations are observed at high flow rates (Chen et al., 2006). Darcy noted 

the volumetric flow rate as a function of dimension of porous medium and the 

difference in hydraulic head. A simple form of Darcy’s Law may be written as: 

 
𝑄 = 𝐾𝐴 �

𝑑ℎ
𝑑𝑙
� ( 40 ) 

where 

𝑄 = Volumetric flow [m3/s] 

𝐾 = Hydraulic conductivity (dependent of size, arrangement of pores, fluid 

dynamics such as viscosity, density and gravitational effects) 

𝐴 = Cross sectional area [m2] 

𝑙 = Length of the porous medium [m] 

𝑑ℎ
𝑑𝑙� = Hydraulic gradient 

This equation is later modified to describe reservoir fluid, oil, and gas (Satter et al., 

2008b) 

 
𝜈 =

𝑞
𝐴

= −
𝑘
𝜇
�
𝜕𝑃
𝜕𝐿

− 0.433 𝛾 𝑐𝑜𝑠 𝛼� ( 41 ) 
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where 

𝜈 = apparent fluid velocity 

𝑞 = Darcy’s flux where 𝑞 = 𝑄
𝐴
 

𝐴 = cross sectional area of flow [m2] 

𝑘 = permeability of a porous medium [md] 

𝜇 = fluid viscosity [Pa.s] 
𝜕𝑃
𝜕𝐿

 = pressure gradient 

𝛼 = angle of dip measured counter-clockwise between the vertical direction 

downward and the inclined place of the fluid flow 

𝛾 = fluid specific gravity [API] 

 

From the Darcy’s Law and its modification, Equation ( 40 ) and ( 41 ), the 

following implications can be drawn (Satter et al., 2008a) 

1. In porous medium, the fluid is driven in the direction of the least pressure, 

i.e. the producing well.  

2. Better volumetric flow rate, and thus the recovery can be observed in a 

reservoir with higher permeability.  

3. As the flow rate is a function of inverse of viscosity, the fluid with higher 

viscosity will exhibit a lower volumetric flow rate. e.g. oil has higher 

viscosity, therefore will exhibit a lower flow rate than that of water.  

4. As materials: oil, gas, and water, are removed from a given reservoir, 

pressure gradient decreases to uphold equilibrium within the reservoir 

(Satter et al., 2008a). The consequences may include liberation of dissolved 

gas and many other series of desire and undesired effects. 
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4.2. Permeability:  K 

 

Permeability is a measurement of the ability, through its entire saturated medium, 

to transmit fluid (Donnez, 2007). It is effectively the proportionality constant in 

Darcy’s Law. It has a typical unit of millidarcy (md), as 1 Darcy is a relatively high 

permeability.  

 

4.3. Porosity: ∅ 

 

Rock porosity is a storage capacity. Mathematically, it is the unitless ratio of pore 

volume to the total bulk volume. 

 ∅ =
pore volume
bulk volume

 ( 42 ) 

 

Different pore spaces are formed during the geological time of the rock. Some 

pores are interconnected and others are isolated. This essentially produces two 

different types porosity: absolute porosity and effective porosity. 

Absolute porosity is the ratio of total pore volume to the total bulk volume. 

Absolute porosity can be determined by comparing the volume difference when 

the rock sample is crushed. 

 ∅𝑎 =
total pore volume

bulk volume
 ( 43 ) 

 

Effective porosity is the ratio of the accessible pore volume to the total bulk 

volume.  

 

 ∅ =
interconnected pore volume

bulk volume
 ( 44 ) 
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Effective porosity can be determined by weighting the saturated rock sample and 

note the difference from the dry sample. The density of the fluid used must be 

known, in order to make an accurate estimation.  

 

 

4.4. Formation volume factors, B 

 

B is the ratio of the volume of the considered phase (usually oil or gas) at a given 

temperature and pressure, often at reservoirs conditions, to that at standard 

conditions. The standard conditions are usually at 100kPa and 289K. The unit of B 

is reservoir barrels/stock tank barrels (rb/stb) for oil and reservoir 

barrels/standard cubic feet (rb/scf) for gas. Bo is used to denote oil formation 

volume factor which is given by 

 

 𝐵𝑜 =
𝑉𝑜(𝑝, 𝑡)
𝑉𝑜(𝑠𝑡𝑑)

 ( 45 ) 

Where  

𝑉𝑜(𝑝, 𝑡) = volume of oil at given pressure and temperature 

𝑉𝑜(𝑠𝑡𝑑) = volume of oil at standard conditions 

Similarly, Bg is used to denote gas formation volume factor which is given by 

 

 𝐵𝑔 =
𝑉𝑔(𝑝, 𝑡)
𝑉𝑔(𝑠𝑡𝑑)

 ( 46 ) 

Where 

𝑉𝑔(𝑝, 𝑡) = volume of oil at given pressure and temperature 

𝑉𝑔(𝑠𝑡𝑑) = volume of oil at standard conditions 

Bg is often small and is thus often reported in units of reservoir barrels/thousand 

standard cubic feet (rb/Mscf). For a single phase system, the formation volume 

factor can be written in terms of density as (Donnez, 2007). 



92 

 

 𝐵𝑛 =
𝜌𝑠
𝜌

 ( 47 ) 

Where 

𝑛 = denotes the phase consider 

𝜌𝑠 = density at standard conditions 

𝜌 = density at the given conditions 

 

4.5. Solution Gas-Oil Ratio, Rs 

 

Slightly different from the formation volume factor (B) the solution gas oil ratio 

describes the ratio of the volume of gas dissolved in a given volume of oil at 

standard condition at 100 kPa and 273.15 K. This is written as 

 𝑅𝑠 =
𝑉𝑔(𝑠𝑡𝑑)
𝑉𝑜(𝑠𝑡𝑑)

 ( 48 ) 

Where 

𝑉𝑔(𝑠𝑡𝑑) = volume of gas at standard conditions 

𝑉𝑜(𝑠𝑡𝑑) = volume of oil at standard conditions 

Rs is given in the field unit of scf/bbl (standard cubic feet/barrel) 

 

However, there is a pressure limit where gas could not be further dissolved called 

the ‘bubble-point pressure’ or ‘saturation pressure’. Figure 19 shows the typical 

plots of bubble-point pressure relative to formation volume factor, viscosity, and 

solution gas-oil ratio. 
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Figure 19. typical plots of formation volume factor, Bo, viscosity, µo, 

and solution gas-oil ratio, Rs (Donnez, 2007). 

 

4.6. Bubble-point pressure, Pb, and Dew-point pressure, Pd 

 

Bubble-point pressure (Pb) is the pressure where the first bubble appears as 

dissolved gas is liberated from the fluid. It is a strong function of gas-oil ratio (Rs), 

oil gravity (API), gas gravity (γg), and temperature (Ahmed, 2006). On the other 

hand, the Dew-point pressure (Pd) is the pressure where the liberated gas 

condenses and forms droplets. This is best illustrated in Figure 20. Point 4 

represents the reservoir pressure which can reduce quickly during a production 

process, reaching the bubble-point and dew-point pressure. In a pure-component 

system, the bubble-point and dew-point pressure are the same (Ahmed, 2006).  
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Figure 20. bubble-point and dew-point of a two component system in terms of volume (Ahmed, 2006) 
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4.7. Transmissibility 

 

Transmissibility is a quantitative quality made up of viscosity, permeability, and 

thickness. It is an expression derived from Darcy’s Law. Transmissibility of phase l 

is given by (Donnez, 2007): 

 
𝑇𝑙 =

𝑘 × 𝑘𝑟𝑙
µ𝑙 × 𝐵𝑙

 ( 49 ) 

Where 

𝑘 = Absolute permeability [md] 

𝑘𝑟𝑙 = Relative permeability of fluid [md] 

µ𝑙 = Fluid viscosity [Pa.s] 

𝐵𝑙 = Fluid formation volume factor 

 

To solve the partial differential equations describing the fluid flow, a reservoir 

simulation discretizes a large reservoir into cubic blocks of manageable sizes. The 

transmissibility is then measured between two neighbouring blocks by applying 

Darcy’s law between the two centroids.  

 

 
Figure 21. Reservoir representation 

 

    

    

    

    

 

Xi Xi-1 Xi+1 
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The distance fluid has to travel is reduced to two instances, from one centroid of 

one block to the interface, and from this interface to the centroid of the 

neighbouring block. This can be written as (Donnez, 2007): 

 𝑇𝑖 = 𝑘𝑖 +
∆y × ∆z
∆𝑥𝑖
2

 ( 50 ) 

Where  

𝑇𝑖 = transmissibility for block 𝑖 

For the distance from the centroid to the shared interface, and  

 

 𝑇𝑖+1 = 𝑘𝑖 +
∆y × ∆z
∆𝑥𝑖+1

2
 ( 51 ) 

 

For the distance from the shared interface to the centroid of the neighbouring 

block, absolute permeability is used in the calculation to circumvent the 

transmissibility dependency on the fluids. Similar to the parallel resistors in a 

circuit, the resistance to flow, 1
𝑇𝑖,𝑖+1

, is given by (Donnez, 2007) 

 1
𝑇𝑖,𝑖+1

 =  
1
𝑇𝑖

+
1
𝑇𝑖+1

 =  
𝑇𝑖 × 𝑇 𝑖+1

𝑇𝑖 + 𝑇𝑖+1
 ( 52 ) 

Where 

𝑇𝑖: Transmissibility from the centroid to the block interface 

𝑇𝑖+1: Transmissibility from the interface to the neighbouring block centroid 

𝑇𝑖,𝑖+1: Transmissibility at block interface connection 
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4.8. Diffusive flow calculation  

 

The gas-in-oil diffusive flow correlation is given by 

 
𝐹𝑔𝑜 =

𝑀𝑊𝑔 ∙ 𝐽𝑔 ∙ 𝐴 ∙ 𝜙
𝜌𝑔

 ( 53 ) 

 

Where 

𝑀𝑊𝑔 = molecular weight of gas 

𝐽𝑔 = molar flux of gas per unit area 

𝐴 = area of flow 

𝜙 = porosity 

𝜌𝑔 = surface density of gas 

 

And the diffusion coefficient correlation is given by 

 
𝐽𝑔 = −𝑐0 ∙ 𝐷𝑔𝑜 ∙

𝑑𝑥𝑔
𝑑𝑙

 ( 54 ) 

 

Where 

𝑐0 = total molar concentration of the gas phase 
𝑑𝑥𝑔
𝑑𝑙

 = mole fraction gradient of gas 

𝐷𝑔𝑜 = gas-in-oil diffusion coefficient 

 

4.9. Finite difference method 

 

Similar to the concept of Molecular Dynamics, only a few simple partial 

differential equations can be solved analytically. Larger more complex differential 

problems can be solved by utilizing an adequate approximation method. To obtain 

a solution, the partial differential equation is replaced by its approximate finite-

http://en.wikipedia.org/wiki/Finite_difference_method
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difference counterpart and then Taylor expanded and solved. A simple first order 

partial differential function can be written as 

 

 𝜕𝑓
𝜕𝑥

= lim
ℎ→0

𝑓(𝑥 + ℎ) − 𝑓(𝑥)
ℎ

 ( 55 ) 

 

Taylor expansion gives 

 
f(x + h) = 𝑓(𝑥) + ℎ

𝑑𝑓
𝑑𝑥

+
ℎ2

2!
𝑑2𝑓
𝑑𝑥2

+
ℎ3

3!
𝑑3𝑓
𝑑𝑥3

+ ⋯ ( 56 ) 

 

Rearranging for 𝑑𝑓
𝑑𝑥

 

 

 𝑑𝑓
𝑑𝑥

=
𝑓(𝑥 + ℎ) − 𝑓(𝑥)

ℎ
−
ℎ
2!
𝑑2𝑓
𝑑𝑥2

 ( 57 ) 

And 

 
f(x − h) = 𝑓(𝑥) − ℎ

𝑑𝑓
𝑑𝑥

+
ℎ2

2!
𝑑2𝑓
𝑑𝑥2

−
ℎ3

3!
𝑑3𝑓
𝑑𝑥3

+ ⋯ ( 58 ) 

 

Therefore 

 
𝑓(𝑥 + ℎ) − 𝑓(𝑥 − ℎ) = 2ℎ

𝑑𝑓
𝑑𝑥

+ 2
ℎ3

3!
𝑑3𝑓
𝑑𝑥3

+ ⋯ ( 59 ) 

 

Neglecting the second term and the truncation in the order of h is introduced as 

follows 

∆𝑓 = 𝑓(𝑥 + ℎ) − 𝑓(𝑥)  ---------- Forward difference 

∆𝑓 = 𝑓(𝑥) − 𝑓(𝑥 − ℎ)  ---------- Backward difference 

∆𝑓 = 𝑓 �𝑥 + ℎ
2
� − 𝑓(𝑥 − ℎ

2
) ---------- Central difference 

The second derivative for the Taylor expansion can be obtained from 
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𝑓(𝑥 + ℎ) − 𝑓(𝑥 − ℎ) = 2𝑓(𝑥) + ℎ2

𝑑2𝑓
𝑑𝑥2

+ 2
ℎ4

4!
𝑑4𝑓
𝑑𝑥4

+ ⋯ ( 60 ) 

 

Therefore 

 𝑑2𝑓
𝑑𝑥2

=
𝑓(𝑥 + ℎ) − 2𝑓(𝑥) + 𝑓(𝑥 − ℎ)

ℎ2
− 2

ℎ4

4!
𝑑4𝑓
𝑑𝑥4

 ( 61 ) 

 

 

4.10. Single-Phase and Multiphase Fluid Flow Equations 

 

The more simple single-phase flow through a porous media equation can be 

derived by employing: 

1. The conservation of mass  

2. Darcy’s rate equation to relates velocity to pressure gradient 

3. Equation of state to express the density in pressure terms 

 

The fundamental step in the derivation is the conservation of mass which is given 

by 

 𝑀𝑎𝑠𝑠 𝑟𝑎𝑡𝑒 𝑖𝑛 − 𝑀𝑎𝑠𝑠 𝑟𝑎𝑡𝑒 𝑜𝑢𝑡 = 𝑀𝑎𝑠𝑠 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑎𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛  

 
(𝑣𝑥 𝜌𝑥 ∆𝑦 ∆𝑧) − (𝑣𝑥+∆𝑥 𝜌𝑥+∆𝑥 ∆𝑦 ∆𝑧) = (∆𝑥 ∆𝑦 ∆𝑧)∅

(𝜌𝑡+∆𝑡 −𝜌𝑡)
∆𝑡

 ( 62 ) 

 

Dividing by ∆𝑥 ∆𝑦 ∆𝑧  

 

 (𝑣𝑥+∆𝑥 𝜌𝑥+∆𝑥) − (𝑣𝑥 𝜌𝑥)
∆𝑥

=
∅(𝜌𝑡+∆𝑡 −𝜌𝑡)

∆𝑡
 ( 63 ) 

Where 

𝜌 = density 

𝑣 = velocity 
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∅ = porosity 

Taking the limit as �∆𝑥∆𝑡� approach zero simultaneously 

 

 ∂(𝑣𝜌)
∂𝑥

= −∅
𝜕𝜌
𝜕𝑡

 ( 64 ) 

 

Then for three-dimensional flow, this can be written as 

 

 ∂(𝑣𝜌)
∂𝑥

+
∂(𝑣𝜌)
∂𝑦

+
∂(𝑣𝜌)
∂𝑧

= −∅
𝜕𝜌
𝜕𝑡

 ( 65 ) 

 

This is the continuity equation for the linear system and can also be written as: 

 

 
−∇ ∙ (𝜌𝑛𝝂𝒏) =

∂
∂t

(𝜙𝜌𝑛𝑆𝑛) ( 66 ) 

Where  

Subscript n denote the fluid phase of oil, water, or gas 

𝑆𝑛 = Fluid saturation 

𝜌𝑛 = Density of the 𝑛 phase 

∅ = Porosity 

 

The Darcy’s rate equation is now introduced to relate the velocity to the pressure 

gradient 

 

 
𝑣 = −

𝑘
𝜇
∂P
∂𝑥

 ( 67 ) 

 

Also, the Darcy’s equation for each phase flow can be written as 
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𝝂𝒏 = −∇ ∙ 𝑃𝑛

𝑘𝑘𝑟𝑛
𝜇𝑛

 ( 68 ) 

Where  

subscript 𝑛 denotes the fluid phase of oil, water, or gas 

𝑘 = Absolute permeability (md) 

𝑘𝑟𝑛 = Relative permeability of fluid (md) 

µ𝑛 = Fluid viscosity (Pa.s) 

L = Length of the porous medium 

 

The equation of state is required here to express density in terms of pressure 

(Kutasov, 1989) 

 𝜌 = 𝜌0𝑒𝑐(𝑃−𝑃0) ( 69 ) 

Where 

𝜌 = Density at P 
𝜌0 = Density at P0 
𝐶 is the isothermal compressibility which can be defined as 

 

 
𝐶 ≡ −

1
𝑉 �

𝑑𝑉
𝑑𝑃�𝑇

 ( 70 ) 

Via simple substitution and chain rule 

 

 
�
𝑘
𝜇
∂2P
∂𝑥2

ρ +
𝑘
𝜇
∂ρ
∂P �

∂P
∂𝑥�

2

� = ∅
∂ρ
∂P

∂P
∂t

 ( 71 ) 

 

Assuming small pressure gradient, �∂P
∂𝑥
�
2
 is neglected 

And the compressibility in terms of pressure and density can be written as 
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𝐶 =

1
𝜌
𝜕𝜌
𝜕𝑃

 ( 72 ) 

 

Thus 𝑘
𝜇
∂2P
∂𝑥2

= ∅C
∂P
∂t

 ( 73 ) 

 

If 𝑘
𝜇
 is considered independent of spatial dimension (Crichlow, 1977) 

 ∂2P
∂𝑥2

=
∅C𝑘
𝜇

∂P
∂t

 ( 74 ) 

 

This equation is generally known as the diffusivity equation due to its resemblance 

to the heat transfer diffusivity (Crichlow, 1977). 

If 𝑘
𝜇
 is a function of the spatial dimension (Crichlow, 1977) 

 𝜕 �𝑘𝜇
∂P
∂t�

𝜕𝑥
= ∅C

∂P
∂t

 ( 75 ) 

 

Similarly to the single-phase flow equation, the multiphase flow equation can also 

be derived and written as follows. 

Flow equation for oil can then be written as 

 

 ∂
∂L

�
𝑘𝑘𝑟𝑜
B𝑜µ𝑜

∂𝑃𝑜
∂L

� − qo′ =
∂
∂t
�
ϕ𝑆𝑜
B𝑜

� ( 76 ) 

   Transport of oil – well potential = accumulation of oil  

 

Flow equation for water can then be written as 

 

 ∂
∂L

�
𝑘𝑘𝑟𝑤
B𝑤µ𝑤

∂𝑃𝑤
∂L

� − qw′ =
∂
∂t
�
ϕ𝑆𝑤
B𝑤

� ( 77 ) 

 Transport of water – well potential = accumulation of water  
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Flow equation for gas is slightly more complicated due to the terms describing free 

gas as well as dissolved gas. It can be written as 

 

 ∂
∂L �

𝑘𝑘𝑟𝑔
B𝑔µ𝑔

∂𝑃𝑔
∂L

+ Rso
𝑘𝑘𝑟𝑜
B𝑜µ𝑜

∂𝑃𝑜
∂L �

− qg′ − Rsoqo′

=
∂
∂t �

ϕ𝑆𝑔
B𝑔

+ Rso
ϕ𝑆𝑜
B𝑜

� 
( 78 ) 

[Transport of free gas + Transport of dissolved gas] – Free gas well potential – 

Dissolved gas well potential = accumulation of free gas + accumulation of 

dissolved gas 

Where 

𝑜,𝑔,𝑤= oil, gas, and water respectively 

𝑘 = Absolute permeability (md) 

𝑘𝑟𝑛 = Relative permeability of fluid (md) 

µ𝑛 = Fluid viscosity (Pa.s) 

L = Length of the porous medium 

𝐵 = Formation volume factor 

𝑞′ = flow rate 

 

4.11. Black Oil Model  

 

The black oil system is made up of two major components: pseudo surface gas and 

pseudo surface dead oil, both of which possess a fixed composition. Gas 

reservoirs with fixed fluid composition, independent of pressure, can also be 

treated as dead oil systems. 

It is the discretization of the space and time into grid block and time step, allowing 

the partial differential equation to be solved as discussed above. The discretization 

can be achieved by performing a mass balance on the system as follow (Donnez, 

2007) 
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Mass accumulation rate = Mass exchange between block + Production and/or 

Injection 

 �𝑇𝑖,𝑒 �
𝑘𝑟𝑛
𝜇𝑛

𝜌𝑛� (𝜙𝑛𝑒 − 𝜙𝑛𝑖) + 𝛿(𝑖)𝑞𝑛 =
∆𝑚𝑛

∆𝑡
𝑒

 ( 79 ) 

Where 

𝑇𝑖,𝑒 = Connection value for block 𝑖 with its neighbours 

𝑘𝑟𝑛,𝜇𝑛 = Relative permeability and viscosity of the respective phase 

𝜙𝑛𝑒 − 𝜙𝑛𝑖 = Potential different between exterior block e and i 

∆𝑚𝑛 = Mass exchange during the time step in cell i 

𝜌𝑛 = Density of the n phase 

𝛿(𝑖) = Dirac delta function. Set equal to 0 for production and 1 for injection rate 

from well perforation 

Subscript 𝑛 denotes the 3 phases considered: water, dead oil, and pseudo gas.  

With pseudo gas however the potential difference from the solution gas and free 

gas has to be taken into account as follow (Donnez, 2007) 

 

 �𝑇𝑖,𝑒 �
𝑘𝑟𝐿
𝜇𝐿

𝜌𝐷𝐺� (𝜙𝐿𝑒 − 𝜙𝐿𝑖) +
𝑘𝑟𝐺
𝜇𝐺

𝜌𝐺(𝜙𝐺𝑒 − 𝜙𝐺𝑖) + 𝛿(𝑖)(𝑞𝐷𝐺
𝑒

+ 𝑞𝐺) =
∆𝑚𝐷𝐺 + ∆𝑚𝐺

∆𝑡
 

( 80 ) 

Where 

subscript 𝐺 and 𝐷𝐺 denote free gas and dissolved gas. 
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 𝜙𝐿𝑒 − 𝜙𝐿𝑖 = Potential difference between exterior block 𝑒 and 𝑖 for liquid phase 

𝜙𝐺𝑒 − 𝜙𝐺𝑖 = Potential difference between exterior block 𝑒 and 𝑖 for gas phase 

 

In a black oil system modelling, three phases are considered: water, gas, and oil. 

There are several approaches to tackle the reservoir modelling problem. Listed 

below are the methods used in ECLIPSE and these will be subsequently discussed.  

• Fully Implicit Algorithm 

• Implicit Pressure Explicit Saturation (IMPES) 

Each of these algorithms offers different advantages and disadvantages.  

 

4.12. Fully Implicit Algorithm 

 

All primary terms are evaluated simultaneously at the end of the time step. This 

fully implicit procedure offers a highly stable algorithm, allowing a longer time step 

to be evaluated. However, it requires large computing power compared to other 

algorithms, as will be subsequently discussed in the appendix, and thus more 

suitable for smaller problems.  

For each block in the model, there is one error Ri associated with each phase, 

water, gas, and oil, forming a vector �
𝑅𝑤
𝑅𝑔
𝑅𝑜
�

𝑖

 (Donnez, 2007). 
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 𝑅𝑛  =
∆𝑚𝑛

∆𝑡
− 𝛿(𝑖)𝑞𝑛 −�𝑇𝑖,𝑒 �

𝑘𝑟𝑛
𝜇𝑛

𝜌𝑛� (𝜙𝑛𝑒 − 𝜙𝑛𝑖)
𝑒

 ( 81 ) 

The solution is obtained when   

𝑅(𝑋) = 0 

This is achieved using the Newton iteration.  

 

4.13. Implicit Pressure Explicit Saturation (IMPES)  

 

An alternative to the fully implicit algorithm is, as the name implies, Implicit 

Pressure Explicit Saturation algorithm. It is the preferred method in the industry, 

especially for slightly compressible and incompressible fluids (Chen, 2007). It was 

originally proposed by  Sheldon et al. (1959) where the pressure terms are 

separated from the saturation terms in the calculation (Sheldon et al., 1959). Only 

the pressure terms are evaluated implicitly; saturation and bubble point pressure 

terms are evaluated explicitly. All calculations are carried out using pressure and 

saturation dependant terms which are passed on from the previous time step. In 

doing so, the flow term where each term was a 3 × 3 sub matrix is now a scalar 

quantity. This reduces the storage and the computational overhead required when 

compared to the fully implicit method.  

 

According to fluid mechanics in porous medium, saturation changes more rapidly 

in time than pressure. Thus, the time step restriction is more stringent on the 

saturation terms. The improvement to the IMPES exploits this fact and reduces 

the size of the time step for saturation calculations when compared to that for the 

pressure terms. For each time step, the saturation is assumed to be constant during 

the time step. The calculations are carried out at the end of the time step where the 
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saturation values of the previous Newton iteration are used. The work flow for the 

IMPES algorithm is depicted in Figure 22. 

 

 

Figure 22. Work flow of Implicit Pressure Explicit Saturation algorithm 

 

 

 

4.14. Equation of State 

 

PVT properties of hydrocarbon fluid are the essential input used to predict phase 

behaviour and performance of the reservoir and post processing of the extracted 

fluids. In 1873, van der Waals proposed an equation of state, a modification to the 

ideal gas equation, in an attempt to predict the behaviour of real gases. Van der 

Waals argued that, at high pressure, gas molecules occupy a significant portion of 

the container volume and therefore, the co-volume, b, should be subtracted from 

the molar volume VM (Ahmed, 2006). Furthermore, a pressure correction term for 

the molecular attractive forces 𝑎
𝑉𝑀
2  was proposed, where real gases exert less 

 n=n+1 
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pressure on the walls of the container than ideal gas by 𝑎
𝑉𝑀
2  (McCain, 1990). Van 

der Waals equation is of the form 

 

 
�𝑃 +

𝑎
𝑉𝑀2
� (𝑉𝑀 − 𝑏) = 𝑅𝑇 ( 82 ) 

Where 

𝑉𝑀 = molar volume 

𝑃 = pressure 

𝑇 = temperature 

𝑅 = universal gas constant 

𝑎, 𝑏 = attractive and repulsive parameters respectively 

 

The additional 𝑎 and 𝑏 terms are the proposed correction for attractive and 

repulsive interactions between molecules which can be obtained from the fluid 

critical properties. It is often referred to as cubic equation of state simply because 

it can be arranged into a form where VM is of the 3rd power as follows 

 

 
𝑉𝑀3 − �𝑏 +

𝑅𝑇
𝑝
�𝑉𝑀2 + �

𝑎
𝑝
�𝑉𝑀 −

𝑎𝑏
𝑝

= 0 ( 83 ) 

 

While it was a very useful equation at the time, the ability to correctly predict the 

behaviour of real gas dramatically reduces as the temperature and pressure 

approaches the critical point (McCain, 1990). Since van der Waals, there have been 

countless modifications proposed, both empirical and theoretical, over the past 

century in an attempt to improve the accuracy and applicable range of 

temperatures and pressures. Early modified equations of state applications were 

for nonpolar mixtures (Peng & Robinson, 1976; Soave, 1972). Later (Graboski & 
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Daubert, 1978), among other authors, applied the equation of state to a slightly 

polar systems. 

 

In 1949, concentrating on the vapour phase properties, Redlich and Kwong 

proposed an additional temperature dependent term 𝑇−0.5 to the equation of state 

as follows 

 
𝑃 =

𝑅𝑇
𝑉 − 𝑏

−
𝑎𝑇−0.5

𝑉(𝑉 + 𝑏) ( 84 ) 

 

The Redlich-Kwong equation of state offers an improvement in both density and 

temperature dependence over the original van der Waals’ (Tsonopoulos & 

Heidman, 1985). It was later realized that constant 𝑎, and perhaps 𝑏, with 

temperature dependence term will significantly improve the Redlich-Kwong 

equation of state (Tsonopoulos & Heidman, 1985). In 1970, Joffe and Zudkevitch 

proposed that both constant 𝑎 and 𝑏 be temperature dependence by 

simultaneously matching liquid density and, at pure component’s vapour pressure, 

force the fugacities to be equal (Tsonopoulos & Heidman, 1985; Zudkevitch & 

Joffe, 1970).  

Peng and Robinson also proposed another widely accepted modification in 1976. 

An additional term, 𝑏(𝑣 − 𝑏), was introduced to the attractive term. This 

improved the liquid density prediction without requiring any temperature 

dependence of the constant 𝑏 (Tsonopoulos & Heidman, 1985). 

Another well-known and widely used equation of state is the modification by 

Soave to the Redlich-Kwong equation of state. The Soave-Redlich-Kwong (SRK) 

equation of state can accurately predict the vapour-liquid equilibrium of 

hydrocarbon mixtures (Graboski & Daubert, 1978). The SRK equation of state 

takes a form as follow (Redlich & Kwong, 1949) 
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𝑃 =

𝑅𝑇
𝑉 − 𝑏

−
𝑎(𝑇)

𝑉(𝑉 + 𝑏) ( 85 ) 

 

Tsonopoulos and Heidman suggested that, although very similar to Soave’s when 

it comes to VLE, the Peng-Robinson equation of state is more suitable for liquid 

density (Tsonopoulos & Heidman, 1985). 

Many authors have utilized these equations of state and its constituents to 

investigate various thermodynamic models of both homogeneous and 

heterogeneous systems (Diamond & Akinfiev, 2003; Duan et al., 1996; Duan & 

Sun, 2003; Kiselev & Fly, 2000; Lu et al., 2009; Spycher & Pruess, 2005; Spycher et 

al., 2003; Valtz et al., 2004; Wu et al., 2009). 

 

In ECLIPSE, four different two-parameter equations of state are used to 
determine compressibility factors and phase fugacity for each component, and 
ultimately the mole fraction and fluid composition for each grid block at each 
iteration. These equations of state include: 
 Peng-Robinson 
 Redlich-Kwong 
 Soave-Redlich-Kwong 
 Zudkevitch-Joffe-Redlich-Kwong 

 
Their generalized form can be described in terms of compressibility as follows 
(Martin, 1979) 
 

 𝑍3 + 𝐸2𝑍2 + 𝐸1𝑍 + 𝐸0 = 0 ( 86 ) 
 
Where 
𝐸2 = (𝑚1 + 𝑚2 − 1)𝐵 − 1  

𝐸1 = 𝐴 − (𝑚1 + 𝑚2 −𝑚1𝑚2)𝐵2 − (𝑚1 + 𝑚2)𝐵 

𝐸0 = −[𝐴𝐵 + 𝑚1𝑚2𝐵2(𝐵 + 1)] 

𝑚1 & 𝑚2 for each equation of state are given in Table 9 below. 
The largest of the three roots is the compressibility factor of the vapor phase while 
the smallest is that of the liquid phase.  
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Table 9. 𝒎𝟏 & 𝒎𝟐 for each equation of state, redrawn from (Schlumberger, 2008.2). 

Equation of State 𝒎𝟏 𝒎𝟐 
Peng-Robinson 0 1 
Redlich-Kwong 0 1 
Soave-Redlich-Kwong 0 1 
Zudkevitch-Joffe-Redlich-Kwong 1 + √2 1 − √2 

 
 
The fugacity coefficient can then be calculated by (Schlumberger, 2008.2) 
 

 
ln �

𝑓𝑖
𝑝𝑥𝑖

� = − ln(𝑍 − 𝐵)

+
𝐴

(𝑚1 −𝑚2)𝐵 �
2Σ𝑖
𝐴

−
𝐵𝑖
𝐵�

ln �
𝑍 + 𝑚2𝐵
𝑍 + 𝑚1𝐵

� +
𝐵𝑖
𝐵

(𝑍𝑖 − 1) 

(87
) 

Where 

Σ𝑖 = �𝐴𝑖𝑗𝑥𝑗
𝑗

 

𝐴 = ��𝑥𝑗𝑥𝑘𝐴𝑗𝑘

𝑛

𝑗=1

𝑛

𝑖=1

 

𝐵 = �𝑥𝑗𝐵𝑗

𝑛

𝑗=1

 

𝐴𝑗𝑘 = �1 − 𝛿𝑗𝑘��𝐴𝑗𝐴𝑘�
0.5

 

 
𝛿𝑗𝑘 = binary interaction coefficient amongst the components. 
 
Although actually made up of thousands of components, reservoir fluids are 

characterized by pseudo components, analogous to the use of united atom or 

coarse-grain model, to represent a rather complex composition. Typically, 4-8 

pseudo components, along with a host of species specific parameters, are used in 

reservoir model to represent a given reservoir fluid (Schlumberger, 2008.2). The 

species specific parameters include 
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• Critical pressure, 𝑃𝑐  

• Critical temperature 𝑇𝑐 

• Critical volume, 𝑉𝑐 

• Critical compressibility factor, 𝑍𝑐 

• Accentric factor, 𝜔 

 
Noting the ability, or lack thereof, of the two-parameter equations of state in 

predicting the liquid properties, it is also possible to employ three-parameter 

equation of state in ECLIPSE. Utilizing the Péneloux et al. volume shift as a third 

parameter, a molar volume correction term, which can be written as follows 

(Péneloux et al., 1982) 

 

 𝑉𝑚𝑜𝑙,𝑝 = 𝑉𝑚𝑜𝑙,𝑝𝐸𝑜𝑆 −�𝑧𝑖𝑐𝑖

𝑁

𝑖=1

 ( 88 ) 

Where  

𝑉𝑚𝑜𝑙,𝑝𝐸𝑜𝑆  = molar volume of the phase predicted by two-parameter equation of state 

 𝑧𝑖 = (𝑥𝑖 ,𝑦𝑖) = liquid and vapor mole compositions 

𝑐𝑖 = set of volume corrections 

𝑠𝑢𝑏𝑠𝑐𝑟𝑖𝑝𝑡 𝑝 = phase of the system 

 

4.15. Initialization of the simulation model 

 

The petrophysical and reservoir properties lists discussed previously are then put 

together in the ECLIPSE 100 context. The model employs a five spot pattern 

similar to the Salt Creek field but other chemical and physical properties will be 

that of the Good Oil reservoir as follows:  

For further details on the data and parameters utilized in the current model, please 

refer to the appendix section. The current model employs the size of 50𝑖 × 50𝑗 ×
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50𝑘, a total of 125,000 grid blocks. The PVT properties along with the 

petrophysical properties such as bubble point pressure, gas and oil formation 

volume factor as well as viscosities are then specified utilizing those given by the 

Good Oil Company.  

 
Table 10. Chemical and physical properties used in the illustrative model 

Depth 4000 ft 
Horizontal permeability 700 md 

Vertical Permeability 700 x 0.2 md 
Mean reservoir thickness 85 ft 

Sand porosity 0.2 
Initial oil saturation 80% 

Injection wells 1 
Producing wells 4 

Bottom hole depth 4000 ft 
Bottom hole pressure targets 200 PSIA 

 

The injection rates of the supercritical CO2 varied between 1,000-3,000 Mscf/day 

depending on the well response. As a result, a mean of 2,000 Mscf/day were used. 

Among other constraints, the bottom hole target pressure for each well was set at 

200 PSIA. Only a small number of physical parameters from the actual Salt Creek 

field were used in the Good Oil model, where appropriate. It was then fine-tuned 

with the adjustable parameter such as bottom hole pressure, densities, and 

discretization of time and space into small time step and grid blocks. Other fine 

tuning methods (such as history matching)  were also possible but is not utilised 

for the current Good Oil model since we do not have the data on such production 

history and this is only for illustration purposes.  
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Part II. Parameterisation 
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Chapter Five 

5. Monte Carlo and Molecular Dynamics Parameterisation 

 

The parameters used in this study were first verified against the literature data 

before they are applied to the simulation software. These comparisons included 

the verification of force fields from a number of sources for all components within 

this study, comparison between the two simulation approaches, and reproduction 

of the results in literature with similar compositions.  

 

5.1. Visual aid of conditional formatting 

 

To ensure the system’s equilibration, the author used the visual aid of conditional 

formatting in the spreadsheet where a given quantity, for example densities, were 

compared against each other within the set and displayed graphically. An example 

of the graphical display is shown in the Figure 23. An increasing or decreasing 

pattern can be observed in Figure 23a, indicative of an unequilibrated system. On 

the other hand, Figure 23b exhibits no observable pattern but a random 

distribution which fluctuates about a point, indicative of an equilibrated system. 

 

(a)               (b) 
Figure 23. An example of visual aid of conditional formatting: (a) unequilibrated system and 

(b) equilibrated system. 
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5.2. n-Decane Potential  

 

As previously discussed, three different United Atom force fields namely, SKS 

(Siepmann, 1993; Smit et al., 1995), OPLS (Jorgensen et al., 1984), and TraPPE 

(Martin & Siepmann, 1998, 1999) were evaluated at a pressure of 10MPa, 100MPa, 

and 200MPa and temperatures between 340K - 460K. The values of Lennard-

Jones potential parameters are tabulated in Table 11. 

 
Table 11. Lennard-Jones potential parameters 

Pseudo-atom 
SKS1 OPLS2 TraPPE3 

𝜺 (K) 𝝈 (Å) 𝜺 (K) 𝝈 (Å) 𝜺 (K) 𝝈 (Å) 
CH2 47 3.93 59.37956 3.905 46 3.75 
CH3 114 3.93 88.06297 3.905 98 3.95 

1(Siepmann, 1993; Smit et al., 1995), 2 (Jorgensen et al., 1984), 3(Martin & Siepmann, 1998, 1999) 

 

A system of 500 n-decane molecules was used for the potential comparison via 

Molecular Dynamics simulations. With the exception of the potential parameters, 

the systems were otherwise virtually identical in all cases. Plots of density vs. 

temperature at various pressures for all three interaction potentials are shown in 

Figure 24. The systems were allowed to equilibrate for 5ns before the time average 

densities were taken from the next 5ns. It should be noted that the simulation 

uncertainty in all cases are smaller than the markers on the plots. 
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Figure 24. Comparison of the three United Atom force fields for pure n-decane with NIST data 

 

The results were then compared with that of the National Institute of Standards 

and Technology (NIST) where available (Linstrom & Mallard). In all cases, the 

simulation trial systematically overestimated the density of n-decane, where 

deviation increases with pressure and temperature. The SKS and TraPPE force 

fields predictions were virtually identical at 10MPa, this is to be expected as SKS is 

the predecessor of the TraPPE interaction potential. However, as the pressure 

increases, the SKS interaction potential gives a much better agreement than 

TraPPE. The OPLS, on the other hand, consistently overestimated the density by 

a large margin. The SKS predicted density of decane with average absolute 

deviations of 1.44%, 1.18%, and 1.40% at 10MPa, 50MPa, and 200MPa when 

compared to the NIST values respectively. The density profile comparisons at the 

three pressures are shown in Figure 25. 
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Figure 25. Density vs. temperature comparison for n-decane at 10MPa, 50MPa, and 200MPa.  

MD denotes SKS potential 

 

These systematic overestimations reflect the specific set of values of ϵ and σ, 

representing the effective potentials and not the true potential. In fact, similar 

systematic misalignment is also observed in the estimation of the second virial 

coefficient where the effective pair potential accounts for 10-20% of the 

discrepancy between the simulation and experimental results (Martin & Siepmann, 

1998). The simulation results for pure decane are thus satisfactory as it is well 

within this error margin.  

 

5.3. Simulation Approaches Verification 

 

In addition to the comparison of the United Atom interaction potential parameters 

from different authors, the comparison between Monte Carlo and Molecular 

Dynamics simulations were also carried out. Fundamentally, there should be no 

difference when identical parameters were used in either simulation. This was 
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confirmed in both simulation approaches, where there were less than 0.4% 

difference in all cases, as shown in Figure 26. Thus, it will be assumed henceforth 

that the results from both methodologies with the same parameters are identical.  

 

 
Figure 26. Density vs. temperature plots for n-decane comparing the Monte Carlo (MC), Molecular Dynamic 

(MD) simulations, and data from National Institute of Standards and Technology (NIST) 
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5.4. Noble Gases  

 

The Lennard-Jones potential parameters for the noble gases were taken from 

several sources, particularly when the density predictions had a greater than 2% 

difference when compared to the NIST data. The final Lennard-Jones potential 

parameters utilized in this study are given in Table 12. 

 
Table 12. Lennard-Jones potential parameters for noble gases used in this study. 

Noble Gas ε (K)  σ (Å) Reference 

He 10.22 2.556 (Kell et al., 1978) 
Ne 35.7 2.789 (Skoulidas & Sholl, 2002) 
Ar 124.07 3.42 (Skoulidas & Sholl, 2002) 
Kr 164.7 3.635 (Potter & Clynne, 1978) 
Xe 227.856 3.9478 (Bonifácio et al., 2002) 

 

All the pure component trials for all noble gases were carried out in NPT Monte 

Carlo Gibbs Ensemble with 500 particles at 10MPa, 50MPa, and 200MPa, and 

temperature between 340K and 460K. The trials were allowed to equilibrate for 

5,000 cycles before the results were taken from the following 10,000 cycles. 

Additionally, an equivalent systems were also evaluated in molecular dynamics 

simulation where systems of 500 particles are allow to equilibrated for 5ns before 

the results were taken from the next 5ns. To ensure the accuracy of the force field 

parameters and the results in both simulation approaches, they are then compared 

with NIST data. It should be noted that the simulation uncertainty in all cases are 

smaller than the markers on the plots. 
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5.4.1. Helium 

Three different intermolecular potentials by Kell et al. (1978), DeBoer & Michels 

(1938), and Chakravarty (1997) were investigated. As depicted in Figure 27 and 

Figure 28, Kell and Deboer’s density profiles are very similar where Kell’s 

potential gives the average absolute deviation of 0.37% and 0.12% at 10MPa and 

50MPa respectively.  

 
 

Figure 27. Helium density profiles comparison between three different authors and 

NIST data at 10MPa 

On the other hand, DeBoer’s potential gives the average absolute deviation of 

0.94% and 0.10% at 10MPa and 50MPa respectively. While the average absolute 

deviations percentage at 10MPa are similar in both cases, and tend to increase with 

pressure, Kell’s potential offers a much lower average absolute deviation at 

50MPa. There is no NIST data available for comparison purpose at 200MPa. 
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The interaction potential parameters provided by Chakravarty gave relatively poor 

helium density predictions in both 10MPa and 50MPa cases with average absolute 

deviation of 2.2% and 3.6% respectively. 

 
Figure 28. Helium density profiles comparison between three different authors and 

NIST data at 50MPa 
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5.4.2. Neon 

 

 
Figure 29. Neon density comparison between Monte Carlo simulation, Molecular Dynamics simulation,  

and NIST data at 10MPa 

 

The token comparison between the Monte Carlo simulation, the Molecular 

Dynamics simulation, and the data from NIST was carried out to ensure the 

accuracy. As depicted in Figure 29, all simulation results are in good agreement 

with NIST data. In all cases, the differences between the simulation results and the 

NIST data are less than 0.9%. The difference between Monte Carlo and Molecular 

Dynamics simulation results are well under 0.03%. 

 

Figure 30 shows the density comparison between Molecular Dynamics simulation 

and NIST data at 10MPa, 50MPa, and 200NMPa. The average absolute deviations 

are 0.27%, 0.28%, and 0.53% at 10MPa, 50MPa, and 200MPa respectively. 
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Figure 30. Neon density comparison between Molecular Dynamics simulations and  

NIST data at 10MPa, 50MPa, and 200MPa 
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5.4.3. Argon  

 

 
Figure 31. Argon density comparison between Molecular Dynamics simulations and  

NIST data at 10MPa, 50MPa, and 200MPa 

 

The difference between Monte Carlo simulation and NIST results were all under 

2%. Similar to other noble gas force fields tested, the average absolute deviations 

were 0.9%, 1.2%, and 0.93% at 10MPa, 50MPa, and 200MPa respectively. 
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5.4.4. Krypton  

 

 
Figure 32. Krypton density comparison between Molecular Dynamics simulations and  

NIST data at 10MPa, 50MPa, and 200MPa 

 

For krypton, the average absolute deviations when compared to the NIST data 

were 0.45%, 0.37%, and 0.12% at 10MPa, 50MPa, and 200MPa respectively. 
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5.4.5. Xenon  

 

Interaction potential parameters for xenon were taken from three authors 

including Bonifácio et al. (2002), Rowley (1994), and Skoulidas & Sholl (2002). The 

density profiles were then compared at 50MPa and 200MPa as depicted in Figure 

33.  

 

 
Figure 33. Xenon density comparisons between three authors at 50MPa and 200MPa 

 

The interaction potential provided by (Bonifácio et al., 2002) has consistently 

accurately reproduced the density profiles for Xenon with average absolute 

deviations of 1.5%, 1.2%, and 0.61% at 10MPa, 50MPa, and 200MPa respectively. 

The error increased with decreasing temperature at 10MPa, however, no 

systematic errors were observed at higher pressures.  
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Figure 34. Xenon density profile comparison between MD simulation and NIST at 10MPa 

 

The potential provided by (Rowley, 1994) gives a far less accurate density profile at 

10MPa, 50MPa, and 200MPa with average absolute deviations of 1.2%, 6.4%, and 

6.9% respectively. Additionally, the potential used in (Skoulidas & Sholl, 2002) 

study produced the least accurate density profiles overall at these pressure with 

average absolute deviations of 4.2%, 5.6%, and 6.7% at corresponding pressure of 

10MPa, 50MPa,s and 200MPa respectively. It should also be noted that the 

potential provided by (Rowley, 1994) and (Skoulidas & Sholl, 2002) both 

consistently underestimated the density at higher pressures. 
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5.5. Henry coefficient reproduction trial  

 

The Henry coefficient trial was first compared to that of Bonifácio et al. (2010) 

where a system of n-hexane + Xe was investigated (Bonifácio et al., 2010). The 

Monte Carlo simulation was used in this reproduction trial with a system of 500 n-

hexanes and 1000 Widom’s insertion attempts per cycle. The systems were first 

equilibrated for 30,000 cycles before the measurements were taken from the next 

30,000 cycles. 

While Bonifa ́cio et al. (2010) simulation results can remarkably accurately predict 

the experimental results at lower temperature region, Figure 35, the deviations 

seem to increase with temperature with a maximum of 9% at the highest 

temperature tested. In turn, our average absolute deviation was found to be 8.16% 

from their simulation results. This can be contributed mainly to the different 

interaction potential parameters applied between the two studies. The force field 

used in this study has shown to adequately represent n-decane very well, to within 

2%. However, it was not verified for n-hexane. The overall trend is however 

satisfactorily reproduced, which is the intended purpose. 
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Figure 35. Comparison of Henry coefficient for Xe in n-decane as a function of temperature between 

(Bonifa ́cio et al., 2010) and the Monte Carlo simulation from the current study denoted by TOWHEE. 

 

 

5.6. Diffusion coefficient reproduction trial 

 

The experimental diffusion coefficient data provided by (Chen et al., 1982) for a 
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completed in Molecular Dynamics with 500 n-decanes. At least eight separate trials 

of 5ns were completed to increase the statistical accuracy, an approach 

recommended by (Wang & Hou, 2011).   
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solvent, the diffusion coefficient is then measured in terms of Gaussian 

distribution.  

 
Table 13. Diffusion coefficients (105 cm2/sec) of noble gases in n-decane at various temperatures  

as reported by (Chen et al., 1982) 

Temperature (K) Ar Kr Xe 
298 4.87±0.007 3.51±0.006 2.86±0.003 
333 7.72±0.007 5.75±0.003 4.60±0.003 
373 - - 7.13±0.005 
433 19.3±0.002 14.6±0.001 12.2±0.001 

 

The diffusion coefficient comparisons are shown in Table 14 and Figure 36, with 

average absolute deviation of 15.87%, 19.43%, and 18.63% for Ar, Kr, and Xe + 

n-decane binary mixture respectively. While there is no consistent trend, the overall 

accuracy tends to increase with increasing temperature, in line with the observation 

of Dysthe et al. in their fluid transport study of various united atom force fields 

(Dysthe et al., 2000). 

 
Table 14. Diffusion coefficient (105 cm2/sec) comparison between simulation results and that of (Chen et al., 

1982) where MD denotes the results of 8 separate trials of Molecular Dynamics simulation. 

Temperatu
re (K) 

Xe Kr Ar 
Chen MD Chen MD Chen MD 

298 2.86 3.9741 3.51 4.6726 4.87 5.98397 
333 4.6 5.65974 5.75 7.659 7.72 9.84489 
373 7.13 8.43313 - 9.07519 - 14.193 
433 12.2 13.9098 14.6 15.9512 19.3 20.8509 

 

The average absolute deviations for each binary mixture were within an expected 

range - a deviation in density by 2% can reflect a 30% deviation in transport 

coefficients (Dysthe et al., 2000). What is more, unlike other bulk properties such 

as density, great statistical inaccuracies of diffusion coefficients were observed 

even among experimental measurements where they can be as large as 40% (Wang 

& Hou, 2011). This is particularly true in the region where pressure is high and 

temperature is low (Clarke & Brown, 1987).  
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Figure 36. Diffusion coefficient comparison between (Chen et al., 1982) and Molecular Dynamics simulation 

 

In light of the statistical significance, the diffusion coefficient reproduction is 

considered to be relatively accurate and within the expected range, where the 

largest error is contributed by the density prediction in n-decane as previously 

discussed. 

The verification of the pure components as well as reasonable reproduction of 

binary mixtures and their properties has been reproduced within a relatively 

stringent guideline. While all simulation results were well within the expected 

ranges, explanations have been provided where larger deviations were observed. 

These thus give a higher level of confidence in the parameters which will be 

employed throughout the study. 
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Part III. Results and Discussions 
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Chapter Six 

6. Henry Coefficients of noble gases in n-decane 

 

The Henry coefficient calculations were conducted using Monte Carlo simulation. 

The trials were completed at reservoir conditions with temperatures between 340 

K- 460 K and pressures between 10 MPa and 200 MPa. The Widom insertion 

technique was utilized in a system of 500 n-decane molecules attempting 1,000 

insertions per cycle for each noble gas. The system of n-decane was first allowed to 

equilibrate for 20,000 cycles and the measurements were taken from the next 

40,000 cycles. The conditional formatting visual aid was used to help verify the 

equilibration as previously discussed. Figure 37 to Figure 41 depicts the Henry 

coefficients for each noble gas in n-decane while Figure 42 to Figure 51 depicts the 

Henry coefficient for all noble gases at different pressures. The standard errors for 

each measurement are given in Table 15 to Table 19.  
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Figure 37. Henry coefficients for Xe in n-decane 
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Figure 38. Henry coefficients for Kr in n-decane  
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Figure 39. Henry coefficient for Ar in n-decane  

y = -92.249x + 4.8427 

3

3.5

4

4.5

5

5.5

6

6.5

0.002 0.0021 0.0022 0.0023 0.0024 0.0025 0.0026 0.0027 0.0028 0.0029 0.003

Ln
(K

) 

1/T(1/K) 

200MPa

170MPa

140MPa

110MPa

80MPa

50MPa

40MPa

30MPa

20MPa

10MPa



138 

 

 

 

 

 
Figure 40. Henry coefficient for Ne in n-decane  
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Figure 41. Henry coefficient for He in n-decane  
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Figure 42. Henry coefficient of each noble gas in n-decane at 10 MPa 

 
Figure 43. Henry coefficient of each noble gas in n-decane at 20 MPa 
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Figure 44. Henry coefficient of each noble gas in n-decane at 30 MPa 

 

 
Figure 45. Henry coefficient of each noble gas in n-decane at 40 MPa 
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Figure 46. Henry coefficient of each noble gas in n-decane at 50 MPa 

 
Figure 47. Henry coefficient of each noble gas in n-decane at 80 MPa 
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Figure 48. Henry coefficient of each noble gas in n-decane at 110 MPa 

 
Figure 49. Henry coefficient of each noble gas in n-decane at 140 MPa 
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Figure 50. Henry coefficient of each noble gas in n-decane at 170 MPa 

 
Figure 51. Henry coefficient of each noble gas in n-decane at 200 MPa 
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Table 15. Henry coefficient of Xe in n-decane 

Pressure 
(MPa) 

Temperature (K) 
340 355 370 385 400 415 430 445 460 

10 6.84 7.60 8.62 9.82 10.67 11.54 12.21 13.17 13.88 
20 8.38 9.82 10.67 12.11 13.32 14.29 15.37 16.49 17.02 
30 10.54 11.66 13.31 14.83 16.08 17.62 18.36 19.99 20.76 
40 114.33 110.48 106.36 102.73 99.32 96.99 93.70 90.83 88.38 
50 16.57 17.35 19.40 21.36 23.63 25.06 27.08 28.66 30.78 
80 28.49 32.20 34.51 37.76 40.02 42.58 46.48 47.93 51.29 
110 53.01 53.18 63.46 65.42 68.91 68.94 72.13 77.64 80.29 
140 82.08 91.28 96.47 105.33 107.94 116.73 114.38 121.89 125.11 
170 146.12 155.36 152.38 163.95 175.54 178.11 187.96 192.24 195.83 
200 212.34 257.43 282.64 267.40 260.79 267.17 271.84 289.01 296.32 

Standard Deviation 
10 0.30 0.51 0.23 0.37 0.49 0.31 0.18 0.37 0.30 
20 0.44 0.50 0.54 0.47 0.54 0.39 0.45 0.53 0.47 
30 0.57 0.56 0.69 0.60 0.92 0.73 0.71 1.01 0.31 
40 1.03 1.05 0.69 1.25 0.62 0.80 0.43 0.92 1.09 
50 1.32 1.38 0.94 0.64 1.25 0.77 1.02 0.97 1.07 
80 3.45 1.74 1.84 3.17 1.41 2.23 1.80 1.54 2.03 
110 7.52 4.92 6.42 6.75 3.27 3.12 5.08 3.24 2.66 
140 11.02 7.58 11.89 9.21 8.12 6.63 6.98 7.62 7.89 
170 36.35 25.05 18.45 21.02 16.17 11.09 8.34 10.73 12.77 
200 40.58 80.74 71.21 28.45 32.85 35.68 24.42 26.87 19.46 
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Table 16. Henry coefficient of Kr in n-decane 

Pressure 
(MPa) 

Temperature (K) 
340 355 370 385 400 415 430 445 460 

10 18.30 19.07 19.52 21.96 23.19 24.59 24.13 25.38 26.06 
20 21.40 24.66 26.09 26.32 29.57 28.62 29.72 30.18 31.14 
30 26.09 27.49 29.50 31.31 32.51 34.20 34.54 36.33 36.55 
40 13.45 15.09 16.59 17.74 19.29 21.07 22.42 24.06 25.76 
50 36.92 38.05 40.72 42.51 44.91 45.92 47.90 49.17 51.04 
80 58.43 62.19 64.00 67.14 69.45 71.57 74.73 75.54 78.45 
110 91.44 93.19 102.05 103.78 106.84 104.98 107.95 112.17 112.96 
140 138.03 142.32 145.18 152.05 153.47 158.80 157.23 161.34 162.57 
170 207.45 213.14 211.87 218.30 224.80 221.54 232.01 230.73 232.38 
200 295.69 321.95 324.52 315.51 314.65 303.51 307.93 317.61 321.10 

Standard Deviation 
10 0.38 0.77 0.61 0.70 0.57 0.73 0.46 0.67 0.44 
20 1.02 0.75 0.76 0.73 0.65 0.77 0.90 0.81 0.65 
30 1.18 1.07 1.02 0.95 1.27 1.05 0.93 1.45 0.43 
40 1.86 1.52 0.83 1.64 0.94 1.08 0.69 1.19 1.60 
50 1.98 1.76 1.62 0.89 1.86 1.05 1.33 1.36 1.39 
80 3.98 3.30 2.90 3.58 1.88 2.17 1.62 2.20 2.59 
110 7.40 5.63 5.01 6.00 4.07 3.48 5.45 3.28 2.66 
140 10.81 9.65 9.86 10.19 4.87 7.28 6.12 7.88 5.92 
170 20.10 18.16 15.36 17.02 15.00 9.61 6.48 6.35 10.32 
200 35.28 46.23 44.28 15.68 29.62 26.21 14.99 18.22 10.13 
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Table 17. Henry coefficient of Ar in n-decane 

Pressure 
(MPa) 

Temperature (K) 
340 355 370 385 400 415 430 445 460 

10 32.26 34.11 34.99 35.42 35.94 36.50 37.11 36.87 37.32 
20 38.98 40.39 41.35 42.10 42.97 43.14 43.62 44.58 44.70 
30 45.80 47.65 49.29 50.19 50.49 50.83 52.15 52.19 52.27 
40 53.48 55.26 56.52 57.51 58.43 60.36 60.44 60.61 60.86 
50 60.82 65.53 63.59 66.10 67.96 68.65 69.39 70.66 69.13 
80 96.60 95.51 98.92 101.39 102.79 102.75 102.09 102.37 102.17 
110 140.57 140.72 142.73 142.85 146.04 146.29 148.98 149.47 145.81 
140 206.87 203.40 201.81 202.76 201.51 202.94 200.19 203.09 203.36 
170 286.97 296.16 287.80 294.65 279.82 294.27 280.34 279.71 271.74 
200 418.14 421.45 410.37 393.12 398.99 382.60 372.84 363.89 380.05 

Standard Deviation 
10 0.60 0.93 0.79 0.35 1.32 0.84 0.93 0.64 0.87 
20 1.71 1.69 1.56 1.78 1.08 0.94 0.88 1.00 0.78 
30 1.39 1.95 1.79 1.84 1.78 1.11 1.35 1.16 1.10 
40 3.25 1.89 1.34 1.70 1.52 1.18 1.58 1.84 1.35 
50 3.11 2.76 2.01 1.70 1.79 1.73 1.74 1.95 1.40 
80 4.92 2.12 3.76 6.83 2.78 3.27 3.93 3.35 2.75 
110 9.63 6.52 12.34 7.82 5.52 4.97 4.40 3.41 5.30 
140 11.45 9.97 9.88 9.73 8.13 7.87 8.00 7.57 6.67 
170 15.57 20.02 15.17 22.51 7.59 10.72 12.62 9.46 5.03 
200 24.87 42.16 21.87 20.73 26.22 16.52 17.98 10.05 9.08 
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Table 18. Henry coefficient of Ne in n-decane 

Pressure 
(MPa) 

Temperature (K) 
340 355 370 385 400 415 430 445 460 

10 94.55 92.16 88.35 84.59 81.18 78.37 75.81 72.28 70.08 
20 108.48 104.81 100.52 96.98 93.42 89.42 86.47 84.50 81.45 
30 121.96 117.92 114.46 110.26 105.63 101.84 99.47 95.87 92.53 
40 136.02 131.62 126.67 122.01 117.82 115.48 111.22 107.45 104.39 
50 149.85 148.00 138.70 135.11 131.76 127.66 123.77 120.53 115.06 
80 203.54 192.76 187.97 182.72 176.71 170.06 163.34 159.13 154.06 
110 262.92 250.52 239.62 232.70 226.39 218.55 212.88 207.38 197.89 
140 337.96 320.50 305.60 292.65 281.98 273.13 261.87 256.85 249.20 
170 415.62 407.63 383.27 371.99 350.90 347.86 328.76 319.11 304.22 
200 523.23 509.38 480.24 450.21 439.81 415.85 396.48 380.51 377.74 

Standard Deviation 
10 1.37 1.72 1.58 0.60 2.16 1.34 1.60 1.01 1.31 
20 3.09 2.79 2.67 2.80 1.80 1.35 1.30 1.25 1.09 
30 2.12 3.01 2.70 2.47 2.45 1.53 1.72 1.62 1.51 
40 4.88 2.90 1.70 1.92 2.16 1.47 1.79 2.20 1.63 
50 3.96 3.07 2.41 2.38 2.24 2.19 2.10 1.94 1.62 
80 4.74 3.37 3.64 6.67 3.03 3.36 3.66 3.21 2.55 
110 6.31 5.09 9.92 6.43 4.54 4.11 3.14 2.78 4.36 
140 7.07 7.86 6.90 6.70 7.41 5.12 5.62 4.98 5.03 
170 7.49 16.11 12.25 15.89 4.83 5.70 6.84 5.06 3.48 
200 12.01 22.86 11.64 9.80 12.93 9.91 9.56 6.20 4.88 
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Table 19. Henry coefficient of He in n-decane 

Pressure 
(MPa) 

Temperature (K) 
340 355 370 385 400 415 430 445 460 

10 88.94 86.08 82.43 78.99 75.70 73.05 70.59 67.48 65.32 
20 97.81 94.20 90.39 87.24 83.94 80.69 77.97 76.04 73.36 
30 106.25 102.34 99.08 95.49 91.82 88.70 86.44 83.52 80.79 
40 114.33 110.48 106.36 102.73 99.32 96.99 93.70 90.83 88.38 
50 122.24 119.51 113.56 110.28 107.28 104.22 101.30 98.66 94.96 
80 149.46 143.11 139.07 135.25 131.34 127.12 123.13 120.28 116.98 
110 177.08 169.92 163.75 159.50 155.49 150.97 147.24 144.16 139.08 
140 207.46 199.43 191.93 185.42 179.82 175.21 169.75 166.73 162.63 
170 237.53 231.71 221.57 215.75 207.67 204.63 196.92 192.33 185.95 
200 273.72 267.34 254.99 244.30 239.17 230.31 222.58 216.38 213.95 

Standard Deviation 
10 0.90 1.07 0.98 0.37 1.43 0.86 1.05 0.70 0.89 
20 1.82 1.69 1.64 1.62 1.16 0.85 0.81 0.77 0.72 
30 1.04 1.60 1.54 1.36 1.29 0.94 0.99 1.01 0.94 
40 2.28 1.64 0.92 1.12 1.26 0.81 1.07 1.23 0.98 
50 1.90 1.44 1.15 1.21 1.09 1.14 1.10 1.06 0.91 
80 1.86 1.52 1.57 2.82 1.37 1.50 1.59 1.58 1.23 
110 2.00 1.81 3.53 2.34 1.65 1.57 1.24 1.13 1.83 
140 2.42 2.53 1.87 2.39 2.69 1.81 1.97 1.83 2.32 
170 1.92 4.65 3.83 4.93 1.60 1.99 2.41 1.59 1.43 
200 3.96 6.14 3.82 3.02 3.78 2.93 2.99 2.08 1.69 
 

 

As the solubility coefficient is an equilibrium constant, the gradient of the 

ln𝐾 𝑣𝑠. �1
𝑇
� represents the excess enthalpy of solvation at infinite dilution and its 

intercept represents the excess entropy of solvation. The plots of all the solubility 

coefficients were adequately fitted with linear trend where the gradient and 

interception are reported in Figure 52 to Figure 56. The entropy and enthalpy of 

solvation are reported in Table 20. It should be noted that in the cases of Xe and 

Kr at 200 MPa where a maximum was observed, linear trends were not fitted.  
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Table 20. Excess enthalpy (kJ/mol) and entropy (J/mol K) of solvation at infinite dilution 

Pressure (MPa) 

 
10 20 30 40 50 80 110 140 170 200 

Xe 
ΔH -7.98 -7.73 -7.52 -6.93 -6.98 -6.20 -4.53 -4.40 -3.35 N/A 
ΔS -38.99 -40.66 -41.78 -42.02 -43.62 -46.21 -46.32 -49.88 -51.21 N/A 

Kr 
ΔH -4.11 -3.63 -3.79 -3.49 -3.59 -3.11 -2.25 -1.81 -1.29 N/A 
ΔS -36.18 -36.68 -38.35 -39.02 -40.49 -43.02 -44.26 -46.35 -48.15 N/A 

Ar 
ΔH -1.43 -1.43 -1.37 -1.75 -1.41 -0.77 -0.64 0.14 0.61 1.52 
ΔS -33.32 -34.77 -36.00 -37.41 -38.49 -40.26 -42.99 -43.81 -45.48 -45.84 

Ne 
ΔH 3.33 3.15 3.01 2.87 2.83 2.95 2.90 3.29 3.40 3.83 
ΔS -28.18 -29.79 -31.19 -32.48 -33.45 -35.54 -37.77 -38.69 -40.28 -40.91 

He 
ΔH 3.40 3.14 2.97 2.79 2.71 2.62 2.51 2.64 2.64 2.83 
ΔS -27.44 -28.95 -30.14 -31.24 -32.07 -33.95 -35.66 -36.58 -37.78 -38.92 

 

The data from Table 20 are plotted in Figure 57 and Figure 58. The overall trends 

of entropies of these systems are similar amongst the different noble gases. While 

the values are varying with the sizes of solutes, there were neither maximum nor 

minimum observed. The reduction in entropy implies that the solvent helps 

structure the solution, particularly in the case of Xe and Kr mixture.  

 

A minimum in enthalpy was observed at pressure of 110 MPa for He and 50 MPa 

for Ne. These minima were not observed in other systems. Positive enthalpies, 

indicating endothermic reactions, were observed in the He and Ne systems. On 

the other hand, exothermic reactions are observed in Xe and Kr systems with 

negative enthalpies. Enthalpies of solvation for Ar are slightly negative at lower 

pressure region (between 10 MPa and 110 MPa) and slightly positive at higher 

pressures for Ar system.  
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The behaviour of the solubility coefficients of Xe and Kr in n-decane at infinite 

dilution, except for the maxima at 200 MPa, are as expected. In fact, the Lennard-

Jones 𝜀 values for Xe and Kr are much larger than for the CH3 group as is shown 

in Table 12. The dissolution process may be broken down into two processes – 

the formation of cavity to accommodate the solute and the interaction between 

the solute and solvent molecules. For Xe and Kr, the energy required for cavity 

formation for larger gases is compensated by the favoured induced dipole-induced 

dipole dispersion forces. These dispersion forces are larger for bigger gases as their 

valence electrons are further apart from the nuclei and thus easier to form 

temporary dipole-induced dipole – easier to polarize.  

 

On the other hand, the energy required to form the cavity during the dissolution 

for smaller and less polarizable gases such as He and Ne are not compensated by 

intermolecular interactions between solvents and solutes. And thus the 

endothermic interactions are observed, consistent with the solvation enthalpy 

calculations. It is interesting to note the change in enthalpies of Ar system as it is 

neither the largest nor the smallest gas in the noble gas group. The 𝜀 value for Ar 

is nearly identical to that of the CH3 group as noted in Table 12. The results seem 

to indicate that Ar is at the region where the energy required for cavity formation 

and that resulting from the interaction between solvent and solute molecules are 

nearly identical. 
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Figure 52. ln(K) vs. 1/T for Xe in n-decane fitted with linear trend at various temperatures 
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Figure 53. ln(K) vs. 1/T for Kr in n-decane fitted with linear trend at various temperatures 
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Figure 54. ln(K) vs. 1/T for Ar in n-decane fitted with linear trend at various temperatures 
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Figure 55. ln(K) vs. 1/T for Ne in n-decane fitted with linear trend at various temperatures 
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Figure 56. ln(K) vs. 1/T for He in n-decane fitted with linear trend at various temperatures 
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Table 21. Lennard-Jones potential parameters used in this study. 

Noble Gas ε (K) σ (Å) Reference 
He 10.22 2.556 (Kell et al., 1978) 
Ne 35.7 2.789 (Skoulidas & Sholl, 2002) 
Ar 124.07 3.42 (Skoulidas & Sholl, 2002) 
Kr 164.7 3.635 (Potter & Clynne, 1978) 
Xe 227.856 3.9478 (Bonifácio et al., 2002) 

CH3 114 3.93 (Siepmann, 1993; Smit et al., 1995) 
CH2 47 3.93 (Siepmann, 1993; Smit et al., 1995) 

 

The interesting feature is the maximum observed in the plots of ln𝐾  𝑣𝑠. 1/T for 

Xe and Kr at infinite dilution. While the errors are larger in the maximum region 

between 340 K – 385 K than other area, they are of the same number of cycles as 

other points reported here. What is interesting here is that a similar maximum on 

the Xe plot was also reproduced, although smaller, on the Kr plot as well. There is 

no immediate explanation as to what causes these irregularities for heavier gases. 

No other literature for similar system and in similar conditions has been found. 

Further investigation including additional points and longer simulation cycles to 

reduce the errors in these regions, if at all possible, will have to be completed.  

Interestingly, Bonifácio et al. observed a maximum of entropy of solvation at 

infinite dilution for Xe + n-pentane and Xe + n-hexane binary mixtures at 101kPa 

which correspond to the solvent reduced temperature, 𝑇𝑟, of 0.54 (Bonifa ́cio et al., 

2010). What is more, this value of 𝑇𝑟 is in the region where excess enthalpies of 

several equimolar n-alkanes binary mixtures approach zero. However, our solvents’ 

reduced temperatures, given in Table 22, are well beyond 𝑇𝑟 = 0.54. 

  
Table 22. Reduced temperature of n-decane between 340 K – 460 K 

Temperature 
(K) 340 355 370 385 400 415 430 445 460 

n-decane 0.55 0.57 0.60 0.62 0.65 0.67 0.70 0.72 0.74 
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Figure 57. Enthalpy of solvation for all noble gases in n-decane 

 

 
Figure 58. Entropy of solvation for all noble gases in n-decane 
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6.1. Critical temperature correlation 

 

Overall, our solubility coefficient results are remarkably similar to that of 

(Μakrodimitri et al., 2007) where solubility coefficients at infinite dilution for the 

noble gases in PDMS polymer was measured. Their measurements were 

completed at pressures between 0.1 MPa - 40 MPa and temperatures between 300 

K – 450 K as depicted in Figure 59.  

 

 
Figure 59. Infinite dilution solubility coefficients of noble gases in PDMS at 0.1 MPa  

redrawn from (Μakrodimitri et al., 2007). 

 

The two systems are similar in that the PDMS polymer is a long nonpolar 
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 equal to 0.0076 and 0.007 respectively for noble gases in 
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C3H8 in rubber (Van Amerongen, 1946). Additionally, Merkel et al. (2000) also 

reported the slope of 0.0062 for H2, O2, N2, CO2, CH4, C2H6, and C3H8 in PDMS 

(Merkel et al., 2000). The solubility coefficient (S0) at infinite dilution can be 

expressed as  

 S0 =
22400 cm3(STP)

mol
𝑅𝑇

lim
𝑥𝑠𝑜𝑙𝑢𝑡𝑒→0

exp(−𝛽𝜇𝑠𝑜𝑙𝑢𝑡𝑒𝑒𝑥 ) (89) 

. 

Where 

STP = standard conditions which is taken as 101.325 kPa and 273.15 K 

S0 is reported in the units of cm3(STP)/(cm3 pol atm) 

 

Although critical temperature is a derivative of the size of the gas where a larger 

gas has a higher critical temperature and lower solubility than a smaller gas, it is 

interesting to note these correlations. ln(𝐾) 𝑣𝑠.𝑇𝑐 was plotted in Figure 60 where 

linear trends were fitted to the 340 K trials at pressure of 10, 50, and 200 MPa. It is 

clear that we do not have a linear correlation between ln(𝐾) and 𝑇𝑐, particularly at 

lower critical temperature region. However, the slope of the linear trends are 

similar in magnitude to that reported by (Kamiya et al., 2000; Van Amerongen, 

1946; Μakrodimitri et al., 2007). 
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Figure 60. 𝐥𝐧(𝑲)𝒗𝒔.𝑻𝒄 for all noble gases at 10, 50, and 200 MPa  

(linear trends were fitted to the 340 K cases) 
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Figure 61. Solubility as a function of critical temperature and the crossover at  

approximately 65 K, adopted from (Curro et al., 1997) 

 

Positive temperature and solubility correlation was observed amongst the solute 

gases having 𝑇𝑐 < 65 K and vice versa (Curro et al., 1997). However, it was noted 

that the dependency on 𝑇𝑐 reduces as temperature increases. 

The critical temperatures of the noble gases are given Table 23 below. Only He 

and Ne have 𝑇𝑐 < 65 K, where, according to PRISM theory, positive correlation 

between temperature and solubility would be predicted in polyethylene. And 

indeed, He and Ne are the only two noble gases which show the positive 

correlation. Additionally, the trend is reversed for Kr and Xe where 𝑇𝑐 > 65 K. 

What is interesting is that a switching correlation between temperature and 

solubility is observed in Ar – a slightly negative correlation was observed at lower 

pressure and this slowly switched to a slightly positive correlation as the pressure 

increases.    
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Table 23. Critical temperature of noble gases 

Molecular 
formula Molecular weight Tc (K) 

Xe 131.29 289.74 
Kr 83.8 209.35 
Ar 39.948 150.86 
Ne 20.1797 44.4 
He 4.0026 5.2 

 

Several authors including (Clarke & Glew, 1966; Krause & Benson, 1989) have 

proposed a smoothing function, describing the temperature dependence of Henry 

coefficients within a small temperature region. Clarke & Glew described Henry 

coefficients was given as (Clarke & Glew, 1966) 

 

ln�𝐾2,1(𝑇, 𝑝1𝑠𝑎𝑡)�

= 𝐴0 +
𝐴1 × 102

𝑇
+ 𝐴2 ln(

𝑇
100

) + 𝐴3 �
𝑇

100
�

+ ⋯ 

(90) 

 

The simulated Henry coefficients were fitted to Equation (90) and the parameters 

are given in Table 24. Only two parameters are used as the fit between two and 

three parameters are nearly identical and the gradients are linear as previously 

discussed and adequately fitted with linear trends. The accuracy tends to increase 

as the size of the solute decreases. 

Another smoothing function was given by (Krause & Benson, 1989) as referenced 

in (Costa Gomes & Grolier, 2001) as 

 ln�𝐾2,1(𝑇, 𝑝1𝑠𝑎𝑡)� = �
𝐵𝑖
𝑇

𝑛

𝑖

 (91) 

 

This smoothing function however is far less accurate for our mixtures. 
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Table 24. Fitted coefficients and average absolute deviation percentage for equation (90) as given by (Clarke 

& Glew, 1966) 

 Pressure (MPa) 
10 20 30 40 50 80 110 140 170 200 

Xe 
A0 4.689 4.890 5.025 5.054 5.246 5.558 5.571 5.999 6.159 6.307 
A1 -9.371 -9.300 -9.042 -8.338 -8.393 -7.458 -5.452 -5.297 -4.028 -2.865 

AAD% 0.335 0.373 0.242 0.114 0.301 0.134 0.365 0.270 0.161 0.552 
Kr 

A0 4.351 4.411 4.612 4.693 4.870 5.174 5.323 5.574 5.790 5.815 
A1 -4.938 -4.369 -4.562 -4.203 -4.315 -3.738 -2.700 -2.177 -1.550 -0.267 

AAD% 0.345 0.553 0.141 0.050 0.120 0.069 0.159 0.088 0.110 0.242 
Ar 

A0 4.007 4.181 4.330 4.500 4.629 4.842 5.170 5.268 5.469 5.513 
A1 -1.723 -1.721 -1.653 -1.733 -1.692 -0.921 -0.773 0.175 0.735 1.827 

AAD% 0.125 0.068 0.148 0.124 0.202 0.159 0.093 0.055 0.178 0.095 
Ne 

A0 3.389 3.583 3.751 3.906 4.023 4.275 4.543 4.654 4.845 4.920 
A1 4.010 3.786 3.623 3.449 3.402 3.549 3.493 3.961 4.092 4.610 

AAD% 0.067 0.053 0.088 0.065 0.092 0.074 0.058 0.027 0.110 0.061 
He 

A0 3.300 3.481 3.625 3.758 3.857 4.084 4.289 4.400 4.544 4.618 
A1 4.090 3.774 3.570 3.358 3.255 3.147 3.013 3.174 3.180 3.408 

AAD% 0.055 0.056 0.060 0.047 0.060 0.046 0.040 0.015 0.062 0.043 
 

 

6.2. Partial molar volume 

 

In addition to ln(𝐾) 𝑣𝑠. 1/𝑇, ln(𝐾)  𝑣𝑠.𝑃 are also plotted as shown in Figure 62 

to Figure 66. The trends are adequately fitted by quadratic equations as displayed 

on the plots. The gradients of these plots represent the volume change with the 

compressibility correction factor which can be written as 

 

 �
∂ ln(𝐾)
∂P

�
𝑇

=
𝑉𝑚,∞

𝑅𝑇
 (92) 
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Where 

𝑉𝑚,∞ = 𝑉0
𝑚,∞ + 𝑉1

𝑚,∞(𝑃 − 𝑃0)  

 

These coefficients for the fitted quadratic equation of the form 𝐴0𝑥2 + 𝐴1𝑥 + 𝐴2 

are shown in Table 25. For simplicity and ease of observation, only the trial at 340 

K and 460 K are fitted. 

 
Table 25. Fitted quadratic function for the 𝐥𝐧(𝑲)  𝒗𝒔.𝟏/𝑻 plots 

 
 Temperature (K)  

 
340 460 

 
340 460 

 
Xe 

 
Ne 

A0 -0.00002 -0.00002 A0 -0.00001 -0.00002 
A1 0.0196 0.0229 A1 0.0118 0.0122 
A2 2.4614 1.6947 A2 4.4532 4.1634 

 
Kr 

 
He 

A0 -0.00002 -0.00002 A0 -0.00001 -0.00002 
A1 0.0168 0.0181 A1 0.0081 0.0092 
A2 3.1166 2.7307 A2 4.4246 4.119 

 
Ar 

   
A0 -0.00001 -0.00002 

   
A1 0.0163 0.0153 

   
A2 3.3359 3.5006 

   
 

From the gradients, it is clear that Xe + n-decane at infinite dilution experience 

greater volume changes then the He + n-decane throughout the temperature 

range. This is directly proportional to the size of the gas solutes, the bigger the gas 

the larger the change in volume.  

Once again, a crossing of gradients is observed in the Ar system at approximately 

135 MPa. This may be the results of the similar size between Ar and CH3 group.  
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Figure 62. Fitted 𝐥𝐧(𝑲) 𝒗𝒔.𝑷 for Xe at constant temperature 

 

 
Figure 63. Fitted 𝐥𝐧(𝑲) 𝒗𝒔.𝑷 for Kr at constant temperature 
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Figure 64. Fitted 𝐥𝐧(𝑲) 𝒗𝒔.𝑷 for Ar at constant temperature 

 

 
Figure 65. Fitted 𝐥𝐧(𝑲) 𝒗𝒔.𝑷 for Ne at constant temperature 
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Figure 66. Fitted 𝐥𝐧(𝑲) 𝒗𝒔.𝑷 for He at constant temperature 
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Chapter Seven 

7. Vapor-Liquid Equilibrium of Noble Gas + n-decane                 

Binary Mixtures 

 

Considering the high pressure within the reservoir conditions, a large portion of 

these pressures and temperatures will have surpassed the critical region where 

phase separations are no longer observable. Table 26 summarizes the conditions 

for all noble gas + n-decane binary mixtures where phase separation was observed 

prior to the critical region.  
Table 26. Conditions where phase separation was observed within the region considered  

(340 K – 460 K and 10 MPa – 200 MPa) 

Noble Gas Conditions 
Temperature (K) Pressure (MPa) 

Xe 385 - 460 10 
Kr 340 - 460 10 - 20 
Ar 340 - 460 10 - 40 
Ne 340 - 460 10 - 200 
He 340 - 460 10 - 200* 
* denotes the range of pressure where not all cases exhibit phase separation. 

 

Although our original intention was to model the phase equilibria with the 

composition representative of that at infinite dilution, in line with the solubility 

coefficient, the system cannot be set up in such a way due to the high pressure in 

the region considered in this study. Such large pressure compresses the box size 

beyond the minimum cut-off length (𝐿
2
) if the number of particles in the noble gas 

phase is not sufficiently large. For example, at 10 MPa, at least 600 particles are 

required so that the gas phase at equilibrium is not compressed beyond the cut-off 

length; the number of particles required for the gas phase also increases with 

pressure. To allow for positive and negative box size adjustment during a Monte 

Carlo trial, a noble gas phase of 900 particles is used at the region from 10 MPa to 

80 MPa and 1200 particles for the remaining pressure, up to 200 MPa. With this 
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minimum gas phase particle requirement, an even larger number of n-decane 

particles are required to achieve an infinite dilution composition. With 300 n-

decane and 900 noble gas molecules, roughly 2-3 weeks are required to complete 

the equilibration and production trials and at least a week extra is required for 

larger systems in higher pressure regions. Any larger system may require a coarse-

grain model rather than atomistic simulation, which is beyond the scope of this 

study. It should also be noted that for a given simulation, the overall composition 

is kept constant – i.e. the composition of the vapour and liquid combined is fixed. 

 

Smaller systems were allowed to equilibrate for at least 10,000 cycles before the 

measurements were taken from the next 20,000 cycles with the assistance of the 

conditional formatting visual aid as previously discussed. For larger systems, 

20,000 cycles were applied before the measurements were taken. However, phase 

separation was not observed at all pressure within the reservoir conditions 

considered, as listed in Table 26.  

 

Although the pressure ranges from 10 MPa to 200 MPa, the pressure intervals of 

the trials are completed at 10, 20, 30, 40, 50, 80, 110, 140, 170, and 200 MPa. The 

pressure ranges given in Table 26 are thus the nearest pressure interval to the 

critical region.  

 

As a result of two different system sizes at two pressure regions, the mole fractions 

were changed slightly from 1:3 to 1:4 between the two pressure regions, slightly 

increasing the bubble point pressure. Through a simple Peng-Robinson equation 

of state (PR EoS) model, where the binary interaction coefficient is set to zero, the 

bubble point pressure were determined for the mole fraction of 1:3 n-decane:noble 

gas as indicated in Table 27 and Figure 67 to Figure 70.  
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Table 27. Bubble point pressure for ratio n-decane:noble gas of 1:3 mole fraction as calculated via  

Peng-Robinson EoS (Elliott & Lira, 2012) 

Temperature 
(K) 

Bubble Point Pressure (MPa) 
Xe Kr Ar Ne He 

340 7.514 21.6 45.35 427 427.4 
355 8.611 22.53 45.32 391.5 312.1 
370 9.627 23.22 45.01 359.9 243.2 
385 10.53 23.68 44.42 331.4 197.1 
400 11.31 23.9 43.56 305.3 164.1 
415 11.93 23.9 42.47 281.3 139.1 
430 12.4 23.68 41.13 258.8 119.5 
445 12.69 23.23 39.55 237.8 103.5 
460 12.79 22.56 37.74 217.9 90.09 

 

Phase separations from the simulation were observed to be in accordance with the 

bubble point pressure predicted by the Peng-Robinson EoS calculation. This is not 

surprising since the n-decane + noble gas binary mixtures, although has a large size 

disparity, are nonpolar and intermolecular interactions are weak and short-ranged 

in nature.    

 

A maximum is observed in the n-decane + Krypton binary mixture, Figure 68, 

while a plateau is observed in all other binary mixtures at temperature between 340 

K and 460 K. 

All five noble gases under the reservoir conditions are well within the supercritical 

region, while n-decane is essentially involatile and maintains a liquid phase with 

density ranging from approximately 0.6 – 0.75 g/ml throughout the reservoir 

conditions. From Table 27, the binary mixture of Xenon + n-decane has the 

lowest bubble point pressure and is the only mixture with lower bubble pressure 

than the minimum pressure considered, 10 MPa. Phase separations in n-decane + 

Xenon system are observed only between 385 K-460 K and 10 MPa, precisely 

what is predicted by PR EoS. Similarly, phase separations are also observed in n-

decane + Krypton and n-decane + Argon within the predicted region. The n-

decane + Neon binary mixture has the highest bubble pressure, well above the 
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highest pressure considered in this study, 200 MPa. Similar to this mixture, n-

decane + Helium system also has high bubble pressures, spanning the largest 

pressure range of all n-decane + noble gas binary mixtures’ bubble pressure. 

Unfortunately, due to the system size and time restriction, phase equilibria studies 

for n-decane + Neon and n-decane + Helium were not completed beyond 80 MPa. 

The available results are nevertheless as predicted by the Peng-Robinson Equation 

of State (PR EoS). 

 
Table 28 Critical properties of decane and noble gases (Design Institute for Physical Properties) 

IUPAC 
name 

Molecular 
formula 

Molecular 
weight 

Tc 

(K) 
Pc 

(Pa) 
Vc 

(m3/kmol) Zc 

DECANE C10H22 142.2817 617.7 2110000 0.617 0.254 
XENON Xe 131.29 289.74 5840370 0.118 0.286 

KRYPTON Kr 83.8 209.35 5501950 0.0912 0.288 
ARGON Ar 39.948 150.86 4898000 0.07459 0.291 
NEON Ne 20.1797 44.4 2653000 0.0417 0.3 

HELIUM He 4.0026 5.2 227500 0.0573 0.302 
 

Due to the involatility of n-decane, the conventional plot of compositions in both 

phases cannot be effectively applied to the data. Instead, the plots of density vs. 

temperature for both phases are presented here. The density gap between the two 

phases reduces as they approach the bubble pressure. They are not immediately 

apparent on the plots of Xe and Kr + n-decane binary mixtures as the bubble 

pressure are much lower than other binary mixtures, resulting in a few numbers of 

data points available. However, for the binary mixtures of Ar, Ne, and He with n-

decane, the reduction in density gaps can be easily identified. Interestingly, the gas 

phase densities are relatively insensitive to the increase in pressure for smaller 

gases such as He and Ne. The sensitivity of the density response to the increase in 

pressure can be clearly observed in Figure 73 - Figure 75. This behaviour is quite 

counter-intuitive as the critical temperature and critical pressure of the noble gases 

are positively and monotonically correspond to their sizes while the critical 

compressibility factors are larger as the size decreases. These critical properties are 

given in Table 28. 
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Figure 67. Bubble point pressure of n-decane + Xenon binary mixture  

s predicted by PR EoS 

 
Figure 68. Bubble point pressure of n-decane + Krypton binary mixture  

as predicted by PR EoS 
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Figure 69. Bubble point pressure of n-decane + Argon binary mixture 

as predicted by PR EoS 

 

 
Figure 70. Bubble point pressure of n-decane + Neon and  

n-decane + Helium binary mixture as predicted by PR EoS 
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Figure 71. Density of n-decane + Xe binary mixture at 10 MPa 

 

 

 
Figure 72. Density of n-decane + Kr binary mixture at 10 and 20 MPa 
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Figure 73. Density of n-decane + Ar binary mixture at 10, 20, and 30 MPa

 
Figure 74. Density of n-decane + Ne binary mixture between 10 - 80 MPa 
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Figure 75. Density of n-decane + He binary mixture between 10 - 80 MPa 

 

 

 
Table 29. Density and composition of Xe + n-decane binary mixture at 10 MPa from Monte Carlo 

simulations, C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 Xe C10 Xe 

385 1.189 0.003 0.2843 0.7157 0.565 0.006 0.0098 0.9902 
400 1.109 0.004 0.3329 0.6671 0.517 0.002 0.0135 0.9865 
415 1.042 0.002 0.3720 0.6280 0.488 0.002 0.0189 0.9811 
430 0.987 0.002 0.3987 0.6013 0.457 0.001 0.0239 0.9761 
445 0.941 0.001 0.4096 0.5904 0.432 0.001 0.0296 0.9704 
460 0.892 0.001 0.4516 0.5484 0.416 0.001 0.0433 0.9567 
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Table 30. Density and composition of Kr + n-decane binary mixture at 10 MPa from Monte Carlo simulations, 

C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 Kr C10 Kr 

340 0.849 0.002 0.5693 0.4307 0.3368 0.0006 0.0020 0.9980 
355 0.825 0.001 0.5899 0.4101 0.3161 0.0007 0.0029 0.9971 
370 0.8012 0.0009 0.6055 0.3945 0.2974 0.0006 0.0036 0.9964 
385 0.7808 0.0007 0.6145 0.3855 0.2824 0.0006 0.0055 0.9945 
400 0.7604 0.0005 0.6334 0.3666 0.2701 0.0006 0.0086 0.9914 
415 0.7410 0.0003 0.6433 0.3567 0.2583 0.0003 0.0124 0.9876 
430 0.7227 0.0004 0.6492 0.3508 0.2487 0.0005 0.0166 0.9834 
445 0.7044 0.0005 0.6507 0.3493 0.2411 0.0005 0.0227 0.9773 
460 0.6860 0.0007 0.6598 0.3402 0.2341 0.0006 0.0327 0.9673 

 

 

 

 
Table 31. Density and composition of Kr + n-decane binary mixture at 20 MPa from Monte Carlo simulations, 

C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 Kr C10 Kr 

340 1.016 0.003 0.3098 0.6902 0.734 0.004 0.0069 0.9931 
355 0.962 0.002 0.3602 0.6398 0.683 0.002 0.0101 0.9899 
370 0.930 0.002 0.3710 0.6290 0.629 0.002 0.0102 0.9898 
385 0.897 0.002 0.3924 0.6076 0.593 0.002 0.0138 0.9862 
400 0.871 0.001 0.3968 0.6032 0.565 0.003 0.0170 0.9830 
415 0.841 0.001 0.4198 0.5802 0.542 0.002 0.0253 0.9747 
430 0.8162 0.0008 0.4307 0.5693 0.520 0.003 0.0320 0.9680 
445 0.7925 0.0006 0.4305 0.5695 0.502 0.003 0.0378 0.9622 
460 0.765 0.001 0.3995 0.6005 0.480 0.002 0.0416 0.9584 
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Table 32. Density and composition of Ar + n-decane binary mixture at 10 MPa from Monte Carlo simulations, 

C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 Ar C10 Ar 

340 0.7158 0.0008 0.7373 0.2627 0.1456 0.0004 0.0010 0.9990 
355 0.7032 0.0008 0.7417 0.2583 0.1387 0.0002 0.0018 0.9982 
370 0.6909 0.0007 0.7440 0.2560 0.1326 0.0002 0.0027 0.9973 
385 0.6790 0.0008 0.7513 0.2487 0.1268 0.0002 0.0042 0.9958 
400 0.6671 0.0009 0.7536 0.2464 0.1223 0.0002 0.0062 0.9938 
415 0.655 0.001 0.7562 0.2438 0.1186 0.0002 0.0099 0.9901 
430 0.6402 0.0008 0.7522 0.2478 0.1152 0.0003 0.0128 0.9872 
445 0.626 0.002 0.7506 0.2494 0.1128 0.0003 0.0183 0.9817 
460 0.6111 0.0008 0.7469 0.2531 0.1104 0.0001 0.0238 0.9762 

 

 

 

 
Table 33. Density and composition of  Ar + n-decane binary mixture at 20 MPa from Monte Carlo 

simulations, C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 Ar C10 Ar 

340 0.7353 0.0004 0.5699 0.4301 0.293 0.001 0.0031 0.9969 
355 0.7197 0.0004 0.5598 0.4402 0.2763 0.0007 0.0029 0.9971 
370 0.7077 0.0006 0.5779 0.4221 0.2637 0.0005 0.0047 0.9953 
385 0.6927 0.0008 0.5733 0.4267 0.2526 0.0007 0.0064 0.9936 
400 0.6788 0.0006 0.5720 0.4280 0.2427 0.0006 0.0087 0.9913 
415 0.6642 0.0007 0.5719 0.4281 0.2337 0.0004 0.0109 0.9891 
430 0.650 0.001 0.5715 0.4285 0.2267 0.0007 0.0151 0.9849 
445 0.6352 0.0007 0.5691 0.4309 0.2220 0.0003 0.0200 0.9800 
460 0.619 0.001 0.5636 0.4364 0.2191 0.0006 0.0275 0.9725 
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Table 34. Density and composition of Ar + n-decane binary mixture at 30 MPa from Monte Carlo simulations, 

C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 Ar C10 Ar 

340 0.7517 0.0009 0.4367 0.5633 0.424 0.002 0.0043 0.9957 
355 0.7367 0.0006 0.4352 0.5648 0.405 0.003 0.0068 0.9932 
370 0.7223 0.0008 0.4457 0.5543 0.388 0.003 0.0097 0.9903 
385 0.7079 0.0006 0.4477 0.5523 0.372 0.002 0.0116 0.9884 
400 0.692 0.001 0.4439 0.5561 0.358 0.002 0.0136 0.9864 
415 0.6771 0.0009 0.4458 0.5542 0.346 0.001 0.0185 0.9815 
430 0.662 0.001 0.4450 0.5550 0.338 0.001 0.0237 0.9763 
445 0.644 0.002 0.4344 0.5656 0.334 0.002 0.0321 0.9679 
460 0.628 0.002 0.4314 0.5686 0.329 0.003 0.0415 0.9585 

 

 

 

 
Table 35. Density and composition of Ar + n-decane binary mixture at 40 MPa from Monte Carlo simulations, 

C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 Ar C10 Ar 

340 0.7689 0.0007 0.3347 0.6653 0.540 0.003 0.0089 0.9911 
355 0.7507 0.0006 0.3160 0.6840 0.518 0.006 0.0126 0.9874 
370 0.7385 0.0005 0.3408 0.6592 0.505 0.005 0.0176 0.9824 
385 0.717 0.001 0.3178 0.6822 0.484 0.003 0.0196 0.9804 
400 0.700 0.002 0.3217 0.6783 0.465 0.001 0.0218 0.9782 
415 0.683 0.001 0.3204 0.6796 0.452 0.002 0.0280 0.9720 
430 0.658 0.002 0.2989 0.7011 0.442 0.002 0.0350 0.9650 
445 0.648 0.002 0.3133 0.6867 0.445 0.004 0.0522 0.9478 
460 0.613 0.005 0.2750 0.7250 0.52 0.03 0.1573 0.8427 
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Table 36. Density and composition of Ne + n-decane binary mixture at 10 MPa from Monte Carlo 

simulations, C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 Ne C10 Ne 

340 0.7043 0.0009 0.9016 0.0984 0.0686 0.0001 0.0004 0.9996 
355 0.692 0.001 0.8952 0.1048 0.0657 0.0001 0.0004 0.9996 
370 0.6826 0.0008 0.8945 0.1055 0.06341 0.00004 0.0012 0.9988 
385 0.671 0.001 0.8884 0.1116 0.0613 0.0001 0.0020 0.9980 
400 0.6598 0.0008 0.8846 0.1154 0.0594 0.0001 0.0031 0.9969 
415 0.6488 0.0009 0.8810 0.1190 0.0580 0.0001 0.0050 0.9950 
430 0.6369 0.0007 0.8767 0.1233 0.0568 0.0001 0.0075 0.9925 
445 0.623 0.001 0.8695 0.1305 0.0558 0.0002 0.0104 0.9896 
460 0.609 0.001 0.8626 0.1374 0.0553 0.0002 0.0143 0.9857 

 

 

 

 
Table 37. Density and composition of Ne + n-decane binary mixture at 20 MPa from Monte Carlo 

simulations, C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 Ne C10 Ne 

340 0.7106 0.0007 0.8199 0.1801 0.1315 0.0001 0.0004 0.9996 
355 0.6994 0.0004 0.8113 0.1887 0.1262 0.0001 0.0005 0.9995 
370 0.6899 0.0006 0.8078 0.1922 0.1215 0.0001 0.0008 0.9992 
385 0.6785 0.0008 0.8002 0.1998 0.1173 0.0001 0.0012 0.9988 
400 0.668 0.001 0.7940 0.2060 0.1138 0.0001 0.0021 0.9979 
415 0.654 0.001 0.7822 0.2178 0.1105 0.0001 0.0031 0.9969 
430 0.6438 0.0006 0.7785 0.2215 0.1083 0.0002 0.0055 0.9945 
445 0.629 0.001 0.7644 0.2356 0.1055 0.0003 0.0065 0.9935 
460 0.6174 0.0008 0.7586 0.2414 0.1037 0.0002 0.0094 0.9906 
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Table 38. Density and composition of Ne + n-decane binary mixture at 30 MPa from Monte Carlo 

simulations, C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 Ne C10 Ne 

340 0.7171 0.0006 0.7485 0.2515 0.1890 0.0002 0.0002 0.9998 
355 0.7079 0.0009 0.7460 0.2540 0.1816 0.0001 0.0003 0.9997 
370 0.6960 0.0007 0.7341 0.2659 0.1754 0.0002 0.0008 0.9992 
385 0.684 0.001 0.7225 0.2775 0.1696 0.0002 0.0013 0.9987 
400 0.6736 0.0008 0.7151 0.2849 0.1639 0.0002 0.0017 0.9983 
415 0.663 0.001 0.7098 0.2902 0.1595 0.0002 0.0028 0.9972 
430 0.650 0.001 0.6968 0.3032 0.1556 0.0003 0.0042 0.9958 
445 0.639 0.001 0.6874 0.3126 0.1521 0.0002 0.0058 0.9942 
460 0.6251 0.0009 0.6742 0.3258 0.1490 0.0002 0.0076 0.9924 

 

 

 

 
Table 39. Density and composition of Ne + n-decane binary mixture at 40 MPa from Monte Carlo 

simulations, C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 Ne C10 Ne 

340 0.725 0.001 0.6920 0.3080 0.2432 0.0008 0.0013 0.9987 
355 0.7131 0.0008 0.6808 0.3192 0.2330 0.0004 0.0005 0.9995 
370 0.703 0.001 0.6702 0.3298 0.2252 0.0004 0.0004 0.9996 
385 0.6928 0.0008 0.6637 0.3363 0.2178 0.0003 0.0012 0.9988 
400 0.683 0.001 0.6606 0.3394 0.2114 0.0003 0.0021 0.9979 
415 0.670 0.002 0.6433 0.3567 0.2050 0.0004 0.0028 0.9972 
430 0.656 0.002 0.6257 0.3743 0.2005 0.0003 0.0040 0.9960 
445 0.646 0.002 0.6203 0.3797 0.1958 0.0005 0.0057 0.9943 
460 0.630 0.001 0.5996 0.4004 0.1917 0.0003 0.0071 0.9929 
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Table 40. Density and composition of Ne + n-decane binary mixture at 50 MPa from Monte Carlo 

simulations, C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 Ne C10 Ne 

340 0.7324 0.0008 0.6482 0.3518 0.2912 0.0005 0.0002 0.9998 
355 0.7214 0.0008 0.6334 0.3666 0.2798 0.0005 0.0004 0.9996 
370 0.7113 0.0009 0.6272 0.3728 0.2719 0.0005 0.0016 0.9984 
385 0.701 0.002 0.6155 0.3845 0.2618 0.0003 0.0011 0.9989 
400 0.690 0.002 0.6053 0.3947 0.2541 0.0002 0.0020 0.9980 
415 0.6766 0.0006 0.5846 0.4154 0.2483 0.0003 0.0027 0.9973 
430 0.6638 0.0008 0.5721 0.4279 0.2417 0.0001 0.0037 0.9963 
445 0.655 0.002 0.5693 0.4307 0.237 0.001 0.0057 0.9943 
460 0.641 0.002 0.5510 0.4490 0.233 0.001 0.0084 0.9916 

 

 

 

 
Table 41. Density and composition of Ne + n-decane binary mixture at 80 MPa from Monte Carlo 

simulations, C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 Ne C10 Ne 

340 0.751 0.002 0.5265 0.4735 0.4168 0.0008 0.0007 0.9993 
355 0.741 0.001 0.5103 0.4897 0.4026 0.0005 0.0002 0.9998 
370 0.732 0.001 0.5075 0.4925 0.3916 0.0004 0.0012 0.9988 
385 0.7192 0.0006 0.4865 0.5135 0.3796 0.0008 0.0011 0.9989 
400 0.710 0.002 0.4804 0.5196 0.371 0.001 0.0031 0.9969 
415 0.698 0.002 0.4638 0.5362 0.3610 0.0009 0.0034 0.9966 
430 0.689 0.001 0.4622 0.5378 0.3539 0.0006 0.0057 0.9943 
445 0.673 0.002 0.4332 0.5668 0.345 0.000 0.0054 0.9946 
460 0.663 0.001 0.4228 0.5772 0.340 0.001 0.0086 0.9914 
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Table 42. Density and composition of He + n-decane binary mixture at 10 MPa from Monte Carlo 

simulations, C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 He C10 He 

340 0.7001 0.0009 0.8983 0.1017 0.01389 0.00003 0.0002 0.9998 
355 0.6888 0.001 0.8941 0.1059 0.01335 0.00003 0.0003 0.9997 
370 0.6751 0.0004 0.8871 0.1129 0.01302 0.00005 0.0007 0.9993 
385 0.666 0.001 0.8854 0.1146 0.01282 0.00005 0.0015 0.9985 
400 0.653 0.002 0.8802 0.1198 0.01264 0.00007 0.0022 0.9978 
415 0.642 0.001 0.8755 0.1245 0.0128 0.0001 0.0037 0.9963 
430 0.6293 0.0009 0.8701 0.1299 0.01289 0.00008 0.0052 0.9948 
445 0.618 0.001 0.8660 0.1340 0.0137 0.0002 0.0085 0.9915 
460 0.605 0.001 0.8612 0.1388 0.0146 0.0001 0.0123 0.9877 

 

 

 
Table 43. Density and composition of He + n-decane binary mixture at 20 MPa from Monte Carlo 

simulations, C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 He C10 He 

340 0.7003 0.0007 0.8141 0.1859 0.0270 0.0001 0.0002 0.9998 
355 0.6918 0.0006 0.8114 0.1886 0.02592 0.00006 0.0002 0.9998 
370 0.6799 0.0009 0.8028 0.1972 0.02524 0.00006 0.0005 0.9995 
385 0.6686 0.0007 0.7956 0.2044 0.0245 0.0001 0.0009 0.9991 
400 0.653 0.001 0.7833 0.2167 0.02394 0.00003 0.0012 0.9988 
415 0.644 0.001 0.7796 0.2204 0.02372 0.00009 0.0020 0.9980 
430 0.6338 0.0009 0.7741 0.2259 0.0239 0.0001 0.0034 0.9966 
445 0.619 0.001 0.7623 0.2377 0.0241 0.0003 0.0047 0.9953 
460 0.607 0.001 0.7559 0.2441 0.0247 0.0003 0.0067 0.9933 
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Table 44. Density and composition of He + n-decane binary mixture at 30 MPa from Monte Carlo 

simulations, C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 He C10 He 

340 0.701 0.001 0.7443 0.2557 0.03933 0.00006 0.0001 0.9999 
355 0.6917 0.0005 0.7368 0.2632 0.0381 0.0001 0.0003 0.9997 
370 0.679 0.001 0.7269 0.2731 0.0366 0.0001 0.0003 0.9997 
385 0.671 0.002 0.7249 0.2751 0.03552 0.00005 0.0005 0.9995 
400 0.657 0.001 0.7105 0.2895 0.03465 0.00005 0.0008 0.9992 
415 0.648 0.001 0.7062 0.2938 0.0348 0.0004 0.0020 0.9980 
430 0.633 0.001 0.6925 0.3075 0.0339 0.0001 0.0022 0.9978 
445 0.621 0.001 0.6831 0.3169 0.0340 0.0003 0.0033 0.9967 
460 0.609 0.001 0.6751 0.3249 0.0347 0.0003 0.0051 0.9949 

 

 

 
Table 45. Density and composition of He + n-decane binary mixture at 40 MPa from Monte Carlo 

simulations, C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 He C10 He 

340 0.705 0.001 0.6900 0.3100 0.0513 0.0001 0.0001 0.9999 
355 0.694 0.001 0.6806 0.3194 0.0493 0.0001 0.0001 0.9999 
370 0.683 0.001 0.6708 0.3292 0.0477 0.0001 0.0002 0.9998 
385 0.671 0.001 0.6593 0.3407 0.0461 0.0001 0.0003 0.9997 
400 0.658 0.002 0.6477 0.3523 0.0454 0.0002 0.0009 0.9991 
415 0.648 0.001 0.6409 0.3591 0.0443 0.0001 0.0012 0.9988 
430 0.636 0.002 0.6310 0.3690 0.0440 0.0002 0.0019 0.9981 
445 0.622 0.002 0.6184 0.3816 0.0439 0.0006 0.0030 0.9970 
460 0.6129 0.0004 0.6119 0.3881 0.0444 0.0001 0.0043 0.9957 
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Table 46. Density and composition of He + n-decane binary mixture at 50 MPa from Monte Carlo 

simulations, C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 He C10 He 

340 0.704 0.001 0.6354 0.3646 0.0623 0.0001 0.0000 1.0000 
355 0.697 0.001 0.6334 0.3666 0.0605 0.0003 0.0002 0.9998 
370 0.684 0.001 0.6184 0.3816 0.0585 0.0002 0.0003 0.9997 
385 0.674 0.002 0.6123 0.3877 0.0566 0.0002 0.0004 0.9996 
400 0.660 0.001 0.5963 0.4037 0.0551 0.0001 0.0006 0.9994 
415 0.650 0.001 0.5888 0.4112 0.0541 0.0002 0.0010 0.9990 
430 0.636 0.002 0.5759 0.4241 0.0531 0.0002 0.0015 0.9985 
445 0.628 0.001 0.5715 0.4285 0.0538 0.0004 0.0029 0.9971 
460 0.611 0.001 0.5523 0.4477 0.0532 0.0003 0.0035 0.9965 

 

 

 
Table 47. Density and composition of He + n-decane binary mixture at 80 MPa from Monte Carlo 

simulations, C10 denotes n-decane 

Temperature 
(K) 

Phase 1 Phase 2 

𝝆 
(g/ml) 

± 
 

Mole fraction 𝝆 
(g/ml) 

± 
 

Mole fraction 
C10 He C10 He 

340 0.710 0.001 0.5265 0.4735 0.0935 0.0001 0.0000 1.0000 
355 0.704 0.0004 0.5267 0.4733 0.0903 0.0002 0.0000 1.0000 
370 0.692 0.002 0.5148 0.4852 0.0878 0.0005 0.0002 0.9998 
385 0.678 0.002 0.4965 0.5035 0.0858 0.0005 0.0005 0.9995 
400 0.667 0.002 0.4858 0.5142 0.0835 0.0001 0.0006 0.9994 
415 0.651 0.002 0.4670 0.5330 0.0815 0.0003 0.0009 0.9991 
430 0.643 0.002 0.4655 0.5345 0.080 0.001 0.0014 0.9986 
445 0.631 0.002 0.4541 0.5459 0.0799 0.0009 0.0022 0.9978 
460 0.617 0.001 0.4414 0.5586 0.0788 0.0005 0.0027 0.9973 
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Chapter Eight 

8. Diffusion Coefficients of noble gases in n-decane 

 

The errors in the diffusion coefficient for all noble gases from ten separate 

simulations are approximately 10%. The overall trend of the diffusion coefficients 

for each noble gas in n-decane at reservoir conditions, pressure between 10 MPa – 

200 MPa and temperature between 340 K – 460 K, are arguably linear with respect 

to temperature. The diffusion coefficients for each noble gas in n-decane solution 

are shown in Table 48. 
 

Table 48. Diffusion coefficient for Xe in n-decane solution 

Temperature (K) Xe Kr Ar Ne He 
340 5 ± 1 6.4 ± 0.9 8.7 ± 0.8 17 ± 2 31 ± 2 
355 6.6 ± 0.6 7.9 ± 0.8 9.4 ± 0.9 20 ± 2 36 ± 4 
370 6.7 ± 0.8 10 ± 1 11 ± 1 20 ± 3 40 ± 3 
385 8.1 ± 0.8 10.0 ± 0.8 12 ± 2 23 ± 2 41 ± 5 
400 10 ± 1 12 ± 1 13 ± 1 25 ± 2 47 ± 6 
415 10.6 ± 0.8 12 ± 2 15 ± 2 26 ± 3 51 ± 6 
430 11 ± 2 14 ± 1 16 ± 2 29 ± 3 51 ± 3 
445 12 ± 1 14 ± 2 17 ± 2 30 ± 4 58 ± 7 
460 13 ± 1 16 ± 2 18 ± 2 33 ± 3 61 ± 9 

 

 

The linear trend was fitted with the results. Additionally, the slope of the fitted 

linear trend is increasing with decreasing 𝜎. To further investigate this trend, 

comparisons were made with the Stoke-Einstein’s relation and the hard-sphere 

Enskog’s relation. In both approaches, diffusion coefficients are expressed in 

terms of 𝜎. However, this radius of interaction is not explicitly clear whether it is 

the 𝜎𝑠𝑜𝑙𝑢𝑡𝑒+𝜎𝑠𝑜𝑙𝑢𝑡𝑒
2

, 𝜎𝑠𝑜𝑙𝑢𝑡𝑒+𝜎𝑠𝑜𝑙𝑣𝑒𝑛𝑡
2

, or 𝜎𝑠𝑜𝑙𝑢𝑡𝑒 + 𝑅𝑔𝑦𝑟𝑎𝑡𝑖𝑜𝑛. Thus, the comparison 

with the Stoke-Einstein’s relation and the hard-sphere Enskog’s relation in three 

cases as follow 
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• 𝑅1 = 𝜎𝑠𝑜𝑙𝑢𝑡𝑒+𝜎𝑠𝑜𝑙𝑢𝑡𝑒
2

 

• 𝑅2 = 𝜎𝑠𝑜𝑙𝑢𝑡𝑒+𝜎𝑠𝑜𝑙𝑣𝑒𝑛𝑡
2

 

• 𝑅3 = 𝜎𝑠𝑜𝑙𝑢𝑡𝑒 + 𝑅𝑔𝑦𝑟𝑎𝑡𝑖𝑜𝑛 

Where 𝑅𝑔𝑦𝑟𝑎𝑡𝑖𝑜𝑛2 = 11.27 ± 0.05 for n-decane (Cui et al., 1996)  

 

 

8.1. Stoke-Einstein’s Relation 

 

As previously discussed, the Brownian based diffusion coefficient given by the 

Stoke-Einstein’s relation can be written as 

 
𝐷 =

𝑘𝑇
𝑓𝜋𝜂𝜎

 
(93) 

 

where 𝑓 is a constant depending on the boundary condition for fluid flow on the 

sphere’s surface. Slip or stick boundary conditions correspond to f = 4 and f = 6 

respectively. This relation was dismissed by a number of authors (Chen et al., 

1981; de Pablo et al., 1992; Pollack et al., 1990), particularly when the difference 

between solute and solvent radii is large. However, when we consider the diffusion 

coefficient ratio between noble gases, the dependency on temperature, viscosity, 

and boundary condition are removed, and only the relative radii are compared. For 

example, the diffusion coefficient ratio of Xe and Kr can be written as  

 

 𝐷𝑖
𝐷𝑗

=
𝜎𝑗
𝜎𝑖

 
(94) 

 

The radii for noble gases used in this study are shown in Table 49, these are the 

same potential parameters used in the simulation and have proven to adequately 

represent the pure components. 
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Table 49. Lennard-Jones potential parameters for noble gases used in this study. 

Noble Gas ε (K) σ (Å) Reference 

He 10.22 2.556 (Kell et al., 1978) 
Ne 35.7 2.789 (Skoulidas & Sholl, 2002) 
Ar 124.07 3.42 (Skoulidas & Sholl, 2002) 
Kr 164.7 3.635 (Potter & Clynne, 1978) 
Xe 227.856 3.9478 (Bonifácio et al., 2002) 

CH3 114 3.93 (Siepmann, 1993; Smit et al., 1995) 
 

The results are then plotted to show the ratio among the diffusion coefficient in n-

decane as shown in Figure 76 to Figure 79. The trend are linear and virtually a 

constant with small slopes ranging from -0.00009 to 0.0009. Additionally, the three 

cases of radius ratios between the five noble gases are listed in Table 50 to Table 

52.  

 

Table 50. The radius ratios between the five noble gases where 𝑹𝟏 = 𝝈𝒔𝒐𝒍𝒖𝒕𝒆+𝝈𝒔𝒐𝒍𝒖𝒕𝒆
𝟐

 

 𝝈𝑿𝒆 𝝈𝑲𝒓 𝝈𝑨𝒓 𝝈𝑵𝒆 𝝈𝑯𝒆 

𝝈𝑿𝒆 1 1.09 1.15 1.42 1.54 
𝝈𝑲𝒓 0.92 1 1.06 1.30 1.42 
𝝈𝑨𝒓 0.87 0.94 1 1.23 1.34 
𝝈𝑵𝒆 0.71 0.77 0.82 1 1.09 

𝝈𝑯𝒆 0.65 0.70 0.75 0.92 1 

 

 

Table 51. The radius ratios between the five noble gases where 𝑹𝟐 =
𝝈𝒔𝒐𝒍𝒖𝒕𝒆+𝝈𝑪𝑯𝟑

𝟐
 

 𝝈𝑿𝒆 𝝈𝑲𝒓 𝝈𝑨𝒓 𝝈𝑵𝒆 𝝈𝑯𝒆 
𝝈𝑿𝒆 1 1.06 1.10 1.24 1.31 
𝝈𝑲𝒓 0.95 1 1.04 1.18 1.24 
𝝈𝑨𝒓 0.91 0.96 1 1.13 1.19 
𝝈𝑵𝒆 0.80 0.85 0.88 1 1.05 
𝝈𝑯𝒆 0.76 0.81 0.84 0.95 1 
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Table 52. The radius ratios between the five noble gases where 𝑹𝟑 = 𝝈𝒔𝒐𝒍𝒖𝒕𝒆 + 𝑹𝒈 

 𝝈𝑿𝒆 𝝈𝑲𝒓 𝝈𝑨𝒓 𝝈𝑵𝒆 𝝈𝑯𝒆 
𝝈𝑿𝒆 1 1.04 1.08 1.19 1.24 
𝝈𝑲𝒓 0.96 1 1.03 1.14 1.18 
𝝈𝑨𝒓 0.93 0.97 1 1.10 1.15 
𝝈𝑵𝒆 0.84 0.88 0.91 1 1.04 
𝝈𝑯𝒆 0.81 0.85 0.87 0.96 1 

 

 

 
Figure 76. Ratio of diffusion coefficient of Xe and other noble gases at 30 MPa 

 

From the plots of the ratio of diffusion coefficients, while the ratio is a constant, 

they do not show a monotonically increasing or decreasing trend amongst all the 

mixtures. While very small slopes of diffusion coefficient ratio can be observed in 

all plots, the inherent error of 10% makes it hard to draw a definitive conclusion. 
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Additionally, the radius ratio from the case where 𝑅3 = 𝜎𝑠𝑜𝑙𝑢𝑡𝑒 + 𝑅𝑔 is the closest 

to the expected ratio of 1. In the rheology study of n-decane, Cui et al. (1996) 

noted in the comparison with tetracosane and hexadecane that n-decane is 

considerably stiff for the hydrocarbon of this length. This indicates that, for a 

given configuration, it is very rigid and best describe the level of interaction 

between the solute and solvent for binary the mixtures in this study.  

 

 
Figure 77. Ratio of diffusion coefficient of Kr and other noble gases at 30 MPa 
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Figure 78. Ratio of diffusion coefficient of Ar and other noble gases at 30 MPa 

 

 
Figure 79. Ratio of diffusion coefficient of Ne:He at 30 MPa 
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Further to the Stoke-Einstein’s relation evaluation, the σ prediction by the relation 

was calculated as shown in Table 53 to Table 55. The radii of interaction were 

calculated for 10, 50, and 200 MPa where viscosity data are available. These radii 

are much smaller than the effective radii used in the force field by an order of 

magnitude. And thus, the Stoke-Einstein’s relation cannot be used to adequately 

explain the mechanics of diffusion as has been pointed out by several authors. 

 

Table 53. σ prediction (Å) by Stoke-Einstein’s relation for noble gas + n-decane binary mixture at 10 MPa  

Temperature 
(K) σXe σKr σAr σNe σHe 
340 0.82 0.68 0.50 0.26 0.14 
355 0.81 0.68 0.57 0.27 0.15 
370 0.96 0.67 0.57 0.31 0.16 
385 0.94 0.76 0.65 0.32 0.19 
400 0.89 0.74 0.66 0.36 0.19 
415 0.98 0.84 0.69 0.39 0.20 
430 1.09 0.87 0.75 0.41 0.23 
445 1.10 0.94 0.81 0.45 0.24 
460 1.21 0.95 0.88 0.47 0.26 

 

Table 54. σ prediction (Å) by Stoke-Einstein’s relation for noble gas + n-decane binary mixture at 50 MPa  

Temperature 
(K) σXe σKr σAr σNe σHe 
340 0.56 0.47 0.34 0.18 0.10 
355 0.55 0.46 0.39 0.18 0.10 
370 0.65 0.45 0.38 0.21 0.11 
385 0.64 0.52 0.44 0.22 0.13 
400 0.60 0.50 0.45 0.24 0.13 
415 0.66 0.56 0.46 0.26 0.14 
430 0.73 0.58 0.50 0.28 0.16 
445 0.73 0.63 0.54 0.30 0.16 
460 0.80 0.63 0.57 0.31 0.17 
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Table 55. σ prediction (Å) by Stoke-Einstein’s relation for noble gas + n-decane binary mixture at 200 MPa  

Temperature 
(K) σXe σKr σAr σNe σHe 
415 0.27 0.23 0.19 0.11 0.06 
430 0.31 0.24 0.21 0.12 0.07 
445 0.31 0.27 0.23 0.13 0.07 
460 0.34 0.27 0.25 0.13 0.07 

Note: the viscosity data are only available from 415K at 200MPa from NIST 

 

 

8.2. Enskog’s hard-sphere relation 

 

As investigated by various authors including (Chen et al., 1981; Evans et al., 1981; 

Maitland et al., 1985a, 1985b; Vesovic & Wakeham, 1989) the diffusion coefficient 

derived from the Enskog’s hard-sphere theory can be written as 

 𝐷𝑖𝑗𝐸 =
3

8𝑛𝜎𝑖𝑗2𝑔𝑖𝑗(𝜎)
∙ �

𝑘𝐵𝑇
2𝜋𝑚𝑖𝑗

�

1
2
 (95) 

Where 

𝑔𝑖𝑗(𝜎) = radial distribution function between solute and solvent at contact 

𝑛 = fluid density 

𝑚𝑖𝑗 = reduced mass of solute and solvent 

 

Although our system is a soft-sphere model, it is interesting to relate this in terms 

of hard-sphere framework. Similarly to our comparison of the ratio between 

diffusion coefficients of noble gas in n-decane for the Stoke-Einstein’s relation, for 

instance we can write  

 

 
𝐷𝑖𝐸

𝐷𝑗𝐸
=
𝜎𝑗2

𝜎𝑖2
∙
𝑔𝑗(𝜎)
𝑔𝑖(𝜎)

 (96) 
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It is clear that the for a hard-sphere mixture, the radius of interaction is that of the 

distance of the closest approach between solute and solvent. However, it is unclear 

when it comes to large molecules like n-decane. Instead of a function of 𝜎 as 

implicated by the Stoke-Einstein’s relation, the diffusion coefficient ratio is now a 

function of 𝜎2 and a correction term from the radial distribution function ratio. 

The ratios of square radius are for different radius combinations are given in Table 

56 to Table 58. At the moment, we do not have the radial distribution function 

values and thus cannot be certain of what number these values should be. With 

further analysis of the radial distribution function, they could very well be 

corrections to unity as indicated in previous figures of diffusion coefficient ratios.  

 

 

Table 56. Ratios of square radius between the five noble gases where 𝑹𝟏 = 𝝈𝒔𝒐𝒍𝒖𝒕𝒆+𝝈𝒔𝒐𝒍𝒖𝒕𝒆
𝟐

 

 𝝈𝑿𝒆 𝝈𝑲𝒓 𝝈𝑨𝒓 𝝈𝑵𝒆 𝝈𝑯𝒆 
𝝈𝑿𝒆 1 1.18 1.33 2.00 2.39 
𝝈𝑲𝒓 0.85 1 1.13 1.70 2.02 
𝝈𝑨𝒓 0.75 0.89 1 1.50 1.79 
𝝈𝑵𝒆 0.50 0.59 0.67 1 1.19 
𝝈𝑯𝒆 0.42 0.49 0.56 0.84 1 

 

 

 

Table 57. The radius ratios between the five noble gases where 𝑹𝟐 =
𝝈𝒔𝒐𝒍𝒖𝒕𝒆+𝝈𝑪𝑯𝟑

𝟐
 

 𝝈𝑿𝒆 𝝈𝑲𝒓 𝝈𝑨𝒓 𝝈𝑵𝒆 𝝈𝑯𝒆 
𝝈𝑿𝒆 1 1.11 1.21 1.55 1.71 
𝝈𝑲𝒓 0.90 1 1.08 1.39 1.53 
𝝈𝑨𝒓 0.83 0.92 1 1.28 1.42 
𝝈𝑵𝒆 0.65 0.72 0.78 1 1.11 
𝝈𝑯𝒆 0.58 0.65 0.70 0.90 1 
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Table 58. The radius ratios between the five noble gases where 𝑹𝟑 = 𝝈𝒔𝒐𝒍𝒖𝒕𝒆 + 𝑹𝒈 

 𝝈𝑿𝒆 𝝈𝑲𝒓 𝝈𝑨𝒓 𝝈𝑵𝒆 𝝈𝑯𝒆 
𝝈𝑿𝒆 1 1.09 1.16 1.41 1.53 
𝝈𝑲𝒓 0.92 1 1.06 1.29 1.40 
𝝈𝑨𝒓 0.86 0.94 1 1.22 1.31 
𝝈𝑵𝒆 0.71 0.77 0.82 1 1.08 
𝝈𝑯𝒆 0.66 0.72 0.76 0.93 1 

 

 

8.3. Finite Size Effect Verification 

 

To verify the finite size effect, additional systems twice as large of 1000 n-decane 

were also completed. Each point at a given temperature was an average of 10 

separate trials. The comparison was carried out at 340 K and 30 MPa for all noble 

gases. 

 
Figure 80. Finite size effect verification between 500 and 1000 n-decane systems  

at 340K and 30MPa 
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The results were within the respective error margins. There was no systematic 

error  observed. It should also be noted that all the final equilibrated box length 

(𝐿𝑥) in the simulations in this study are much greater than the 𝐿𝑥 > 10𝜎 

recommended by (Gonzalez-Melchor et al., 2005). It is thus reasonable to assume 

that the system sizes of 500 n-decane particles utilized in the diffusion coefficient 

study are not of any observable influences of the finite size effect. 

 

8.4. Reservoir Model 

 

With the five spot injection pattern and other parameters as described previously, 

the results of field oil production, gas oil ratio and tracer production rate are 

reported below. The noble gas tracer production rates are identical in all cases.  

The diffusion coefficients at 340 K and 30 MPa for each noble gas in n-decane 

were used in the reservoir model. The simple black oil model was used due to the 

allotted time. The tracer injection field experiment at Salt Creek, in the state of 

Wyoming provides us with a guideline on the time scale of the tracer breakthrough 

as depicted in Figure 81. It should be noted that we are considering a very small 

area of a large field in the simulation which reflect in the relatively fast reduction 

of oil production.  
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Figure 81. Tracer breakthrough from Salt Creek field samples  

 

The results of simple calculations of the distance travelled by the noble gas tracers 

in n-decane from the diffusion coefficient at various temperatures are shown in 

Table 59. It is clear from this calculation that diffusion will not play a significant 

role within the reservoirs, where much larger fluid flow is observed. 

 
Table 59. Rough calculation of the distance travel from diffusion coefficient data 

Temperature 
(K) 

Distance travelled (m) 
Xe Kr Ar Ne He 

340 0.09 0.10 0.12 0.16 0.22 
355 0.10 0.11 0.12 0.18 0.24 
370 0.10 0.12 0.13 0.18 0.25 
385 0.11 0.12 0.14 0.19 0.25 
400 0.12 0.14 0.14 0.20 0.27 
415 0.13 0.14 0.15 0.20 0.28 
430 0.13 0.15 0.16 0.21 0.28 
445 0.14 0.15 0.16 0.22 0.30 
460 0.14 0.16 0.17 0.23 0.31 
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Figure 82. Field oil production rate (Stock tank barrel/Day) 

 

 
Figure 83. Gas oil ratio 
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In Figure 81 and Figure 84, the trends of the oil production and tracers 

breakthrough are identical and presence on the first day it was injected. This 

further emphasize that diffusion may not play an important role in a reservoir with 

large flow. As such noble gas tracers breakthrough cannot be a results of diffusion 

mechanism. 

 

 
Figure 84. Field oil production total 
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Figure 85. Tracer production rate for all 5 noble gas tracers 
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Chapter Nine 

9. Conclusions and Future Work 

 

Following the four objectives previously set out for this study, various aspects of 

the five noble gas + n-decane binary mixtures were investigated. Atomistic 

simulation were utilised for the study of Henry coefficients, vapour-liquid 

equilibrium, and diffusion coefficients. Reservoir simulation software package was 

also used to confirm the effect of diffusion coefficients within the reservoir.  

 

9.1. Henry coefficients 

 

Monte Carlo simulation and Widom insertion technique was utilised in the study 

of the solubility coefficient of noble gas + n-decane at infinite dilution and 

reservoir conditions. Size of the solutes plays a great role in the simulation where 

positive enthalpies of solvation were observed for He and Ne in n-decane, 

indicating an endothermic reaction. On the other end of the spectrum, negative 

enthalpies of solvation were observed for Kr and Xe in n-decane solution at 

reservoir conditions. The maxima in the gradient were observed on the 

ln𝐾  𝑣𝑠. 1/T plots for Xe and Kr in n-decane solution at 200 MPa. While these 

maxima are reproduced on the two of the largest gases considered, they are 

accommodated by larger uncertainties and further investigation will have to be 

completed before they can be confirmed. Additionally, a change in enthalpies of 

solvation for Ar in n-decane from negative at lower pressure and positive at higher 

pressure were also observed. This are thought to be caused by the similarity in 𝜀 

values between Ar and CH3 group and the energy required for the cavity 

formation to accommodate the solute are nearly compensated by the favourable 

interaction between the solute and solvent molecules.  
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The results were also plotted in terms of critical temperature of the solutes where 

nonlinear correlations were observed. Additionally, the results were also linearly 

fitted with the smoothing function of Clarke & Glew using the first two 

coefficients. The partial molar volume was also investigated where larger gases 

experience greater volume changes upon insertion, as expected. What is more, the 

change in partial molar volume for Ar system is not consistent throughout the 

temperature and pressure ranges. This was thought to be a result of similarity in 

the 𝜀 values between Ar and CH3 group. 

 

9.2. Vapour-liquid equilibrium 

 

By way of the Monte Carlo simulation, the vapour-liquid equilibrium curves of the 

noble gas + n-decane binary mixtures were investigated. Although the intentions 

were originally to use the composition representative to that at infinite dilution, 

such high pressure range for the reservoir conditions has prevented the 

simulations of practical system size and composition to be completed. The 

relatively large system sizes of 1200 particles for lower pressure range and 1500 

particles for higher pressure range were utilised in the vapour-liquid equilibrium 

study. The results were great agreement with the predictions by the Peng-

Robinson equation of state. He + n-decane and Ne + n-decane are the two 

systems with higher bubble pressure than the highest pressure considered in this 

study. The binary mixture of Xe + n-decane on the other hand has the lowest 

bubble pressure. Additionally, the density of the He + n-decane and Ne + n-

decane mixtures are relatively insensitive to the pressure changes when compared 

to heavier gases.  
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9.3. Diffusion coefficients and reservoir simulation 

 

The study of diffusion coefficients of noble gases in n-decane solution at reservoir 

conditions were completed in molecular dynamics simulations. The plots of the 

diffusion coefficient ratios were fitted with linear trend with negligibly small slope. 

The ratio of the diffusion coefficients were further investigated in light of the 

Stoke-Einstein’s relation and the hard-sphere Enskog’s relation. Once put in the 

form of ratio, both methodologies express diffusion coefficient ratios in terms of 

ratio of radii. These radii of the interaction between solute and solvent molecules 

are not clear when it comes to particles with large size disparity. Three different 

measures of interaction radii were investigated. Interestingly, the best fit was 

observed when R = 𝜎𝑠𝑜𝑙𝑢𝑡𝑒 + 𝑅𝑔𝑦𝑟𝑎𝑡𝑖𝑜𝑛.  

The diffusion coefficients were then utilised in the reservoir simulation. The 

results confirm the calculation where the diffusion does not play an important role 

when the breakthrough is expected in relatively small time scale (days). However, 

the combination of different noble gas tracers may be utilised to investigate 

reservoir characteristics as diffusion coefficient of Xe in n-decane are 

approximately six times lower than that of He.  

 

9.4. Future work 

 

Although large amount of data including the solubility, diffusivity, and phase 

equilibrium of noble gas + n-decane binary mixtures have been compiled 

throughout this study, there are still much more work to be done to fully 

understand the thermodynamics of noble gas tracers within the reservoir. Some 

interesting topics can be investigated immediately following this study through 

powerful molecular simulation software. 
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In terms of solubility coefficients, the maxima observed in both Xe and Kr plots 

are an interesting feature. Longer and additional number of simulations should be 

applied to reduce the unusually high uncertainty associated with the maximum 

region. Accompanying the solubility of noble gases in n-decane at infinite dilution, 

phase partitioning of noble gases should be further investigated. This perhaps can 

be completed by way of a coarsed-grain model to allow for larger number of 

particles and composition similar to that at infinite dilution. Such study will help 

verify the maxima observed in the solubility study. 

 

The radial distribution function should be completed to better understand the 

diffusivity of noble gases in n-decane at reservoir conditions. Additionally, other 

binary or tertiary mixtures should also be investigated including CO2 and other 

much heavier hydrocarbon components. A typical geological sequestration site is a 

complex subterranean structure where its fluid is comprised of a large number of 

components interacting at conditions far from ideal. A more detailed study of the 

reservoir can be carried out where compositional model could be used to further 

investigate the role of noble gases within the reservoir.  

 

One thing to keep in mind is that this is a temporary fix. The consumption habits 

must be addressed to truly resolve the climate change issue, and perhaps many 

others in the process. 
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"What we do for ourselves dies with us.  

What we do for others and the world, remains and is immortal." 

Albert Pine 
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Appendix A 
 

 
Figure 86. Example of black oil reservoir fluid, adopted from (McCain, 1990) 
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Figure 87. Reservoir fluid analysis report, adopted from (McCain, 1990) 

 

 

Wells representation 

An injection or production well is defined as a point at the centroid of the block. It 

is the form of communication between the reservoir and the surface. The flow 

between the block and the well, perforation, is similar to the transmissibility 

between blocks. The flow rate between the block and the well is defined as follow: 

Flow rate = dead oil rate + water rate + free gas rate + solution gas rate 

 
q𝑖 = 𝑊𝑘 �

𝑘𝑟0
µ0𝐵0

+
𝑘𝑟𝑤
µ𝑤𝐵𝑤

+
𝑘𝑟𝑔
µ𝑔𝐵𝑔

+
𝑅𝑠𝑘𝑟0
µ0𝐵0

� ∆𝑃 (1)  
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Or in matrix form 

 

𝑞𝑖 = 𝑊𝑘 ∙ ∆𝑃 ∙

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑘𝑟0
µ0𝐵0

+ 𝑅𝜈
𝑘𝑟𝑔
µ𝑔𝐵𝑔

 
𝑘𝑟𝑤
µ𝑤𝐵𝑤

𝑘𝑟𝑔
µ𝑔𝐵𝑔

+
𝑅𝑠𝑘𝑟0
µ0𝐵0 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

 (2)  

Where 

Wk: perforation connection factor in block i, sometimes refer to as geometric 

factor 

kr: relative permeability of specified phase: oil, water and gas as denoted 

µ: viscosity of the specified phase: oil, water, and gas as denoted 

B: Formation volume factor of the specified phase: oil, water, and gas as denoted 

∆𝑃: Pressure different between the wellblock i and the opposite wellblock 

A perforation can be operating in different mode, shut-in well, open well with 

specific flow rate, pressure gradient, and bottom hole pressure. The operating 

mode can be specified in the model.  

 

Newton-Ralphson iteration 

This process is also known as non-linear iteration and outer-iteration. Since three 

errors 𝑅 = �
𝑅𝑤
𝑅𝑔
𝑅𝑜
�

𝑖

 �
𝑆𝑤

𝑆𝑔 𝑜𝑟 𝑅𝑠 𝑜𝑟 𝑅𝜈
𝑃0

� are associated with each block in the 

building block, the iteration and the Jacobian  𝜕𝑅
𝜕𝑋

 can be written as follow 

 
𝑅(𝑋 + 𝑥) = 𝑅(𝑋) +

𝜕𝑅
𝜕𝑋

𝑥 = 0 (3)  
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 (4)  

And 

 𝐽 × 𝑥 = 𝑅(𝑋) →  𝑥 = 𝐽−1𝑅(𝑋) (5)  

The Jacobian is a matrix of partial derivatives of the blocks relative to R. And R(X) 

is the non-linear error of the previous iteration. The Newton-Ralphson iteration 

algorithm is as follow 

Compute the Jacobian 

1. Evaluate the new R(X)  R(X+x) 

2. If the error is larger than the tolerance limit, repeat step 2 

3. When the error is within the tolerance limit, update the Jacobian and 

proceed to the next time step and repeat the iteration. 

After n iteration, the error becomes 

 𝑟𝑛 = 𝑏 − 𝐴 × 𝑥𝑛 (6)  

 𝐵 × 𝑞𝑛 = 𝑟𝑛 (7)  

B is the approximation matrix to A. This approximation matrix contributes greatly 

to the efficiency of the solution acquisition. The objective is to minimize the 

material balance error. ECLIPSE utilizes Nested Factorization preconditioning to 

obtain the approximation matrix B, as is widely accepted. 

The mass balance during each time step can be written as a vector M per unit fluid 

surface density 
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𝑀 = 𝑉𝑝

⎣
⎢
⎢
⎢
⎢
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𝑆0
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+
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⎥
⎥
⎥
⎥
⎥
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 (8)  

𝑉𝑃 = vaper volume 

𝑆 = saturation in the specify phase: gas, oil, or water 

𝐵 = formation volume factor in the specify phase: gas, oil, or water 

𝑅𝑣 = gas condensate ratio 

𝑅𝑠 = solution gas oil ratio 
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