
An electrostatic ion trap for laser

and nuclear spectroscopy at the IGISOL

A thesis submitted to the University of Manchester for the degree of

Doctor of Philosophy (PhD)

in the Faculty of Engineering and Physical Sciences

2013

Duncan J. S. Johnson

School of Physics and Astronomy,

Nuclear Physics Group



2 of 179



Contents 3 of 179

Contents

Page

Contents 3

List of Figures 6

List of Tables 12

Abstract 15

Declaration 17

Copyright statement 17

Acknowledgments 19

1 Introduction 21

1.1 History of the IGISOL facility . . . . . . . . . . . . . . . . . . . . . . 22

1.2 This work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2 Theoretical considerations 25

2.1 Nuclear theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.2 Atomic theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.3 First-order hyper�ne structure and the isotope shift . . . . . . . . . . 34

2.3.1 Magnetic dipole moments and hyper�ne anomalies . . . . . . 35

2.3.2 Electric quadrupole moments . . . . . . . . . . . . . . . . . . 38



Contents 4 of 179

2.3.3 Optical isotope shift . . . . . . . . . . . . . . . . . . . . . . . 39

2.3.3.1 King plot . . . . . . . . . . . . . . . . . . . . . . . . 42

2.4 Lasers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.4.1 Frequency stabilised dye laser . . . . . . . . . . . . . . . . . . 44

2.4.1.1 Fundamental beam . . . . . . . . . . . . . . . . . . . 45

2.4.1.2 Frequency doubling . . . . . . . . . . . . . . . . . . . 47

3 Experimental techniques 49

3.1 Collinear laser spectroscopy . . . . . . . . . . . . . . . . . . . . . . . 52

3.1.1 Laser frequency stabilisation . . . . . . . . . . . . . . . . . . . 53

3.2 Primary ion beams . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.2.1 Negative ion sources . . . . . . . . . . . . . . . . . . . . . . . 56

3.2.2 MCC30/15 cyclotron . . . . . . . . . . . . . . . . . . . . . . . 57

3.2.2.1 Neutron converter . . . . . . . . . . . . . . . . . . . 57

3.2.3 K130 cyclotron . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.2.3.1 Electron Cyclotron Resonance Ion Sources (ECRIS) . 58

3.3 Radioactive ion beam . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.3.1 Light-ion fusion ion guide . . . . . . . . . . . . . . . . . . . . 60

3.3.2 Fission ion guide . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.3.3 Heavy-ion fusion ion guide (HIGISOL) . . . . . . . . . . . . . 62

3.4 Production of stable isotopes . . . . . . . . . . . . . . . . . . . . . . . 64

3.5 Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.5.1 SextuPole Ion Guide (SPIG) . . . . . . . . . . . . . . . . . . . 65

3.5.2 Laser Ion Source Trap (LIST) . . . . . . . . . . . . . . . . . . 66

3.5.2.1 Fast Universal Resonant laser IOn Source (FURIOS) 67

3.6 Mass-separation, cooling and optical pumping . . . . . . . . . . . . . 68

3.7 Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.7.1 Bunched beam spectroscopy . . . . . . . . . . . . . . . . . . . 72



Contents 5 of 179

3.7.2 Photon-ion coincidence . . . . . . . . . . . . . . . . . . . . . . 73

3.7.3 Charge exchange cell (CEC) . . . . . . . . . . . . . . . . . . . 73

3.8 Beam-line simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.8.1 Quadrupole de�ectors . . . . . . . . . . . . . . . . . . . . . . 76

3.8.2 Hammerhead beam transport . . . . . . . . . . . . . . . . . . 81

3.8.3 Voltage-switch timing for ConeTrap operation . . . . . . . . . 82

3.9 Data acquisition (DAQ) . . . . . . . . . . . . . . . . . . . . . . . . . 84

4 Ion traps 85

4.1 Quadrupole traps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.1.1 The IGISOL Cooler-Buncher . . . . . . . . . . . . . . . . . . . 88

4.2 Penning trap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.2.1 JYFLTRAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5 ConeTrap 93

5.1 Simulation Program: SIMION . . . . . . . . . . . . . . . . . . . . . . 94

5.2 ConeTrap design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.2.1 Stable regions . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.2.2 Properties of stable regions . . . . . . . . . . . . . . . . . . . . 101

5.2.3 Dynamic injection and extraction . . . . . . . . . . . . . . . . 105

5.2.4 Acceptance time . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.2.5 Uniform potential region . . . . . . . . . . . . . . . . . . . . . 110

5.3 Construction and installation considerations . . . . . . . . . . . . . . 111

5.3.1 Physical construction and materials . . . . . . . . . . . . . . . 111

5.3.2 Fast-switching circuitry . . . . . . . . . . . . . . . . . . . . . . 113

5.3.3 ConeTrap commissioning stages . . . . . . . . . . . . . . . . . 117

5.3.3.1 Ion energy . . . . . . . . . . . . . . . . . . . . . . . . 118

5.3.3.2 Injection voltage . . . . . . . . . . . . . . . . . . . . 119



Contents 6 of 179

5.3.3.3 Trapping delay . . . . . . . . . . . . . . . . . . . . . 120

5.3.3.4 Back electrode voltage . . . . . . . . . . . . . . . . . 124

5.3.3.5 Trapping potentials . . . . . . . . . . . . . . . . . . . 125

5.3.3.6 Loss mechanisms and containment time . . . . . . . 125

5.4 ConeTrap applications . . . . . . . . . . . . . . . . . . . . . . . . . . 127

5.4.1 Optical pumping . . . . . . . . . . . . . . . . . . . . . . . . . 128

5.4.2 Neutralising trap . . . . . . . . . . . . . . . . . . . . . . . . . 130

5.4.3 Potential energy elevator . . . . . . . . . . . . . . . . . . . . . 131

5.4.4 �Radiation transparent� ConeTrap . . . . . . . . . . . . . . . . 131

5.4.5 �Commissioning� ' ConeTrap . . . . . . . . . . . . . . . . . . . 132

6 First results from IGISOL 4 135

6.1 Stable molybdenum . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

6.2 Radioactive molybdenum . . . . . . . . . . . . . . . . . . . . . . . . . 142

6.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

6.4 Future work on molybdenum . . . . . . . . . . . . . . . . . . . . . . . 147

7 Summary 151

A Emittance 155

B Designs of future ConeTraps 159

B.1 �High-density� ConeTrap . . . . . . . . . . . . . . . . . . . . . . . . . 159

B.2 �Dual-stability� ConeTrap . . . . . . . . . . . . . . . . . . . . . . . . 164

B.3 �Fast-beam� ConeTrap . . . . . . . . . . . . . . . . . . . . . . . . . . 168

References 170

Total word count: 29,856



List of Figures 7 of 179

List of Figures

2.1 Projection of the angular momentum of a valence nucleon sub-state

onto the deformation axis of a prolate nucleus. . . . . . . . . . . . . . 28

2.2 Nilsson diagram for A=25 nuclei. . . . . . . . . . . . . . . . . . . . . 29

2.3 Absorption and emission requirements for lasing to occur. . . . . . . . 44

2.4 Dye laser setup. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.1 IGISOL 3 Beam-line. . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2 Layout of the IGISOL 4 facility. . . . . . . . . . . . . . . . . . . . . . 51

3.3 Graph showing the reduction in velocity spread as kinetic energy is

increased. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.4 Fast and slow compensation provided by the reference and slave

etalons in the laser lock. . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.5 Iodine reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.6 Diagram of a cyclotron. . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.7 Fusion ion guide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.8 Fission ion guide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.9 Heavy-ion fusion guide (HIGISOL) . . . . . . . . . . . . . . . . . . . 63

3.10 Double-SPIG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.11 Fast Universal Resonant laser IOn Source (FURIOS) . . . . . . . . . 67

3.12 Laser access to high-voltage region for optical pumping of trapped

and slow moving ions. . . . . . . . . . . . . . . . . . . . . . . . . . . 70



List of Figures 8 of 179

3.13 Light collection region . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.14 Bunch resonance improvement using time-of-�ight information. . . . . 73

3.15 Simulation of the beam-line after the Cooler-Buncher. . . . . . . . . . 75

3.16 Quadrupole de�ector diagrams. . . . . . . . . . . . . . . . . . . . . . 77

3.17 Angular deviation from 90◦ and o�set from central axis for beams

exiting a quadrupole de�ector using all rod and shim electrodes. . . . 78

3.18 Angular deviation from 90◦ and o�set from central axis for beams

exiting a quadrupole de�ector using typical IGISOL 3 experimental

settings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.19 Aligned and o�set 90◦ de�ection voltages for the `idealised' and `IGISOL'

settings of the quadrupole de�ector. . . . . . . . . . . . . . . . . . . . 81

3.20 O�set from central axis for the `idealised' and `IGISOL' quadrupole

de�ectors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.21 Hammerhead beam transport optics. . . . . . . . . . . . . . . . . . . 82

3.22 Voltage switch timing when using the ConeTrap. . . . . . . . . . . . . 83

4.1 Stable regions of a quadrupole trap determined using the Mathieu

equations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.2 Operation of a quadrupole trap as a mass �lter and the transmission

range according to the Mathieu equations. . . . . . . . . . . . . . . . 87

4.3 Cooler-Buncher structure . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.4 Bunching process in Cooler-Buncher . . . . . . . . . . . . . . . . . . 90

4.5 Bunch lengths on release from Cooler-Buncher . . . . . . . . . . . . . 91

4.6 E�ect of bu�er gas cooling and rf-oscillations of ions in a Penning Trap. 92

5.1 Original ConeTrap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.2 Simpli�ed SIMION segment order . . . . . . . . . . . . . . . . . . . . 96

5.3 Symmetric ConeTrap stable regions. . . . . . . . . . . . . . . . . . . . 97



List of Figures 9 of 179

5.4 ConeTrap axial position densities for symmetric LV (830 V) and HV

(1250 V) ConeTraps. . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.5 Symmetric and Asymmetric ConeTrap orbital shapes. . . . . . . . . . 98

5.6 Asymmetric ConeTrap stable regions. . . . . . . . . . . . . . . . . . . 99

5.7 ConeTrap axial position densities for an asymmetric ConeTrap. . . . 100

5.8 Scatter plots of ion axial positions against axial and radial accelera-

tions in typical low voltage (LV) and high voltage (HV) cones. . . . . 102

5.9 Illustration of the re�ection path of an 800 eV ion by a cone electrode

at increasing potentials. . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.10 Variation of output emittance with cone electrode potential. . . . . . 104

5.11 Injection e�ciency for two cone electrode designs. . . . . . . . . . . . 106

5.12 Mean radii of extracted ions for the two cone electrode designs and

for a shielded extraction electrode. . . . . . . . . . . . . . . . . . . . 107

5.13 ConeTrap stability with increasing length of the central section. . . . 108

5.14 Variation of output emittance and re�ection time with cone electrode

potential for di�erent cone electrode angles. . . . . . . . . . . . . . . 109

5.15 Fringe �eld reduction on addition of an aperture lip. . . . . . . . . . . 110

5.16 Fringe �elds due to di�erent disc diameters. . . . . . . . . . . . . . . 112

5.17 Model and dimensions of the constructed IGISOL ConeTrap. . . . . . 113

5.18 Circuitry used to change the potential of the injection-extraction elec-

trode. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.19 Oscilloscope images of the voltage switch for the ConeTrap using

Cooknell and high-current Hewlett-Packard power supplies. . . . . . . 115

5.20 Transmission current on the Faraday cup in the beam switch-yard

showing the e�ect of a reduced cable length between the fast-switch

circuitry and the output electrode. . . . . . . . . . . . . . . . . . . . 116

5.21 Fast-switch circuitry in place above the ConeTrap installation point. . 117



List of Figures 10 of 179

5.22 Stable regions of the ConeTrap in terms of the ratio of the symmetric

trapping potentials and the ion beam energy. . . . . . . . . . . . . . . 118

5.23 Injection voltage commissioning strategy. . . . . . . . . . . . . . . . . 120

5.24 Injection voltage commissioning data. . . . . . . . . . . . . . . . . . . 120

5.25 Transmission e�ciency and average ion energy, for a weakly focused

beam, as a function of deviation from the optimum injection delay. . 121

5.26 Transmission e�ciency and average ion energy, for a realistically di-

vergent beam, as a function of deviation from the optimum injection

delay. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.27 Transmission e�ciency and average ion energy, for a realistically di-

vergent beam with an (unrealistic) bunch width of 0 µs, as a function

of deviation from the optimum injection delay. . . . . . . . . . . . . . 122

5.28 Transmission current received on Faraday cup with respect to the

switch delay upon release from the Cooler-Buncher. . . . . . . . . . . 123

5.29 Back electrode voltage commissioning using an injection-extraction

electrode shield. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

5.30 Energy shift due to repeated laser induced �uorescence. . . . . . . . . 129

5.31 Optical pumping to metastable state and subsequent spectroscopy. . . 130

5.32 Structure, orbital shape and potential contours of the radiation trans-

parent ConeTrap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

5.33 Model of the �commissioning� ConeTrap. . . . . . . . . . . . . . . . . 133

6.1 Multiple solutions for the hyper�ne structure centroids of a J =

1/2→ 1/2 transition. . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6.2 Hyper�ne spectra of the 6D1/2 →6F3/2 transition for 97Mo and Voigt

pro�le �t. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

6.3 Fine and hyper�ne structure of the 6D1/2 and 6F3/2 states and tran-

sitions observed in the experiment. . . . . . . . . . . . . . . . . . . . 140



List of Figures 11 of 179

6.4 A King plot used to calibrate the electronic factor, F, and mass shift

factor, M. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

6.5 Hyper�ne spectra of the 6D1/2 →6F1/2 transition, assuming I=1/2 or

3/2, for 107Mo and Voigt �ts. . . . . . . . . . . . . . . . . . . . . . . . 144

6.6 Change in mean-square charge radii for molybdenum and yttrium

isotopes in the N∼ 50− 60 region. . . . . . . . . . . . . . . . . . . . . 146

6.7 Nilsson diagrams for neutrons and protons in a deformed Woods-

Saxon potential. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

7.1 The laboratory before the installation of IGISOL 4 (October 2009). . 151

7.2 The construction of the IGISOL 4 laboratory and the layout of the

beam-line. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

A.1 Common emittance pro�les . . . . . . . . . . . . . . . . . . . . . . . 157

B.1 Structure, orbital shape, potential contours and 3D potential of a

�high-density� ConeTrap. . . . . . . . . . . . . . . . . . . . . . . . . . 160

B.2 Stable regions of the �high-density� ConeTrap. . . . . . . . . . . . . . 161

B.3 Transverse density of ions at the orbital waist in a �high-density�

ConeTrap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

B.4 Structure, potential contours and 3D potential of the �Dual-stability�

ConeTrap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

B.5 Stability of an ion transferring from the LV stability region to the HV

stability region upon ionisation from 1+ to 2+ inside the ionisation

chamber of an �Dual-stability� ConeTrap. . . . . . . . . . . . . . . . . 165

B.6 Figure illustrating the change in stability regions as ions are reso-

nantly ionised inside the �dual-stability� ConeTrap. . . . . . . . . . . 166

B.7 Structure, orbital shape, potential contours and 3D potential of the

acceptance-independent �dual-stability� ConeTrap. . . . . . . . . . . . 167



List of Figures 12 of 179

B.8 Structure, potential contours and orbital shape of a �fast-beam� Cone-

Trap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

B.9 Stable regions of the �fast-beam� ConeTrap . . . . . . . . . . . . . . . 169



List of Tables 13 of 179

List of Tables

5.1 Average re�ection times for LV and HV cone electrodes. . . . . . . . . 101

6.1 Comparison of isotope shifts for the 6D1/2 →6F1/2 transition in the

stable molybdenum isotopes. The isotope shifts are given relative to

92Mo. Statistical errors are in curved brackets and total errors are

given in square brackets. . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.2 Comparison of hyper�ne dipole coe�cients for the 6D1/2 →6F1/2 tran-

sition in the stable odd isotopes of molybdenum. . . . . . . . . . . . . 137

6.3 Hyper�ne dipole and quadrupole constants for the 6F3/2 state in 95Mo

and 97Mo, measured at the IGISOL 3 and IGISOL 4 respectively. . . 141

6.4 Comparison of isotope shifts for the 6D1/2 →6F1/2 transition in 102,104,106Mo.

The isotope shifts are given relative to 92Mo. Statistical errors are in

curved brackets and total errors are given in square brackets. . . . . . 142

6.5 Isotope shifts of the 6D1/2 →6F1/2 transition in 107Mo, and the change

in mean-squared charge radius of the nucleus, assuming a nuclear spin

of 1/2 or 3/2. Statistical errors are in curved brackets and total errors

are given in square brackets. . . . . . . . . . . . . . . . . . . . . . . . 143

6.6 Hyper�ne dipole coe�cients for the 6D1/2 →6F1/2 transition in 107Mo,

and the magnetic moment of the nucleus, assuming nuclear spins of

1/2 and 3/2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145



List of Tables 14 of 179



Abstract 15 of 179

Abstract

The thesis �An electrostatic ion trap for laser and nuclear spectroscopy at the
IGISOL" was submitted to The University of Manchester on 11th September 2013
by Mr Duncan James Stewart Johnson for the degree of Doctor of Philosophy.

This thesis presents the theoretical modelling and commissioning of the laser
station at the newly constructed IGISOL 4 facility. The experimental techniques
and apparatus of the facility, focusing on a line dedicated to laser spectroscopy, are
described, followed by details on simulations of the beam-line.

First spectroscopic data has been acquired at IGISOL 4. The isotope shifts and
hyper�ne structure of stable and radioactive molybdenum isotopes were acquired
using collinear laser spectroscopy. The spectroscopy of this element was chosen in
order to compare the results with those previously acquired at IGISOL 3. The iso-
tope shifts and hyper�ne dipole constants calculated were found to agree and the
hyper�ne structure of the 4d4(5D)5s 6D1/2 to 4d4(5D)5p 6F1/2 transition in 107Mo
has been observed for the �rst time.

A new electrostatic ion trap (ConeTrap) has been designed for trapping and op-
tical pumping of ions in high vacuum using realistic ion optical simulations. The
ConeTrap has been designed with an extended central section in order to facili-
tate the optical pumping of contained ions. The trap uses asymmetric voltages
to achieve greater extraction e�ciency and an acceptance time of ∼10 µs. Fast
high-voltage switching circuitry has been created, with fall and rise times of <240
ns and <700 ns respectively, for dynamic trapping of ion bunches. The IGISOL
ConeTrap has been designed and built for axial and radial optical pumping, how-
ever several other possible applications are also presented. These applications, to
be deployed at the IGISOL 4, include using the ConeTrap as a potential energy
elevator, a �high-density� ConeTrap for two-photon spectroscopy, a �dual-stability�
ConeTrap that can provide pure, doubly-ionised bunches, a ConeTrap designed for
radiation detection for spectroscopy and lifetime measurements and a combination
of the ConeTrap and the current IGISOL light collection region for collinear laser
spectroscopy of trapped ions.
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CHAPTER 1

Introduction

Hyper�ne structure in atomic transitions was �rst observed in the late 19th century.

An explanation for the phenomenon was only proposed in 1924 by Pauli [1] who

attributed it to the interaction between the nucleus and the surrounding electron

cloud. The largest contribution to hyper�ne structure comes from the magnetic

dipole moment of the nucleus interacting with the magnetic �eld created by the

motion of the electron cloud. In 1935 hyper�ne structure arising from the interaction

of the electric quadrupole moment of the nucleus with the electric �eld gradient

caused by the electron cloud was described by Schüler and Schmidt [2] and the

isotope shift, caused by changes in nuclear size and charge distribution between

isotopes, was modeled in the early 1930s [3, 4]. Hyper�ne structure splittings are

usually two to three orders of magnitude smaller than the �ne structure of atomic

states and components can overlap due to line broadening. High resolution lasers

and the minimization of Doppler broadening are therefore required for measurement

of the hyper�ne structure.

The IGISOL facility, JYFL, measures the hyper�ne structure of atomic transi-

tions using collinear laser spectroscopy and high resolution mass spectroscopy is per-

formed using a double-penning trap, JYFLTRAP. Collinear laser spectroscopy was

originally developed in the 1970s [5] and measures the hyper�ne structure of atomic

transitions by overlapping a high resolution laser beam with a counter-propagating
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ion beam accelerated to high energy (keV). The increase in energy reduces the veloc-

ity spread of ions in the axial direction, therefore reducing the Doppler broadening

of the atomic transitions and allowing the hyper�ne structure to be measured with

greater resolution and, critically, greater e�ciency. The collinear laser spectroscopy

station at the IGISOL was established in the late 1990s [6, 7] and has since become

an integral part of the facility.

1.1 History of the IGISOL facility

The IGISOL method was originally developed in the 1980s at the University of

Jyväskylä to quickly (<ms) provide chemically non-selective, mass separated ra-

dioactive ion beams [8]. The original IGISOL was moved to the K130 cyclotron

laboratory in 1991 [9]. The move gave the new IGISOL 2 access to the K130 cy-

clotron, which, by the late 90s, could provide up to 50 µA current and 65 MeV

proton beams (compared to the 100 nA current and 20 MeV limit of the previous

M20 cyclotron [10]).

An ion-beam cooler and buncher (Cooler-Buncher) was installed in 1999 and

enabled the facility to cool and reduce the energy spread of the ion beam [11]. This

both provided reduced Doppler broadening for laser spectroscopy and decoupled the

ion-beam energy spread from the conditions in the IGISOL. The bunching of the

ions enabled bunched-beam spectroscopy to be performed, which greatly reduced

background from random laser scatter [12], and allowed the injection of ion bunches

into the Penning Trap that was installed after the Cooler-Buncher [13]. Another

advantage of using the Cooler-Buncher is the collisional relaxation of ions into the

ground state during cooling, thus depopulating metastable states formed in the

IGISOL. The cooled ions can then be optically pumped into a chosen metastable

state if the ground state is not suitable for spectroscopy [14].

The facility was upgraded in 2003 with greater radiation shielding, a larger target
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chamber and improved vacuum pumps [15]. These improvements resulted in the

IGISOL 3 and enabled the use of greater intensity proton beams.

The IGISOL 3 facility at Jyväskylä was dismantled, redesigned and moved to

a purpose built laboratory in 2011. The new facility, IGISOL 4, still has access to

the old K130 cyclotron, but now has a new, dedicated cyclotron (MCC30/15) that

provides 30 MeV proton and 15 MeV deuteron beams with respective currents of up

to 200 µA and 62 µA already achieved [16]. A new electrostatic ion trap, ConeTrap,

designed using ion optical simulations, has been constructed and installed in a high-

voltage (low energy) region beyond the Cooler-Buncher. The high voltage region

and ConeTrap will allow the optical pumping of slow moving ions in vacuum; either

traveling in the beam-line or con�ned within the ConeTrap.

1.2 This work

Ion optical simulations have been performed to optimise beam transport through

the new high voltage region of the IGISOL beam-line. The voltages required on the

IGISOL quadrupole de�ectors, to divert ions by 90 degrees, and the voltage switch

timing required for injection and extraction of the ConeTrap have been determined.

An Einzel lens was designed and built to transport ions between the de�ectors and

into the ConeTrap.

The electrostatic ion trap, ConeTrap, has been designed and installed at the

IGISOL facility. The trap was built to enable the optical-pumping of ions in vac-

uum. At IGISOL 3, optical-pumping was performed on ions contained in the, gas-

�lled, Cooler-Buncher in order to populate metastable states. This allowed collinear

laser spectroscopy to be performed from a metastable state when transitions from

the ground state were either too weak for spectroscopy or beyond the range of the

high-resolution dye laser. However, high-energy states were lost through collisional

relaxation inside the Cooler-Buncher. Optical-pumping of ions in vacuum allows
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these high-lying states to be populated, thus expanding the range of isotopes avail-

able for investigation at the IGISOL.

Ion optics simulations were used to design the ConeTrap for the injection and

extraction of ∼10 µs ion bunches and with an extended central region of uniform

potential for optical-pumping. Circuitry was created for dynamic trapping of the

ion bunches with rise and fall times below 1 µs. Alternative designs of the ConeTrap

were investigated for other possible applications at the IGISOL facility, including

a �high-density� ConeTrap for two-photon transition experiments, a �dual-stability�

ConeTrap to provide a pure bunch of 2+ ions and a �fast-beam� ConeTrap that can

be used for collinear laser spectroscopy of trapped ions. A non-optical ConeTrap has

been designed speci�cally for radiation detection, for spectroscopy and to determine

the lifetimes of radioactive isotopes, and can accept ion bunches of up to 22 µs

The �rst spectroscopic results from the new IGISOL 4 facility have been obtained

in this work. Isotope shifts and hyper�ne structure coe�cients were measured for

the stable isotopes of molybdenum (92,94−98,100Mo) and some radioactive isotopes

102,104,106Mo to compare with similar measurements made at the IGISOL 3 facil-

ity [17]. Measurements of the hyper�ne structure and isotope shift for the 107Mo

radioactive isotope have been achieved for the �rst time.

Chapter 2 summarizes the theoretical considerations pertinent to this work. A

description of the new IGISOL beam-line is given in Chapter 3, followed by details

of the simulation of the beam-line. A description of quadrupole traps and Penning

traps, and their use as the Cooler-Buncher and JYFLTRAP at Jyväskylä, are given

in Chapter 4, followed by the details of the ConeTrap simulations, construction and

circuitry, and possible applications in Chapter 5 (with ConeTrap designs considered

for the future presented in Appendix B). The results of the new molybdenum ex-

periments and their comparison to previous measurements are presented in Chapter

6, followed by a summary of this thesis in Chapter 7.
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CHAPTER 2

Theoretical considerations

A dedicated station at the IGISOL facility is used to determine characteristics of

nuclei by measuring the hyper�ne structure of atomic transitions. These splittings

are caused by the interaction between the electron cloud and the nucleus. They

are observed using collinear laser spectroscopy, where high-resolution laser light is

scanned over the atomic transition with scattered photons counted to determine

resonance. The form of the hyper�ne structure is then used, with comparisons to

adjacent isotopes, to calculate model-independent properties of the nucleus. This

Chapter describes the nuclear and atomic theory behind the hyper�ne structure

phenomenon and the theory used to acquire the high resolution laser light needed

for its measurement.

2.1 Nuclear theory

The matter radius of the nucleus has been experimentally determined to be R '

R0A
1/3 where R0 = 1.25 fm. The binding energy of the nucleus is smooth (approx-

imately saturated per nucleon above A ∼ 10 − 20) as the nucleus increases in size,

with only minor structural deviations. The observation of �magic numbers" in these

deviations, which coincide with sharp changes in the nuclear radius and nucleon sep-

aration energies, led to the development of the nuclear shell model, which separates
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the neutrons and protons into well-de�ned orbital shells. The shell model is found

to accurately predict the properties of nuclei in low mass regions and around shell

closures where the strong binding of the nucleus inhibits collective motion. In the

model, the protons and neutrons within the nucleus each have both orbital (l) and

intrinsic (s) angular momentum. To di�erentiate it from the total atomic orbital

momentum, J, the total nuclear angular momentum is conventionally denoted with

I and is referred to as the `nuclear spin'. The energy levels of the nuclear shell

model can be calculated by solving the Schrödinger equation for the Woods-Saxon

potential and spin-orbit coupling term. The Woods-Saxon potential and spin-orbit

coupling term are given by,

V (r) =
−V0

1 + exp( r−R
a

)
+ VSO l · s

where V0 is the potential depth, R is the mean radius, a is the di�usivity of the

nuclear surface and VSO is the spin-orbit coupling term [18].

The spin-orbit term arises due to the strong coupling of the nucleon orbital

and intrinsic angular momenta, resulting in them jj-coupling to a total angular

momentum (j = l + s) and total nuclear spin (I = j1 + j2 + ...). The nuclear spin-

orbit term is inverted in comparison to the atomic spin-orbit coupling, therefore

inverting the ordering of the split energy levels resulting in higher j orbitals shifting

to lower energies.

The spherical single-particle nuclear shell model provides estimates for the nu-

clear magnetic dipole (known as Schmidt estimates) and electric quadrupole mo-

ments. The magnetic dipole moment is given by,

< µ >l+1/2

µN
=

(
j − 1

2

)
gl +

1

2
gs

for nuclear orbitals of j = l + 1
2
and,
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< µ >l−1/2

µN
=
j(j + 3

2
)

(j + 1)
gl −

1

2(j + 1)
gs

for nuclear orbitals of j = l− 1
2
, where µN is the nuclear magneton and gl and gs are

g-factors. The g-factors, gl and gs, are 1 and 5.586 for protons and 0 and -3.826 for

neutrons respectively.

The electric quadrupole moments produced by a single valence proton, < Qs.p. >,

and that for n protons in the same sub-shell, < Q >, are,

< Qs.p. >= −
j − 1

2

(j + 1)
< r2 >

< Q >=< Qs.p. >

(
1− 2

n− 1

2j − 1

)
.

Large deviations between the estimates of the quadrupole moment and experi-

mental values led to the development of collective models, which describe the nucleus

in terms of macroscopic e�ects such as the deformation of the nucleus and allow the

possibility of vibrational and rotational excitations [18]. A simple liquid drop model

can also be used to approximate the binding energies of nuclei, using the semi-

empirical mass formula, and has been used to model the �ssion process [19]. The

incompressible drop and rigid rotor models can be used to describe the vibrational

and rotational states, the latter dominating in heavy nuclei and in areas far from

shell closures.

The need to combine the shell model with the deformation of the nucleus led to

the creation of the Nilsson model (deformed shell model) [20]. The Nilsson model

describes the orbits of unpaired valence nucleons in the potential created by a de-

formed nuclear core [21]. States degenerate at sphericity are observed to split with

increasing quadrupole deformation, |β2|, depending on the projection of their mag-

netic sub-states onto the deformation/symmetry axis, K (or Ω if the orbit is only

weakly coupled to the symmetry axis), shown in Figure 2.1. The quadrupole defor-

mation parameter, β2, is positive for prolate deformations and negative for oblate
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Figure 2.1: Projection of the angular momentum of a valence nucleon sub-state
onto the deformation axis of a prolate nucleus.

deformations. The form of the K-splitting is dependent on the angle of their orbits

with respect to the symmetry axis, θ, which is classically given by sin−1(j/K), with

high K orbits rising and lowering in energy for prolate and oblate deformations,

respectively, due to their decreased or increased overlap with the core nucleons. An

example of a Nilsson diagram is shown in Figure 2.2.

Nilsson orbitals are denoted by the asymptotic Nilsson quantum numbers, Kπ

[NnzΛ], where π is the parity of the state, N is the principal quantum number, nz

is the number of nodes the wave-function of the state has along the symmetry axis

and Λ is the projection of the orbital angular momentum onto the symmetry axis

(so that K = Λ + Σ, where Σ is the projection of the intrinsic spin). The nz and Λ

components are related to N (and therefore the parity of the state) such that nz +Λ

is even if N is even and odd if N is odd.

State mixing can occur between states of similar Kπ and spin orientation. The

degree of mixing is dependent on the K-values involved and the energy separation

between the states. State mixing increases as energy separation decreases, however,

as no two states with the same quantum number and parity can overlap, they instead



Chapter 2. Theoretical considerations 29 of 179

Figure 2.2: Nilsson diagram for A=25 nuclei as a function of the deformation
parameter ε, where ε ' 0.95β2. Positive and negative parity states are marked by
solid and dotted lines, respectively, and spherical shell gaps are indicated [22].

form a `pseudo-crossing'. The degree of mixing between the two states inverts at

the in�ection point, the states e�ectively swap principle wave-function components

(N , nz and Λ) and exchange characteristics. Intruder states, that have had their

energies shifted into a lower shell band by the spin-orbit interaction and are therefore

surrounded by states of opposite parity, can exist unperturbed to large deformations.

The radius of a deformed nucleus can be calculated using the droplet model,

which considers protons and neutrons separately and allows for the charge distribu-

tion and neutron skin thickness to be determined [23]. The matter radius can be
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expressed as an expansion of spherical harmonics, Ykq(θ):

R(θ) = R(1 +
∑
i≥2

βiYi0(θ))

where βi are multipole deformation parameters and R is a normalisation factor that

ensures the nuclear volume stays constant and therefore independent of βi. The

mean-square charge radius is then given by,

< r2 > =< r2 >sph

(
1 +

5

4π

∑
i

< β2
i >

)
+ 3σ2 (2.1)

where < r2 >sph is the mean-squared charge radius for a spherical nucleus of equal

volume. The σ term is the surface di�usiveness and is considered constant along an

isotope chain [23, 24].

The quadrupole deformation most often dominates and the shape expansion can

itself be expressed in terms of static and dynamic contributions [25, 26]:

< β2
2 > =< β2 >

2 +(< β2
2 > − < β2 >

2) =< βs2 >
2 + < βd2 >

2 .

The static term gives a measure of the permanent deformation of the nucleus and

the dynamic term gives a measure of the time-averaged �uctuations around this

shape.

If the quadrupole term is assumed to exhaust the expansion in Equation 2.1,

then the < β2
2 > term can be acquired from the change in nuclear mean-square

charge radius:

δ < r2 > = δ < r2 >sph +
5

4π
< r2 >sph δ < β2

2 > .

The change in mean-square charge radius can be extracted from isotope shifts (Sec-

tion 2.3.3) and the spherical radius can be calculated from theory [23].

The term< βs2 > can be simultaneously determined from the intrinsic quadrupole
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moment, evaluated from the electric quadrupole shift of the hyper�ne structure (Sec-

tion 2.3.2), using,

Q0 =
5√
5π
Z < r2 >sph< βs2 > (1 + 0.36 < βs2 >).

While both prolate and oblate states exist in nuclei, experiments have shown

that the ground states of the vast majority of medium-to-heavy deformed nuclei

are prolate with oblate nuclear ground states appearing near shell closures. The

dominance of the prolate deformation has been attributed to the Coulomb repulsion

between protons favouring an elongated nucleus and the abundance of low-K Nils-

son orbitals that become energetically favourable with greater prolate deformation

(compared to the high-K orbitals favoured by oblate deformations) [21].

In this work regions where nuclei change between prolate and oblate deforma-

tions, and the shape coexistence that can occur in transitional regions, are of great

interest. One such region, of particular interest, is around Z∼40, N∼60 where

changes in mean-square charge radius and two-neutron separation energies indicate

a sudden onset of a saturated deformation (at N=60). The magnitude of the shape

change is greatest for yttrium (Z=39), reduces in magnitude in adjacent elements

and is almost unobserved in molybdenum (Z=42) and krypton (Z=36), which in-

stead show a steady increase in deformation [27]. In Chapter 6, measurements of

the mean-square charge radius of molybdenum and yttrium are presented and the-

oretical predictions of deformations in the region are discussed.

2.2 Atomic theory

An atom consists of a central nucleus surrounded by an electron cloud. The pe-

riodicity in the properties of the elements, which gave rise to the Periodic Table,

can be successfully described using the atomic shell model. The atomic shell model
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describes electron states of an atom producing well-de�ned orbital shells, sub-shells

and degenerate sub-states, and attributes the periodicity of the elements to the

�lling of these orbital shells [28].

Each unique state in the shell model can be described by a set of quantum

numbers. The principal quantum number, n, is a positive integer number that

describes the gross shell structure of the atom, with electrons in higher shells being

less tightly bound than those in lower orbits. The principal quantum shells are

then split into sub-shells which are described by their orbital angular-momentum,

denoted by l. The orbital angular momentum quantum number, l, can take positive

integer values, and zero, which are conventionally denoted by the letters s, p, d, f

for l = 0, 1, 2, 3 respectively with orbitals beyond l = 3 progressing alphabetically

(skipping `j') [29]. These orbital sub-shells appear in those principal shells where

l ≤ n− 1.

As well as their orbital angular momentum, each electron has an intrinsic spin of

a half, denoted by s. The relative strength of the coupling between the intrinsic spin

and the orbital angular momentum of the orbiting electron, in comparison to the

residual electrostatic interaction, determines whether the state of the atom is best

described by LS-coupling or jj-coupling. This interaction involves the coupling of

the magnetic moment created by the intrinsic spin of the electron and the magnetic

�eld created by the moving electron cloud [28].

In low Z atoms the spin-orbit interaction is relatively weak and they can be

described well by coupling the intrinsic spins and angular momenta of the electrons

separately into total spin, S, and total angular momentum, L. These total spin and

orbital values then couple to give the total angular momentum, J:

J = L + S

and is called LS-coupling (or Russell-Saunders coupling). In high Z or highly-charged



Chapter 2. Theoretical considerations 33 of 179

atoms, where the interaction is stronger, the intrinsic spin and angular momenta of

the individual electrons couple to give each of them a total angular momentum, j,

which then couple together to give the total angular momentum, J:

J = j1 + j2 + ...

and is called jj-coupling (this coupling scheme is also applicable in the nuclear shell

model).

The energy shift produced by the spin-orbit interaction, known as �ne structure,

is given by,

EFS = −µs ·BJ

where µs is the magnetic dipole moment of the electron, and BJ is the magnetic

�eld experienced by the electron due to its orbit. The magnetic dipole moment of

the electron is de�ned as,

µs = −gsµB
s

~
.

The orbital shells have degenerate sub-states that can have their degeneracy lifted

according to their geometry, such as their projection onto a de�ned axis. For LS-

coupling these states are represented by ml, the magnetic quantum number, which

ranges in integer steps between −l and +l (eg: l = 1 → ml = −1, 0,+1). Each of

these states can contain two electrons with opposite spin projections, denoted by

the spin-projection quantum number, ms, where ms = ±1
2
. Thus each unique state

can be described by the quantum numbers n, l,ml and ms.

In jj-coupling the orbital shells are split into sub-shells according to their total

angular momentum, j, where the sub-shells are j = l + s and j = |l − s| (eg: a

p-shell is split into the 1
2
and 3

2
sub-shells). The s-orbital is not split as it can only

couple into a j = 1
2
state. These sub-shells have sub-states that are represented by
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the magnetic quantum number, mj, which can also be used to describe LS-coupled

states. These sub-states range in integer steps between −j and +j similar to an LS-

coupled shell. Thus each unique state can be described by the quantum numbers

n, l, j and mj.

The simple, but extreme, shell model assumes that the properties of the atom

are determined solely by the valence electrons surrounding an inert core. The total

angular momentum of the atom is then given by the coupling of the angular momenta

of each valence electron and is often described using the notation,

2S+1LJ

where 2S + 1 is the multiplicity, L is the total orbital angular momentum of the

atom and J is the total angular momentum (J = L + S).

The hyper�ne structure splitting, described in Section 2.3, is typically three

or four orders of magnitude smaller than �ne structure, thus each state can be

considered isolated and can be observed without interference from others (2nd order

hyper�ne splittings are considered negligible in this work).

2.3 First-order hyper�ne structure and the isotope

shift

The hyper�ne structure (HFS) of an atomic state arises from the interaction of the

nucleus with the atomic electron cloud and can be expanded in terms of electric and

magnetic multipole moments of the nucleus, with odd electric and even magnetic

terms vanishing due to symmetry arguments. The three dominating terms are the

electric monopole term, giving rise to the gross structure and isotope shift, the

magnetic dipole interaction and the electric quadrupole interaction.
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2.3.1 Magnetic dipole moments and hyper�ne anomalies

Usually the largest contribution to HFS comes from the interaction of the magnetic

dipole moment of the nucleus, acquired from the multipole expansion of the vector

potential [18],

A(r) =
µ0

4π

∫
jc(r

′) dτ ′

| r− r′ |
(2.2)

with the magnetic �eld created by the electron cloud. In Equation 2.2 r is the

position vector for the observation point, r′ is a vector in the current distribution,

jc(r
′), and τ represents the volume of the nucleus. The �rst non-vanishing term in the

series expansion of this integral, when expanded in terms of Legendre polynomials,

gives the magnetic dipole moment.

The interaction of the nuclear magnetic dipole moment with the magnetic �eld

arising from the motion of the electron cloud is similar to �ne structure (Section

2.2). The energy shift produced by this interaction is given by,

EM1 = −µI ·BJ

where EM1 is the energy shift, the µI term is the magnetic dipole moment of the

nucleus and BJ is the magnetic �eld from the electron cloud orbital motion.

The dipole moment of the nucleus is proportional to its spin, I, and the magnetic

�eld produced by the electron cloud is proportional to the total electronic angular

momentum, J, therefore the energy perturbation can be expressed in terms of the

total nuclear and atomic angular momenta:

EM1 = A I · J (2.3)

where A is the hyper�ne dipole coe�cient and is de�ned as [30],



Chapter 2. Theoretical considerations 36 of 179

A =
gIµNBJ√
J(J + 1)

. (2.4)

It follows from Equation 2.3 that if either I or J is zero then no magnetic HFS

splitting is observed. In Equation 2.4 the gI term is the g-factor and µN is the

nuclear magneton.

A simple relationship for the expectation value of I ·J, in terms of good quantum

numbers, can be obtained by squaring the total angular momentum of the atom

(F = I + J), to give,

< F2 > =< I2 > + < J2 > +2 < I · J > .

After expanding the quantum terms, this becomes,

EM1 =
A

2
(F (F + 1)− I(I + 1)− J(J + 1))

=
A

2
C (2.5)

which can be used to calculate the energy shifts for each individual F state (where

|I − J | < F < I + J in integer steps).

Each set of HFS multiplets has a di�erent value for the dipole coe�cient, A, and

the number of levels within a multiplet is 2I + 1 if I < J or 2J + 1 if J < I. In

multiplets produced only by the magnetic dipole moment the separation between

states can be calculated using the Landé interval rule [30]:

EF − EF−1 = AF.

As B1/2 ∝ |ψ(0)|2, large magnetic splittings are found in states with wave-

functions that have high probability densities at the nucleus, such as those in un-

paired s-orbitals.

Theoretically, measuring the hyper�ne dipole coe�cient, A, would mean one
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could calculate the magnetic dipole moment, µI . However this would assume precise

knowledge of the magnetic �eld caused by the electrons, BJ . The electronic magnetic

�eld may be calculated accurately for low Z elements where there are few valence

electrons, but the problem becomes rapidly more complex for larger, multi-electron

systems. Taking ratios between isotopes removes the need to know BJ (under the

assumption it stays constant across the isotope chain), therefore, as long as the

magnetic dipole moment of one of the isotopes is known, the dipole moments of the

entire isotope chain can be determined. This simple relationship is given by [18],

A1

A2

=
(µI/I)1

(µI/I)2

(2.6)

where the subscripts identify the di�erent isotopes [31].

Equation 2.6 assumes the uniform distribution of magnetisation in the nucleus,

which is not the case. The �nite size of the nucleus results in changes in the nuclear

radius, the distribution of the magnetisation and in changes in the electron wave-

function across the nuclear volume between isotopes, therefore causing so called

hyper�ne anomalies in experimental calculations [32]. These are usually < 1% but

can reach a few percent in some cases. Hyper�ne anomalies can arise from two

components, given by,

Afinite = (1 + εBCRS)(1 + εBW )Apoint (2.7)

and are a modi�cation of the dipole constant for a point nucleus [33]:

Apoint =
16π

3

µ0

4πh
gIµNµB | ψ(0) |2 fR. (2.8)

In Equation 2.8 the ψ(0) is the electronic wavefunction at the nucleus, µB is

the Bohr magneton and fR is a relativistic enhancement [34]. The εBCRS (Breit-

Crawford-Rosenthal-Schawlow) anomaly is due to the change in electric potential

close to the nucleus due to the change in its radius. The εBW (Bohr-Weisskopf)
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[32] anomaly is due to the change in the distribution of the magnetisation in the

nucleus and only a�ects s-orbitals as other orbital wave-functions vanish at the

nucleus (except for in heavy atoms where relativistic e�ects make the p1/2 orbital

wavefunctions non-vanishing at the nucleus). The terms in Equation 2.7 can be

combined and applied to Equation 2.6 to produce,

A1

A2

(1 + ∆1,2) =
(µI/I)1

(µI/I)2

where ∆1,2 is the combination of the shifts in both anomalies between the isotopes.

2.3.2 Electric quadrupole moments

The electric quadrupole interaction is the second-order term of the electric multipole

expansion and represents the degree of quadrupole deformation, Q, of the nucleus.

The nucleus is spherical if Q = 0, prolate if Q > 0 and oblate if Q < 0. The energy

shift of the quadrupole interaction is given by,

EE2 =
1

4
eQ

(
δ2V (0)

δz2

)(
3

2
cos2 θ − 1

2

)
(2.9)

where V (0) is the electric potential at the nucleus due to the electron cloud and θ is

the angle between the axis of symmetry of the electronic potential and the nucleus.

The magnitude of the quadrupole term can become comparable to the dipole term

in heavily deformed nuclei.

The relationship between the electric quadrupole in the laboratory frame, Q, and

in the intrinsic frame of the nucleus, Q0, in terms of the nuclear angular momentum,

I, and its projection onto the nuclear symmetry axis, K, is given by,

Q = Q0
3K2 − I(I + 1)

(I + 1)(2I + 3)

where K = I is the `stretched' case. This assumes the deformation of the nucleus

is axially symmetric and that the nuclear spin is coupled to the deformation axis.
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The calculation of the intrinsic quadrupole moment is given by,

eQ0 =

∫
τ

(3z2 − r2)ρ(r) dτ

where z is taken as the axis of symmetry.

Expressing the angular part of Equation 2.9 in terms of angular momentum

quantum numbers gives [35],

EE2 = B

( 3
16
C(C + 1)− 1

4
I(I + 1)J(J + 1)

I(I − 1
2
)J(J − 1

2
)

)

where,

B = eQ

(
δ2V (0)

δz2

)
.

If I, J < 1 then the hyper�ne quadrupole constant, B, is zero (spherical sym-

metry). In theory one could again calculate the quadrupole moment, Q, if B was

known, however this would require detailed knowledge of the electronic potential.

Thus, similar to the hyper�ne dipole constants, the ratio of the hyper�ne quadrupole

constants is used instead. This assumes that V (0) is constant across an isotope chain

and gives the simple relationship:

B1

B2

=
Q1

Q2

where the subscripts indicate the di�erent isotopes.

2.3.3 Optical isotope shift

The optical isotope shift is the di�erence between the centroids of a transition line

in di�erent isotopes and is de�ned as,

δνA,A
′

i = νA
′

i − νAi
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where ν is the frequency of the transition, A and A′ are the mass numbers of the

two isotopes and the subscript denotes the transition line.

There are two contributions to the isotope shift; the mass shift (MS) and the �eld

shift (FS). The mass shift dominates in lighter atoms and the �eld shift in heavier

atoms. The mass shift further divides into two components; the normal mass shift

(NMS) and the speci�c mass shift (SMS). The total isotope shift is the sum of these

three terms [36],

δνA,A
′

i = δνA,A
′

NMS,i + δνA,A
′

SMS,i + δνA,A
′

FS,i .

The mass shift is due to the change in reduced mass of the nucleus and from the

di�erent recoils it has with the electron momenta. The frequency shift due to the

NMS is de�ned as,

δνM,M ′

NMS,i =
me(M

′ −M)

M(M ′ +me)
νi

whereme is the electron mass, theM terms are the nuclear masses withM ′ > M and

νi is the frequency of the transition in the lighter nucleus. This is often approximated

and simpli�ed to,

δνA,A
′

NMS,i =
meνi
mN

(A′ − A)

AA′

= Ni
A′ − A
AA′

which gives the NMS in terms of the nuclear mass numbers and the normal mass

shift constant, Ni.

The speci�c mass shift is due to the correlated motion of the electrons and can

be derived from the expansion of the nuclear kinetic energy in terms of the orbiting

electron momenta. This is done using the relation pN = −
∑

m pm, where pN is the

momentum of the nucleus and pm is the momentum of the m-th electron:
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Hkinetic =
pN

2

2M
+

1

2me

∑
m

pm
2

=
1

2M

(∑
m

pm
2 +

∑
m 6=n

pm · pn

)
+

1

2me

∑
m

pm
2.

The shift in frequency due to the SMS is then,

δνA,A
′

SMS,i =
(A′ − A)

AA′
1

mN

∑
m>n

pm · pn

= Si
A′ − A
AA′

where the sum over pm ·pn is the mass polarisation parameter and Si is the speci�c

mass shift constant.

The �eld shift is due to the change in nuclear charge distribution and is given

by,

δνA,A
′

FS,i = Fiλ
A,A′

where λ is the expansion of the nuclear radius in terms of radial multipole moments

and F is the electronic factor. The expansion of the λ term is,

λA,A
′
= δ < r2 >A,A′

+
C2

C1

δ < r4 >A,A′
+
C3

C1

δ < r6 >A,A′
+...

where the Ck values are constant and have been tabulated for a range of nuclei [37].

For low-Z nuclei the λ term is typically equal to the change in mean-square charge

radius, δ < r2 >A,A′
, within a few percent, as the electronic wave-functions are

approximately constant across the nucleus (and therefore higher order multipoles

vanish). The electronic factor is de�ned as,

Fi = πa3
0 ∆ψ(0)2

i f(Z)

where ∆ψ(0)2
i is the change in electron charge density at a point nucleus and f(Z)
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is the form factor that accounts for relativistic corrections and corrects for the �nite

size of the nucleus [34, 38].

The total isotope shift is thus,

δνA,A
′

i = (Ni + Si)
A′ − A
AA′

+ Fiδ < r2 >A,A′

= Mi
A′ − A
AA′

+ Fiδ < r2 >A,A′
(2.10)

and shows that by measuring the mass shift factor, Mi, and electronic factor, Fi, it

is possible to calculate the change in nuclear mean-squared charge radius [24].

2.3.3.1 King plot

If the isotope shift for two transition lines in at least three isotope pairs are measured

then they can be plotted against each other in a so-called King plot [39]. The slope

and intercept of the straight line (y = mx + c) produced in the King plot gives a

relationship between the electronic factors, Fx,y, and mass shift factors, Mx,y, of the

two transitions plotted. The slope, mKing, is de�ned as,

mKing = Fy/Fx

and gives the ratio between the electronic factors. The intercept, cKing, is de�ned

as,

cKing = My −
Fy
Fx
Mx

and gives the di�erence between the mass factors (with one mass factor multiplied

by mKing).

If the change in mean-squared charge radius has been measured (from other

experiments such as electron scattering and electronic/muonic X-rays) for at least

three isotope pairs then a modi�ed King plot can be used to calibrate the electronic

factor and mass shift factor for a single transition line. A modi�ed King plot is
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made by multiplying the isotope shift (Equation 2.10) by µ, which is de�ned as,

µ =
A′A

(A′ − A)

where A and A′ are precise mass measurements. The isotope shift can thus be

plotted in a linear form:

µδνA,A
′

i = δνA,A
′

mod,i = Fiµδ < r2 >A,A′
+Mi

= Fiδ < r2 >A,A′

mod,i +Mi

where δνA,A
′

mod,i is plotted on the y-axis and δ < r2 >A,A′

mod,i is plotted on the x-axis. The

slope of the modi�ed King plot gives the electronic factor for the transition and the

intercept gives the mass shift factor. The electronic and mass shift factors can then

be used to calculate the change in mean-square charge radius from isotope shifts of

the same transition in other isotopes in the isotope chain.

The modi�ed isotope shift equation is often divided by a constant reference pair

of isotopes, µref, to provide modi�ed mean-square charge radii and isotope shifts on

a scale with the mass shift for easier analysis.

2.4 Lasers

A laser may be constructed by creating a cavity in which a light beam repeatedly

passes through a gain medium and is ampli�ed by stimulated emission. The emitted

photons have the same wavelength, phase and direction as the ones that stimulated

their production, thus a coherent monochrome beam propagates in the cavity. Stim-

ulated absorption and emission have the same probability of occurring and therefore

a population inversion towards the upper state is required if there is to be any gain.

This population inversion can be achieved in the solid state by an electric current

creating electron-hole pairs over a band-gap and their recombination results in the
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Figure 2.3: Absorption and emission requirements for lasing to occur.

release of photons. Alternatively optical pumping, where the population inversion

is achieved by exciting the gain medium with photons (from potentially another

laser), may be used. In the case of the dye laser, the dye molecules are excited

into an upper ro-vibrational band, decay non-radiatively to the band-head before

decaying via photon emission to the ground state excited ro-vibrational band. The

molecules then decay non-radiatively back to the ground state band-head and may

be re-excited. The emitted photon has less energy than that needed to excite the

molecule from the ground state and thus is able to lase as the stimulated emissions

are not re-absorbed into the gain medium. Figure 2.3 illustrates this requirement of

di�erent wavelengths for lasing to occur.

2.4.1 Frequency stabilised dye laser

A typical dye laser set-up is illustrated in Figure 2.4.

The dye (Rhodamine 6G in this work) is optically pumped with a solid-state laser

(CW Nd:YAG laser, frequency doubled to 532 nm with up to 5 W power available

at the IGISOL facility). The circulating dye jet pressure (∼ 85 psi) is selected

to prevent saturation of the dye and to achieve laminar �ow to prevent surface
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Figure 2.4: Dye laser setup.

distortion e�ects. A compensating rhomb is placed after the dye jet to correct for

astigmatism aberrations. The birefringent �lter and thick etalon are used to acquire

a single-mode beam and the unidirectional device prevents the laser propagating in

both directions. The dual galvoplates are used to change the cavity length, therefore

altering the available modes of operation. The fundamental beam output goes to a

laser lock to keep the light at a speci�c frequency (Section 3.1.1) and a frequency

doubling crystal (β-barium borate (BBO)) creates vertically polarised UV light that

passes through the dichroic M3 mirror window for use in the experiment.

2.4.1.1 Fundamental beam

The number of available modes in the laser cavity is determined by the path length

of the cavity, L. The available modes are given by,

ν(n) = n
c

L
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where n is an integer and the boundary n = 1 is where the wavelength of the laser

beam equals the path length of the cavity (λ(n) = c
ν(n)

= L
n
). For the 380 ring dye

laser used at the IGISOL facility this gives a spacing between the modes of ∼ 230

MHz.

Each component is positioned at Brewster's angle for horizontally polarised light

to prevent losses in the fundamental beam at each re�ection and inhibiting the

transmission of other polarisations within the laser cavity. The birefringent �lter

is used as a coarse tuner for the laser mode and consists of three quartz plates

that rotate the plane of polarisation of light that passes through them. The light

passing through the �lter is polarised di�erently according to its frequency and those

frequencies polarised by non-integers of π will su�er losses at each Brewster surface,

thus reducing the range of allowed modes (∼0.5 nm transmission range). The uni-

directional device consists of a Faraday rotator and an optically-active quartz plate.

The quartz plate polarises light depending on the direction of propagation, while the

Faraday rotator polarises independently of direction. The combination of the two

result in light traveling in the desired direction leaving the rotator unaltered, whilst

light traveling in the opposite direction leaves with a rotated plane of polarisation

and su�ers losses at each Brewster surface.

The thick etalon is used to select the cavity mode at which the laser operates

and consists of two re�ecting surfaces separated by an air gap. The two surfaces

are connected by a piezoelectric material that is used to tune the size of the gap.

The thick etalon restricts the cavity modes to those that constructively interfere

with themselves upon re�ection inside the etalon, with the mode that su�ers the

least amount of losses from the birefringent �lter dominating in the laser cavity.

The thick etalon has a free spectral range of 75 GHz, giving ∼0.1 nm separation

between transmission peaks in the optical region. The dual galvoplates are used

to change the path length of the cavity. This is achieved by altering the angles
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of the galvoplates, with respect to the beam axis, and therefore changing the path

length the beam takes through them. The thick etalon and dual galvoplates are

synchronized to avoid mode hops during tuning.

2.4.1.2 Frequency doubling

The frequency doubling crystal allows the range of the high resolution, tunable dye

laser to extend into the UV region. The creation of UV light in the frequency-

doubling crystal is due to the non-linear response of the (uniaxial, birefringent)

crystal with the electric �eld of the incident light, as shown by,

P = ε0(χ1E + χ2E
2 + χ3E

3 + ...)

where χn is the electric susceptibility [40].

The second-order term can be expanded for two incident electric �elds (E =

E1 sin(ω1t) + E2 sin(ω2t)) into,

P2 =ε0χ2

[
1

2
E2

1(1− cos(2ω1t)) +
1

2
E2

2(1− cos(2ω2t))

+ E1 · E2(cos((ω1 − ω2)t)− cos((ω1 + ω2)t))

]
which shows the direct and alternating current generated by the individual electric

�elds as well as oscillations at the di�erence and sum of the two �elds. The sum

and di�erence terms give rise to frequency mixing in the crystal and, in the special

case of both photons originating from the same laser source, simpli�es the second

order term into,

P2 =2ε0χ2E
2(1− cos(2ωt)).

This second-harmonic generation (SHG) results in the creation of a photon at double

the frequency. The incident beam continues through the non-linear crystal as the

ordinary ray, while the frequency-doubled photons propagate as the extraordinary
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ray.

To ensure the UV photons are in phase with each other upon creation, and

therefore interfere constructively, it is essential for the refractive index of the crystal

to be the same for both the ordinary and extraordinary rays so that they both

propagate through the crystal at the same speed. This requires the incident beam

to be tuned to the correct angle with respect to the optical axis of the birefringent

crystal.
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CHAPTER 3

Experimental techniques

Between 2010 and 2012, the IGISOL (Ion Guide Isotope Separator On-Line) was

dismantled, moved and reconstructed at a new laboratory. The new facility has

several upgrades including a dedicated cyclotron, an extensive high-voltage (low

energy) region and an electrostatic ion trap. The new facility is referred to as

IGISOL 4; the previous set-up was IGISOL 3. The layouts of the IGISOL 3 and 4

are compared in Figures 3.1 and 3.2 respectively.

Radioactive ions are produced at the IGISOL facility in nuclear reactions induced

by impinging a primary proton/deuteron beam from a cyclotron (Section 3.2) onto

a target placed inside a gas-�lled ion guide, itself housed within the IGISOL target

chamber (Section 3.3). The new laboratory has a dedicated MCC30/15 cyclotron,

which will provide 6000+ hours of run time per annum once optimised, and is still

capable of receiving beams from the K130 cyclotron used by IGISOL 3. Stable ion

beams can also be produced using cathode sputtering, either using the new stable

isotope production facility or by an ion-discharge struck inside the IGISOL target

chamber (the technique used at IGISOL 3, Section 3.4). A two-stage SextuPole Ion

Guide (�double-SPIG�) is used to extract ions from the IGISOL and separate them

from bu�er gas and neutral background before acceleration to 30 keV (Section 3.5).

Extracted ions are then mass separated in a dipole magnet and injected into the

Cooler-Buncher, before being released into a high-voltage (low energy) region (Sec-
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Figure 3.1: Diagram illustrating the set-up of the IGISOL 3 beam-line: (1) target
chamber and ion guide, (2) K130 cyclotron beam-line, (3) beam dump, (4) extrac-
tion and acceleration chambers, (5) dipole magnet, (6) beam switchyard, (7) RFQ
trap (Cooler-Buncher), (8) JYFLTRAP, (9) quadrupole de�ector, (10) electrostatic
de�ector to 1st �oor laser spectroscopy set-up, (11) beam-lines for experimental
setups [41].
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Figure 3.2: Layout of the IGISOL 4 facility.
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tion 3.6). The ion ensembles are then transported towards either the light-collection

region for spectroscopy (Section 3.7) or the JYFLTRAP for mass measurements.

This chapter discusses the operation of the facility and the improvements made

from IGISOL 3 to 4, focusing on a line dedicated to collinear laser spectroscopy.

3.1 Collinear laser spectroscopy

One of the two main branches of the IGISOL facility uses collinear laser spectroscopy

to measure the hyper�ne structure of atomic transitions. Measurements of the

hyper�ne structure (the peak positions and relative intensities) may be used to

determine the intrinsic spin, I, magnetic dipole moment, µ, and electric quadrupole

moment, Q, of the nucleus. The shift in atomic transition frequency between isotopes

is referred to as the isotope shift and is used to determine changes in mean-squared

charge radius between the nuclei (as presented in Chapter 2).

�Standard� collinear laser spectroscopy involves the overlap of a fast ion beam

with a co- or counter-propagating laser beam and the detection of the resultant

�uorescent photons to determine resonant frequencies [5]. The ions are accelerated

to reduce their velocity spread, as shown by,

v =

√
2E

m

δv =
1√

2mE
δE (3.1)

and illustrated in Figure 3.3, therefore reducing the Doppler broadening of their

spectral lines and making them comparable to their natural line widths, thus making

it possible to observe the individual components of the hyper�ne structure with a

suitable laser light source. Equation 3.1 shows how the velocity spread, δv, changes

with kinetic energy, E, where m is the ion mass.

Currently the IGISOL uses a single-mode dye laser, locked to a chosen frequency
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Figure 3.3: Graph showing the reduction in velocity spread as kinetic energy is
increased.

(see Section 3.1.1). The required acceleration voltage has been reduced since the

installation of the Cooler-Buncher (Section 4.1.1) due to the smaller energy spread

of the cooled ions.

3.1.1 Laser frequency stabilisation

Laser stabilisation is achieved using a combination of a reference etalon, a slave

etalon and an iodine absorption reference to lock the laser at a speci�c wavelength.

Figure 3.4 shows the zero-crossing locking technique used by a reference etalon

compensating for fast �uctuations in the laser frequency, due to thermal and sonic

vibrations, and slave etalon compensating for cavity mode hops . The laser is locked

to the side of these transmission peaks and changes in observed transmission/voltage

are then used to drive the laser frequency back to the required value. The fast fre-

quency compensation is achieved by moving the piezo-mounted M2 mirror, thus

readjusting the cavity phase length, and the slow compensation is achieved by ad-

justing the thick etalon and dual galvoplates. The thick etalon and dual galvoplates

are both used and synchronised for slow compensation of the laser frequency to track
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the mode of the laser with the transmission maximum of the etalon. The reference

and slave etalon make up the �StabilokTM� system, which itself is locked to an iodine

reference.

(a) Fast compensation from reference etalon,
with a free-spectral-range of 500 MHz.

(b) Slow compensation from slave etalon,
with a free-spectral range of ∼8 GHz.

Figure 3.4: Fast and slow compensation provided by the reference and slave
etalons.

Figure 3.5: Figure illustrating the iodine absorption reference and the oscillation
of the reference signal around the I2 ro-vibrational absorption peak. The Figure
shows the change in phase between the signal dither and the absorption intensity
that is used to determine the direction of any drift compensation (in a phase-locked
loop).

The iodine reference is used to compensate for any departure in absolute fre-

quency due to changes in temperature a�ecting the etalons. The reference point lies

at the bottom of an iodine absorption peak (ro-vibrational states) and the laser fre-

quency is intentionally dithered to create oscillations in the absorption of the iodine.

It is the change in phase between the laser oscillations and the change in absorption
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intensity that indicates the direction of divergence (Figure 3.5). The iodine reference

is used for its ability to provide an absolute reference point and because the iodine

molecule has a wide range of precisely known ro-vibrational absorption resonances.

The laser lock maintains the laser frequency to within ∼ 2 MHz (< 1 in 109).

3.2 Primary ion beams

The primary beam is supplied by one of two cyclotrons, the K130 or the MCC30/15.

The K130 cyclotron can accelerate ions up to 130 q2/A MeV and the MCC30/15

can accelerate protons and deuterons up to 30 MeV and 15 MeV respectively.

A cyclotron [18] consists of a cylindrical chamber split into two D-shaped elec-

trodes connected to an alternating voltage combined with a magnetic �eld normal to

the plane of the cylindrical chamber. Ions are injected near the center of the cylinder

and the magnetic �eld causes them to move in an orbital motion. The frequency

of the alternating voltage of the D-electrodes matches the cyclotron frequency of

the ions so that the ions are accelerated as they pass between them. The faster

ions have a larger orbital radius, thus the combination of the magnetic �eld and

the D-electrode accelerations result in the ions spiraling outwards from the centre

of the cyclotron. The ions are then extracted at the outer edge of the cyclotron. A

�xed-frequency cyclotron is illustrated in Figure 3.6 and the cyclotron frequency is

given by,

f =
qB

2πm
(3.2)

where f is the cyclotron frequency, q and m are the ions' charge and mass respec-

tively, and B is the magnetic �eld strength perpendicular to the ion motion.

Both the MCC30/15 and K130 cyclotron can accelerate negative hydrogen and

deuteron ions (H− and D−). The negative ions are passed through a thin car-
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Figure 3.6: Diagram of a cyclotron: (1 and 2) D-shaped electrodes, referred to
as "Dee's", in opposite phase, (3) magnet, (4) alternating voltage circuit to change
Dee potentials. [42]

bon stripper foil at extraction from the cyclotron and converted to singly-charged,

positive ions before being transported towards the IGISOL target chamber. The

stripping of the H− and D− ions facilitates their extraction as they are repelled

from the cyclotron, resulting in an increase in e�ciency in comparison to when pos-

itive ions were used (∼ 100% compared to ∼ 50 − 70%). Using negative ions also

avoids activation of the cyclotron from lost protons; less activation means less cool

down time before maintenance of the cyclotron can take place.

3.2.1 Negative ion sources

The negative ions are created using multi-cusp ion sources. This is the LIISA (H−

Light Ion Source) for the K130 cyclotron and a conventional �lament-driven multi-

cusp ion source that was delivered with the MCC30/15 cyclotron. These ion sources

operate by providing free electrons from a �lament discharge or RF-discharge source.

These electrons (and the plasma they produce) are axially con�ned by the multi-

cusp magnet assembly and accelerated away from the discharge source by a potential

gradient. The now fast electrons collide with molecules of hydrogen in the hydrogen

gas pumped into the chamber, thereby exciting them into a vibrational state:
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e(E > 10eV ) +H2(υ)→ H2(ω) + e.

Slow electrons attach to the excited hydrogen molecules and cause them to dissoci-

ate, resulting in a negative and a neutral hydrogen atom [43]:

e(E < 2eV ) +H2(ω)→ H− +H.

The conventional multi-cusp source delivered with the MCC30/15 cyclotron can

provide 1 mA of H− for ∼ 130 hours and it takes around 12 hours to replace the

�lament due to the cyclotron cool-down time. For this reason an alternative negative

ion source is currently in production for the MCC30/15; a CW 13.56 MHz Radio-

frequency Ion Source (RADIS). The RADIS is aimed to provide at least 1 mA of

CW H− and 500 µA of CW D− beams at the cyclotron injection energy of 25 keV,

with a minimum maintenance interval of one month [44].

3.2.2 MCC30/15 cyclotron

The MCC30/15 cyclotron is designed to provide up to 100 µA of 18-30 MeV protons

and 50 µA of 9-15 MeV deuterons (although recent tests of the cyclotron have

provided currents of 200 µA of protons and 60 µA of deuterons [16]). This level of

current is too large for direct use at the IGISOL. The high-current cyclotron beam

can, however, be impinged on a neutron converter to produce a neutron beam.

3.2.2.1 Neutron converter

A neutron converter is currently being designed for the IGISOL [45]. The neutron

beam acquired using the converter can be used for neutron-induced �ssion. A colder

�ssion can be achieved using a neutron beam rather than a proton beam as protons

require extra energy to overcome the Coulomb barrier. The advantage of colder

�ssions is that their products have less energy for neutron evaporation and thus
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provide greater yields of neutron rich isotopes. Using a neutron beam will allow

further exploration of the neutron rich side of the chart of nuclides [46].

3.2.3 K130 cyclotron

The K130 cyclotron has access to a negative light ion source (LIISA) and two electron

cyclotron resonance ion sources (6.4 GHz and 14 GHz ECRIS) for heavy ions. It

can provide a proton beam (H+
2 ) with a current of up to 20 µA.

3.2.3.1 Electron Cyclotron Resonance Ion Sources (ECRIS)

An Electron Cyclotron Resonance Ion Source (ECRIS) [47, 48] creates positive ions

inside a magnetically con�ned plasma. Neutral gas or metal vapour atoms collide

with electrons in the plasma and are multiply ionised to an incrementally higher

charge state. Higher charge states are required for heavier ions for them to be

e�ciently accelerated in the cyclotron as the K130 cyclotron extraction energy is

proportional to q2

A
.

Two solenoid magnets are used for axial con�nement of the plasma and hexapole

magnets are used for radial con�nement (via magnetic mirror e�ect), creating a

minimum in the B-�eld at the center. For the atoms to be ionised, the electrons in

the plasma need to have energies larger than the ionisation energy of the atom (or

ion for higher charge states), such that Ee > In where Ee is the electron energy and

In is the energy required to remove the nth electron from the atom or ion. A RF-

electric �eld accelerates the electrons using electron cyclotron resonance (Equation

3.2). The frequency of the electron cyclotron motion in the inhomogeneous B-�eld

only matches the frequency of the RF-electric �eld in a thin layer or `shell'. Multiple

transitions of the electrons through this `shell', as they orbit back and forth in the ion

source, results in their heating. An ECRIS can be designed to provide a continuous

wave of ions or to provide ion pulses.
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The K130 cyclotron has access to a 6.4-GHz ECRIS, which was installed in 1991,

and a 14-GHz upgraded ECRIS for heavier isotopes and higher charges (installed in

2000) [49].

3.3 Radioactive ion beam

The primary beam is injected into a di�erentially pumped target chamber contain-

ing an ion guide. The ion guides contain the target material the primary beam is

impinged on and are �lled with a helium bu�er gas to thermalise the reaction prod-

ucts. The ion-gas mixture is extracted from the ion guide by a pressure gradient

and the primary beam carries on towards the beam dump. Di�erent ions guides

have been designed for light-ion fusion-evaporation (Section 3.3.1), light-ion �ssion

(Section 3.3.2) and heavy-ion fusion-evaporation reactions (Section 3.3.3).

The beam dump consists of a water cooled, electrically isolated aluminium beam

stop, surrounded by radiation shielding made from layers of iron, then borated

para�n, and �nally concrete. Aluminium is used as the beam dump due to its

short-lived reaction products so the beam dump retains little radioactivity. Fast

neutrons are moderated in the para�n before they are captured by boron atoms

[41].

The helium bu�er gas is puri�ed to lower than ppm contamination by being

passed through a liquid-nitrogen-cooled activated-charcoal matrix, which itself has

been baked. The puri�ed helium gas thermalises the reaction products inside the ion

guide and reduces their charge down to 1+. In theory, most reaction products should

end as 2+ ions as the 1st ionisation energy of He is higher than most 2nd ionisation

energies of other elements. Experimentally, however, only a few parts per thousand

remain as 2+ ions and ∼0.1-10% are observed to remain at 1+ [7]. Losses arise from

neutralisation and molecular formation with contaminants (primarily H2O, O2, H2

and N2 [50]) in the bu�er gas, which have been ionised by the primary beam or by
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collisions with �ssion fragments. The gas pressure within the ion guide is usually

between 100 and 200 mbar.

A potential gradient, created by the curvature of the front-end electrode of the

ion guides, funnels ions out of the target chamber and into a SextuPole Ion Guide

(SPIG). The pressure gradient is created using a set of three Roots blowers connected

to a backing pump. The vacuum pumps also ensure the pressure levels are high

enough or low enough to avoid sparking in the extraction region, where ion mean-

free paths are either too short to gain enough energy to ionise the background gas,

or are long enough for ions to escape the region. The extraction time from the target

chamber is of the order of 1 ms [7].

3.3.1 Light-ion fusion ion guide

The light-ion fusion guide (shown in Figure 3.7) [50] is used for p, n, d, 3He and α

induced fusion-evaporation reactions to provide neutron-de�cient isotopes that are

not created in �ssion reactions.

Figure 3.7: Fusion ion guide (adapted from reference [50]): (1) stopping vol-
ume, (2) Havar windows, (3) targets, (4) graphite collimator [10 mm diameter],
(5) primary beam tube, (6) cooling block, (7) heating block, (8) helium input, (9)
aluminium frame.

The primary beam passes through a collimator to ensure primary ions do not
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impact on the ion-guide walls, then passes through a Havar window and impinges

on the target before exiting through a second Havar window on the other side. The

Havar windows and beam pipe separate the primary beam from the gas volume of

the target chamber, thereby avoiding ionising e�ects outside the ion guide. The

reaction products are stopped (within a 1 cm by 3 cm volume) and thermalised

inside the ion guide by the helium bu�er gas. A smaller chamber is required to

thermalise the reaction products of the light-ion fusion reactions, compared to those

of the �ssion reactions, due to their lower recoil energy. The ionising e�ect of the

primary beam on the bu�er gas inside the stopping volume is the main limit to the

e�ciency of the fusion guide.

The light-ion fusion guide can contain two targets and the ion guide rotated to

switch between them, thus allowing fast change of targets while avoiding breaking

vacuum. One of the targets is often a material that has been previously studied and

is used to optimise the guide parameters.

The fusion guide is bake-able inside the target chamber and is actively cooled

during experiments to remove beam heating e�ects.

3.3.2 Fission ion guide

The �ssion guide (shown in Figure 3.8) is designed for light-ion induced �ssion

reactions and is used to study various neutron-rich �ssion products [51]. The �ssion

target is usually natural uranium or thorium.

The light-ion �ssion guide separates the plasma volume, that the primary beam

passes through, and the stopping volume with a thin foil. The thin foil allows the

high-energy �ssion products to pass through while preventing the plasma, caused

by primary beam ionisation, from entering the stopping volume and causing losses

through neutralisation and space-charge e�ects. Using a neutron beam instead of a

proton beam (Section 3.2.2.1) will result in reduced ionisation of the bu�er gas.
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Figure 3.8: Fission ion guide (adapted from reference [52])

The primary beam, in a similar manner to the fusion ion guide, passes through

a Havar window and impinges on the target inside the plasma volume before exiting

through another window. The target is positioned at an angle (7◦) to increase the

e�ective thickness of the target that the primary beam passes through. The �ssion

fragments are emitted isotropically, some passing through the separator foil and into

the stopping volume. The stopping distance of the �ssion products is larger than

that of the fusion products in the light-ion fusion guide due to their higher recoil

energy, therefore a physically larger ion-guide is required.

3.3.3 Heavy-ion fusion ion guide (HIGISOL)

The heavy-ion fusion ion guide, shown in Figure 3.9, is used for heavy-ion induced

fusion-evaporation reactions [50, 53].

Heavy ions have a much larger ionising e�ect than lighter ions and the HIGISOL

has been designed to remove the primary heavy-ion beam from the stopping gas

volume. The design takes advantage of the larger angular spread of the reaction
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Figure 3.9: Heavy-ion fusion guide (HIGISOL): (1) degrader foils, (2) targets, (3)
mini beam-stop, and (4) stopping chamber (adapted from reference [50]).

products, due to their lower energy compared to the primary beam, while remov-

ing the central region occupied by the cyclotron beam; referred to as the shadow

technique [53].

The primary beam impinges on the target and is then dumped onto a mini

beam-stop. Reaction products are emitted at a forward angle, with some passing by

the beam-stop and entering the stopping volume through a Havar window. A large

volume is required to stop and thermalise the high-energy reaction products [50].

The primary beam can be passed through degrader foils to alter the beam energy

before impact on the target [50]. Two degrader foil frames are used, each with three

circular holes; two �lled and one left empty for non-degraded beams. Two targets

are held in a removable target frame allowing the quick change of target material

and allowing the replacement or changing of the targets without breaking vacuum.

The target frame can be moved externally to alter the distance between it and the

Havar window, thereby changing the recoil angles that are accepted into the ion

guide (between 7◦ and 63◦). Both the degrader frames and the target frame are
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water cooled during experiments.

3.4 Production of stable isotopes

Stable ion beams can be provided by an electric-discharge cell inside the target

chamber or injected into the beam line, just before the magnetic dipole, from the

stable isotope production facility. The electric discharge method involves placing a

cathode material (typically at −300 to −500 V) inside a grounded cell. Electron

showers from the cathode to the cell walls ionise the bu�er gas inside the cell, the

bu�er gas ions are then drawn towards and impact on the cathode. These impacts

sputter neutral atoms o� the cathode. Sputtered atoms are then ionised inside

the target chamber by the plasma and transported out by pressure and potential

gradients. The sputtered ions are screened from the potential of the cathode by the

surrounding plasma cloud.

Stable beams can also be acquired from discharge o� the SPIG or sputtered from

the partition foil in the �ssion ion guide, thereby allowing stable and radioactive ions

to be created simultaneously. Having access to both radioactive and stable beams

allows the beam-line apparatus to be optimised during on-line experiments and

provides critical reference systems for isotope shift measurements.

3.5 Extraction

Upon exiting the target chamber, ions enter a two-stage SextuPole Ion Guide (�double-

SPIG�), which transports the ions towards the extraction electrodes whilst allowing

the neutral gas out the sides. The SPIG, and a previously-used skimmer electrode,

separate the ions from the neutral gas so that they may be accelerated in high vac-

uum without the collisions a neutral gas background would cause. The ion energies

in this region are typically of a few 100 eV and the ion density means space-charge
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e�ects must be considered. Upon exiting the SPIG, the ions are extracted by a

20 kV (relative to 30 kV platform) extraction electrode and a grounded extraction

electrode, and then transported towards the dipole magnet for mass separation.

3.5.1 SextuPole Ion Guide (SPIG)

Figure 3.10: Diagram showing the double-SPIG (SextuPole Ion Guide) [54].

The SPIG consists of six electrode rods, running parallel to the beam axis, that

have a DC voltage imposed on radio-frequency oscillations (adjacent rods being

of opposite phase). The device acts to focus the ions onto the central axis and

transports them downstream using a small potential gradient. The device is of an

open design to ensure the neutral gas is evacuated out the sides. The alignment

of the ion transition into the SPIG is less critical than that of the previously used

skimmer electrode. A sextupole, rather than a quadrupole, was chosen as it provides

a pseudo-potential that has a broader minimum and that is steeper near the rods,

thus allowing greater intensity currents through as space-charge e�ects are less of

a problem in the wider potential trough [55]. The pseudo-potential created by the

nth multipoles (n=2 for quadrupoles, n=3 for sextupole, n=4 for octupoles, etc...)

is given by,

V ∗r =
q2U2

RFn
2

4mω2r2
◦

(
r

r◦

)2n−2

where q andm are the ion charge and mass respectively, URF and ω are the amplitude

and angular frequency of the RF signal respectively, and r and r◦ are the radial
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distance of the ion from the central axis and the distance from the central axis to

the multipole rods respectively.

The SPIG was found to provide a greater yield than the skimmer electrode by

∼7-8 times for the light-ion fusion ion guide and ∼ 5 times for the �ssion guide [55].

The greater gas �ow also provides some ion transport beyond that provided by the

potential gradient and has a slight cooling e�ect as bu�er gas atoms collide with

the ions. The main limitation of the SPIG are the space-charge e�ects that increase

with beam current, resulting in a reduced penetration depth of the RF-electric �eld.

3.5.2 Laser Ion Source Trap (LIST)

The double-SPIG can also be used as a Laser Ion Source Trap (LIST) [55], where

ions, instead of being transported into the SPIG, are repelled back by a positive

potential (repeller electrode in Figure 3.10) and only neutral atoms are transported

into the device. The neutral atoms can then be selectively ionised inside the SPIG

to provide an elementally pure beam. The elementally pure beam is then mass

separated to provide an isotopically pure beam.

It was found that the gas jet coming out of the ion guide exit is narrower for

higher pressures in the 1st SPIG, therefore providing a greater overlap with the

ionising laser beams. The 1st SPIG is enclosed by a metal cylinder to intentionally

create this high pressure, which is controlled by the iris connecting the two SPIG

sections. The laser light is tuned to selectively ionise the atoms of interest in the 1st

SPIG section and the neutral gas is then pumped out in the 2nd SPIG. The pressure

in the 1st SPIG, the 2nd SPIG and the extraction electrode is ∼ 0.1, ∼ 10−4 and

∼ 10−5 mbar respectively.

An advantage of the LIST method is the reduced charge density in the double-

SPIG, therefore reducing problems from space-charge e�ects. Also neutralisation

losses in the ion guide become part of the process and can be encouraged. This
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is especially useful when using the �ssion guide where a major loss is the plasma

inside the stopping volume, caused by collisions between the high-energy reaction

products and the bu�er gas, neutralising ions before they are extracted.

3.5.2.1 Fast Universal Resonant laser IOn Source (FURIOS)

The FURIOS facility [56, 57] consists of a laser cabin containing two laser systems.

Together they provide a universal coverage of optical ionisation schemes across the

periodic table. Laser beams can be injected directly into the ion guide, through the

back and side, or through the dipole magnet for LIST experiments. The set-up for

LIST experiments using FURIOS is shown in Figure 3.11.

Figure 3.11: Schematic of the FURIOS twin laser system pumping through the
dipole magnet for LIST experiments. Adapted from [56].

The �rst laser system is an all solid-state laser set-up that uses a high-repetition

rate (10 kHz) diode-pumped 532 nm Nd:YAG laser (up to 100 W) to pump three

tunable titanium sapphire, TiSa, lasers. Non-linear crystals are used to double and

triple the frequencies of two of the TiSa laser beams and the set-up can produce

laser light with wavelengths between ∼ 280 (UV)−900 (IR) nm. Each TiSa laser

can provide laser pulses of 30−50 ns with 2 W fundamental beam power.
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The second laser system uses a high-repetition rate (10 kHz) copper vapour laser

(up to 50 W) to pump a pulsed dye laser and pulsed dye ampli�er. The set-up can

provide laser beams of wavelengths between 520−850 nm, depending on the dye

used, in pulse lengths of the order of a few ns. The pulsed dye ampli�er is a gain

medium that ampli�es the primary laser beam passing through it, thus providing a

boost to the beam power while retaining the line width.

In this work the TiSa lasers are used to optically pump ions in the Cooler-Buncher

for spectroscopy experiments.

3.6 Mass-separation, cooling and optical pumping

Upon extraction, ions are transported towards the dipole magnet for mass separa-

tion. Unlike the electrostatic �elds used throughout the rest of the beam-line, an

ion's interaction with the magnetic �eld created by the dipole magnet depends on its

charge and its velocity. By varying the strength of the magnetic �eld it is possible

to separate di�erent isotopes according to m
q
and acquire an isobaric beam. The

mass resolving power (∆M/M) of the IGISOL dipole magnet was typically a few

hundred when a skimmer extraction electrode was used [8]. Replacing the skimmer

extraction electrode with the SPIG improved this to around 1100 due to the reduced

energy spread [10]. After the dipole magnet, the beam enters the switch yard where

it carries on towards the Cooler-Buncher or can be de�ected to either side, such

as towards a silicon or germanium detector station. The silicon and germanium

detectors are used to detect beta and gamma radiation, respectively, which are used

to optimise the yield of the isobaric beam. The pressure beyond the extraction

electrodes and throughout the dipole magnet and switch yard is ∼ 10−6 mbar.

Following mass separation, the ions are injected into, and stopped inside, the

Cooler-Buncher (described in Section 4.1.1), which is mounted on a high voltage

platform at 30kV. The ions are cooled to an energy spread of < 1 eV and released
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in a bunch of typically ∼ 10 µs size [10, 58]. If desired, light from the titanium-

sapphire lasers from the FURIOS facility can be used to optically pump ions into

metastable states while trapped inside the Cooler-Buncher [14]. In the future, ions

may be resonantly ionised to the doubly-charged state inside the Cooler-Buncher so

they may be separated from singly-charged contaminants upon release.

Before the installation of the Cooler-Buncher the intensity and energy spread of

extracted IGISOL beams were observed to increase with skimmer voltage. Thus a

compromise had to be found between intensity and line width, with optimal condi-

tions typically giving an energy spread of up to 150 eV. The Cooler-Buncher acts

to reduce this spread and thus decouples the beam properties from that of the ion

guide (allowing the optimisation of the beam current). Furthermore, it also reduces

the emittance and energy spread of the ions to below 1 eV, increasing the e�ciency

and resolution of the spectroscopy experiments due to the reduced broadening of

the spectral lines and increased overlap with the laser beam at the light collection

region. The device also allows the ions to be optically pumped in a low-energy region

(800 eV), where the decreased emittance results in a slow but less divergent beam .

The bunching of the ions allows photon detection to be gated to when the ions

pass through the detection set-up, therefore reducing background from laser scatter

by up to three or four orders of magnitude. The pressure inside the Cooler-Buncher

is ∼0.1 mbar, with lower pressures used in bunching mode to reduce losses from

molecular formation.

Upon release from the Cooler-Buncher, the ion bunch is accelerated to 800 eV into

the low energy region (relative to a 29.2 kV platform) and is then diverted towards

either the Penning trap or towards the laser spectroscopy station. At IGISOL 3 the

Penning trap was placed immediately downstream from the Cooler-Buncher, with

a quadrupole de�ector in between to redirect the released ion bunches towards the

laser spectroscopy station (Figure 3.1). This set-up thus required the Penning trap
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Figure 3.12: Laser access to high-voltage region for optical pumping of trapped
and slow moving ions.

to be disconnected to provide access for optical pumping. The IGISOL 4 has a

�hammerhead� delivery system (Figure 3.2) after the Cooler-Buncher where the ions

are directed by a quadrupole de�ector towards either the Penning trap or the laser

interaction region. The new layout allows access for the optical pumping of ions in

the Cooler-Buncher and in the low energy region

Optical pumping is used to increase the population of a desired metastable state if

the transitions from the ground state are too weak or if it has no suitable transitions

in range of the high resolution dye lasers used for spectroscopy. A problem with laser

pumping in the Cooler-Buncher is that high-lying states (>1 eV) can be de-excited

by collisions, thus laser pumping in a high vacuum is desirable to avoid this. Inside

the low-energy region, the slow velocities of the ions make e�cient in-�ight laser

pumping, in vacuum, possible.

Laser access for pumping is possible in several locations in the low-energy region

(indicated in Figure 3.12), including inside an electrostatic ion trap (ConeTrap)

where the ions can be trapped, and laser pumped, for up to a few seconds in high

vacuum. The pressure in the post Cooler-Buncher sections are ∼ 10−7 mbar, pro-

duced using several turbo-molecular and oil-free scroll pumps.
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3.7 Spectroscopy

Figure 3.13 illustrates the light collection region (LCR) of the IGISOL 4 laser-line

[7, 59].

Figure 3.13: Light collection region

The LCR houses a lensing system, consisting of a quartet of fused silica lenses,

that focuses the �uorescent photons emitted by the illuminated ions onto a 16-fold

segmented photomultiplier tube (PMT). The LCR is held at a potential that can be

precisely tuned to alter the local Doppler shift of the ions, thus scanning the e�ective

frequency of the laser light. The frequency of the laser light in the reference frame

of the ions is given by,

ν = ν0
1 + β

1− β

where ν is the frequency, ν0 is the laser frequency in the laboratory frame and β is

de�ned as,

β =

√
1− 1

(1 + eU
mc2

)2

where U and m are the total acceleration and the ion mass respectively.

The LCR voltage can be incrementally changed to sweep over a transition fre-

quency and resonantly-scattered photons are individually counted to determine res-
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onances within the hyper�ne structure. The incrementation of the LCR voltage is

used as it is more stable and reproducible than changing the dye laser frequency.

The dye laser frequency is instead kept constant using the locking system described

in Section 2.4.1.

A variety of apertures inside the LCR, including a 1-mm aperture, are used to

ensure overlap of the ion beam and the laser beam (a 6-mm aperture situated ∼3

m upstream is used to ensure low angular divergence of the ion beam).

Beyond the LCR, fast-switching beam de�ectors and microchannel plates (MCP)

are used to measure the current of the ion beam both for diagnostics and for photon-

ion coincidence measurements (Section 3.7.2). Typical bunched ionic ensembles are,

however, of too high a current for the MCP and therefore the MCP can only be

used with continuous beams.

3.7.1 Bunched beam spectroscopy

The use of bunched ions allows the counting of photons to be gated to when the

ion bunch is passing through the LCR [12]. This suppresses the background from

random laser scatter (which is ∼ 200 photons per second per mW) by the ratio

between the accumulation time in the Cooler-Buncher (10 − 400 ms) and the gate

width (typically ∼15 µs); usually by a factor of around 104.

Timing apparatus is used to determine whether detected photons originated from

ions at the front or back of the bunch, therefore determining the velocity of the ions

and the Doppler shift of the laser light in their reference frame. This can then be used

to improve the resolution of the spectra provided by the incremented LCR voltage

(Figures 3.14(a) and 3.14(c)); this di�erence between ion Doppler shifts within the

bunch is illustrated in Figure 3.14(b) where the photon counts from ions with two

di�erent arrival times are presented.
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(a) Combined, raw counts. (b) Comparing photons counts
at 66 µs and 80 µs arrival times.

(c) Adjusted data set.

Figure 3.14: Improvement of data collected for ions with time-of �ights of 66 µs
and 80 µs; illustrated by previous data taken at IGISOL 3.

3.7.2 Photon-ion coincidence

Prior to the installation of the Cooler-Buncher and the use of bunched beams, de-

layed photon-ion coincidence was the most sensitive method of reducing spectro-

scopic background that the laser IGISOL group had achieved [7, 59]. This technique

involved scattered photons, detected in the PMT, triggering a delayed window to

accept signals caused by ion impacts on the MCP [60]. The PMT segmentation

allows the time resolution to be reduced to .20 ns.

The critical problem with the delayed photon-ion coincidence method is that

contaminant ions in the bunch trigger false acceptances, thus creating background.

3.7.3 Charge exchange cell (CEC)

Immediately upstream of the LCR, a separate high-voltage platform contains a

charge exchange cell (CEC) that can be used to neutralise the ions through charge

exchange interactions with a bu�er gas (usually an alkali metal vapour). The bu�er

gas is held at a constant vapour pressure, where the mean-free path of the ions

through the CEC is equivalent to the cell length. At this pressure each ion will

collide, on average, with a bu�er gas molecule only once, thus providing charge

exchange without signi�cant increase in beam divergence.

Spectroscopy of atomic species is favourable as the electrons in a neutral atom
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are less tightly bound than in a positive ion, therefore transition energies decrease

upon neutralisation; this may be required if no transition in the ion is within range

of the dye laser. When in operation, the CEC high-voltage platform is tuned to scan

the e�ective frequency of the laser light rather than tuning the voltage at the LCR.

Charge exchange may also be exploited as a spectroscopic tool. State-dependent

charge exchange, where the neutralisation cross-section of ions increase when opti-

cally pumped into a metastable state [61], can be used to increase the neutralisation

rate of ions in the CEC. This can be used to increase the neutralised yield for collinear

laser spectroscopy, or the e�ective frequency of the laser light can be scanned over

the hyper�ne structure and the ions and atoms counted to determine resonances.

There is the possibility of populating particular states of interest upon neutrali-

sation. This `state-selective neutralisation' occurs due to the di�erence in ionisation

energy of the neutralised atom and the bu�er gas, as shown by,

M+ +G→M +G+ + ∆E →M∗ +G+

where M is the isotope in the beam and G is the bu�er gas. For state-selective

CEC to succeed the ionisation di�erence has to be resonant with the required state

energy, both of which are purely chemical properties of the elements. Slightly o�-

resonant entrance channels will result in the population of many di�erent states at

the expense of the population of the desired state.

3.8 Beam-line simulation

The electrostatic elements of the IGISOL 4 beam-line, post Cooler-Buncher, were

mapped out in the ion-optics simulation program, SIMION (described in Section

5.1). Figure 3.15 shows the simulation of the beam-line and the installation point of

the ConeTrap (Chapter 5). The simulation of the beam-line was used to determine
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the parameters required to optimise beam transport, points for diagnostics and

strategies for tuning of the beam-line components.

Figure 3.15: Simulation of the beam-line after the Cooler-Buncher. Shown are
the electrode structure of the Cooler-Buncher, the two quadrupole de�ectors used
to divert the ion bunches after the Cooler-Buncher and towards the laser cabin, the
Einzel lens used to transport the ion bunches between the two quadrupole de�ectors,
the Drop-o� from the HV region and the installed ConeTrap.

After the Cooler-Buncher, ions enter the low energy region, which sits at ∼800 V

below the Cooler-Buncher platform voltage of 30 kV. Ion ensembles released from the

Cooler-Buncher were simulated using 1000 ions of 100 u mass and 800 eV kinetic

energy, �own separately within a 10 µs uniform bunch length. An emittance of

3 π mm mrad was simulated by randomly emitting the ions within a 1-mm radius
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and a 0.135◦ half-angle spread.

The �rst quadrupole de�ector redirects the ions towards either the laser spec-

troscopy station or the JYFLTRAP (not included in these simulations). An Einzel

lens (discussed in Section 3.8.2) was designed to focus the ions into the second

quadrupole de�ector, to redirect ions towards the light collection region (LCR), or

into the ConeTrap. A Faraday cup was chosen to be placed beyond the ConeTrap to

determine the optimal parameters for the �rst quadrupole de�ector and the Einzel

lens. The potentials required on the quadrupole de�ectors, to redirect the ions by

90◦, are discussed in Section 3.8.1.

When the ConeTrap is in use the second quadrupole de�ector voltage has to be

switched from ground, to allow ions to pass through to the ConeTrap, to a voltage

that redirects the ions towards the LCR upon release from the ConeTrap. The

timing required for this voltage switch is discussed in Section 3.8.3.

After they are redirected towards the LCR, the ions drop o� the high-voltage

platform and are accelerated to 30 keV.

3.8.1 Quadrupole de�ectors

Quadrupole de�ectors use a combination of so-called `rod' and `shim' electrodes to

create a hyperbolic electrostatic potential that is capable of bending incoming ions

by±90◦ and allowing atoms, laser light and ions (when inactive) to pass through [62].

In the idealised operation of the quadrupole de�ectors, all rod and shim electrodes

have an applied potential and each shares the same respective voltage in magnitude,

with only the polarities of adjacent poles being opposite. The combination of the

rod and shim electrodes re�ects the fact that a pure hyperbolic electrode results in

ions colliding with the inner electrode and a purely circular electrode only provides

a hyperbolic �eld within the central region. The di�erent voltages on the rod and

shim electrodes and the properties of the input beam determine the pro�le of the
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output beam. Figure 3.16(a) shows a quadrupole de�ector redirecting a parallel

beam of ions and the typical increase in divergence of the de�ected ions. Focusing

elements are therefore essential and Einzel Lens plates, added on all sides of the

quadrupole de�ector, can be used to focus the ions on entrance or exit from the

de�ector.

(a) Diagram showing a quadrupole de�ec-
tor diverting a parallel ion beam by 90◦

(and the subsequent diverging e�ect of the
bend). The rod and shim electrodes re-
ferred to as the inner- and outer-poles are
shown.

(b) Close up of an ions trajectory through
a quadrupole de�ector. The �gure shows
the electrostatic �eld created by the circu-
lar electrode deviating from that of a hy-
perbolic �eld at the edges and the ion path
colliding with the hyperbolic equipotential
created by the shim electrodes [62].

Figure 3.16: Quadrupole de�ector diagrams.

Figures 3.17(a) and 3.17(b) show the angular deviation from 90◦ and the o�set

from the central axis respectively for a beam exiting the quadrupole de�ector using

all rod and shim electrodes; henceforth referred to as an �idealised� quadrupole

de�ector. The �gures clearly indicate two forms of stable region; a long, narrow

region of low axial deviation and a curved region that produces 90◦ de�ection but

with an o�set to the exit beam. The two regions intersect to form a wider area that

provides a stable, ∼90◦ de�ection around Vrod ∼ 400 V and Vshim ∼ 1100 V. The

axis-aligned region is linear for the majority of its locus and (neglecting deviations

at the edges) can be described by,



Chapter 3. Experimental techniques 78 of 179

(a) Angular deviations from 90 degree de�ection in degrees.

(b) O�set from central axis in mm.

Figure 3.17: Angular deviation from 90◦ and o�set from central axis for beams
exiting an �idealised� quadrupole de�ector. Angular deviations and o�sets are mea-
sured with respect to the incoming beam axis, where negative angles deviate towards
the source and o�sets are measured where the beam passes through the exit Einzel
plates. The voltages are magnitudes only, with inner poles at negative polarity.
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(a) Angular deviations from 90 degree de�ection in degrees.

(b) O�set from central axis in mm.

Figure 3.18: Angular deviation from 90◦ and o�set from central axis for beams
exiting a quadrupole de�ector using typical IGISOL 3 experimental settings. An-
gular deviations and o�sets are measured with respect to the incoming beam axis,
where negative angles deviate towards the source and o�sets are measured where
the beam passes through the exit Einzel plates. The voltages are magnitudes only,
with inner poles at negative polarity.
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|Vshim| = −0.487|Vrod|+ 1.5Eion

for all ion energies, Eion.

When optimised experimentally, the quadrupole de�ectors at the IGISOL 3 fa-

cility were found to e�ciently operate with only the inner shim electrodes and the

outer rod electrodes in operation. This simpli�es their use and reduces the number

of required voltage supplies. Figures 3.18(a) and 3.18(b) show the angular deviation

from 90◦ and the o�set from the central axis, respectively, for a beam exiting an

`IGISOL 3' set quadrupole de�ector. The �gures show much wider stability for the

de�ection of ions by 90◦, thus improving the transport e�ciency of the quadrupole

de�ectors and making them easier to deploy. The aligned region for an `IGISOL'

quadrupole de�ector is also approximately linear and can be described by,

|Vshim| = −3.465|Vrod|+ 9.42Eion.

Figure 3.19 shows a simpli�ed comparison of the aligned and o�set 90◦ de�ec-

tion regions for both the `idealised' and `IGISOL' set quadrupole de�ectors. The

`idealised' quadrupole de�ector has potential gradients that change quickly with

voltage, resulting in the narrow bending regions, while the `IGISOL' settings have

gradients that change slowly with voltage due to the grounded electrodes, resulting

in the wider bending regions.

The o�set region in an `idealised' quadrupole de�ector is greatly a�ected by

changes in the shim electrode voltages, with multiple solutions existing for some rod

voltages. This is due to the fringe �elds created by the shim electrodes and the

grounded de�ector box a�ecting the ion trajectories as they leave the quadrupole.

The o�set region in an `IGISOL' de�ector changes less rapidly with shim voltage

due to the loss of the outer shim electrode potentials. The relationship between the

o�set regions and the rod and shim electrode voltages for the two de�ector settings
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Figure 3.19: Aligned and o�set 90◦ de�ection voltages for the `idealised' and
`IGISOL' settings of the quadrupole de�ector.

(a) O�set in relation to the rod voltages. (b) O�set in relation to the shim voltages.

Figure 3.20: O�set from central axis for the `idealised' and `IGISOL' quadrupole
de�ectors.

are shown in Figures 3.20(a) and 3.20(b) respectively.

The voltages found to work at the IGISOL 4 facility were Vrod = 1650 V, Vshim =

1200 V for the �rst de�ector, suggesting the Cooler-Buncher provides an o�set to

the released ions, and Vrod = Vshim ' 1700 V for the second quadrupole de�ector.

3.8.2 Hammerhead beam transport

An Einzel lens and a quadrupole triplet were both considered for the purpose of

transporting ions between the two quadrupole de�ectors to avoid losses from diver-
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gence. The quadrupole triplet was considered due to its versatility in manipulating

the beam pro�le and trajectory, however the Einzel lens was explored for its sim-

plicity due to the reduction in required power supplies compared to a quadrupole

triplet. Both are illustrated in Figure 3.21 and their dimensions described in the

caption. The Einzel lens has been built and is currently in use at IGISOL 4.

Figure 3.21: The possible hammerhead beam transport optics: (top) a quadrupole
triplet (17.2mm radius rod curvature, 20mm long with 30mm between opposing elec-
trodes and 45mm gaps) and (bottom) an Einzel lens (outer electrodes 70mm long,
inner electrode 14mm long, 10mm inner radius and 5mm gaps between electrodes).

3.8.3 Voltage-switch timing for ConeTrap operation

When the ConeTrap (Chapter 5) is in use, the voltages of both the injection-

extraction cone electrode and the second quadrupole de�ector must be rapidly

switched to trap and release the ions and to divert them towards the light col-

lection region. The timing for this operation is shown in Figure 3.22. The timing

for raising and lowering the injection-extraction cone electrode voltage is identi�ed

as critical for e�cient trapping of the ion bunch (and to avoid losses due to the

�drift tube� e�ect) and is required to be <µs. The circuitry designed for this rapid
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switch is discussed in Section 5.3.2. The quadrupole de�ector can, by virtue of the

ConeTrap storage time, be slowly switched on a time scale of milliseconds.

Figure 3.22: Voltage switch timing when using the ConeTrap. The Cooler-Buncher
releases the ions by dropping the potential wall, the second quadrupole de�ector is
at platform potential to allow the ions to pass through to the ConeTrap and then
redirects them towards the light collection region (LCR) upon release (the dark grey
line indicates the voltage setting to de�ect ions coming from the Cooler-Buncher).
The injection-extraction cone electrode voltage has to change at the appropriate
time (∼60 µs delay after the Cooler-Buncher release signal) to e�ciently trap the
ions after they are released from the Cooler-Buncher. The second quadrupole de�ec-
tor cannot be switched to ground until the released ion bunch has been redirected
towards the LCR (∼5 µs transport time).

A 160 µs propagation delay occurs between a micro-controller sending the signal

to raise the quadrupole de�ector voltage and the voltage actually switching. The

switch time for the quadrupole de�ector is ∼1 ms and the delay given to allow ions

to be transported through the de�ector was arbitrarily set to 1 ms.

The circuitry required to coordinate the voltage switches of the quadrupole de-

�ector and ConeTrap according to the Cooler-Buncher release signal, combined with

appropriate delays, has been designed in this work (Section 5.3.2).
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3.9 Data acquisition (DAQ)

The existing data acquisition method involves incrementing the light collection re-

gion voltage to Doppler shift the e�ective frequency of the laser light and scan over

the hyper�ne structure (HFS). A histogram is plotted of the photon counts in bins

of well-determined, stepped acceleration voltages, which can then be used to deter-

mine the e�ective frequency of observed resonances. The photons' arrival times are

recorded to improve the resolution of the measured spectrum (as discussed in Sec-

tion 3.7.1). Two methods of improving this data acquisition technique at IGISOL 4,

developed outside of this work, are currently under consideration and are described

below.

One method under consideration is to only count when two photons are received

close together within the same bunch. The probability of two background photons

being detected in close proximity is minimal, thus �burst� counting could greatly

reduce background from random laser scatter. A second method is to increase the

amount of time spent on resonance. This can be achieved by increasing the `dwell'

time according to how many photons have been detected at that voltage during

either the previous or current scan. This results in an exponential increase in the

amount of time spent on resonance. The spectra obtained using this technique are

then normalised according to the amount of time spent at each voltage increment.
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CHAPTER 4

Ion traps

This chapter discusses the theory behind and technical design of the ion traps already

in use at the IGISOL facility. First, the theoretical quadrupole (or Paul) traps are

described followed by the details of the linear rf-quadrupole trap implemented on the

IGISOL beam-line (the Cooler-Buncher). A theoretical discussion of the Penning

Trap and a brief description of the double Penning trap (used at the facility for

precision mass measurements) is then presented.

4.1 Quadrupole traps

Quadrupole (Paul) traps [63] con�ne ions by exploiting the strong focusing e�ect of

rf-oscillating quadrupole (RFQ) �elds. Such a quadrupole �eld may be produced us-

ing hyperboloid electrodes or rods, with adjacent rods at anti-phased AC potentials.

Cylindrical rods may be used if their radii are suitable to provide the same e�ect in

the central region (equal to 1.15r0, where r0 is the distance from the central axis to

the rods). Point-like con�nement may be achieved in a 3D quadrupole trap, which

consists of a ring electrode and two hyperbolic endcaps, and linear con�nement may

be achieved using a 2D quadrupole trap, which consists of four hyperboloid or cylin-

drical rods con�ning the ions to the central axis. A linear quadrupole trap can be

used as a mass �lter, if an axial DC potential is applied to the rods, or, if a DC
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gradient is applied, as an ion guide.

The equation of motion for an ion in a linear quadrupole trap is,

ẍi ±
q

mr2
0

(U + V cosωt)xi = 0

where xi is the ions coordinates relative to the central axis, q and m are the ion

charge and mass respectively and ω is the oscillation frequency. The amplitudes of

the DC voltage and rf-voltage are U and V , respectively.

This category of di�erential equation is commonly referred to as a Mathieu equa-

tion and is usually rewritten in the form,

d2xi
dτ 2
± (a+ 2q cos 2τ)xi = 0

where,

a =
4eU

mr2
0ω

2
, q =

2eV

mr2
0ω

2
and τ =

ωt

2
.

The three dimensional Mathieu equations have stable solutions, where ions oscillate

with �nite amplitude in the transverse directions and are con�ned to the central axis,

and unstable solutions, where the oscillation amplitudes increase exponentially. The

stable and unstable regions for con�ning ions to the y-axis are shown in Figure 4.1,

here the x-axis is de�ned as positive going in the Mathieu equation and the z-axis

is de�ned as negative going.

The ratio a/q is equal to 2U/V and is independent of mass, this is shown as the

�operation line� in Figure 4.2. At constant a/q ratio all masses lie on this operation

line, with heavier masses lying closer to the origin (m3 > m2 > m1). On altering U

and V , but keeping the ratio a/q constant, the locations of the mass loci move along

the operation line and through a stability region. Changing the range of masses that

are con�ned allows the linear quadrupole trap to be used, in a popular mode, as a

mass �lter. Increasing the DC voltage, and therefore the ratio of a/q, decreases the
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Figure 4.1: Stable regions of a quadrupole trap determined using the Mathieu
equations. Con�nement is achieved when both transverse directions (x and z in this
case) are stable [63].

range of con�ned masses and provides better mass resolution as the operation line

moves towards the tip of the stable region. If, however, no DC voltage is applied,

a = 0, then the operation line lies on the q-axis and is stable between 0 < q < qmax.

The linear quadrupole trap is thus stable for masses m > mmin and acts as an ion

guide (or a high-pass mass �lter) [63].

Figure 4.2: Operation of a quadrupole trap as a mass �lter and the transmission
range according to the Mathieu equations. Di�erent masses lie on the operation
line, those that fall outside the stable region are lost in collisions with the trap walls
[63].
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4.1.1 The IGISOL Cooler-Buncher

The Cooler-Buncher [11] is a gas-�lled variant of a linear quadrupole trap, which

is mounted on a high voltage platform (Figure 4.3). Incoming ions with energies

close to, but higher than, the platform potential are decelerated and injected into

the Cooler-Buncher by use of an electrostatic lens system. The quadrupole trap

consists of four stainless steel rods of radius 1.15 cm (1 cm from central axis) that

are split into 16 segments and separated by 0.5 mm to a total length of 40 cm. The

segmented quadrupole rods create a potential gradient that transport ions to the

exit (within 1 ms), where they can be continuously released or con�ned and bunched

behind a potential wall provided by the end plate (Figure 4.4). The potential wall is

removed to extract the ion bunch or can be switched to ground to run in continuous

mode.

Upon extraction the ions are guided through a mini-RFQ to separate them from

the background gas and avoid collisions upon re-acceleration. The mini-RFQ has

a central radius of 1.5mm and consists of four 5 cm long plates, with 6 mm of the

plates inside the larger RFQ to avoid �eld distortion within the transition region.

The plates have the same phase and frequency as their larger RFQ counterparts,

but have a smaller amplitude given by,

V ′ =
r′20
r2

0

V

where r0 and V are the large RFQ rod radii and voltage amplitude and the primed

variables are the equivalent mini-RFQ properties.

Inside the Cooler-Buncher the ions are thermalised in a helium bu�er gas by

viscous interactions (primarily induced dipoles in the bu�er gas) thus reducing their

energy spread and emittance. The energy spread of trapped ensembles reduces to

less than 1 eV, but is limited by the stability of the HV-platform and the time
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Figure 4.3: Electrode con�guration of the Cooler-Buncher and the low and high
vacuum regions (A and B): (1) ground electrode, (2) �rst deceleration electrode, (3)
second deceleration electrode, (4) third deceleration electrode, (5) RF quadrupole
rod segments, (6) end plate, (7) mini-quadrupole rods, (8) extraction plate, (9)
extraction electrode, (10) insulator rings, (11) high voltage insulators [11].

taken for the potential wall to drop upon extraction. The released ions have kinetic

energies lower than that with which they entered the Cooler-Buncher due to net

energy lost during the cooling process.

At IGISOL 3 the Cooler-Buncher was initially tested with and without the mini-

RFQ, where the end-plate aperture was used as a skimmer electrode when the mini-

RFQ was removed. The bunch length without the mini-RFQ was ∼2.2 µs compared

to ∼5.1 µs (FWHM), however this was only achieved at the cost of a greater energy

spread of up to 10 eV. The transport time through the mini-RFQ added an extra 30

µs to the time of �ight of the ion bunch (95 µs total), compared to the 65 µs time

of �ight without it (Figure 4.5).

The optimum helium pressure required in the Cooler-Buncher depends on whether
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Figure 4.4: Diagram illustrating the axial potential inside the Cooler-Buncher and
the bunching of the ions before release.

it is in continuous or bunching mode. During ion bunching, a low pressure is required

due to the increased interaction time and the need to reduce molecular formation.

The typical injection vessel pressures for the bunching and continuous modes are

∼ 0.1− 1 mbar and ∼ 2− 3 mbar respectively.

4.2 Penning trap

The con�nement volume of a Penning trap [64, 65] is formed of an axial electrostatic

quadrupole �eld and a linear magnetic �eld. Con�ned ions in a Penning trap oscillate

axially due to the axial component of the quadrupole �eld and the combination of the

magnetron motion, caused by the radial repulsion of the electrostatic quadrupole,

and the cyclotron motion, caused by the linear magnetic �eld. The resultant motion

con�nes the ions radially in a epitrochoid motion about the traps centre.

Bu�er gas cooling in a Penning trap [66] can be used to damp the amplitude of the

axial oscillation and the radius of the cyclotron motion. However, the radius of the

magnetron motion is increased due to the repulsion of the electrostatic quadrupole

(Figure 4.6(a)). Application of a small rf-oscillation at the ions cyclotron frequency

counteracts this e�ect and permits a reduction in the magnetron radius with cooling
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Figure 4.5: Bunch lengths upon release from Cooler-Buncher. Secondary peaks
are from delayed ions that have formed molecules with contaminants in the Cooler-
Buncher bu�er gas. Ions were extracted using the end plate (EP) as a skimmer
electrode or with the mini-RFQ (MQ) [58].

(albeit with the cyclotron radius reducing at a decreased rate, Figure 4.6(b)).

As the cyclotron frequency is mass dependent, only ions of a particular mass

are drawn towards the center, while others move to increasingly larger radii. The

Penning Trap can therefore be used to mass separate ions and provide both mass

measurements and pure beams for spectroscopy experiments. The Cooler-Buncher

cools ions prior to injection into the Penning trap and therefore bu�er-gas cooling

is not required for the IGISOL Penning trap. All ions are instead kept at a larger,

�xed radius before the isotopes of the correct mass are guided towards the center

using the rf-oscillations.

4.2.1 JYFLTRAP

The double Penning trap at the IGISOL facility [67�69] uses one Penning trap for

mass separation, with a mass resolving power of M
∆M

= 105, and the other for precise

mass measurements (> 106 resolving power). Ion bunches from the Cooler-Buncher
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(a) Magnetron radius increase and cy-
clotron radius decrease due to cooling of
ions.

(b) Magnetron and cyclotron radius reduc-
tion due to an applied rf-oscillation.

Figure 4.6: Bu�er gas cooling and rf-oscillations of ions in a Penning Trap. [66]

are injected into the Penning Trap by the lowering and raising of the injection

trapping potential. The central electrode is azimuthally segmented so that the ions

can be excited into larger orbits, after which the rf-quadrupole �eld is applied and

the ions of the desired mass are drawn towards the center for extraction or mass

measurement [67]. The pressure in the JYFLTRAP is maintained at ∼ 10−8 mbar.
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CHAPTER 5

ConeTrap

The ConeTrap is an electrostatic ion trap originally developed by the group of Hen-

ning Schmidt at Stockholm University [70, 71]. The use of conical containment

electrodes can be traced earlier to, for example, Knight [72]. In all cases ions are

re�ected back and forth between two cone shaped electrodes (Figure 5.1). The po-

tential within a conical electrode is harmonic both axially and radially and therefore

guides ions back into the trap and towards the central axis, thus containing the ions.

Ions are dynamically trapped and injected into the ConeTrap by the lowering and

raising of one of the cone electrode voltages. Whilst a central chamber is not a

requirement for trapping, the electrode discs in front of the cone electrodes are es-

sential to form the harmonic potentials and to screen the trap from the changing

cone electrode potentials and prevent them from a�ecting the ion kinetic energies

upon injection or extraction (drift-tube e�ect). A potential can also be applied to

the central chamber to reduce the mean velocity of the contained ions. This is useful

for tuning the acceptance time of the ConeTrap or Doppler shifting the ions into

resonance with an axial laser beam. Slower ions will, however, diverge more in the

ConeTrap due to the emittance of the injected beam (see Appendix A). The Cone-

Trap is of interest to the laser-IGISOL group as a means of trapping the ions in

vacuum for optical studies (as suggested by Schmidt et al. [71]). The great advan-

tage of the ConeTrap compared to other ion traps is its simplicity, compact nature
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and accessibility for �line of sight� optical spectroscopy.

Figure 5.1: Original ConeTrap used by A. Fardi. All dimensions are in mm [70].

The operation parameters of the IGISOL require that the ConeTrap have an ac-

ceptance time of at least 10 µs. The spectroscopic application requires an extensive,

well-de�ned central region for optical pumping. Generally, experimental considera-

tions require close to 100% injection and extraction e�ciency and containment times

of order ∼ 10 ms. These parameters were investigated using an ion-optical design

and simulation program, SIMION.

5.1 Simulation Program: SIMION

To investigate the feasibility of using a ConeTrap on the IGISOL line the charged-

particle optics simulation program SIMION [73] was used. SIMION calculates

charged-particle trajectories through electromagnetic �elds. With respect to the

terminology used in the package, the desired electric and magnetic components are

modeled in potential arrays (PA), instances of which are placed inside an ion optics

workbench (an .IOB �le) to form the complete experimental set-up or beam-line.

Electric and magnetic PAs are created separately, however magnetic PAs were

not required for these studies. The PAs are created using 2D or 3D grids with
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plotted electrode and non-electrode points. Planar and axially symmetric PAs can

be automatically constructed; essential for 2D electrode maps. The potentials at

each non-electrode point are calculated by solving the Laplace equation using �nite-

di�erence methods; referred to as �re�ning� the potential array. There are two

types of potential array electrode maps; .PA and .PA#. In .PA �les the potentials

are calculated for the voltages speci�ed in the electrode map. In .PA# �les the

electrodes are labeled numerically and solutions are calculated for each separately.

The total potential at each non-electrode point is then a linear combination of these

solutions, thus allowing the electrode potentials to be adjusted during simulations.

A scaling factor can be applied to the PAs when loaded into the workbench to

acquire instances at di�erent resolutions, allowing more complex or sensitive areas

to be calculated with greater accuracy.

When running a simulation, the entire workbench is kept in the computer mem-

ory, regardless of what instances are being used. For this reason the SIMION package

can be RAM intensive which can lead to slower simulations. There are several meth-

ods that can be used to reduce the RAM usage. Symmetry can be used to reduce the

size of PA �les, several instances of the same PA can be loaded into the workbench,

and larger, less complex or sensitive PAs can be created at lower resolution. Also,

an instance from a .PA �le is less RAM intensive than one from a �fast-adjustable�

.PA# �le, at the cost of �exibility.

User programs can be used to change electrode potentials, ion properties and

to collect data during simulations. The �les have the same name as the relevant

PA or workbench they apply to and consist of several segments. Figure 5.2 shows

a simpli�ed �ow chart of the order of the SIMION user program segments when

ions are released. The �gure shows that all ions are created together, then �own

consecutively, and then terminated. This grouping of the ion segments allows data

to be collected for all ions in each stage, but increases the demand on the RAM.
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Figure 5.2: Simpli�ed SIMION segment order. Sections in bold are segments in
which user programs can be called.

The ConeTrap modeling has, throughout this chapter, been acquired in simu-

lations using 800-eV ions with 100-u mass and at a 10-µs uniform bunch length.

The ConeTrap modeled has the same dimensions (shown later in Figure 5.17(b))

unless otherwise stated. The IGISOL ion bunch, upon exiting the �rst quadrupole

de�ector, has been simulated using 1000 ions, �own separately, randomly emitted

within a 1-mm radius and 0.135-degree half-angle spread (giving an emittance of

3π mm mrad). This ensemble is then focused, onto the approximate position of

the Faraday cup in the real beam-line (Section 3.8), by the Einzel lens detailed in

Section 3.8.2. All ions contained for at least 1 ms were counted as stable in the

trap and a `test bunch', with three times the radius and angular divergence of the

simulated IGISOL beam, was used to observe in greater detail the stable regions of

the various ConeTrap designs.
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5.2 ConeTrap design

This section details the simulations which formed the design of the IGISOL Cone-

Trap. The properties of the stable regions are discussed and the bene�ts of using a

ConeTrap with asymmetric potentials presented. Explanations for the form of the

stable regions are then given, followed by the design of the ConeTrap with consider-

ations for the injection and extraction of ions, the required acceptance time and the

formation of an extensive central region of uniform potential (for optical pumping).

5.2.1 Stable regions

Symmetric ConeTraps, where both cone electrodes have the same voltage, have two

stable regions; the low voltage (LV) and high voltage (HV) modes (shown in Figure

5.3(a), with a more detailed plot of the LV stable mode shown in Figure 5.3(b)).

(a) Both the LV and HV stable regions.

(b) Higher resolution plot of the LV stability region.

Figure 5.3: Symmetric ConeTrap stable regions for the `test' simulated ion bunch.



Chapter 5. ConeTrap 98 of 179

Figure 5.4: ConeTrap axial position densities for symmetric LV (830 V) and HV
(1250 V) ConeTraps. Simulations used 10,000 ions.

(a) LV ConeTrap orbital shape (focused LV potentials).

(b) HV ConeTrap orbital shape (focused HV potentials).

(c) Asymmetric ConeTrap orbital shape (parallel HV and LV potentials).

Figure 5.5: Symmetric and Asymmetric ConeTrap orbital shapes.
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Ions in an LV ConeTrap move in slow arcs around the inside of the cone electrodes

(�soft re�ection�), as shown in Figure 5.5(a). The motion results in the ion plume

bunching at either end of the ConeTrap, shown by the peaks in axial ion density in

Figure 5.4. This bunching is due to the time the ions spend in the cone electrodes

and does not result in any time compression upon release of the ions. The path

of the ions through the LV cone electrode depends on their energy and entrance

trajectory, which causes variations in the re�ection times. The position density of

the simulated ion bunch was observed to homogenise around the ConeTrap within

a few milliseconds.

Ions in an HV ConeTrap are sharply re�ected back out of the cone electrodes

(�hard re�ection�), as shown in Figure 5.5(b), resulting in the ion density being

spread more evenly across the ConeTrap than in a LV ConeTrap (Figure 5.4). Due

to the low variation in re�ection time it takes >10 ms for the simulated IGISOL ion

bunch to homogenise around the HV ConeTrap.

Figure 5.6: Asymmetric ConeTrap stable regions for the `test' simulated ion bunch.

Two known disadvantages with using a symmetric LV ConeTrap are the high

ion densities in the LV cone electrodes and the loss of ions upon extraction due to

the �drift-tube e�ect�, where the ion energies are altered with the changing poten-
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tial. The fast re�ection within the HV cone electrode results in a lower ion density

and, consequently, reduced ion losses upon extraction. An HV ConeTrap's accep-

tance, however, is much less than that of an LV ConeTrap due to the time di�erence

between the fast HV re�ection and the slow LV re�ection (see Table 5.1). An asym-

metric ConeTrap that uses the HV cone electrode for both injection and extraction

takes advantage of the low ion density of the HV re�ections and the high acceptance

of the LV re�ections and is preferable to either symmetric mode. The orbital shape,

stable regions and axial ion density of the asymmetric ConeTrap are shown in Fig-

ures 5.5(c), 5.6 and 5.7 respectively. For a standard simulation it takes just under

10 ms for the IGISOL beam to homogenise around the asymmetric ConeTrap.

Figure 5.7: ConeTrap axial position densities for an asymmetric ConeTrap. Sim-
ulations used 10,000 ions and HV and LV cone electrodes of 1250 V and 830 V
respectively.

Table 5.1 shows the average time it takes an ion to enter and exit the cone

electrodes in the LV and HV ConeTraps. The re�ection times are independent of

ConeTrap length, however the stable regions contract with increased length and not

all voltages provide stable orbits (eg: 815 V is unstable for LV ConeTraps with

central chambers of length >60 mm. See Section 5.2.4).
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LV (V) time (µs) HV (V) time (µs)

805 13.33 1000 2.64

810 9.63 1050 2.41

815 8.01 1100 2.25

820 7.03 1150 2.12

825 6.37 1200 2.02

830 5.87 1250 1.94

835 5.49 1300 1.86

Table 5.1: Average re�ection times for the LV and HV cone electrodes. The
�re�ection time" was taken 15 mm from the aperture of the cone electrode (to
uniformly account for fringe �eld e�ects).

5.2.2 Properties of stable regions

The ConeTrap is a purely electrostatic device and the form of the potentials is

determined by the electrode shapes, which do not change. Only the magnitude

of the cone electrode potentials determine which values of Eion/q stability will be

formed. The change in the type of re�ection the ions experience with increasing

electrode potential arises from the changing relative magnitudes of the axial and

(divergent and convergent) radial forces and the decreasing penetration depth of

the ions into the cone.

Figure 5.8(a) shows the relationship between ion axial position and axial accel-

eration. When the cone electrode potentials are in the LV stability region the ions

penetrate further into the cone electrode and experience the slow tail end of the

peak in axial acceleration. The low axial acceleration in this region combined with

the low velocities of the ions at this point results in the ions axially bunching. This

gives the LV stability region the high acceptance the asymmetric ConeTrap design

exploits. Variations of ion velocities in the low acceleration region results in a larger

spread of re�ection times and the faster homogenisation of the ion bunch (compared

to the HV ConeTrap).
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(a) Scatter plot of ion axial positions and accelerations.

(b) Scatter plot of ion axial positions and radial accelerations.

Figure 5.8: Scatter plots of ion axial positions against axial and radial accelerations
in typical low voltage (LV) and high voltage (HV) cones.

Figure 5.8(b) shows the relationship between the axial position and radial accel-

eration of ions in the ConeTrap. Ions entering a cone electrode will �rst experience

a radially divergent force due to the fringe �elds, followed by a convergent force due

to the shape of the (cone) electrodes. The penetration depth in the LV re�ection

ensures that ions experience more of the convergent radial acceleration. This results

in the path of the ions forming the arc shapes shown in Figure 5.5(a). The radial

acceleration reduces the further the ions penetrate into the cone and the ensemble
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is radially bunched, as well as axially bunched, as the ions pass through the cen-

tral axis. Ions contained in a HV ConeTrap experience much larger radial forces.

Following some divergence from the fringe �elds, ions in a HV cone electrode ex-

perience a strongly convergent radial force proportional to their radial position and

are re�ected back in almost exactly the direction in which they entered, as shown

in Figure 5.5(b).

The stable regions of the ConeTrap are at those potentials which result in a

focused or parallel re�ected (output) beam. This is illustrated in Figure 5.9, which

shows the change in the output trajectory with increasing cone electrode potential.

The ions are divergent upon exiting the cone electrode at potentials slightly above

the ion energy (below the LV stability region). As the cone electrode potential is

increased (with respect to the ion energy) the path of the ion is folded back through

the injection point, becomes parallel with the injection axis and then becomes diver-

gent again. The potentials that provide convergent and parallel ion paths form the

LV stability region. Continuing to increase the potential then folds the ion trajec-

tory back towards the injection point to form the HV stability region. The change

in output position and angular deviation (emittance) with increasing cone electrode

potential for the simulated ion bunch is shown in Figure 5.10.

The density of data points along the locus in Figure 5.10 indicates that the rate

of change of the output emittance decreases with increasing cone electrode potential.

This is due to the change in penetration depth of ions into the cone electrode. The

penetration depth at low potentials changes rapidly, resulting in large shifts in the

output trajectories and re�ection times (Table 5.1).

The shapes of the stable regions arise from the stability of the focused and

parallel output trajectories in the ConeTrap. This is dependent on the geometry

of the ConeTrap and results in broad structures in the stability regions; primarily

from focused and parallel orbits. Con�gurations forming parallel orbits are more
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Figure 5.9: Illustration of the re�ection path of an 800 eV ion by a cone electrode
at increasing potentials.

Figure 5.10: Variation of output emittance with cone electrode potential. Points
were collected 15 mm from the entrance aperture for cone electrode potentials from
805 V upwards in 1 V increments. The initial divergent output beams at ∼810 V
were taken to be positive with subsequent data points plotted relative to these. The
labels indicate the conditions illustrated in Figure 5.9.
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stable due to their smaller angular divergence compared to focused orbits. The

lower velocity spreads in such orbits act to reduce Doppler broadening in spectral

applications and are of particular interest in this work.

The output trajectories of re�ected ions di�er depending on the input trajec-

tory, with the most desirable input beam being spatially similar to the output beam

produced. For an asymmetric ConeTrap to be stable, both the LV and HV cone elec-

trodes are required to provide similar re�ections to avoid large variations in the ion

orbit around the ConeTrap. This can be achieved by setting the trapping potentials

to voltages that are 180◦ apart on the ellipse shown in Figure 5.10. The emittance of

the injected beam also needs to �match� the trapping potential re�ections. A beam

weakly focused into the back cone electrode is required for the IGISOL ConeTrap

and experimentally this is ensured by focusing the beam onto a Faraday cup placed

behind the, initially grounded, ConeTrap.

5.2.3 Dynamic injection and extraction

When the injection and extraction cone electrode switches between the open and

trapping voltages, the change occurs in a �nite time period and any ions moving

within the cone or experiencing the fringe �eld will su�er from a �drift-tube e�ect�

and have their kinetic energies altered. It is possible to inject and extract ions using

a grounded cone electrode, however, setting the injection-extraction voltage as high

as possible reduces the amount of kinetic energy gained or lost upon switching,

speci�cally in the fringe �eld. A high injection voltage also means a smaller step

up to the trapping voltage, which can be done faster than a switch up from ground,

and a smaller current passing through the transistor when switching down.

The ion transit through two cone electrode designs, set from ground to the ac-

celeration voltage (Vacc ' 800 V), were modeled to determine the optimal injection

voltage. The transmission through these cone electrodes and a 3 mm exit aperture
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(that experimentally corresponds to a Faraday cup) is shown in Figure 5.11. An ini-

tial focusing of ions is observed at ∼ 0.5Vacc and, following this maximum, a sharp

increase in e�ciency is observed above 0.9Vacc. This �injection peak� provides 100%

stability for the simulated IGISOL ion bunch, upon injection into the active Cone-

Trap, and is exploited to minimise the drift tube e�ect and switching requirements.

The form of the transmission e�ciency, with increasing cone electrode voltage, can

also be used as an important con�rmation of the accuracy of the modeling and to

provide parameters for commissioning strategies (discussed in Section 5.3.3).

Figure 5.11: Injection e�ciency for the two simulated cone electrode designs;
angles and outer apertures of 8.6◦, 14 mm and 4.3◦, 23 mm respectively.

The two cone electrode designs have angles and outer apertures of 8.6◦, 14 mm

and 4.3◦, 23 mm respectively. Both designs provide stable injection of the simulated

ion bunch, however the latter dimensions were found to provide a smaller average

radius for extracted beams (Figure 5.12(a)) and improved the extracted yield by

∼2%. The �injection peak� of this cone electrode structure provides 90% extraction

e�ciency with 80% of all ions surviving with little alteration to their kinetic energy

(<0.1 eV).

A grounded housing, including front (and back) disc electrode(s), can be used
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(a) Mean radii of extracted ions for the two cone
electrode designs.

(b) Mean radii of extracted ions for di�erent sep-
arations of the shield and cone electrodes.

Figure 5.12: Average radii of extracted ions for the two simulated cone electrode
designs, which have angles and outer apertures of 8.6◦, 14mm and 4.3◦, 23mm re-
spectively, and for a shielded extraction electrode. Smaller average radii are acquired
at the upper edge of the injection e�ciency peak.

to avoid the voltage switch a�ecting ions as they approach or leave the ConeTrap.

A disc electrode of 80 mm diameter and 12 mm aperture diameter placed 40 mm

from the cone electrode entrance was found to produce only small perturbations

compared to an unshielded ConeTrap (Figure 5.12(b)).

5.2.4 Acceptance time

The acceptance time of the ConeTrap was de�ned as the time between an ion exiting

the injection cone to reentry following one (partial) orbit of the trap. Over time the

ions within the ConeTrap homogenise their orbits and the axial ion position density

stabilises. Upon release any ions within the injection-extraction electrode will be

lost and the released ion bunch size is thus equivalent to the acceptance time.

The length of the central chamber determines the acceptance time and the e�-

ciency of optical pumping in the ConeTrap. The length of the central region also,

however, critically a�ects the size of the stable regions (Figure 5.13). As the length

of the section increases, the lower LV region orbits become unstable and the remain-
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ing available potentials result in shorter orbital times (Table 5.1). A 110-mm long

central chamber, with a back cone electrode identical to the injection-extraction

electrode, was found to provide ∼10-µs acceptance time.

Figure 5.13: ConeTrap stability with increasing length of the central section using
the `test' simulated ion bunch.

An alternative way of increasing the acceptance time of the trap is to increase

the angle or diameter of the back cone electrode. This increases the penetration

depth of the ions into the cone electrode and results in the ensemble experiencing

shallower potential gradients, in turn resulting in longer re�ection times (and a

slight increase in stability due to less divergent output beams). The change in

output emittance with cone electrode potential for cone angles of 4.3◦, 8.6◦ and

12.9◦ are shown in Figure 5.14(a) and their re�ections times in Figure 5.14(b). The

same increase in re�ection time and decrease in angular divergence occurs when

increasing the diameter of the cone electrode, however a longer cone electrode is

required to maintain the re�ecting potential wall at the rear of the cone.

To achieve acceptance times above 20 µs, a double cone electrode must be con-

structed. A double cone electrode is used in the design of the (injection-independent)

ionisation ConeTrap and is discussed in Section B.2.
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(a) Variation of output emittance.

(b) Variation of re�ection time.

Figure 5.14: Variation of output emittance and re�ection time with cone electrode
potential for di�erent cone electrode angles. Cone electrode angles were altered by
changing the diameter of the cone electrode at the discs.

A ConeTrap using the injection-extraction cone angle of 4.3 degrees and 23-

mm outer diameter for both cone electrodes, with a 110-mm central region, has

asymmetric stable regions that are 100% stable for the simulated IGISOL beam.

In the �nal design, the required acceptance time was achieved through increased

ConeTrap length, therefore providing a larger optical-pumping region, rather than

by altering the back cone electrode.
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5.2.5 Uniform potential region

The fringe �elds in the central chamber reduce both the optical-pumping e�ciency,

as ions are taken o� resonance, and the acceptance time, as the �eld changes upon

switching voltage. The extent of the fringe �eld is determined by the size of the

aperture; the smaller the aperture, the less �eld penetration. The fringe �elds can

however be rapidly reduced by adding a �lip" to the apertures, shown in Figure

5.15. This small modi�cation allows for greater stability and reduces the e�ect on

the central region.

Figure 5.15: Fringe �eld reduction on addition of an aperture lip.

The output emittance of a cone electrode was plotted, with constant input emit-

tance, as a function of trapping potential for di�erent aperture diameters. The plots

of the output emittance were identical for each aperture with the only di�erences

being the trapping potential at each point. The stable regions shift upwards with

decreasing aperture size and the overall stability of the ConeTrap decreases as di-

vergent ions fail to pass through the smaller apertures. This suggests that the range

of stable output emittance pro�les is independent of aperture size and is only de-

termined by the input emittance and cone electrode shape. Experimentally larger
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apertures will result in a wider orbital waist and a reduced ion density along the

central axis due to space charge e�ects acting to repel ions from one another. This

reduction in density results in a loss of axial optical-pumping e�ciency (though not

an issue if radially pumping), but also has the advantage of a lower ion-ion collision

rate and therefore longer containment times.

Aperture diameters of 12 mm were chosen as a compromise between stability

and fringe-�eld penetration. Aperture lips have not been used for the initial IGISOL

ConeTrap, but disc replacements are available if smaller apertures or a lip is required

(see Section 5.3.1).

5.3 Construction and installation considerations

This section describes the construction and commissioning of the IGISOL ConeTrap.

The �rst part discusses the materials chosen for the construction of the ConeTrap,

with considerations for strength and vacuum properties, followed by the design of the

fast-switch circuitry needed for the dynamic trapping of the ion bunches. The com-

missioning considerations and results for the IGISOL ConeTrap are then presented,

followed by a description of the loss mechanisms within the trap.

5.3.1 Physical construction and materials

To facilitate manufacture, the ConeTrap central chamber was made from two discs,

with apertures, held together by stainless steel rods and surrounded by a honeycomb

mesh. The honeycomb mesh allows laser access to radially pump the ions and the use

of discs allows the ConeTrap length to be easily altered (and the discs themselves

can be easily replaced to change the apertures). To avoid fringe-�eld e�ects the

discs were made with as large a diameter as possible (80-mm diameter in a 100-mm

diameter pipe). The e�ect of the disc diameter on the fringe �eld is shown in Figure
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5.16.

Figure 5.16: Fringe �elds due to di�erent disc diameters. Shown are the fringe
�elds created by 1000 V symmetric ConeTraps with 60 mm diameter discs (left)
and 80 mm diameter discs (right). The calculation does not include the e�ect of the
honeycomb mesh that would surround the ConeTrap central region.

Figure 5.17(a) shows a model of the IGISOL ConeTrap. The ConeTrap is sus-

pended in high vacuum by four rods connected to a mounting �ange. These rods

can be made from an insulator if a charged central section is required, however steel

rods, and grounded discs, are preferable as the ConeTrap is heavy (and requires

strong supports to reduce the cantilever). A honeycomb mesh surrounds the central

section, limiting fringe-�eld e�ects from the cone electrodes and shielding the volt-

age feed of the injection-extraction electrode, while still allowing access for radial

pumping or detection of outgoing radiation. Insulators attach the cone electrodes to

the discs and the mounting �ange has two feed-throughs for the two cone electrodes

and a third for other applications. The �ange also has a central port for installation

of a window for optical pumping or a Faraday cup (for commissioning purposes).

To achieve high vacuum a ConFlat �ange (sealed with a copper gasket on a knife

edge) and low out-gassing materials were used. Copper was used for the electrodes,

stainless steel for the support rods and PEEK (Polyether ether ketone) for the

insulators. PEEK was chosen as the insulator due to its insulating and vacuum

properties and also its strength, as it needs to hold the cone electrodes rigidly in
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(a) Model of the ConeTrap and mounting �ange.

(b) Dimensions (in mm) of the ConeTrap.

Figure 5.17: Model and dimensions of the constructed IGISOL ConeTrap.

place. The ConeTrap can be baked in vacuum to remove any water vapour from

the materials and reduce their out-gassing to achieve a base pressure beneath 10−7

mbar.

The dimensions of the �nal ConeTrap design are shown in Figure 5.17(b).

5.3.2 Fast-switching circuitry

The injection-extraction electrode must be able to switch rapidly between voltages

to e�ciently trap the ion bunch and to avoid altering the kinetic energies of outgoing

ions upon release. The circuitry designed for this is shown in Figure 5.18. A ST

Microelectronics 4N150 MOSFET is used to temporarily engage a resistive divider.
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The device can tolerate a maximum current of 4 A and a maximum voltage of 1500

V. The gate control is provided by a micro-controller (Arduino) which sends a 5-V

pulse into a gate driver that ampli�es the pulse to the 12−18 V required to fully

activate the MOSFET. Three 2 kV, 100 nF capacitors provide the instantaneous

current needed to overcome the capacitance of the cone electrode and enables the

use of continuous low-current HV supplies. When the MOSFET is insulating the

cone electrode (output) is at the source voltage and when the MOSFET is conductive

the cone electrode is set at a voltage determined by the 5 kΩ potentiometer.

Figure 5.18: Circuitry used to change the potential of the injection-extraction
electrode.

A 10 µs pulse was used to test the rise and fall times of the cone electrode.

There is ∼ 160-ns propagation delay between the micro-controller sending the pulse

to open the MOSFET and the voltage dropping. The transition to the low voltage

takes ∼ 240 ns to drop and stabilise. There is a ∼1-µs delay between the end of the

pulse and the voltage rising and it takes ∼ 700 ns for the voltage to rise and stabilise.

At the IGISOL a 20-µs pulse is required due to the �ight time between the ConeTrap

and the second quadrupole de�ector (reduced to ∼15 µs if the injection-extraction
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(a) Switch using Cooknell power supply.

(b) Switch using high-current Hewlett-Packard power supply.

Figure 5.19: Oscilloscope images of the voltage switch for the ConeTrap using
Cooknell and high-current Hewlett-Packard power supplies.
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electrode is shielded).

A Hewlett-Packard high current (10 mA) source was found to provide a faster

switch and faster stabilisation of the cone electrode voltage when compared to the

Cooknell (1 mA) source (Figure 5.19).

(a) Switch using a coaxial cable length of ∼15 m.

(b) Switch using a coaxial cable length of ∼5 m.

Figure 5.20: Transmission current on the Faraday cup in the beam switch-yard
showing the e�ect of a reduced cable length between the fast-switch circuitry and the
output electrode. The circuitry was used to switch from 500 V (zero transmission)
to 250 V, through a maximum transmission at 280 V.

The speed of the voltage switch provided by the circuitry was tested at the

IGISOL facility by applying it to an electrode within a quadrupole lens located

upstream from the dipole magnet. The source voltage was set to 500 V, where

no current was observed on the Faraday cup located in the beam switch yard, and

switched to 250 V to create a beam �chopper�. The maximum current on the Faraday
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cup was earlier observed at 280 V, thus the voltage switch passes through the optimal

voltage and was used to determine the speed of the transition. The length of the

cable connecting the switch circuitry and the output electrode was found to critically

a�ect the transition rate. Figure 5.20 shows the e�ect of reducing the cable length

on the transmission current received on the Faraday cup. The fast-switch circuitry

was placed above the ConeTrap installation point on the beam line to minimise the

required cable length, �nally ∼30 cm (Figure 5.21).

Figure 5.21: Fast-switch circuitry in place above the ConeTrap installation point.

5.3.3 ConeTrap commissioning stages

The electrostatic nature of the ConeTrap ensures that once the trapping voltages

are determined for one case (ion energy) then settings for any other can be accu-

rately scaled. The trapping �ratios� (electrode potentials divided by beam energy
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in eV) have been determined using simulations (see Figure 5.22), and can now be

used to determine the trapping voltages for arbitrary ion energies. Fine adjustment

and tuning is experimentally required to optimise the trapping ratios and then the

entire ConeTrap can be controlled using a single power supply and single injection-

extraction signal.

Figure 5.22: Stable regions of the ConeTrap in terms of the ratio of the trapping
voltage and the simulated ion beam energy. The LV stability region (left) lies be-
tween 1.022 and 1.046 and the high-voltage stability region (right) lies between 1.42
and 1.64. The stable regions are invariant of ion energy but absolute emittance and
acceptance time can a�ect the trapping e�ciency.

A 3-mm radius Faraday cup was mounted in the front of the central port of

the mounting �ange beyond the back electrode. The cup measures the ion current

passing through the ConeTrap and was used with a continuous beam of stable 63Cu

ions to determine the energy of the ion beam and the required injection voltage on

the front cone electrode. Bunched ion ensembles of 67Zn were used to determine the

delay time required to trap ions in the ConeTrap.

5.3.3.1 Ion energy

The mean ion energy in the beam was determined by focusing the continuous 63Cu

beam on the Faraday cup and monitoring the transmission as the voltage of the back

cone electrode was raised. The high-voltage platform the ConeTrap is mounted on

is held at ∼800 V below the Cooler-Buncher platform level and knowledge of the
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exact potential is critical for the operation of the ConeTrap. The transmission

test was used to determine the error in the voltage supply read-back (known to be

substantial).

Simulations showed that the intensity on the Faraday cup falls sharply at the ion

beam energy (Vtrap(V)= Eion(eV)), after a peak similar to the injection e�ciency

maximum at ∼ 0.94Eion (discussed in Section 5.2.3). The back cone electrode is used

as it produces a well-de�ned sharp cut-o� as the electrode potential approaches the

ion beam energy. A continuous 540-pA beam of stable 63Cu was focused onto the

Faraday cup. The potential of the back electrode was raised until the transmission

dropped to zero, which occurred at a requested voltage of 800.0 V and a read-back

of �725 V�.

5.3.3.2 Injection voltage

The operational injection voltage was determined by raising the front cone elec-

trode voltage. Figure 5.23 shows the front cone transmission given in the simula-

tions, where the voltage peak at ∼ 0.94Eion is the optimal injection voltage. The

∼ 0.94Eion potential produces a weakly convergent beam onto the Faraday cup,

providing an optimal input beam for the back cone electrode under trapping oper-

ations.

The peak in injection e�ciency was estimated to occur around 745 V for the

800-eV 63Cu beam. The stable beam was again focused onto the ConeTrap Faraday

cup while the ConeTrap was inactive (producing a current of 500 pA). The front

electrode potential was raised and the current on the Faraday cup recorded with

results shown in Figure 5.24.

Comparing Figure 5.23 to Figure 5.24 shows similar properties; a minimum at ∼

680−700 V followed by a local maximum. The di�erence in transmission intensities

is due to the simulated bunch using a �top-hat� spatial distribution and the real
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Figure 5.23: Transmission e�ciency with changing injection voltage on the front
cone electrode. Initially the transmission e�ciency is already at 100%, followed by a
reduction to a minimum at ∼680 V and a local maximum at ∼745 V (at Eion = 800
eV).

Figure 5.24: Injection voltage commissioning data.

ion beam having a Gaussian distribution, however, reassuringly, both show the local

maximum at ∼750 V.

5.3.3.3 Trapping delay

The delay time between the ion bunch release signal for the Cooler-Buncher and the

trapping signal to raise the injection electrode voltage can be acquired by using a

bunched stable beam. The injection electrode is activated and raised to an approx-

imate HV cone electrode voltage upon receiving the delayed trapping signal. The

signal opens the ConeTrap for ∼20 µs to account for the ion approach time and
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transit through the injection electrode (as well as the acceptance time). The current

measured on the Faraday cup, modeled assuming instantaneous voltage transition

and a focused beam when the ConeTrap is inactive, is shown in Figure 5.25.

Figure 5.25: Transmission e�ciency and average ion energy, for a weakly focused
simulated beam, as a function of deviation from the optimum injection delay. An
injection voltage of 740 V and HV cone electrode voltage of 1250 V were used.

The left side of the �gure shows the e�ects of an overly short delay time, where

the ConeTrap closes while ions are passing through the injection electrode (which

then exit with larger kinetic energies). The ∼1310 eV average kinetic energy plateau

occurs when only the front of the ion bunch is inside the injection electrode when the

ConeTrap closes, after which the average kinetic energy decreases, and the ion count

increases, as more ions enter the ConeTrap una�ected by the voltage switching. The

right side of the �gure shows the e�ects of an overly long delay, where the ConeTrap

opens while the ions are approaching the injection electrode and only a few ions can

survive injection (after losing some kinetic energy from the voltage drop).

The form of all transmission curves depends on the emittance pro�le of the

incoming beam. Figure 5.26 shows the curves resulting from a realistically divergent

incoming beam. Both �peaks� in transmission re�ect focusing by premature and

delayed switching.

Figure 5.27 shows the transmission e�ciency for divergent ions with a 0-µs bunch

width. It shows clearly the focusing e�ects of the early and late delay signals, the
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Figure 5.26: Transmission e�ciency and average ion energy, for a realistically
divergent simulated beam, as a function of deviation from the optimum injection
delay. An injection voltage of 740 V and HV cone electrode voltage of 1250 V were
used.

lower, central plateau of the unaltered ions and also a sharp drop in transmission

after the early delay peak. This minimum is caused by the ConeTrap closing as the

ions are exiting the injection electrode, therefore experiencing the divergence of the

HV cone electrode fringe �eld but not the focusing e�ect of the HV cone electrode

itself.

Figure 5.27: Transmission e�ciency and average ion energy, for a realistically
divergent simulated beam with an (unrealistic) bunch width of 0 µs, as a function
of deviation from the optimum injection delay. An injection voltage of 740 V and
HV cone electrode voltage of 1250 V were used.

The simulations of realistic beam conditions strongly suggest that the injection

delay commissioning should be attempted by tuning the device from over-delayed to
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optimal settings. The local maximum due to an over-delayed injection is narrower,

compared to an under-delayed injection, and has an almost negligible e�ect on the

kinetic energy of the incoming ions. The situation can be improved further by using

a shielded injection-extraction cone electrode (Section 5.2.3), which reduces still

further the width of the peak in transmission e�ciency and its e�ect on the ion

energies.

During commissioning, the implemented delay time was found to be consistently

longer than the micro-controller requested delay by 3 µs. Bunched ion ensembles

of 67Zn were focused onto the Faraday cup placed behind the ConeTrap and the

transmission current monitored with respect to the delay time (Figure 5.28). The

optimum delay for the A = 67 ions is ∼50 µs, in agreement with the delay of 60

µs determined for A = 100 ions in the simulations (scaled by
√

67/100). The form

of the transmission curve is consistent with that shown in Figure 5.25. The ∼5 µs

plateau in the transmission maximum suggests a transmission window of ∼10 µs

and a bunch length of ∼15 µs (typical for ion bunches in this mass range).

Figure 5.28: Transmission current received on Faraday cup with respect to the
switch delay upon release from the Cooler-Buncher.
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5.3.3.4 Back electrode voltage

The voltage required on the back electrode can best be determined (using a continu-

ous stable beam) by the addition of a ring electrode or injection-extraction electrode

shield (Section 5.2.3) placed between the ConeTrap and the quadrupole de�ector.

The current detected on this aperture electrode can be monitored as a function of

back electrode voltage and used to determine the optimal setting for the rear re-

�ector (Figure 5.29). The optimal voltage is within the region where the detected

current reaches a minimum, where the ions are transported through the aperture of

the electrode. This can also be used to determine the approximate voltage required

on the front electrode as both cone electrodes are the same shape and size.

Figure 5.29: Current measured on an injection-extraction electrode shield. The LV
and HV stability regions are located within the regions where the detected current
reaches a minimum.

Whilst desirable, the installation of a suitable ring electrode is not immediately

practical with the full ConeTrap due to the lack of mounting positions and available

feed-throughs (Section 5.4.5, however, presents a restructuring of the device that,

during commissioning, will provide this feature). In the absence of a ring electrode

or injection-extraction shield, bunched stable or radioactive ion ensembles can be

de�ected by the quadrupole de�ector, upon release from the ConeTrap, to impact
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on a Faraday cup.

5.3.3.5 Trapping potentials

The number of ions captured in a single ConeTrap loading (∼ 105) is insu�cient to

register on a Faraday cup however the release of 100 bunches/sec may be observ-

able on the pico-amp scale; alternatively the containment characterisation can be

performed using a radioactive bunched beam. A detector (and tape station) can

be used to measure the radiation emitted by radioactive ions after release from the

ConeTrap. Performance can be assessed by measuring the amount of radiation as

the sample builds, thus �de-bunching� the ions into a continuously decaying sample

observable by the detector. To optimise the trap the back electrode voltage can

be altered freely, however the injection-extraction voltage has to be made constant

while optimising the front electrode to avoid changes in the injection-extraction

e�ciency.

5.3.3.6 Loss mechanisms and containment time

The original study at Stockholm University [70, 71] showed that 4 keV Ar+ ions

had a storage lifetime inside their ConeTrap of more than 100 ms at ∼ 7 × 10−8

mbar. This limit is due to neutralising and momentum changing collisions between

the ions and residual gas. This would suggest that lower energy, slower-moving ions

in ultra high vacuum could be contained inside the ConeTrap for many seconds due

to the reduced collision rate (solely a function of distance traveled).

The loss rate of ions due to neutralising collisions is given by,

δN = −N < v · σ > P

kBT
δt

which integrates to become,
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N(t) = N0e
− t
τ (5.1)

to give the number of ions remaining in the ConeTrap [70]. In the equations, N0

and N are the initial ion number density and the ion number density at time t

respectively. The terms P , kB and T are the pressure, Boltzmann constant and

temperature respectively, v and σ are the ion velocity and electron transfer cross-

section respectively, and τ is the containment lifetime,

τ =
kBT

< v · σ > P
.

The ion velocities are not constant in the ConeTrap and the electron capture cross-

sections are dependent on the ion velocities, therefore the average, < v · σ >, is

used.

While neutralising collisions with residual gas are the main loss mechanism for

ions stored in a ConeTrap, another loss comes from collisions between the ions

themselves. This loss mechanism dominates at high ion densities/injection cur-

rents and at low pressures (when the gas collision loss mechanism is reduced), and

rapidly decreases the ion count in the ConeTrap until the ion density reduces to the

point where these losses become negligible compared to the neutralising collision-

loss mechanism [74]. The loss term added to the rate equation is −γN2δt, where

γ is a constant based on the geometry of the ConeTrap, and changes Equation 5.1

into the analytical solution [70]:

N(t) =
1(

1
N0

+ γτ
)
e
t
τ − γτ

.

The τ term now refers to the long-term lifetime of ions in the ConeTrap and neglects

the e�ects from ion-ion collisions. The e�ects of this ion-ion loss term can be reduced

by using a larger ConeTrap and reducing the ion density within the trap.

The lifetime of ions inside the ConeTrap also depends on the shape of the orbits
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the ions travel along (Section 5.2.1). Ions orbiting in a symmetrical HV ConeTrap

will have a shorter lifetime than the same ions in a symmetrical LV ConeTrap. This

di�erence in lifetime arises as the ions spend longer and travel slower in a LV cone

electrode compared to a HV cone electrode, therefore reducing the average velocity

of the ions and their collision rate with the residual gas. This can be seen by taking

the ratio between the lifetimes in the LV and HV stability regions:

τLV
τHV

=
< v · σ >HV

< v · σ >LV

' < v >HV

< v >LV

assuming constant temperature and pressure. If the non-resonant charge exchange

cross-sections at low velocities are considered constant then the lifetime ratio in

Equation ?? becomes entirely dependent on the average velocity of the trapped

ions.

The average velocities for the simulated IGISOL ion bunch were determined to

be 20.1 mm/µs, 32.4 mm/µs and 24.5 mm/µs for the LV (830 V), HV (1250 V) and

asymmetric ConeTraps respectively.

5.4 ConeTrap applications

All ConeTrap design considerations have been made to optimise the trap for mul-

tiple applications. In this section applications that are immediately available with

the current IGISOL ConeTrap are described. They include a �potential energy el-

evator�, a �neutralising ConeTrap� and the optimum sites for optical pumping for

energy manipulation or to acquire greater populations in metastable states. The

outline of a �radiation transparent� ConeTrap design that is speci�cally optimised

for detection of nuclear (particle and photon) radiation is presented. Finally, a

hybrid design modi�cation of the full ConeTrap, exploiting attractive features of

the �radiation transparent� trap, is discussed. It is this hybrid design that is to be



Chapter 5. ConeTrap 128 of 179

used for the initial commissioning of electrostatic traps at IGISOL 4. Additional

ConeTrap designs considered are of possible future interest and are summarised in

Appendix B.

5.4.1 Optical pumping

The primary application of the ConeTrap at the IGISOL facility will be the e�cient

holding of ions in vacuum for optical pumping and subsequent release without per-

turbations to their energy. Ions in the trap may be pumped axially or, as a mesh

is used to surround the central area, radially. Axial pumping with a laser would

a�ect those ions moving at resonant velocities in the centre of the Conetrap and

exploit the reduction in collinear Doppler broadening. Optical pumping in the ra-

dial direction would encounter the full broadening caused by the velocity spread of

the ions, however this can be matched with a broadband laser source (TiSa) or, due

to the long containment and interaction time of the ConeTrap, it will be possible

to use far broader bandwidth sources such as LEDs. LEDs can now provide light

in the UV region with linewidths of 5 to 10 nm, which can be used to illuminate

all ions in the central region. It is intended that the re-pumping of ions shelved in

undesired metastable states be thus achieved without the need for multiple (costly)

laser systems.

In a two-level system excited ions can only return to the ground state. If ions

are axially pumped and continually promoted to the excited state (laser induced

absorption) then their axial velocity, and therefore their kinetic energy, is altered.

This is due to the ions experiencing a net drift as they are minutely accelerated

upon absorbing the unidirectional axial laser photons while the �uorescent photons

are emitted isotropically. If the ion axial velocities change su�ciently, ions can

move out of resonance with the laser light and ensembles of ions should thus form

kinetic energy bunches at the point when �nally o� resonance (Figure 5.30). Such
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Figure 5.30: Energy shift due to repeated laser induced �uorescence. The blue
curve shows the absorption pro�le of the �uorescent transition and the red curve
shows the population of the pumped ions.

pumping results in manipulated ensembles having a reduced energy spread and

di�erent energies (∆E ∼2-5 eV) to the contained isobars. The reduced energy

spread improves the e�ciency of spectroscopy experiments and the energy shift can

facilitate the separation of the manipulated ions from the isobaric bunch (upon

release from the ConeTrap).

In a three-level system the excited states may also decay into a metastable state

and, eventually, this results in the ground-state population being depleted and trans-

ferred to the metastable state. It is planned to selectively remove individual species

from the contained ion ensemble by combining the �neutralising� ConeTrap (Section

5.4.2) and optical pumping. Exciting ions into a metastable state that has a larger

charge-exchange cross-section causes them to be neutralised more rapidly than the

rest of the contained ions. This has immediate applications in spectroscopy, where

the loss of ions can be used to indicate resonance.

In systems with more than three levels, spectroscopy can be performed from the

metastable state (Figure 5.31), however in a system with more than four levels the

e�ciency of the optical pumping is limited by decays into long-lived states other than

the metastable state of interest. During the late phases of the IGISOL 3 operation,

spectroscopy of excited species, optically pumped in the Cooler-Buncher, dominated
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Figure 5.31: Optical pumping to metastable state and subsequent spectroscopy.

experimental activity. The Cooler-Buncher is gas-�lled and high lying metastable

states were relaxed due to collisions with the bu�er gas. The ConeTrap allows the

ions to be optically pumped into metastable states in high vacuum, where the state

populations are only limited by their natural lifetimes and the stability of the trap.

5.4.2 Neutralising trap

A primary loss mechanism in the ConeTrap is neutralising collisions between the

ions and residual gas (Section 5.3.3.6), therefore a ConeTrap at �nite pressure may

be used intentionally as a beam neutraliser and to facilitate the techniques discussed

in Section 3.7.3.

The rate of neutralisation is proportional to the pressure in the ConeTrap [70, 71]

and the speed of the ions; higher ion speeds result in longer distances traveled, more

collisions and faster neutralisation. Ions contained in a HV ConeTrap have larger

average ion velocities and would be preferable for faster neutralisation (re�ected

in the shorter trapped lifetime), and less divergent upon exiting the ConeTrap.

E�cient neutralisation would be useful for spectroscopy involving state-dependent

charge exchange, where the atoms and remaining ions are counted to determine
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resonance.

Electrostatic manipulation of neutral species is not possible and the neutral emis-

sions from the ConeTrap will naturally diverge. On the IGISOL line a �neutralising�

ConeTrap can be placed inside a high voltage box immediately upstream from the

light collection region (replacing the charge exchange cell presently installed).

5.4.3 Potential energy elevator

The platform voltage of a working ConeTrap can be altered while ions are contained

inside, thus altering the kinetic energy of the ions upon release. Conventionally such

elevation is achieved in beam lines by using a drift tube, where the tube voltage is

changed as ions transit the device. The drift-tube method requires high speed and

high precision voltage switches to change the drift-tube voltage while ions are passing

through (∼kV/µs). The ConeTrap method allows the platform change to occur over

any voltage range, at a speed determined by the trap-ion lifetimes. This would allow

the platform voltages of the ion source and Cooler-Buncher to be decoupled from

the required acceleration of the �nal ion beam and permit the ions to be accelerated

to a precise energy (a critical requirement for laser spectroscopy).

5.4.4 �Radiation transparent� ConeTrap

The bunching of ions in the LV cone electrode in the IGISOL ConeTrap means at

any instant around 40−50% of the ions contained in the ConeTrap are held within

the back cone electrode. An LV cone electrode constructed from a �ne mesh would

provide any radiation detector maximum visibility of the ionic ensemble.

Figure 5.32 shows a ConeTrap speci�cally designed for radiation-detection appli-

cations. The design does not require a region for laser pumping and the long central

section has been removed. The back cone electrode can be made larger and wider to

remove the sensitivity of the potential to the imperfections of the mesh cone. The
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Figure 5.32: Structure, orbital shape and potential contours of the radiation trans-
parent ConeTrap. Contours are in steps of 100 V, with the HV cone electrode and
LV cone electrode set at 1250 and 805 V respectively. The back cone electrode is
140 mm long with 80 mm and 16 mm diameters at either end (giving an angle of
∼ 12.9◦).

compact nature of the radiation transparent ConeTrap in conjunction with the wide

angle of the back cone electrode enables the rear cone electrode to be set at very low

potentials that have the largest re�ection times and therefore the greatest bunching

potential. The LV stability region for the back cone electrode ranges from 805 to

835 V, providing acceptance times of ∼22 to ∼9 µs respectively, with ∼90% of the

ions in the trap held within the back cone electrode at 805 V.

5.4.5 �Commissioning� ' ConeTrap

The large acceptance times, broad tolerances and fully shielded nature of the �radia-

tion transparent� trap design are highly attractive features to exploit when initially

attempting ConeTrap commissioning. The full ConeTrap, Figure 5.17(a), can be

readily recon�gured to that shown in Figure 5.33, approximating closely the trap

in Section 5.4.4, by straight forward relocation of the injection-extraction cone elec-

trode. Commissioning at IGISOL 4 can thus take place with wider stable regions,

speci�cally the LV stable region, and reduced losses from any change in ion energy
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caused by the stabilisation of the trapping potential (Section 5.3.2). The LV stable

region extends down to ∼805 V, providing >10 µs acceptance time, and up to ∼835

V. The stable regions shift downwards in potential as the ions lose energy, thus the

LV electrode can be set at 805 V to provide the 10 µs acceptance time and the ions

would have to lose ∼30 eV of kinetic energy before becoming unstable (assuming a

stable transition between the focused and parallel orbits). The �rst disc electrode

can furthermore now be used as a shield for injection and as an aperture electrode

for extracted ensembles (Section 5.3.3.4).

Figure 5.33: Model of the �commissioning� ConeTrap.

The design, whilst not immediately permitting internal collinear laser spec-

troscopy, provides the tolerances and simpli�cations essential for the initial com-

missioning of the multi-parameter device and it is this ConeTrap that is, at time

of writing, under testing at IGISOL 4. Once commissioned, ions optically-pumped

in the Cooler-Buncher or low-energy region can instead be injected into the device

and all aspects of state-dependent charge exchange (Section 3.7.3) explored.
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CHAPTER 6

First results from IGISOL 4

Before the commissioning of the ConeTrap could be attempted, the new IGISOL

facility had to be convincingly restored to at least its previous operating standards.

This demonstration and con�rmation was achieved by measuring the hyper�ne struc-

tures and isotope shifts of stable and radioactive isotopes of molybdenum. This

element was chosen as it was one of the last studies using the IGISOL 3 facility [17].

The system was used to test whether the IGISOL 4 and beam-line components were

operating correctly and to check for consistency with previous results. Molybdenum

has a wide range of stable isotopes with fractional compositions ranging between

9−24% [75], providing an equally wide range of stable ion beams.

The singly-charged molybdenum ion has a half-�lled valence shell (d5), whose

many allowed, particle-hole, angular couplings gives rise to a high density of excited

states ∼1.5 eV above a tightly-bound ground state. In the Cooler-Buncher, such

metastable states would usually de-excite to the ground state during collisions with

the bu�er gas and optical pumping to a desired metastable state would be required.

However at IGISOL 3 it was found that there is a naturally enhanced population

in the �rst excited state (4d4(5D)5s 6D1/2) and that relaxation from this state to

the ground state (4d5 6S5/2) is inhibited. All excited states of Mo+ up to ∼5 eV

are couplings of d5 and d4s [76], thus all ions in the d4s con�guration de-excite and

bottleneck in the �rst excited state.
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The isotope shifts and hyper�ne structures of the 6D1/2 to 4d4(5D)5p 6F1/2 transi-

tion (between energy levels of 11783.36 cm−1 and 45853.08 cm−1, respectively) were

studied for the stable molybdenum isotopes, 92,94−98,100Mo, and radioactive isotopes,

102,104,106,107Mo. The hyper�ne structure of the 6D1/2 to 4d4(5D)5p 6F3/2 (46148.12

cm−1) transition in 97Mo was also measured.

6.1 Stable molybdenum

The o�-line beam experiment used continuous beams of stable molybdenum isotopes

that were focused and overlapped with a counter-propagating, frequency-doubled,

CW dye laser beam. The light from a dye laser was locked onto iodine (I2) absorption

peaks at 17020.4333 cm−1, for the 6D1/2 →6F1/2 transition, and 17168.2689 cm−1,

for the 6D1/2 →6F3/2 transition, and was frequency-doubled to wavelengths of 291.23

nm and 293.76 nm, respectively. The power of the frequency-doubled laser beam

was ∼0.9 mW which caused ∼200 photons/s background laser scatter. The stable

beams were produced using electric discharge from molybdenum foil. The ions were

then Doppler shifted into resonance with the laser beam by tuning the platform

voltage of the light collection region. The production rate of resonant photons was

of the order 103 s−1.

A reference isotope, A = 98, was selected and periodically scanned so that any

drift in the acceleration voltage or laser frequency would be detected and accounted

for in the data analysis. All spectra were �t with Voigt pro�les (convolutions of

Gaussian and Lorentz distributions) by minimizing squared deviations (χ2) and the

voltage centroids for resonances in each isotope were determined. The resonant

voltages can be used to calculate the e�ective frequency of the laser light in the

reference frame of the ion and the di�erence of these between any two isotopes gives

the �isotope shift�. Tables 6.1 and 6.2 compare the isotope shifts and hyper�ne

dipole constants measured, for the 6D1/2 →6F1/2 transition, at the IGISOL 4 and
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IGISOL 3.

The isotope shifts are consistent within the total errors, which include the sta-

tistical error and a systematic error. The systematic error is much larger than the

statistical error and is due to the 0.1% uncertainty in the acceleration voltage moni-

tor. The isotopes shifts measured in this study are, however, consistently larger (by

0.2− 0.8%) than those measured at IGISOL 3, suggesting a di�erence in the accel-

eration voltage monitor between the two studies. The hyper�ne dipole coe�cients

are all consistent within one or two standard deviations of their statistical error.

A Iπ δν92,A (MHz)

IGISOL 3 IGISOL 4

92 0+ 0 0

94 0+ -762(1)[9] -768(1)[8]

95 5/2+ -925(1)[13] -933(1)[12]

96 0+ -1390(1)[16] -1401(1)[17]

97 5/2+ -1391(1)[21] -1400(1)[21]

98 0+ -1842(1)[20] -1847(1)[25]

100 0+ -2645(1)[33] 2650(1)[33]

Table 6.1: Comparison of isotope shifts for the 6D1/2 →6F1/2 transition in the stable
molybdenum isotopes. The isotope shifts are given relative to 92Mo. Statistical
errors are in curved brackets and total errors are given in square brackets.

A Iπ A(6D1/2) (MHz) A(6F1/2) (MHz)

IGISOL 3 IGISOL 4 IGISOL 3 IGISOL 4

95 5/2+ -919.7(5) -920.5(3) -688.4(5) -688.8(2)

97 5/2+ -940.0(6) -939.7(3) -702.2(6) -702.4(6)

Table 6.2: Comparison of hyper�ne dipole coe�cients for the 6D1/2 →6F1/2 tran-
sition in the stable odd isotopes of molybdenum.

The distribution of the hyper�ne resonances of the 6D1/2 →6F1/2 transition ob-

served in odd-N isotopes was used to calculate the magnitudes of the hyper�ne
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dipole coe�cients for the two states involved. Their signs and ordering of states,

however, had to be determined by comparing the relative intensities of the peaks

with those calculated from angular momentum coupling coe�cients. The two peaks

corresponding to the |∆F | = 1 transitions have, by symmetry, the same intensity.

If these |∆F | = 1 peaks are located between the two peaks corresponding to the

∆F = 0 transitions then two solutions for the hyper�ne dipole coe�cients exist; in

which the coe�cients have opposite signs. If the ∆F = 0 peaks are positioned be-

tween the |∆F | = 1 peaks, as is the case for the 6D1/2 →6F1/2 transition, then both

dipole coe�cients have the same sign. This is shown in Figure 6.1, where the solu-

tions for the lower and upper state (AL and AU) are given in terms of the magnitudes

of the measured hyper�ne dipole coe�cients (a1 and a2, with a1 > a2). Another

transition, involving one of the states with J = 1/2, was required to determine

which set of solutions was correct. The ratio A1

A2
is, to an excellent approximation,

constant within an isotope chain, therefore the alternative transition only needs to

be measured for a single isotope within a chain.

In this case, the transition from the 6D1/2 state to 4d4(5D)5p 6F3/2 (46148.12

cm−1) was studied for 97Mo to determine the correct solution (at the IGISOL 3 the

same transition was studied in 95Mo). The �tted spectrum of this transition for

97Mo and the hyper�ne structure of the states are shown in Figures 6.2 and 6.3.

The spectrum indicates that the hyper�ne dipole coe�cient solutions are negative,

with the lower state found to have A(6D1/2)=−939.0(6) MHz (in agreement with the

independent values measured in the 6D1/2 →6F1/2 transition shown in Table 6.2).

The 6D1/2 →6F3/2 transition was also studied to determine the hyper�ne quad-

rupole coe�cient, B, of the upper state as no quadrupole shift occurs in the 6D1/2 →
6F1/2 transition due to Jupper, Jlower <1. Table 6.3 shows the hyper�ne dipole and

quadrupole coe�cients measured for the 6F3/2 state in 97Mo, with the same con-

stants in 95Mo, measured at the IGISOL 3, shown for comparison. Although a
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Figure 6.1: Multiple solutions for the hyper�ne structure centroids of a J = 1/2→
1/2 transition; reduced to two solutions using the relative intensities of the peaks
(calculated from angular momentum coupling coe�cients). The magnitudes of the
hyper�ne dipole coe�cients are a1 and a2 with a1 > a2 and relative intensities were
calculated, and states labeled, using a nuclear spin, I, of 5/2.
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Figure 6.2: Hyper�ne spectra of the 6D1/2 →6F3/2 transition for 97Mo and Voigt
pro�le �t. Transitions are labeled and the double arrows indicate the gap shown in
Figure 6.3.

Figure 6.3: Fine and hyper�ne structure of the 6D(1/2) and 6F(3/2) states with
transitions labeled in Figure 6.2. The double arrow indicates the gaps shown in
Figure 6.2.
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transition involving a J = 3/2 state usually displays a quadrupole splitting, the

hyper�ne quadrupole coe�cient was found to be 0(2) MHz. The di�erence between

the hyper�ne dipole coe�cients, A, is due to the di�erent magnetic moments of the

two nuclei (−0.9142(1)µN and −0.9335(1)µN for 95Mo and 97Mo respectively [75]).

No hyper�ne anomaly was found between the two A values beyond the statistical

error.

Hyper�ne constant (MHz) IGISOL 3 (95Mo) IGISOL 4 (97Mo)

A(6F3/2) -135.9(3) -139.5(3)

B(6F3/2) 0(2) 0(2)

Table 6.3: Hyper�ne dipole and quadrupole constants for the 6F3/2 state in 95Mo
and 97Mo, measured at the IGISOL 3 and IGISOL 4 respectively.

Figure 6.4: A King plot used to calibrate the electronic factor, F, and mass shift
factor, M. The δ < r2 > values used to create the King plot were taken from Fricke
et al. [77].

The isotope shifts measured in the IGISOL 3 experiment were plotted in a modi-

�ed King plot (see Section 2.3.3.1) with combined analysis evaluations of δ <r2 > for

the stable molybdenum isotopes [77]. This King plot was then used to determine the

electronic factor, F , and mass-shift factor, M . These were then used to re�ne the
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values of δ <r2 > for the stable isotopes and determine δ <r2 > for the radioactive

isotopes of molybdenum [27]. The isotope shifts measured at the IGISOL 4 were

similarly used in a modi�ed King plot (Figure 6.4), in combination with the same

δ <r2 > values, to independently (re)determine the electronic factor and mass shift

factor. The results of the two experiments were found to agree, with the IGISOL

4 data giving F = −2993(115) MHz fm−2 and δν96,98
MS = 188(32) MHz compared to

F = −3024(91) MHz fm−2 and δν96,98
MS = 195(25) MHz found at IGISOL 3.

6.2 Radioactive molybdenum

Beams of radioactive molybdenum were produced from the �ssion of natural uranium

induced by bombardment of 30-MeV protons. The ions were accumulated in the

Cooler-Buncher for 100 ms, released in bunches and overlapped with the counter-

propagating laser beam for time-of-�ight gated laser spectroscopy. The laser lock

was set to a higher-frequency iodine absorption peak (17021.2341 cm−1) to reduce

the scanning voltage needed to Doppler shift the heavier and slower moving isotopes

into resonance. The hyper�ne structure of the 6D1/2 →6F1/2 transition was measured

for 102,104,106Mo and, for the �rst time, 107Mo. Using bunched-ion spectroscopy it

was possible to measure the hyper�ne structure with production rates of resonant

photons of < 1 s−1.

A Iπ δν92,A (MHz)

IGISOL 3 IGISOL 4

102 0+ -3635(7)[42] -3640(6)[41]

104 0+ -4353(6)[46] -4353(4)[49]

106 0+ -4836(8)[56] -4808(8)[56]

Table 6.4: Comparison of isotope shifts for the 6D1/2 →6F1/2 transition in
102,104,106Mo. The isotope shifts are given relative to 92Mo. Statistical errors are
in curved brackets and total errors are given in square brackets.
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The isotope shifts of 102,104,106Mo were evaluated and compared to those studied

previously, shown in Table 6.4. The results for 102Mo and 104Mo are consistent within

statistical errors, however there is a signi�cant di�erence between the isotope shifts

measured for 106Mo and they are only consistent within three standard deviations of

their combined statistical error (with the di�erence between the two isotope shifts

and their combined error being 28(11) MHz).

The measurement of the hyper�ne structure resonances of 107Mo was too chal-

lenging to be performed at the IGISOL 3. The IGISOL 4 facility is already able to

observe these resonances, albeit with relatively poor statistics (∼0.1 resonant pho-

tons per second). Three peaks were consistently observed in the measured spectra.

The lack of a fourth peak suggests a low nuclear spin, with this peak either being

very weak in intensity, compatible with I=3/2, or having zero intensity, compatible

with I=1/2 (as a 0→0 transition is forbidden), as shown in Figure 6.5. The iso-

tope shifts and hyper�ne dipole coe�cients were thus calculated for 107Mo assuming

spins of both 1/2 and 3/2. The isotope shifts and changes in mean-squared charge

radius of the nucleus, calculated using the calibrated electronic factor, F , and mass

shift factor, M , are shown in Table 6.5. The hyper�ne dipole coe�cients and mag-

netic moments of the nucleus, calculated using Equation 2.6 and a nuclear magnetic

moment of -0.9335(1)µN for 97Mo [75] as a reference, are shown in Table 6.6.

Nuclear spin, I δν92,107 (MHz) δ < r2 >92,107 (fm2)

(1/2) -5008(4)[62] 2.12(10)

(3/2) -4979(4)[62] 2.11(10)

Table 6.5: Isotope shifts of the 6D1/2 →6F1/2 transition in 107Mo, and the change
in mean-squared charge radius of the nucleus, assuming a nuclear spin of 1/2 or 3/2.
Statistical errors are in curved brackets and total errors are given in square brackets.
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(a) I=1/2

(b) I=3/2

Figure 6.5: Hyper�ne spectra of the 6D1/2 →6F1/2 transition for 107Mo, assuming
I=1/2 or 3/2, with �tted Voigt peaks. Transitions are labeled and the approximate
position of the forbidden 0→0 transition is indicated.
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Nuclear spin, I A(6D1/2) (MHz) A(6F1/2) (MHz) magnetic moment, µ (µN)

(1/2) +904(6) +680(5) +0.179(2)

(3/2) +455(4) +342(3) +0.270(5)

Table 6.6: Hyper�ne dipole coe�cients for the 6D1/2 →6F1/2 transition in 107Mo,
and the magnetic moment of the nucleus, assuming nuclear spins of 1/2 and 3/2.

6.3 Discussion

Isotopes of elements in the Z ∼ 40 region are of long-standing interest at the IGISOL

and other facilities as they exhibit rapid structural changes in both their neutron-

rich and neutron-de�cient isotopes. This work focuses on the structural changes

observed in nuclei beyond the N = 50 shell closure. Near-spherical ground states

exist at N = 50, but then nuclei increase in oblate deformation, both in static

and dynamical components, as they approach N = 60. At N = 60 a sudden rise in

deformation is observed for elements close to Z = 40, indicating a rapid transition to

a rigid prolate deformation [78]. This e�ect is most prominent in yttrium (Z = 39)

[25], but reduces in magnitude in the adjacent elements (strontium (Z = 38) [79,

80] and rubidium (Z = 37) [81] beneath and zirconium (Z = 40) [82] and niobium

(Z = 41) [83] above). At krypton (Z = 36) [84] and molybdenum (Z = 42) [17]

a smooth transition to deformed shapes is observed around N = 60. Measured

changes in mean-square charge radii are shown for ground states of yttrium and

molybdenum in Figure 6.6.

The sudden rise in deformation at N = 60 is due to the di�erence in deformation

magnitude, |β2|, between the oblate and prolate states. Theoretical predictions for

the behaviour of < r2 > beyond N = 60 di�er greatly due to the close competition

between the near-degenerate minima, in the excitation energies, of oblate and prolate

shapes. Such critical behaviour makes the region an ideal testing ground for nuclear

models. Molybdenum nuclei are predicted to have triaxial properties beyond N = 60
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Figure 6.6: Change in mean square charge radii for molybdenum (this work and
[27]) and yttrium [25] isotopes in the N∼ 50 − 60 region. Iso-deformation lines,
calculated from the droplet model [23], are shown for the molybdenum isotopes
and are normalised to β2(92Mo) = 0.1 [85]. The mean-squared charge radii of both
elements are plotted relative to N = 50, with the δ < r2 > for 107Mo, assuming
I= 1/2, shown as an open circle.

[78] and to peak in deformation at N = 65 [86]. Even nuclei in this region are then

predicted to become oblate beyond N = 66, with the transition in molybdenum

occurring around N = 68 − 70 [87]. The transition to oblate deformation would

be indicated by a decrease in deformation, due to the oblate deformation energy

minima occuring at lower |β2|.

In this work the hyper�ne structure of 107Mo has been measured for the �rst time.

Initial observations, before a repeat experiment with a fully optimised IGISOL, in-

dicate the nuclear spin is either 1/2 or 3/2. The nuclear spin is unlikely to be > 3/2
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due to the absence of a fourth resonance in the observed hyper�ne spectrum. The

change in mean-square charge radius of the nucleus, obtained from the measured

isotope shift, indicates a peak in deformation at N = 65, irrespective of spin as-

signment, in agreement with theory [86]. Although the molybdenum nuclear ground

state is predicted to become oblate at N = 68−70 for the even isotopes, predictions

for odd nuclei suggest the transition may occur earlier in an odd isotope such as

107Mo (N = 65) or 109Mo (N = 67). The smooth evolution of the mean-square

charge radius suggests that the transition to oblate deformation has not occurred

for molybdenum nuclei with N ≤ 66.

If the nuclear spin of 107Mo is 1/2 and the quadrupole deformation is β2 '

0.35 − 0.4, then the ground state of the nucleus can be sensibly attributed to the

1/2+[411] Nilsson orbital (above the N = 64 deformed sub-shell in Figure 6.7) of the

3s1/2 spherical shell state (overlapped with the 1g7/2 state in Figure 6.7). A nuclear

spin of 3/2 could be attributed to the 1/2+[400] or 3/2+[402] Nilsson orbitals from

the 2d3/2 spherical shell state, however this is unlikely as these orbitals are predicted

to rise beyond the Fermi level of the 107Mo isotope. If the deformation of the nucleus

is considered to be oblate ( β2 ' −0.35−0.4), then the nuclear spin could potentially

be attributed to the 1/2−[301] Nilsson orbital of the 2p1/2 spherical shell state, but a

deformation of such magnitude is not expected for the oblate minimum. The possible

triaxial nature of the molybdenum nucleus in this region makes attributing a Nilsson

orbital problematic however, as they are conventionally calculated assuming axial

symmetry.

6.4 Future work on molybdenum

Future work on the molybdenum isotopes at IGISOL 4 would seek to exploit the

full production improvements of the facility to determine and observe when the

ground state transitions to an oblate deformation occurs. This can be achieved
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through measurements of the isotope shift to determine any sharp changes in the

mean-square charge radius, or in combination with measurements of the quadrupole

moment for odd-A nuclei. The measurement of the 107Mo hyper�ne structure will

shortly be repeated to uniquely assign the nuclear spin.
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Figure 6.7: Nilsson diagrams for neutrons (top) and protons (bottom) in a de-
formed Woods-Saxon potential. Single-particle energy levels, for a central 100Zr
nucleus, are shown according to the quadrupole deformation parameter, β2 [87].
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CHAPTER 7

Summary

During this work the IGISOL 4 facility has been developed from the construction

of the building (Figure 7.1) to a complete, operational isotope separator and laser

station (Figure 7.2) that has produced its �rst new spectroscopic results.

Figure 7.1: The laboratory before the installation of IGISOL 4 (October 2009).

In this thesis, the theoretical modeling of the IGISOL 4 facility has been pre-

sented and the simulations used to design the beam line and determine parameters

for commissioning have been discussed. The optimum potentials for ion de�ection

by the quadrupole de�ectors have been investigated and an Einzel lens, designed to



Chapter 7. Summary 152 of 179

transport ions between the de�ectors in the low-energy region, has been built and

installed at the facility. The beam-line simulations were also used to determine the

timing required for the operation of a new electrostatic ion trap, ConeTrap.

(a) Construction of IGISOL 4 (March 2011). (b) IGISOL 4 beam-line (December 2012).

Figure 7.2: The construction of the IGISOL 4 laboratory and the layout of the
beam-line.

The ion optical simulations used to design the ConeTrap have been presented.

These were used to acquire a ConeTrap design that provides 10 µs acceptance time

and a uniform potential central region. Cone electrode shapes were investigated to

provide e�cient injection and extraction at high voltages and asymmetric poten-

tials were sought and found to improve both the acceptance time and the injection-

extraction e�ciency of the trap. Fast-switching circuitry has been designed to reduce

the e�ect of the changing voltages on the ions during injection and extraction and

the ConeTrap has been constructed and built with materials with low out-gassing

properties to optimise the vacuum achievable in the trap. The ConeTrap was de-

signed primarily for optical pumping of ions in vacuum, however other applications,



Chapter 7. Summary 153 of 179

immediately accessible with the current ConeTrap and with modi�cations, are also

presented.

Results of the commissioning of the beam-line, required before the installation

of the ConeTrap, have been presented. This e�ort concentrated on the spectro-

scopic study of the hyper�ne structures and isotope shifts of stable and radioactive

molybdenum isotopes (and comparing them to those acquired at the IGISOL fa-

cility previously). The agreement of these results con�rms that the operation of

the facility is back up to the standards achieved at IGISOL 3. The counting rates,

however, exceeded those of IGISOL 3 by almost a factor of three. With the new

sensitivity the hyper�ne structure of 107Mo was measured for the �rst time and the

ground state spin of the nucleus has been determined to be low, either 1/2 or 3/2,

almost certainly excluding an onset of oblate deformation. The 107Mo spectra were

acquired over several hours, thus demonstrating the long term stability of IGISOL

4. The long-term stability of the facility will allow the measurement of hyper�ne

spectra that were previously too weak to be observed.

Commissioning strategies for the ConeTrap have been presented and are, at the

time of writing, being performed at the IGISOL 4. Upon completion a new wave

of spectroscopic studies concentrating around Z ∼ 28 (Cr, Fe, Co and Ni) will

commence at the facility. Entirely new, trap-enabled, spectroscopy can commence

as soon as the ConeTrap mean storage lifetime exceeds 10 ms. At this point the

development of the IGISOL 4 facility (phase 1) will be complete.
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APPENDIX A

Emittance

The emittance of an ion beam describes the position and momentum distributions of

the ions in phase space [88]. The conservation of emittance follows from Liouville's

theorem:

dρ

dt
=
∂ρ

∂t
+
∑
i

(
∂ρ

∂qi

∂qi
∂t

+
∂ρ

∂pi

∂pi
∂t

)
= 0

which shows that the density of an arbitrarily in�nitesimal region (dqdp) in the

emittance distribution (ρ(q, p)) is constant over time (where q and p are the particle

positions and momenta respectively). The total volume of the emittance pro�le thus

stays constant and no area can disperse or concentrate in ion density [89].

The emittance of an ion beam is typically split into the longitudinal component

and two transverse components. The longitudinal emittance is a measure of the

energy and temporal spread of an ion bunch and is given by [90],

εlong = ∆E∆t (A.1)

where ∆E and ∆t are the energy spread and bunch size respectively. The longitu-

dinal emittance is an important consideration for e�cient injection into ion traps.

Equation A.1 shows that a continuous beam has an in�nite longitudinal emittance

and, at the IGISOL, ion bunches of ∆E ∼1 eV and ∆t ∼10 µs [10, 58] have a

longitudinal emittance of around 10−5 eV seconds.
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The transverse emittance is a measure of the transverse velocity of the ions with

respect to the axial velocity and re�ects the divergence of the beam. This parameter

is described by the transverse position, x, and angular deviation, x′ = vx/vz with

the total emittance given by [91],

εx =

∫ ∫
dxdx′.

The angular deviation, x′, changes with axial velocity (resulting in a change in

emittance). A normalised emittance, independent of the velocity of the ion beam,

is given by,

εxn,r = βγεx

for relativistic beams, which can be simpli�ed to,

εxn = βεx '
vx
vz
εx

for non-relativistic beams [91]. The normalised emittance can be used to compare

the beam emittance at each point in a path regardless of beam velocity.

Normalised emittance is usually quoted as the product of length and angular

divergence, typically π ·mm ·mrad. The emittance of the ion beam at the IGISOL

facility is reduced to ∼ 3π·mm· mrad after cooling in the Cooler-Buncher [10].

The conservation of emittance is lost under the in�uence of inelastic interac-

tions such as collisions, but is conserved for ions passing through electrostatic and

magnetic �elds, which only act to alter the shape of the emittance pro�le. Electro-

static and magnetic lenses can thus be used to transport ions along a beam line and

avoid losses from divergence. Ion optics along the path manipulate the transverse

emittance to avoid losses from divergence and to optimize the overlap between the

ion and laser beams for spectroscopy. Figure A.1 shows common emittance pro�les

found in ion beams. Emittance pro�les of real beams are usually Gaussian distri-
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butions and therefore a root-mean squared emittance or an emittance of a certain

proportion of the beam (such as 90%) is used instead. A beam waist is formed

when the ion beam converges to a minimum spatial extent from which it then starts

to diverge. Beam transport most often involves repeatedly forming waists between

regions of large spatial extent. A near parallel beam is used for greater transport

lengths to minimise aberrations. Near parallel beams are formed at the IGISOL to

optimise beam overlap with similar, waist forming, Gaussian laser beams.

Figure A.1: Common emittance pro�les of ion beams.
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APPENDIX B

Designs of future ConeTraps

In this work, alternative designs and applications of the ConeTrap have been consid-

ered. Listed here are applications that require additional electrodes or modi�cations

to the beam-line itself. These include the �high density� ConeTrap, for two-photon

spectroscopy, the �Dual-stability� ConeTraps, for providing doubly-charged, ultra-

pure ion ensembles, and the �fast-beam� ConeTrap, for collinear laser spectroscopy

of fast moving (30 keV) trapped ions.

B.1 �High-density� ConeTrap

The addition of a negative potential barrel electrode to one side of the central

region enables the formation of high densities in the ConeTrap. Figure B.1 shows

the structure of the �high-density� ConeTrap, the potential created by the negative

barrel electrode (and the contraction of the ion orbits it can create).

Figure B.2 shows the stability regions of the high-density ConeTrap as a function

of HV cone electrode and barrel electrode voltage at constant LV cone electrode

voltages of 830 V and 850 V. Higher densities can be achieved with larger potentials

on the barrel electrode and, at constant VB, increasing VHV shifts the orbital `waist'

towards the HV cone electrode (as shown in Figure B.1(a)).

Figure B.3 shows the change in density of the ion orbit within the `lip' of the
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(a) Orbital shapes and potential contours of a �high-density� ConeTrap. Contours are in steps of 100
V with 0 V and below shown in blue. The ion orbits shown are; (top) typical orbital shape with a
grounded barrel electrode and VHV = 1250 V, (middle) compressed ion orbits within the `lip' of the
back disc electrode (VHV = 1480 V and VB = −800 V) and (bottom) compressed ion orbits within
the barrel electrode (VHV = 1600 V and VB = −800 V).

(b) Shape of the electrostatic potential inside a focusing ConeTrap, with VHV = 1480 V and
VB = −800 V.

Figure B.1: Structure, orbital shape, potential contours and 3D potential of the
�high-density� ConeTrap. The simulations used VLV = 830 V. The barrel electrode
is 10 mm long with a 12 mm diameter and a 5 mm gap between it and the disc
electrode. The aperture `lip' of the back disc electrode is 10 mm.
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(a) LV cone electrode at 830 V.

(b) LV cone electrode at 850 V.

Figure B.2: Stable regions of the �high-density� ConeTrap.
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back disc electrode. A minimum waist of ∼0.5 mm radius can be achieved with

VB =-800 V.

Figure B.3: Transverse density of ions at the orbital waist, located within the `lip'
of the back disc electrode, in a �high-density� ConeTrap. Shown are the densities
of ions along the y-axis relative to x, the axial direction, and z, the direction of
laser pumping. The simulations used an LV cone electrode potential of 830 V, with
the HV cone electrode set at 1250, 1320, 1400 and 1480 V for the barrel electrode
potentials of 0, -400, -600 and -800 V respectively, each achieving 100% trapping
e�ciency.

The orbital waist of the high-density ConeTrap is intended to provide a spectro-

scopic point where high power density laser beams can act and enable two-photon

transitions. The transverse Doppler e�ect of the ion motion is canceled out by the

use of counter-propagating laser beams at a frequency equivalent to ∆E/2. Ion mo-

tion acts to boost one frequency and contract the other, resulting in the transition

occurring at one, velocity-independent frequency. It will furthermore be possible to

use the `lip' of the back disc electrode to de�ne the position of greatest ion density

and apertures on this `lip' will be used to align laser beams onto the central axis.
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(a) Structure and potential contours of a �Dual-stability� ConeTrap. Contours are in
steps of 100 V with an additional 299 V contour illustrating the extent of the fringe
�elds inside the (300 V) ionisation chamber.

(b) Shape of the electrostatic potential inside a �Dual-stability� ConeTrap.

Figure B.4: Structure, potential contours and 3D potential of the �Dual-stability�
ConeTrap, with cone electrodes and ionisation chamber set at 830 V and 300 V
respectively. The ionisation chamber is 90 mm long with 12 mm apertures and 10
mm gaps between it and the disc electrodes.
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B.2 �Dual-stability� ConeTrap

A novel use of the ConeTrap is to place it in front of the Cooler-Buncher, allowing a

continuous beam of 1+ ions to pass through but resonantly ionising selected species

to 2+. The 2+ ions experience twice the potential due to their increased charge and

are trapped inside the ConeTrap. The intensity of resonantly ionised 2+ ions thus

builds up in the ConeTrap in a manner free of injection considerations and, as the

trapping ratios (VLV,HV (V)/Eion(eV)) are both <2, the cone electrode voltages can

be set to trap the ions in an asymmetric orbit. The ultra-pure ensemble of 2+ ions

can then be extracted for spectroscopy. The central section would however require

an applied potential to Doppler shift ions into resonance with the laser beams and

prevent ions being resonantly ionised outside the trap.

Ultra-pure 2+ ion ensembles can also be acquired from trapped 1+ ions with a

conventional ConeTrap by adding a smaller inner chamber in the centre of the trap.

Placed between the grounded electrode discs (Figure B.4), the chamber has little

e�ect on the stability of 1+ ions orbiting (symmetrically) in the lower stability region

(Figure B.5) for a wide range of potentials. The shape of the ion orbits change with

the chamber voltage and the decrease in stability for the 1+ ions in Figure B.5 at

Vch = −400 V is due to the ions shifting from the parallel to focused orbits.

The orbit of the injected 1+ ions rapidly destabilizes as the chamber approaches

600 V. Before this point however ions of twice the charge as those orbiting in the

LV stability region will orbit in the HV stability region if the chamber is between

200 V to 350 V, as shown in Figure B.5 (assuming the two di�erent ions have the

same kinetic energy within the chamber). In such a con�guration 1+ ions orbiting

in the LV stability region that are resonantly ionised to the 2+ state inside the

�ionisation chamber� will orbit in a stable HV mode. This unusual dual stability

arises from the 2+ ions gaining more energy in the potential troughs, created by the
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Figure B.5: Stability of an ion transferring from the LV stability region to the HV
stability region upon ionisation from 1+ to 2+ inside the ionisation chamber of in
an �Dual-stability� ConeTrap.

grounded disc electrodes, due to their increased charge (Figure B.6). Such ions can

be separated from the rest of the ion bunch upon extraction by exploiting either their

increased kinetic energy (time-of-�ight gating) or charge (electrostatic de�ection).

The separation of the singly and doubly charged ions allows them to be individually

counted and the e�ciency of the resonant transfer determined. E�cient transfer

can be used to provide an ultra-pure ion bunch for spectroscopy as no contaminant

or non-photo resonant process can produce stably orbiting 2+ ions within the trap.

The symmetric design of this �dual-stability� ConeTrap couples the acceptance

time and the released bunch size and reduces the maximum e�ciency to ∼50-60%.

Both issues can be addressed by exploiting a double cone electrode, where a second

set of disc and cone electrode are placed behind the ConeTrap and the �rst (central)

cone electrode acts as a platform for the second (Figure B.7). Injected 1+ ions orbit

between the front and back cone electrodes. The acceptance time is thus increased

by the combination of the 1+ ions transit through the central cone electrode and the

reduced potential required on the back cone electrode to re�ect the lower energy ions.

Upon ionisation to 2+ in the ionisation chamber, species can orbit asymmetrically

between the front and central cone electrodes. The 2+ ions bunch in the central cone
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Figure B.6: Figure illustrating the change in stability regions as ions are resonantly
ionised inside the �dual-stability� ConeTrap. The trapping potential is shown by the
green line. The stability regions shown are, A: 1+ ions in LV stability region, B: 2+

ions experiencing twice the trapping potential due to their increased charge, and C:
2+ ions produced inside the ionisation-chamber.

electrode due to their asymmetric orbit, thus reducing losses upon extraction. The

shape and size of the back electrode can be altered to further increase the acceptance

time without alteration to the extracted 2+ ion bunch size.

The approximate potentials required for parallel orbits in the LV and HV stability

regions are given by the ratios RLV = 1.04 and RHV = 1.6 respectively, where the

potentials are given by VLV,HV (V) = RLV,HVEion(eV). The front cone electrode (or

both cone electrodes for the symmetric �dual-stability� ConeTrap) is �xed at 830

V to re�ect 800 eV 1+ ions in the LV stability region whilst also re�ecting 2+ ions

in the HV stability region. The required energy of the 2+ ions, with respect to

the grounded discs, is therefore E2+(eV)= 2VF (V)/RHV and the di�erence between

E2+(eV) and E1+(eV) gives the required ionisation chamber potential. The central

cone electrode potential is then VC(V) = RLVE2+(eV) and the back cone electrode

potential is VB(V) = (E1+(eV) − VC(V))R′LV,HV + VC(V), where the R′LV,HV term

is the ratio for the back cone electrode and is a function of size and shape. The

required voltages for the respective electrodes, in terms of the stability ratios and
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(a) Potential contours and typical ion orbits inside an acceptance-independent �dual-stability�
ConeTrap. Contours are in steps of 100 V, with injected and contained 1+ orbits shown in red and
contained 2+ orbits shown in blue.

(b) Shape of the electrostatic potential inside an acceptance-independent �dual-stability� ConeTrap.

Figure B.7: Structure, orbital shape, potential contours and 3D potential of the
acceptance-independent �dual-stability� ConeTrap, with the front, middle and back
cone electrodes at 830, 545 and 807 V respectively and the ionisation chamber at
250 V (requiring an injection-extraction voltage of 500 V). The acceptance time for
the 1+ ions is ∼25 µs and the bunch size of the extracted 2+ ions is ∼9 µs.
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B.3 �Fast-beam� ConeTrap

A trap capable of operating at the potentials commonly used in collinear laser spec-

troscopy can be realised by mounting the cone electrodes on high-voltage platforms

either side of a grounded box containing the light collection region (thus allowing

spectroscopy to be performed on the contained ions). This would increase the in-

teraction time between the contained ions and the laser beam, thus increasing the

e�ciency of spectroscopy experiments. A possible design for a �fast-beam� Cone-

Trap is shown in Figure B.8 (where only half of the trap is shown). The design

assumes 250 mm long insulators, similar to the one currently used at the exit to

the high-voltage region, and has a ∼100 mm long grounded box bordered by two

grounded electrodes (in the centre to �t the light collection apparatus). Focusing

barrel electrodes are required to counteract the divergence of the ions as they rise

to the platform voltage. The ground electrodes and barrel electrodes both have

diameters of 20 mm and have lengths of 50 mm and 10 mm respectively. There are

115 mm and 105 mm gaps between the barrel electrodes and the disc and ground

electrodes, respectively, and gaps of 10 mm between the central box and the ground

electrodes. The drop to ground potential focuses the ions in the light collection

region, increasing overlap with the axial laser beam.

Figure B.9 shows the symmetric stable regions of the �fast-beam� ConeTrap.
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Figure B.8: Structure, potential contours and orbital shape of a �fast-beam� Cone-
Trap (only half is shown). Simulation used 850 V cone electrode and -4000 V focusing
electrode potentials with respect to a 30 kV platform. Contours are in steps of 1000
V in the central region from ground up to 29 kV (blue) and in steps of 100 V in the
cone electrodes from 30 kV up (green).

The focusing elements increase the stability of the ConeTrap as ions exiting the

cone electrodes with large angular divergence are focused back towards the central

axis. The tuning voltage of the light collection region, used to Doppler shift the

ions into resonance, has a wide range of voltages that have no detrimental e�ect on

the stability of the IGISOL beams (up to ±15 kV compared to the ±5 kV typical

at the IGISOL). The tuning voltage does a�ect the radial density of the ions in the

light collection region, however our commonly used negative tuning voltages act to

further focus the ions (providing greater densities).

Figure B.9: The stable regions of the �fast-beam� ConeTrap, assuming symmetric
trapping potentials, injected with the `test' ion bunch.
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