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Dedication. This thesis is dedicated to people who have had their quality of life 

diminished by the effects of ionising radiation from nuclear accidents or war. In 
particular to those affected: since 1945 by the World War II A-bomb attacks on 
Hiroshima and Nagasaki; since 1986 by the Chernobyl nuclear accident; and 
since 2011 by the Fukushima nuclear accident following the major earthquake 
and tsunami. I sincerely hope that some aspects of the global scientific effort 
invested in quantifying the detrimental health effects of ionising radiation may be 
of some direct benefit to these people, in addition to increasing our scientific 
knowledge in this area.  

“As has so often happened in epidemiology, clues may be 
discovered before the intimate processes of the disease are fully 

understood.” 

J.N. Morris, J.A. Heady, P.A.B. Raffle, C.G. Roberts & J.W. Parks, 
Coronary heart-disease and physical activity of work, 

The Lancet, page 111, Nov 28, 1953.
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Abstract 

This thesis, presented to The University of Manchester in 2012 by Dr. Linda 
Walsh, is in fulfilment of the requirements for the degree of Doctor of Science 
(DSc) and is entitled “Quantifications of the detrimental health effects of ionising 
radiation.” A body of work and ensuing publications covering 2000–2012 are 
presented, predominantly concerning studies of various cohorts of people 
exposed to ionising radiation. The major areas cover epidemiological and 
statistical studies on the Life span study (LSS) cohort of Japanese survivors of 
the World War II atomic-bomb attacks on Hiroshima and Nagasaki and the 
mortality follow-up of German uranium miners.   

Following the presentation of a very brief history of the effects of radiation 
exposure on humans, the background and context of the advances achieved by 
the candidate are described. The LSS provides the most studied cohort and a 
range of topics from cancer risks related to neutron and �-ray doses, organ 
specific doses, and carcinogenesis have been explored covering about half of the 
candidate’s publications.  The cohort of German “Wismut” uranium miners 
exposed to radon and other potential carcinogens, which is the largest one of its 
kind, has enabled the development of epidemiological models for lung and extra-
pulmonary cancers. The third distinct topic relates to analyses of data on cellular 
radiation damage relevant to the evaluation of both diagnostic radiation 
characteristics and the effects on cancer patients. Other studies have considered 
the incidence of malignant diseases in humans injected with radium-224 and 
development of epidemiological models for thyroid cancer risk in areas affected 
by the 1986 Chernobyl accident.  

Fundamental contributions have been published in the application of 
mathematical methods for data analysis. The candidate has succeeded in going 
beyond the traditional statistical methods in radiation epidemiology by 
introduction of numerical techniques deriving from the field of information science 
and novel to the field. These methods, such as techniques for model selection 
and mitigation of strongly correlated quantities, have been presented as general 
tools and have demonstrated powerful results, such as in applications to data 
from LSS. The impact and relevance for public health of the epidemiological 
results is indicated by their frequent citation in recent reports by international 
bodies such as by the International Commission on Radiological Protection, the 
United Nations Scientific Committee on the Effects of Atomic Radiation, the World 
Health Organization (WHO) and WHO-International Agency for Research on 
Cancer. 

Several topics, from among this broad coverage of radiation epidemiological 
themes, the development of novel statistical techniques and their application, are 
highlighted. Work on distinguishing the effect of neutrons and �-rays in the 
Japanese LSS data has led to progress on quantifying their relative biological 
effectiveness with important consequences for the health effects of modern 
radiation diagnostics. A technique for combining risks from several risk models, 
called multi-model inference, has been shown to ease the dilemma of selecting 
between models with very different consequences, with particular relevance for 
major issues of public health concern connected with radiation exposure.  The 
Wismut cohort has revealed for the first time the response characteristics of a 
significant effect of working underground on prostate cancer incidence, 
suggesting a relation with lack of exposure to light which remains unexplained.  
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Main Statement 

I. Candidate’s qualifications and research experience - 
curriculum vitae   
                                  

Name: Linda Walsh (formerly Grimshaw) 
                                                     
Date and Place of Birth: 22 February 1958, Bolton, Lancashire, England. 
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Current Address: Bettinastrasse. 28 
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 Tel: +49  89 601 3327      (home) 
                                              +49  89 31603  2258 (work) 
                                             E-mail: lwalsh@bfs.de

Academic  
Qualifications: BSc (Hons.) Physics  
(copies of certificates Manchester University, 1979  
in appendix.) MSc  Title of thesis: Factors affecting the motion of 
                                                                                 interplanetary dust particles 
 Manchester University, 1980 

PhD  Title of thesis: Numerical simulations of  
                                                                                  ellipsoidal galaxies  
 Manchester University, 1985  
Employment 

 History:     
                                      Nov 2007 –  present, Research Scientist 
                                              BfS, Federal Office for Radiation Protection 
                                              Ingolstaedter Landstrasse. 1 
                                              85764 Neuherberg, Germany 
                  
                                      Mar 2005 – Oct 2007, Research Scientist 
                                             GSF, National Research Institute for   
                                             Environment & Health,  
 Ingolstaedter Landstrasse. 1 
                                             85764 Neuherberg, Germany 
                  
                                      Feb 2000 – Feb 2005, Research Associate 
 Ludwig–Maximilians University    

Department of Radiobiology 
 Schillerstrasse. 42 
 80336 Munich, Germany    
  
                                      Oct 1993 – Jan 2000, Professor  
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European University Switzerland, European Business 
College  

 Berg-am-Laim Strasse. 47  
 81673 Munich, Germany  

                                     Aug 1992 – Jan 1995, Research Associate (part-time) 
 Department of Mathematics 
 Technical University of 
 Munich, Germany  

                                     Oct 1988 – Aug 1989, Research Associate  
 Department of Space Research  
 University of Groningen,  the Netherlands  

                                     Oct 1985 – May 1988, Research Associate  
 Department of Applied Mathematics  
 University of New South Wales, Australia 

                                     May 1980 – Nov 1981, Research Assistant  
 Department of Polymer and Fibre Science  
 University of Manchester  
 Institute of Science and  
 Technology (UMIST), United Kingdom  

                                     Aug 1979 – May 1980, Dynamics Engineer  
 British Aerospace  
 Bolton, United Kingdom  

Areas of Competence: 

Since reading theoretical and experimental physics at the Schuster Laboratory, 

University of Manchester, U.K., international professional experience has been 

developed, in using computers as scientific tools. This experience is in statistical 

data analysis, mathematical modelling and computer simulation in the various 

research fields of Astrophysics, Space Science, Numerical Analysis and more 

recently, since the year 2000, Cancer Epidemiology and Radiation-Biophysics 

(health risk assessment). Substantial lecturing experience has also been gained 

in the areas of Statistics, Quantitative Methods and Epidemiology for both 

Bachelor and Master Students. 

Research Experience: 
    
The MSc by research, awarded in 1980, involved mathematical modelling to 

compute the radii of dust-free zones around the Sun. This modelling involved 

solving a set of stiff differential equations which represented the joint temporal 
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development in the dynamics and thermodynamics of interplanetary dust 

containing silicon and iron [1, 2]. The results of these models formed the scientific 

basis for a solar eclipse expedition to central Java, Indonesia in 1983 which was 

funded by the Royal Society, London. 

The scientific computer programming and image processing experience which I 

gained whilst at the Department of Polymer and Fibre Science at UMIST was 

invaluable when I started a PhD project in the Astronomy Group of the Physics 

Department at Manchester University. The area of research was experimental 

stellar dynamics, involving the programming and analysis of N-body particle-

mesh simulations (25,000 particles) of elliptical galaxies. Elliptical galaxies had 

been observed to rotate more slowly than theoretically expected and were 

suspected of being tri-axial ellipsoids. The computer simulations investigated 

many dynamical and observable properties of forty simulated galaxies which 

were allowed to evolve, for a time period equal to one quarter of the age of the 

Universe, from a wide variety of initial conditions. The computer models (which 

formed a parameter search) were subsequently image processed and compared 

to a wide range of relevant observations using many statistical analysis 

techniques.  For this project, the most powerful vector processing computer then 

available (Cray 1) was needed and used to full potential. During this period of 

study as a doctorate student, I was also involved in observations of binary stellar 

systems and cataclysmic variable stars using the 60-inch (1.52m) infra-red 

telescope on Tenerife [3].  

  

During the period of employment at the University of New South Wales, I 

researched lattice methods for multidimensional integration, in collaboration with 

Prof. I. H. Sloan in the School of Mathematics. The lattice rules are particular 

types of multidimensional non-random sets of points that form good abscissas for 

numerical integration. Computer searches were performed to find the ‘best’ such 

rules, according to a number-theoretic criterion, and a new class of lattice rules 

for the numerical integration of practical multidimensional integrals was identified 

[4, 6]. This new class was later confirmed by pure mathematicians working in the 

field of Number Theory. My contribution was to write the scientific programmes 

and perform the large scale extensive computer searches in Fortran with vector 

extensions for a Cyber 205 super-computer.  
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I was also employed by SRON (Space Research Organisation of the 

Netherlands) at the Rijksuniversiteit Groningen. This research work involved  an 

investigation of the quantity and character of debris orbiting the earth which might 

be a hazard to spacecraft. The Infra Red Astronomical Satellite (IRAS) all-sky 

infra-red survey had produced maps of the sky in four wavebands separated by 

time intervals of minutes, hours and months. The sky maps were studied to 

determine efficient statistical signal-processing methods for locating the debris [5, 

7 and 8]. I also spent time on the mathematical theory necessary for relating 

space debris orbital parameters to the IRAS signal detection measurements. The 

details of my research were included in a report to the European Space Agency 

which directly resulted in a five person-year research contract for SRON, 

Groningen, the Netherlands.  

Research work done at the department of Mathematics of the Technical 

University in Munich, involved a detailed comparison study of two numerical 

methods applied in computer simulations of the Sun [9]. It was shown that, in 

order to achieve a precision which is equivalent to or higher than the relevant 

solar observations, a multiple shooting method is better suited than a differencing 

scheme for solving the set of differential equations describing the internal 

structure of the Sun. 

During the period 2000–2012, scientific research work has been in the application 

of computer supported statistical and quantitative methods for evaluating the 

detrimental health risks from exposure to ionising radiation, i.e., radiation risk 

assessment.  This research has been conducted mainly in Munich, Germany at 

the (former) Instiute of Radiobiology, Ludwig Maximillians University, the 

Helmholz Centre (formerly GSF) and the German Federal Office for Radiation 

Protection (BfS). It is the research conducted during this time-period that is 

presented in this thesis for consideration of the DSc degree (please see section II 

for the complete list of the publications submitted, and the copies of each of the 

publications at the end of the thesis). However the past experience gained in 

statistics, physics, programming and numerical analysis prior to entry into this 

research field has been invaluable in conducting the research detailed in the main 

body of this thesis. 
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I have recently been a World Health Organization paneI member for the health 

risk assessment after the Fukushima nuclear power plant radiation realease in 

2011. As a member of this panel, I made substantial contributions to the selection  

of risk assessment methodology, performed the actual risk calculations and wrote 

some major sections of the final report (WHO, 2012).   

Since January 2012, I have been a partner, task leader and project board 

member of an international research project started under the seventh framework 

programme of the European Union, FP-7-EU-ANDANTE (Multidisciplinary 

evaluation of the cancer risk from neutrons relative to photons using stem cells 

and the analysis of second malignant neoplasms following paediatric radiation 

therapy)  

I have also served as external expert journal reviewer for Radiation Research, 

Radiation & Environmental Biophysics, The British Medical Journals Occupational 

and Enviroinmental Medicine, BMJ open and some other journals.  

Teaching and Lecturing Experience: 

Teaching experience includes physics and computing tutorials at the University of 

Manchester, statistics, linear algebra and calculus tutorials and computer 

consulting for faculty of science students at the University of New South Wales, 

Australia. Many seminars have been presented,  a few recent examples of which 

are tabulated below. 

As a professor at the European University – European Business College, Munich, 

lectures were presented in statistics and calculus courses for the Bachelor of 

Business Administration, over a seven year period. In the Master of Business 

Administration (MBA, executive, degree programme), I lectured the Quantitative 

Business Methods course and supervised two MBA theses (T1, T2). From the 

beginning of 2005, I was invited to present annual lectures on the health risks 

associated with low doses of ionising radiation to students of the European 

Master of Science Degree in Radiation Biology (University College London & 

Gray Cancer Institute, U.K.). Since 2009, I am also an external lecturer for the 

MSc course in epidemiology at the Ludwig Maximillians University, Munich, 

Germany. 
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Supervised theses: 

T1. Saldivar, Gilberto Romero. E-Commerce – An Opportunity for Developing Countries. A thesis 
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Master in Business Administration, 1998 

T2. Andreeva, Petia. Production Applications of Management Science. A thesis presented to the 
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Administration, 1999 
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Walsh L Epidemiology of the A-bomb survivors, Radiation Epidemiology 

course of the Master of Science in Epidemiology course, LMU 
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Walsh L Epidemiology of neutron risks, EU-ANDANTE project kick-off 
meeting, University of Pavia, Italy, 25.1.2012 

Walsh L Dose response models for the WHO Fukushima health risk 
assessment, Geneva, Switzerland, 14.12.2011 

Walsh L (on behalf of Prof. H. 
Spiess – the  invited speaker) 

Life span study on Late Effects of Radium-224 in Children and 
Adults. HEIR09 conference Santa Fe, New Mexico 11.05.09 
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224. HEIR09 conference Santa Fe, New Mexico 11.05.09 
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III. Overall summary 
���

This overall summary first presents a general description of the nature of the 

research field of radiation epidemiology, radiation biology and radiation protection 

and some historical details (Section 1). Radiation epidemiological and biological 

studies of exposed human groups are described and some of the major moot 

issues and sources of uncertainty related to the formulation of radiation dose limit 

recommendations for radiation protection are discussed (Section 1). A general 

summary of the candidate’s contribution to the field is then given (Section 2). A 

specific summary of the candidate’s contribution to the field is also given (Section 

3) and the sub-sections of Section 3 review the current state of knowledge and 

describe the new developments that the candidate has been involved in, with 

more detail. This research includes: assessments of all solid cancer risks from �-

rays and neutrons; assessments of the incidence of malignant diseases in 

humans injected with radium-224; developments of epidemiological models for 

thyroid cancer risk in areas affected by the 1986 Chernobyl accident; 

development of epidemiological models for lung and extra-pulmonary cancers in 

the German “Wismut” uranium miners exposed to radon and other potential 

carcinogens; analysis of data on cellular radiation damage; and the introduction 

of model selection techniques and methods for multi-model inference into the 

field of radiation epidemiology. 

Each detailed sub-section presents the aims, extent, nature and achievements of 

the research contained in the submitted publications and gives examples of how 

this work has contributed to the field and been cited in the epidemiological 

literature and by international bodies. In addition, interrelationships between the 

submitted publications are outlined and reference is also made to the work of 

other research scientists in the candidate's field.

A publication matrix is given, with the publication list in section II, that includes 

details of journal impact factors and the number of citations, with the aim of 

providing an indication of the standard of the journals and the reception of the 

publications.   

1. Nature of the field 

The assessment of detrimental health risks for humans, due to exposures from 

ionising radiation such as �-rays, X-rays and neutrons, which penetrate deeply 

into the human body, has been an endeavour which has increased in magnitude 
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and effort over the last century, during a period where radiation epidemiology and 

biology have acquired a major role in science, medicine and public perception. It 

is instructive to briefly review the historical development of the field starting in 

1895 when Roentgen announced the discovery of X-rays (Roentgen 1895,

Glasser 1959). At this point in time, atoms and the atomic origins of the radiation 

were not understood. Sir Ernest Rutherford presented the first clear scientific 

results relating to the nature of the atomic radiation (Rutherford & Soddy 1902) 

and the nature of the atom (Rutherford 1911): this latter work was done during 

the time that Rutherford was a Professor at Manchester University (1907-1919). 

Initially, X-rays were considered to be of universal benefit to society and a source 

of entertainment. "X-ray studios" opened in major cities to take "bone portraits", 

often on subjects who had no medical complaints. Newspapers competed with 

each other to publish the latest X-ray pictures first. Radioactive products such as 

toothpaste and pillows were very popular.  

First indications of the danger associated with radiation began shortly after the 

discovery of X-rays when detrimental health effects associated with individual 

people were noticed. Thomas Edison reported stomach and eye injuries from X-

rays in March of 1896 (Israel 1998, p.422). Shortly after, Henri Becquerel 

received accidental skin burns from radium, given to him by the Curies, which he 

had kept in his pocket. He is reported (Curie 1938, Chapter 15) to have told the 

Curies that: "I love this radium but I have a grudge against it!" The burns were 

subsequently reported to the Paris Academy of Science in 1901 along with other 

similar physiological effects discovered by Pierre Curie (Becquerel & Curie 1901).  

Early radiography accidents are also known to have occurred – an example of 

which occurred in 1896 involving a Chicago patient with a fractured ankle who 

had radiographs done with exposure times of up to 40 minutes. The resulting skin 

injury eventually led to amputation and apparently the first malpractice lawsuit 

connected with radiography in the USA (Lichtenstein, 1996). Thomas Edison’s 

assistant in the manufacture of X-ray tubes, Clarence Dally, died in 1904 after 

suffering from extensive skin cancer, burns and serial amputations – purportedly 

the first known death from radiation-induced cancer (Israel 1998, p.422). It is now 

almost certain that fatal aplastic anemia contracted by Marie Curie (see Curie 

1938, p.372–373, for a historical documentation of the diagnosis) was a 



33 

consequence of her long-term scientific investigations into radium (which she 

discovered) and uranium.

Indications of danger associated with groups of people were first reported in 1911 

when a cluster of leukaemia cases was found in a group of radiologists working in 

Berlin (von Jagie 1911). Evidence of the carcinogenic effects to the foetus, from 

diagnostic radiotherapy in obstetrics, was first reported by Stewart et al. 1956 and 

subsequently confirmed by many studies as a consistent association (see 

Wakeford 2008 for a review). An early major tragedy, in several countries, 

resulted in the use of 226,228Ra on dials of watches and vehicle control panels to 

render them luminous. Hundreds of workers painted the dials with radium by 

tipping their paint brushes with their lips and thereby unknowingly incorporating 

large amounts of bone-seeking alpha and �-ray emitters which ultimately caused 

bone-cancer (Rowland et al. 1978 & see the review by Fry 1998). This study 

provides one of the strongest epidemiological dose response curves ever seen, 

as illustrated in Figure 1. The upper dose group has 20 cases of bone cancers 

out of 44 subjects under investigation. Considering that the background incidence 

rate for bone sarcoma is about 1 in 20,000 persons per year this constitutes a 

massive radiation effect. 

Figure 1. The distribution of bone cancers among 1349 radium-226 dial painters (1920-1926). The 
numbers in circles are the number of cases divided by the number of persons at risk in each dose 
category. (source: re-plotted with data from www.triumf.ca) 

Many other studies have since been able to provide important information on 

radiation-related late detrimental health effects. Radiation epidemiological and 

biological studies of exposed human groups (G) are very varied and include:  

G1) survivors of the World War II atomic bombings over Hiroshima and Nagasaki;  

Distribution of bone cancers among 1349 radium-226 
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G2) patients treated with radiation for cancer and non-malignant diseases;  

G3) workers exposed to occupational radiation;  

G4) communities exposed to environmental sources of radiation;   

G5) patients given diagnostic radiation;  

G6) persons with intakes of radionuclides. 

Many indicators of cellular damage and many detrimental health effects that 

could be attributed to exposures from ionising radiation have been investigated to 

date. Solid cancer and leukaemia incidence and mortality and cellular 

chromosomal aberrations are now known to have radiation as an important risk 

factor. Studies on Japanese A-bomb survivors, exposed mainly to �-rays and 

neutrons, continue to provide valuable radiation epidemiological and biological 

data and quantitative assessments of the radiation related solid cancer and 

leukaemia risks (e.g. Preston et al. 2007). Results from this cohort have formed a 

basis for the construction of radiation protection guidelines that include the setting 

of various dose limits to the radiation received by occupationally exposed workers 

and the general public. Such dose limits come from assessments and 

recommendations that are issued and updated at regular intervals by 

international bodies, such as the International Commission on Radiological 

Protection (ICRP 2007) and the United Nations Scientific Committee on the 

Effects of Atomic Radiation (UNSCEAR 2008). 

Some of the major moot issues (I) and sources of uncertainty related to the 

formulation of dose limit recommendations for radiation protection include the 

following points: 

I1) the sensitivity of different organs to radiation and the relative tissue damaging 

effect of the various types of radiation are uncertain;   

I2) the factors by which risks for children and young persons are higher than for 

adults;   

I3) the magnitude, shape and statistical significance of the cancer risk when 

plotted as a function of dose are not very well-defined, particularly at the lower 

end of the dose range (where the associated error bars tend to be relatively wider 

than at higher doses);  



35 

I4) whether or not the cancer risks are similar for acute high-dose-rate exposures 

(as pertinent to the Japanese A-bomb survivors) and protracted low-dose-rate 

exposures (as relevant to a broad category of nuclear workers and the general 

population).  

2. General summary of the candidate’s contribution to the field 

The following publications cited below, have either been written, or contain 

substantial contributions, by the candidate on the exposed human groups (G) 

listed above: 

G1) Japanese A-bomb survivors:  
      (1-5, 7, 8, 11-13, 16, 20-23, 28-30, 37, 38, 41, 43, 44, 46-48). 

G2) patients treated with radiation: (10, 36). 

G3) workers exposed to occupational radiation – German uranium miners:  
      (24, 26, 32-35, 39, 40, 42, 45, 49, 50). 

G4) persons exposed to environmental sources of radiation – Chernobyl:  
      (14, 27). 

G5) patients given diagnostic radiation:  
       evaluation of diagnostic radiation characteristics: (6, 9, 15, 31); 
       evaluation of effects on patients: (17-19, 25). 

G6) persons with intakes of radionuclides – Chernobyl: (14, 27).  

The following publications have either been written, or contain substantial 

contributions, by the candidate, on the major issues (I) listed above: 

I1) organ radiation sensitivity and relative radiation tissue damaging effect:  
     (6, 9, 13, 15, 17, 18, 20, 47). 

I2) factors by which risks for children are higher than for adults: (19, 25, 38). 

I3) magnitude and statistical significance of the cancer risk and shape of dose 
    response: (2-4, 7-8, 10-12, 14, 22-24, 26-34, 36, 38, 40, 43, 45, 48, 50). 

I4) comparison of cancer risks between acute and protracted exposures: (28, 37). 

A publication matrix (located in section II, at the end of the complete list of 

submitted publications) demonstrates that the candidate has made original and 

substantial contributions to this major field of study over a whole range of sub-

topics and is a leading authority in a number of areas outlined above (e.g., G1, 

G3, G5, I1 and I3). The “2011 impact factors” of the journals containing the 

papers accumulated over a 12 year period totals 108 (where over half of this 

value is from the candidate’s contribution as first author or approximately equally 
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contributing second author). The papers had been cited in total between 345–537 

times (depending on citation index source) up to mid-October 2012. Another 

indication of the reception of the candidate’s publications can be gained by the 

inclusion and citation of the results from these publications in reports by 

International bodies such as ICRP, UNSCEAR, World Health Organization 

(WHO) and WHO-International Agency for Research on Cancer (IARC). 

Examples of such citations are given throughout the specific summary of the 

main statement (III. Section 3).  
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3. Specific summary of the candidate’s contribution to the field

The sub-sections pertain to the detrimental health effects of ionising radiation on: 

the Japanese A-bomb survivors (3.1 and 3.6); patients treated with radiation 

(3.2); persons affected by the Chernobyl nuclear power plant accident (3.3); 

German uranium miners (3.4); and radio-biological studies relevant to diagnostic 

radiation procedures (3.5). 

3.1 Assessments of cancer risks from �-rays and neutrons based 
on the cohort of A-bomb survivors 

3.1.1 A review of the current state of knowledge 

Atomic bombs were detonated in 1945 over Hiroshima (350,000 inhabitants) and 

Nagasaki (270,000 inhabitants) on August the 6th and 9th respectively. The 

number of acute fatalities up to the end of 1945 is not known precisely, because 

of the destruction of records, but is estimated to be between 90,000 and 166,000 

in Hiroshima and between 60,000 and 80,000 in Nagasaki 

(http://www.rerf.jp/general/qa_e/qa1.html). A master cohort including about 

120,000 survivors was established to examine the effects of ionising radiation by 

the Atomic Bomb Casualty Commission (ABCC) in the late 1940s. From 1975 the 

tasks of epidemiological and medical data collection, maintenance and analysis 

was transferred to the Radiation Effects Research Foundation (RERF). 

Figure 2 shows a chart of the sub-studies on the life span study (LSS) cohort of 

Japanese A-bomb survivors. Since 1950, biennial health examinations on about 

20,000 survivors (The Adult Health Survey – AHS) have been carried out. There 

are studies on about 77,000 children of atomic bomb survivors (The F1 Study) 

and also on approximately 3,600 individuals who were exposed before birth (The 

In-utero Study). The main data sets pertain to the 86,000 survivors of the LSS 

cohort which form the basis for the analyses presented here.  

This cohort is unique and characterized by: the large number of cohort members; 

the long follow-up period of more than 50 years; a composition that includes 

males and females, children and adults; whole-body exposures (which are more 

typical for radiation protection situations than the partial-body exposures 

associated with many medically exposed cohorts); a large dose range from 

natural to lethal levels; and an internal control group with negligible doses, i.e., 

those who survived at large distances (> 3km) from the hypocentres. 
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The Life Span Study Cohort 

(www.rerf.or.jp)

Master cohort including 120,000 survivors established by 

Atomic Bomb Casualty Commission (ABCC): 1947 - 1975

Radiation Effects Research Foundation (RERF): 1975 -

Since 1950 biennial 
health examinations 
on about 20,000* 
survivors (AHS)

Children of atomic bomb 
survivors (F1) study on 
77,000* individuals

Several mortality and incidence follow-ups 
of about 86,000 survivors (LSS) since 1950 

In-utero study

on 3,600* 
individuals

Blood samples from 
1703 survivors for 
chromosome 
aberration data

Figure 2. Chart of the various sub-studies on the LSS cohort of Japanese A-bomb survivors. 
*Numbers quoted from Okubo 2012.

The limitations of the study include: the acute nature of the radiation exposure 

(i.e., not a continuous exposure as in many work places); the mainly external 

nature of the exposure (i.e., consequences of internal exposures cannot be 

investigated); the mixed radiation field (i.e., low linear energy transfer (LET)  

�-radiation and high-LET neutron radiation); and the epidemiological results 

pertain to a Japanese population (i.e., transfer of results e.g., to western 

populations must be done carefully). 

The positions of the individual LSS cohort members in the vicinity at the time of 

the A-bomb explosion over Hiroshima are given in Figure 3 with colour coded 

doses. About 44% of the LSS cohort is in the lowest dose group. The mean 

weighted colon dose received by the remaining 56% is approximately 0.2Sv. 

Basic data for solid cancers and leukaemia for a follow-up period from 1950 to 

1990 and two more recent follow-up periods are given in Table 1. The recent 

paper by Ozasa et al. 2012, for the follow-up period 1950–2003, reports on 

50,620 deaths and 10,929 fatal solid tumours (of which 527 are estimated to be 

radiation associated). According to detailed statistical modelling with the data, 

about 5% of the solid cancers and 30% of the leukaemia cases are associated 

with the A-bomb radiation exposures.  
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Figure 3. The positions of the individual victims (in the LSS) in the vicinity at the time of the A-
bomb explosion over Hiroshima with colour coded weighted colon doses. (Source: M. 
Chomentowski, Radiobiological institute, University of Munich) 

Pierce et al.  
1996 

Preston et  
al. 2004  

Ozasa et 
al. 2012 

1950-1990 Hiroshima Nagasaki
                     

Total
1950-2000 
             Total

1950-2003 
           Total

Survivors 58459 28113 86572 86611 86611
Deaths 26495 11175 37670 47685 50620
Solid tumours 5436 2142 7578 10127 10929
of which radiation 
associated 247 87 334 479 527
Leukaemia 196 53 249 296 318
of which radiation 
associated 70 17 87 93 not given

Table 1. Basic data for solid cancer and leukaemia mortality for a follow-up period from 1950 to 
1990 and two more recent follow-up periods from 1950 to 2000 and to 2003. 
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The temporal patterns associated with the leukaemia and solid cancers are very 

different from each other, as can be seen from Figures 4 and 5 respectively, 

where the light coloured areas indicate the number of cancers that would have 

occurred without radiation exposure, and the red areas indicate the excess that 

has been attributed to the radiation exposure.  

Figure 4. (Source: figure 2 of Kellerer 2001). The annual number of leukemia cases (circles) in the 
A-bomb survivors in both cities in the different time periods. The gray area represents the annual 
numbers that would have occurred without the radiation exposure. The red area represents the 
excess incidence rate attributable to radiation exposure. The increase of the spontaneous cases 
reflects the rise of the incidence rate with age of the A-bomb survivors. The excess rate was 
highest in the nineteen fifties and although no local leukemia registries existed before 1950, it is 
known from other radiation epidemiological studies that a certain excess rate may have already 
been present three to four years after exposure. 

Figure 5. (Source: figure 3 of Kellerer 2001). The annual number of deaths from solid cancers 
(circles) in the LSS-cohort of the A-bomb survivors. The grey and red areas are defined as in 
Figure 4. 

A summary of the organ specific mortality risks is given in Figure 6 which shows 

the excess relative risk (i.e., as described above, the ratio of the excess mortality 

to the spontaneous mortality), per Gy for various tumour sites. The dose 

responses associated with the excess mortality for solid cancer and leukaemia 
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are also rather different from each other being linear but admitting a slight 

curvature for all solid cancers and clearly curved for leukaemia. Recent dose 

response curves for all solid cancer mortality and incidence are reproduced in 

Figures 7 and 8 respectively: 

Figure 6. (adapted from figure 1 of Ozasa et al. 2012). A summary of the organ specific excess 
relative risk (ERR) per 1Gy for various tumour sites.  
a
 ERR was estimated using the linear dose model, in which city, sex, age at exposure, and 

attained age were included in the background rates, but not allowing radiation effect modification 
by those factors. 
b
 Horizontal bars show 95% confidence intervals. 

c
 The size of the site-specific  symbols is proportional to the number of cases. 

d
 Not applicable to the part of the original figure shown here. 

e
 The lower CI could not be calculated.  

Figure 7. (figure 4 of Ozasa et al. 2012). A dose-response curve for all solid cancers (mortality): 
Excess relative risk (ERR) for all solid cancer in relation to radiation exposure. The black circles 
represent ERR and 95% CI for the dose categories, together with trend estimates based on linear 
(L) with 95% CI (dotted lines) and linear-quadratic (LQ) models using the full dose range, and LQ 
model for the data restricted to dose < 2 Gy. 
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Figure 8. (figure 3 of Preston et al. 2007). A dose-response curve for all solid cancers (incidence): 
Excess relative risk (ERR) for all solid cancer in relation to radiation exposure. The thick solid line 
is the fitted linear gender-averaged ERR dose response at age 70 after exposure at age 30 based 
on data in the 0 to 2 Gy dose range. The points are non-parametric estimates of the ERR in dose 
categories. The thick dashed line is a nonparametric smooth of the category specific estimates 
and the thin dashed lines are one standard error above and below this smooth. 

3.1.2 The candidate’s work 

The cohort of the atomic bomb survivors forms a major basis for radiation safety 

regulations (16). Most major RERF analyses of the Japanese A-bomb data 

consider the cancer risk for all solid cancer with respect to the weighted colon 

doses, i.e., the �-colon dose plus 10 times the neutron colon dose, where the 

factor 10 is assumed for the relative biological effectiveness (RBE) of neutrons 

relative to gammas. Consequently the late radiation effects are almost fully 

attributed to the �-doses. This approach, although adopted consistently by RERF, 

is not entirely satisfactory because the attenuation of the gammas and neutrons 

by the human body are different (the neutrons are attenuated more) and the RBE 

of neutrons is associated with large uncertainty. Further a constant value of 10 is 

not consistent with the neutron weighting factors recommended by the ICRP and 

does not account for the increasing hardening of the neutron spectra with 

increasing distance from the bomb hypocentres in Hiroshima and Nagasaki (20).  
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Epidemiological data-sets for cancer incidence and mortality, in grouped form, 

are made available by RERF on their website, after the RERF papers are 

published.  It has, therefore, been possible for the candidate to perform 

independent analyses with these data-sets based on Poisson regression 

(Breslow and Day 1988) for grouped data with either the EPICURE software 

(Preston et al. 1993) or self-written bespoke programs that interface with the 

MINUIT optimisation software (James 1994).  

In a series of papers that refined the usual RERF approach, by developing new 

methods to either consider all solid cancer risks associated with �-doses and 

neutron doses separately (1-4), or apply organ specific doses (7-8), some 

indications were found for a higher neutron relative biological effectiveness (RBE) 

with respect to gammas, than previously assumed (13). Such indications need to 

be treated very seriously since, for example, about 50% of proton therapy 

patients receive an additional neutron dose as an unwanted by-product. In 

January 2012 an international research project started under the seventh 

framework programme of the European Union, FP-7-EU-ANDANTE 

(Multidisciplinary evaluation of the cancer risk from neutrons relative to photons 

using stem cells and the analysis of second malignant neoplasms following 

paediatric radiation therapy): more information can be found at 

http://www.sciencenet-mv.de/index.php/kb_746/io_2905/io.html. The candidate is 

involved in ANDANTE with the development of a prospective international cohort 

of radiotherapy patients to further evaluate the cancer risk from neutrons relative 

to photons.  

New neutron RBE values as a function of distance from the hypocentres have 

been presented (20). Since cancer risks for doses above 1 Gy are important for 

radiotherapy patients and for planning long-term manned space missions, such 

risks have also been presented (22, 30). A mechanistic model of carcinogenesis 

has also been applied to the A-bomb mortality data for all solid, stomach and liver 

cancer to examine the possible influence of radiation-induced cell inactivation on 

radiation risks (23). Comparisons of cancer risk following either chronic exposure 

or a single exposure have been made (28) and variations of cancer risk by age at 

exposure have been examined (29). 
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3.1.2.1 All solid cancer risks apportioned according to the associated         
�-dose and neutron dose contribution 

A method was developed (2) to uncouple the solid cancer mortality risk coefficient 

for neutrons from the low dose estimates of the relative biological effectiveness 

(RBE) of neutrons and the photon risk coefficient. This was achieved by relating 

the solid cancer risk in terms of organ averaged doses – rather than the colon 

doses – to two more directly assessable quantities: the excess relative risk 

(ERR1) due to an intermediate reference dose D1=1 Gy of �-rays; and the RBE of 

neutrons, R1, against this reference dose. It was concluded that the neutrons 

have caused 18% or 35% of the total effect at 1 Gy for tentatively assumed R1 

values between 20 and 50. The corresponding solid cancer mortality ERR for 

neutrons was found to be between 8/Gy and 16/Gy. A separate analysis (3) 

translated these values into risk coefficients in terms of the effective dose, E, by 

accounting for the �-ray component produced by the neutron field in the human 

body.  

This work was based on the Dosimetry System from 1986, DS86, (Roesch 1987) 

which was current at the time. Since then, DS86 has been updated to the 

dosimetry system from 2002, DS02, (Young & Kerr 2005) that included a 

reassessment of the neutron doses in Hiroshima. Preston et al (2004) reported 

on the effects of the changes of the dosimetry system on cancer mortality risk 

estimates and showed that at 1 Gy colon dose the doses did not change very 

much from DS86 in Hiroshima (i.e., a 3% decrease in neutron dose and an 8% 

increase in �-dose). Consequently the risk estimates for neutrons (2, 3) remain 

essentially unaffected by the change in dosimetry system and are still currently 

applicable.

A further analysis (4) incorporated the new treatment for the explicit accounting of 

the neutrons (2, 3) to assess the risk coefficients for �-rays with regard to solid 

cancer in terms of the ERR and the Lifetime Attributable Risk (LAR). The 

concepts and computations for deriving the factors for the conversion of ERR to 

LAR were described separately (1). Results from (1) were described and cited in 

BEIR VII–Phase 2 (2006) and the suggested methodology has been adopted 

(WHO 2012, Berrington et al. 2012). It was pointed out (4) that reference to the 

colon dose underestimates the average �-ray dose to all relevant organs by only 

about 8.5%. On the other hand, it was noted that for neutrons the reference to the 

colon dose is not satisfactory. The organ averaging – with weight factors 
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accounting for the risk contribution of individual tumour sites (2) – results in 

neutron absorbed doses that are about twice as large as the colon doses. Figs. 9 

and 10 illustrate the inferred response of the ERR (cancer mortality) to the total 

absorbed dose. The figures refer to the results obtained for an age attained of 60 

years, with an attained age risk modification, but the dose responses for risk 

modification by age at exposure model are very nearly the same. Figure 9 gives 

results from the conventional analysis (with colon as reference organ and a 

neutron RBE (w) = 10). Figure 10 depicts the results obtained with the explicit 

accounting for neutrons. The solid curves show the effect contribution due to the 

�-rays and the dotted curves represent the total effect. The abscissa values are 

the organ averaged absorbed doses (including the neutrons). The effect 

contribution of the neutrons increases more than proportionally to total dose, 

which reflects the fact that the neutron absorbed dose fraction increases with 

dose. The points (with standard errors) are direct fits to the data in the individual 

dose bins. 

Figure 9. The inferred response of the ERR (cancer mortality) to the total absorbed dose from the 
conventional analysis (with colon as reference organ and a neutron RBE (w) = 10). The figure is 
for an age attained of 60 years, with an attained age risk modification. The points (with standard 
errors) are direct fits to the data in the individual dose bins. 

Results from (2, 3 and 4) were described and cited in a recent monograph from 

the International Agency for Research on Cancer (chapter “Neutron radiation”, 

p.231, IARC 100D, 2012) and results from (2 and 3) were described and cited in 

ICRP 92 (2003). 
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Figure 10.  The inferred response of the ERR (cancer mortality) to the total absorbed dose, with 
the explicit accounting for neutrons (where R1 is the RBE at 1Gy; the effects of setting R1 to three 
values, 20, 35 and 50, can be seen on the right hand side of the dose response curve). The figure 
is for an age attained of 60 years, with an attained age risk modification. The solid curves give the 
effect contribution due to the �-rays and the dotted curves represent the total effect. The abscissa 
values are the organ averaged absorbed doses (including the neutrons). The points (with 
standard errors) are direct fits to the data in the individual dose bins. 

3.1.2.2 Application of organ specific doses 

Further assessments (7, 8) repeated the earlier analysis (4) with two major 

extensions: by paralleling computations based on organ-average doses with new 

computations based on organ-specific doses; and updating the previous results 

by using the cancer mortality data for 1950–1997 which had just been released at 

that time.  To apply organ-specific doses to the grouped publicly available solid 

cancer mortality data (file name: r13mort.dat) is not entirely trivial. Pierce et al. 

1996 noted that “It is impossible to use more specific organ doses for solid 

cancers as a class, since there is no designated organ for those not dying of 

cancer.” 

This difficulty was resolved (7, 8) by formally treating each person as a set of 13 

sub-units at risk, each belonging to 1 organ category. In terms of programming 

this meant creating a new organ category at the lowest level of the data structure 

where there are a total of 37,060 original data groups (for combinations of city, 

gender, age attained, age at exposure and colon dose category), each group 



47 

containing the number of cases of death from different types of solid cancer. For 

each of these original data records, 13 new organ-specific records were created 

to contain the numbers of deaths for each cancer type and the relevant organ-

specific doses. This new data file was created with a computer program written 

by the candidate. The first 12 organ groups represented the specific sites with 

more than 100 deaths, while data group 13 contained the remaining widely 

varying sites which were assigned the organ-averaged doses. The refined risk 

coefficients were then computed by the maximum likelihood Poisson regression 

method. 

While the application of organ-averaged doses (2, 3, 4) represents a distinct 

improvement over the traditional use of the colon doses, the organ-specific doses 

provide the best currently available dosimetric information.  LAR values with 

respect to organ-specific doses (7) are up to about 20% higher than those 

obtained with exactly the same modeling techniques but in terms of the organ-

averaged doses (4). The site-specific ERR/Gy as a function of RBE computed in 

(8) are suggestive of different radiation sensitivities for the various organs and 

this observation directly led to the idea for the analysis presented in the next 

section (13). Results from (8) were described and cited in a recent IARC 

monograph (IARC 2012, chapter “X- and �-radiation”, p.127) and in Annex A of 

UNSCEAR 2008.

3.1.2.3 Indications of a high neutron relative biological effectiveness (RBE) 
with respect to gammas 

The Japanese A-bomb mortality data for the follow-up period (1950–1997), that 

was originally analysed by Preston et al. 2003, was re-analysed in (13) to 

obtained organ specific Excess Relative Risks (ERR) relative to the organ dose 

(�-dose + RBE ×××× neutron dose), ERR/Gy. These risks were then plotted against 

the average neutron fraction of the absorbed organ dose, defined as neutron 

organ dose/(neutron organ dose + �-organ dose), which decreases with the depth 

of the organ in the human body because the neutrons are attenuated more than 

the gammas. It was found that the risks calculated with RBE=10, are larger for 

organs closer to body surface and that this trend, although inconspicuous, was 

highly statistically significant (see Figure 11, where three organs are marked 

explicitly in red as examples of organs at different depths in the human body, i.e., 
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the colon has a higher body shielding and therefore a smaller average neutron 

fraction than the breast or lung).  

Figure 11. The ERR per Gy of weighted organ dose, calculated with an RBE = 10, as a function of 
the average neutron absorbed dose fraction (%) for different organs (each point represents a 
different organ). Three organs are marked explicitly in red as examples of organs at different 
depths in the human body, i.e., the colon has a higher body shielding and therefore a smaller 
neutron fraction than the breast or lung. The trend line has a slope of 0.89 with a lower 95% 
confidence limit (Smin) of 0.32. 

This trend can be explained by underestimation of the neutron RBE since the 

statistical significance of the trend was found to decrease for larger RBE values. 

At an RBE of 35 the trend is still statistically significant. However the lower 95% 

confidence interval of the slope obtained with an RBE of 100 is just below zero 

(see Figure 12).  

A similar trend was also apparent in the cancer incidence data for the follow-up 

period (1958–1987) available at the time from the original analysis of Thompson  

et al. 1994. Since the publication of (13), more recent incidence data has become 

available for the follow-up (1958–1998) as analysed in Preston et al. 2007. The 

trend described in (13) is also statistically significant in the new data (as yet 

unpublished analysis by the candidate). Results from (13) were described and 
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cited in a recent IARC monograph (chapter “Neutron radiation”, p.231, IARC 

100D, 2012) 

Figure 12. The ERR per Gy of weighted organ dose, calculated with an RBE = 100, as a function 
of the neutron absorbed dose fraction (%) for different organs (each point represents a different 
organ). The trend line has a slope of 0.28 with a lower 95% confidence limit (Smin) of -0.04. 

This indication of high RBE values is automatically linked to a corresponding 

reduction in the risk estimates for �-doses. Since Poisson regression log-

likelihood computations were applied to fit the risk models to the solid cancer 

mortality data, the “goodness of fit” measure for this type of regression, i.e., the 

deviance, could also be plotted for different RBE values. This type of analysis 

resulted in a minimum deviance for RBE=100 with a 95% confidence lower limit 

of RBE=25. Since the ERR/Gy calculated assuming an RBE of 10 is widely 

adopted by international regulatory bodies, issues connected with organ 

sensitivity are also often based on this assumption. It would be interesting to do 

more work in the future to see if independent biological measures for organ 

radiation-sensitivity are correlated with the neutron absorbed dose fraction.  

New calculations for neutron RBE, as a function of distance from the hypocenters 

for both cities that are consistent with the neutron weighting factor given in ICRP 

(1991), have been presented (20). Values of about 31 at 1000 m and 23 at 2000 

m ground range in Hiroshima, and corresponding values for Nagasaki of 24 and 

22, result from these calculations – if based on the neutron spectra from the 

DS86 dosimetry. If a neutron weighting factor consistent with ICRP 2003 is used, 
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the corresponding values are 23 and 21 for Hiroshima and 21 and 20 for 

Nagasaki, respectively. Consequently current risk estimates will be subject to 

some changes in view of the changed RBE values. This conclusion also holds if 

the more recent doses from the dosimetry system DS02 are applied instead of 

the older DS86 doses. 

3.1.2.4 Cancer risks for doses above 1Gy  

Assessments of radiation related risks for detrimental health effects obtained from 

analyses of the A-bomb survivors usually focus on the dose span between 0 and 

1 Gy, since this is of chief interest for radiation protection purposes. However, 

since estimates of cancer risk for doses above 1 Gy are becoming more 

important for radiotherapy patients and for planning long-term manned space 

missions, such risks have also been presented (22, 30).  

Very little is currently known about the shape of dose-response relationships for 

radiation-induced cancer in the radiotherapy dose range. The approach in (22) 

placed emphasis on doses relevant for radiotherapy with respect to radiation-

induced solid cancer and could be regarded as a first attempt to acquire more 

information in this area. In (22) the analysis of the data from the A-bomb survivors 

was extended by including two extra high-dose categories (4-6 Gy and 6-13 Gy) 

and by an attempted combination of fit parameters from A-bomb survivors risk 

models and from risk models fitted to the secondary cancer data from patients 

receiving radiotherapy for Hodgkin’s disease.  

The recent indications for a high neutron dose contribution (13) were also 

incorporated into the analysis by considering three different values for the relative 

biological effectiveness (RBE) of the neutrons (10, 35 and 100) and a variable 

RBE as a function of dose. Linear, linear-exponential and plateau dose–response 

relationships were considered. The plateau model with a dose-varying RBE 

turned out to be the preferred model from the application of model selection 

techniques. It was concluded that, for doses above 1 Gy, there is a tendency for a 

nonlinear dose–response curve and further evidence of a neutron RBE greater 

than 10 for the A-bomb survivor data. Furthermore, the first direct evidence was 

provided that the bending over of the solid cancer excess risk dose response 

curve for the A-bomb survivors, generally observed above 2 Gy, is due to cell 

killing effects (22). Results from (22) were also given and cited in (IARC 2012, 

chapter “Neutron radiation”, p.231) 
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One of the recognized limiting factors for long-term space missions is the health 

risk to the astronauts from cosmic radiation from galactic cosmic rays, the solar 

wind and solar particle events. Crew members on space missions are exposed to 

a dose-rate of about 1 mSv/day at solar maximum from cosmic radiation but this 

can increase drastically during solar particle events and the total effective dose 

received could be more than 1 Sv (Shiver 2008). Consequently, a similar analysis 

to the one in (22) was also performed with the specific aim of assessing the 

impact for space radiation protection in the planning of long-term manned space 

missions (30).  

The work presented in (30) implied that the use of organ-averaged dose, a dose-

dependent neutron RBE and the bending-over of the dose–response relationship 

for radiation-induced cancer could result in a reduction of radiation risk by around 

50% above 1 Gy. This could have an impact on radiation risk estimates for space 

crews on long-term (>500 days) missions with possible exposures resulting in 

effective doses above 1Gy. The consequence of using a dose and dose-rate 

effectiveness factor (DDREF: a concept developed around 1980 to allow for 

perceived inadequacies in low dose or low dose-rate linear risk estimates from 

epidemiological studies, because radiobiological data suggested non-linear 

effects at low doses) of 1.0 instead of 2.0 increases cancer risk by about 40% 

and would therefore balance the risk decrease described above.  

3.1.2.5 Mechanistic models of carcinogenesis  

This work involved mathematical modelling in terms of both the empirical 

(descriptive) risk method and biologically based mechanistic methods for 

carcinogenesis which also result in risk estimates. A major report (D) was 

prepared on this work for the German Federal Office for Radiation Protection 

(BfS) and a paper contains the main results (23). The two-stage clonal expansion 

(TSCE) model of carcinogenesis of Moolgavkar & Knudson 1981 was applied to 

the A-bomb mortality data for all solid, stomach and liver cancer to examine the 

possible influence of radiation-induced cell inactivation on radiation risks (23).  

Different forms of cell survival curve i.e., either conventional or allowing for low-

dose hypersensitivity (LDH) were investigated. LDH is an effect whereby, for 

some cell lines, the measured cellular survival can be lower than predicted if 

predictions are based on an extrapolation of surviving fractions generated at 
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higher doses to lower doses, using a linear quadratic dose response (see the 

early papers on this work by Lambin et al. 1993, Marples et al. 1993). Quality-of-

fit tests for non-nested models (21) were used in comparisons between TSCE 

and descriptive models. The TSCE models were found to represent the data 

more economically (i.e., with fewer parameters for a similarly good description of 

the data) than descriptive risk models in general, but the data do not have 

enough statistical power to allow a firm determination of a preferred model type. 

Central excess relative and absolute risk estimates (at 1 Sv, for age at exposure 

30 and age attained 70) from TSCE and empirical models were found to be in 

good agreement with each other and with previously published estimates. 

3.1.2.6 Variation of cancer risk by age at exposure. 

A recent conclusion that cancer risks for persons exposed in middle age may 

have previously been underestimated is based on modeling the cancer incidence 

data from the A-bomb survivors (figure 6 of Preston et al. 2007, reproduced 

below in the left-hand panel of Figure 13). 

Figure 13. The left-hand side shows figure 6 of Preston et al. 2007, i.e., the excess relative risk 
per Gy plotted as a function of age at exposure in years. The right-hand side shows the 
independently constructed figure with 95% confidence interval (29). 

However, as noted in (29), figure 6 of Preston et al. 2007 is difficult to interpret 

because the error bars associated with the non-parametric risks (the points in the 

left-hand panel of Figure 13) are very large. To illustrate this point the 

computations necessary for producing the Figure 6 of Preston et al 2007 were 

independently repeated and the results were re-plotted (see Figure 13, right-hand 

side) (29). 
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It was also noted in (29) that the evidence that risk increases at older ages at 

exposure is not as strong in the A-bomb mortality data (see figure 3 of (29)) as in 

the incidence data. This point was also later acknowledged in the major LSS 

paper on cancer mortality by Ozasa et al. 2012: “The nonparametric category-

specific estimates of age-at-exposure effects on all solid cancer mortality risk in 

the current study were similar to the corresponding figures reported by Walsh 

2009, in which an increased risk at an old age at exposure was less remarkable 

than in the figure reported by Preston et al 2007.” These points were also 

described and cited in a recent editorial of the Journal of the National Cancer 

Institure, USA, (Boice 2010) which reproduced figure 3 of (29).  

3.1.2.7 Comparisons of cancer risk following either chronic exposure or a 
single exposure 

A current moot point is whether the cancer risk associated with chronic exposures 

accumulated over an extended period of time differs noticeably from the effects of 

a single exposure. In the currently recommended dose limits for occupational 

exposures (ICRP 2007), it has been assumed that solid cancer risk factors are a 

factor of two lower than for the A-bomb survivors (i.e., DDREF=2.0). In order to 

investigate this point further, twelve recent epidemiological analyses of eight 

studies on cancer after low-dose-rate, moderate-dose exposures with solid 

cancer or all cancer risk estimates were identified from a literature search and 

considered together. The reviewed studies included, among others, Chernobyl 

nuclear accident clean-up workers (Ivanov et al. 2001), residents of apartments 

built in Taiwan with accidently contaminated metal support structures (Hwang et 

al. 2006) and a pooled study of nuclear workers in 15 countries (Cardis et al. 

2007). The twelve analyses were included in a meta-analysis of cancer risks 

related to such exposures and compared to risks from the A-bomb survivors (28).  

There were significant dose responses in 7 of the 12 analyses. For each of the 

twelve analyses, the risk for the same types of cancer among the A-bomb 

survivors with the same gender proportion and matched quantities for dose (e.g., 

A-bomb survivor skin dose was matched to the workers dose from a film badge 

reading), mean age attained and mean age at exposure were computed. A 

combined estimator of the ratio of the excess relative risk per dose from the low-

dose-rate, moderate-dose exposures study to the corresponding value for the 

atomic bomb survivors was 1.21 (90% CI 0.51 to 1.90). This study provided 
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evidence that cancer risk factors for occupational exposures are not lower than 

for the A-bomb survivors. 

A very similar study for leukaemia by Daniels & Schubauer-Berigan 2011 

indicated that the spontaneous leukaemia risk (i.e., for a group of unexposed 

persons) was found to be increased by 19% due to a dose of 100mGy. The 19% 

increase was reported to agree well with the risk from acute exposure from the 

Japanese A-bomb survivors and is therefore an indication that leukaemia risks 

are similar for protracted and acute exposures (37). Consequently the analyses 

(28) and Daniels & Schubauer-Berigan 2011 indicate that there is little reason to 

use DDREF in radiation protection at this current stage of knowledge. Results 

from (28) have been described and cited in EPA 2011, WHO 2012 and are due to 

be cited in a new UNSCEAR report entitled “Uncertainties in risk estimates for 

cancer due to exposure to ionizing radiation” due for publication in 2013.  

3.2 Life span study on late effects of 224Radium in children and 
adults 

3.2.1 Background and previous work 

Just after World War II, 224Ra, a short lived bone seeking �-emitter, was 

administered by a German physician, Dr. Paul Troch as a “remedy” for 

tuberculosis and ankylosing spondylitis. During the period from 1945 to 1955, 

several thousand patients were injected with 224Ra in a solution, also containing 

traces of platinum and the red dye eosin, called Peteosthor. Prof. Heinz Spiess 

(Spiess 2010) endeavoured to put a stop to the Peteosthor injections and to 

initiate an epidemiological follow-up of the treated patients but Dr. Troch 

prohibited him from continuing his research.  

A press release in 1947 caused the local government to request that further 

research on Peteosthor should be undertaken at the University of Göttingen, 

Germany. Consequently, Prof. Spiess was appointed there to assess the effect of 

Peteosthor in the treatment of tuberculosis. During the course of early 

experimental work in 1948 with animals in their growth phase (mice, guinea pigs 

and rabbits) using simple autoradiography on a photo-plate, it became clear to 

him that the 224Ra becomes particularly concentrated in the bone growth-zones 

(see Figure 14). Histological proof was provided of irreversible injuries of the 

epiphysial cartilage with mitotic inhibition and cellular oedema and damage.  
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Prof. Spiess subsequently succeed in getting the injected doses of 224Ra reduced 

and predicted a radiation-induced growth retardation in injected children, which 

was unfortunately later confirmed (see Spiess 2010 for a full description). Prof. 

Spiess issued the strong warning (1950 German Congress of Orthopaedics):

“Peteosthor is dangerous – following our extensive experimental studies, I feel 

obliged to warn against it, at least from the point of view of a paediatrician”.

Further warnings were issued (German Congress of Surgery, Munich, 1951) and 

the injections of 224Ra in children and juveniles were stopped soon after.  

Figure 14. Photographic plate (courtesy of Prof. H. Spiess) – the red arrows indicate the 
deposition of 224Ra in the bone of a young rabbit after 12 injections of 224Ra. 

Finance to follow-up the patients was initially refused but a first informal follow-up 

was initiated in 1954/55. Prof. Spiess and his wife visited 42 former patients, 

injected with 224Ra as children, or their families. They were shocked by their 

observations on these visits due to their discovery of the predicted radiation 

induced growth retardation and 9 malignant bone tumours (7 of which were fatal).

A formal follow-up programme began in 1955. The 224Ra exposed patients were 

traced, warned and invited for examinations to the university hospital or offered a 

personal examination at home. Follow-up of 899 persons (including 217 children 

or juveniles) continued by questionnaire and telephone-interview at intervals of 

about 3 years, with excellent response rates. In December 2007, 124 persons 

were still alive and the follow-up period covered over 60 years. 



56 

The most striking observed detrimental health effect following 224Ra injections 

was a large number of malignant bone tumours that occurred predominantly in 

childhood. This observation was the reason that Prof. Spiess was invited to the 

first conference on “Delayed Effects of Bone seeking Radionuclides” in Sun 

Valley, USA, in September 1967, where he reported on 50 224Ra induced bone 

tumors in children and adults, growth disturbances, osteochondroma and 

cataracts, and concluded that the younger the age at 224Ra injection, the more 

severe the late effects (Spiess 1969). 

3.2.2 The candidate’s work 

The candidate has been involved with the study since 2000 and has generally 

provided some support to Prof. Spiess and been involved in two publications (10, 

36). Up to now 57 malignant bone tumours (38 and 19 in persons treated as 

children and adults respectively) have been observed where less than one case 

was expected (36). The peak occurred 8 years after the first Ra-224 injection and 

the last bone sarcoma occurred 46 years after injection (see Figure 15).  

A significant excess of non-skeletal malignant diseases has also become evident. 

Expected numbers of cases were computed from the age, gender and calendar 

year distribution of person years at risk and incidence rates from a German 

Cancer Registry. Poisson statistics were applied to test for statistical significance 

of the standardized incidence ratios. Up to the end of December 2007, the total 

number of observed malignant non-skeletal diseases was 270 (248 specified 

cases of non-skeletal solid cancers, 22 other malignant diseases: 16 malignant 

neoplasms of lymphatic and hematopoietic tissue, 6 without specification of site) 

vs. 192 expected cases. Accounting for a five year minimum latency period and 

excluding 13 cases of non-melanoma skin cancer, 231 non-skeletal solid cancers 

were observed vs. 151 expected cases. Significantly increased cancer rates were 

observed for breast (32 vs. 9.7), soft and connective tissue (11 vs. 1.0), thyroid (7 

vs. 1.0), liver (10 vs. 2.4), kidney (13 vs. 5.0), pancreas (9 vs. 4.1), bladder (16 

vs. 8.0), and female genital organs (15 vs. 7.8) (36) – see Figure 16. 



57 

Figure 15. (graphics courtesy of Dr. Elke. A. Nekolla). The distribution of 38 cases of Malignant 
bone tumors in patients treated as children or juveniles (bars and right-hand ordinate, as indicated 
by the arrow) and the number of persons under observation (grey shaded area and left-hand 
ordinate).  

Figure 16. (figure 3 of (36)). Standardized Incidence ratios (SIR) for different types of cancer, as 
listed on the left-hand side, occurring up to December 2007. Two-sided 90% confidence intervals 
are given with the SIR central estimates (the dots) and the p-values associated with the SIRs are 
listed on the right-hand side 
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3.3 Development of epidemiological models for thyroid cancer 
risk in areas affected by the 1986 Chernobyl accident 

3.3.1 Background and previous work 

The Chernobyl nuclear power plant accident in April 1986 resulted in a large 

release of radio-nuclides, including thyroid-seeking radioactive iodine, 131I, which 

formed the main component of post-accident thyroid doses in exposed persons.   

Subsequently, the incidence of thyroid cancer in Ukraine and Belarus was 

observed to increase significantly in 1990 amongst subjects who were children or 

adolescents at the time of the accident (Likhtarev et al. 1995, Kazakov et al. 

1992). Over the subsequent decade, a further increase was observed in the 

incidence rates (Tronko et al. 1999).  

3.3.2 The candidate’s work 

Detrimental health effects of 131I exposures were assessed by analyses of 

epidemiological thyroid cancer data relating to this accident. Models were 

developed to fit epidemiological data on thyroid cancer incidence in young 

persons exposed to 131I, with the specific aim of quantifying the risk per unit dose 

and the dependence of this risk on gender, time and age (14). The study (14) was 

based on 512 & 577 thyroid cancer cases in Ukraine and Belarus respectively. 

Based on these data, a model was presented in (14) with the feature of strongly 

decreasing excess relative risk (ERR) with increasing age-attained (see figure 6 

of (14)). The results were given for various fixed ages-at-exposure and indicate a 

decrease of the ERR with time-since-exposure. A contrast to this result was 

found in the study of Likhtarov et al. 2006, where a trend of strongly increasing 

ERR with increasing time-since-exposure (see Table 6 in (14)) was reported.   

Since a good understanding of the risks and their modification with time and age 

is important for assessing the future health care requirements and for developing 

the appropriate steps that must be taken in future accidents, a further study was 

done to investigate these conflicting results (27). The purpose of (27) was also to 

further refine these earlier models (14) and also to compare the Chernobyl risks 

with risks from the, then newly released, A-bomb data on thyroid incidence. The 

type of baseline modelling method was identified in (27) as the reason for the 

conflicting results. Various quality-of-fit criteria were found to favour a parametric 
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baseline model over various categorical baseline models. The model with a 

parametric baseline resulted in a decrease of the ERR by a factor of about 0.2 

from an age-at-exposure of 5 years to an age-at-exposure of 15 years (for a time-

since-exposure of 12 years), and a decrease of the ERR from time-since-

exposure of 4 years to time since exposure of 14 years of about 0.25 (for an age-

at-exposure of 10 years). Central ERR estimates (of about 20 at 1 Gy, for an age-

at-exposure of 10 years and an age-attained of 20 years), and their ratios for 

females versus males (about 0.3) turned out to be relatively independent of the 

model types. Excess absolute risk estimates from the different models were 

predicted to be very similar.  

Risk models with parametric and categorical baselines were also applied to 

thyroid cancer incidence among the atomic bomb survivors. For young ages-at-

exposure, the ERR values in the model with a parametric baseline were found to 

be larger. Both data sets cover the period of 12 to 15 years since exposure. For 

this period, higher ERR values and stronger age-at-exposure modifications were 

found for the Chernobyl data set. 
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3.4 Epidemiological results for detrimental health effects in the 
German Wismut uranium miners exposed to radon and other 
potential carcinogens 
  

3.4.1 Background to the development of the Wismut cohort 
study 

Albert Einstein called for watchfulness in August, 1939 in a letter to President 

Franklin D. Roosevelt to warn him “that the element uranium may be turned into a 

new and important source of energy in the immediate future” and “that extremely 

powerful bombs of a new type may thus be constructed”. By early 1941, Werner 

Heisenberg had turned to the Belgian Congo for uranium to fuel his research 

reactor, after the uranium stockpiles ran low in the Reich’s army occupied 

Joachimsthal mines (then Czechoslovakia). At that stage in time, the main 

uranium seams beneath the German provinces of Saxony and Thuringia, 

including the Ore Mountains, had not yet been discovered. Although silver had 

been mined since the twelfth century in this area and it was known that 

pitchblende (containing uranium) often occurred just where the silver seams 

became exhausted.   

There are reports that the Soviet Red Army (SRA) secretly began to collect 

information in 1944 on the uranium deposits in this region (Paul 1991).  

Immediately after the surrender of the Reich’s army between late April and early 

May 1945, the SRA began to confiscate private documents pertaining to uranium 

deposits (Paul 1991). This region, spanning Saxony and Thuringia, was occupied 

by American forces at this time but the Americans appear not to have considered 

the mining possibilities. After World War II, the Soviet politicians very skilfully 

negotiated the right to occupy this German region at the Potsdam conference in 

August 1945 and immediately started intensive geological explorations to locate 

uranium seams (Wendt et al. 1988). The uranium was required to supply the 

Soviet Union’s atomic industry which included fuelling the first Soviet nuclear 

bomb that was detonated in the Kazakh-steppe in 1949 (Grosche 2002). 

Uranium seams were rapidly located, mined and the delivery of uranium to the 

Soviet Union began in 1946. It is markworthy that, in this same year, the amount 

of uranium won from the occupied territories in Germany exceeded the amount 

produced in the Soviet Union. The total yield of uranium from this region between 

1946 and 1990 was 231,000 tonnes (Chronik der Wismut 1999). The uranium 
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mines in Saxony and Thuringia were run by the Soviet Stock Corporation from 

1945 to the end of 1953 and then subsequently by a joint German and Soviet 

Stock Company. The company was known by the “undercover” code name of 

“Wismut” (German for bismuth) – a name chosen to distract from the real 

activities. An estimated 400,000 persons worked underground or in uranium ore 

processing facilities at the Wismut company at some stage between 1946 and 

1990.  

After German reunification, the German Federal Ministry for the Environment 

maintained the Wismut health data archives, thereby enabling the establishment 

of the cohort (Grosche et al. 2001, Kreuzer et al. 2002). The Wismut cohort, as 

recently profiled (35), is currently the largest single cohort of uranium mine 

workers with retrospective follow-up before 1999 and prospective follow-up from 

1999. There were 64,311 former Wismut employees initially eligible for the cohort 

but it was decided to exclude from this number all women, persons born before 

1900, persons with unknown radiation doses or implausible data and those who 

had either worked less than 180 days or started working after 1989. The final 

cohort consisted of 59,001 members, with 2,388 deaths from lung cancer for the 

first mortality follow-up period (1946–1998) and 58,987 members with 3,016 

deaths from lung cancer for the second follow-up (1946–2003).  Third follow-up 

(1946–2008) data was released in September 2012. It is envisaged to continue 

producing new follow-up data sets every 5 years. The subsequent follow-ups not 

only extend the previous follow-up by 5 years but also include any improvements 

in data-collection for the whole follow-up period (such as newly located death 

certificates or corrections for persons previously considered lost to follow-up and 

then located).  

Job histories provide information for each cohort member on the period and type 

of employment on a daily basis. The exposure to radon and its progeny in 

Working Level Months (WLM)1, effective doses from external �-radiation (Sv) and 

exposures to long-lived radionuclides (kBq⋅h/m3) could be estimated 

retrospectively using job histories via a job-exposure matrix (JEM). A separate 

JEM  calculated dust exposures in dust-years, i.e., an exposure to 1 mg/m3 (for 

fine dust and silica dust) and 1 µg/m3 (for arsenic), respectively, for 220 shifts of 8 

                                                          
1 Exposure to radon and its progeny is expressed in WLM. One working level (WL) is defined as 
the concentration of short-lived radon daughters per litre of air that gives rise to 1.3×105 MeV of 
alpha energy after decay. One WLM of cumulative exposure corresponds to exposure to 1WL 
during 1 month (170 h) and is equivalent to 3.5 mJhm-3.
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hours each. Information on the causes of death is from death certificates and also 

in part from the Wismut pathology archives. Consequently the cohort is suitable 

for calculating risks for a wide variety of research issues connected with testing 

possible associations between disease mortality rates and exposures to radiation, 

dust and some other covariables. A reliable determination of baseline (sporadic) 

disease rates is generally unproblematic because the cohort includes a large 

number of cohort members who were not exposed to radiation or dust (e.g. office 

workers).  

3.4.2 Previous work 

Up to 1999, the best source of epidemiological data  for evaluating cancer risks 

associated with radon in mines had been provided by combining data from 11 

national studies (from China, Europe, Canada, USA and Australia) to give a total 

of 60,606 miners with 2,674 lung cancer deaths (Lubin et al. 1995, BEIR 1999, 

Darby et al. 1995). This collaborative analysis of 11 studies had already provided 

information on the risk for lung cancers (Lubin et al. 1995, BEIR 1999) and 

cancers other than lung cancer (Darby et al. 1995) associated with radon in 

underground miners. However there were heterogeneity issues related to 

demographic and genetic/racial characteristics, quality of exposure assessment, 

completeness of follow-up, accuracy of disease diagnosis, assessment of mine 

exposures other than radon, smoking and other lifestyle patterns. Therefore the 

creation of the single Wismut cohort, comparable in size to the combined 11 

studies cohort, but more homogeneous, was a valuable addition to the research 

field. The first two major research publications to be based on the results of 

analysing the data from the first follow-up of the Wismut cohort were on lung 

cancer (Grosche et al. 2006) and cardiovascular diseases (Kreuzer et al. 2006). 

There have recently been interesting papers on the effects of smoking on the 

radon associated lung cancer risk (Schnelzer et al. 2010) and on stomach cancer 

mortality (Kreuzer et al. 2012). 

3.4.3 The candidate’s work: epidemiological results from the 
Wismut cohort 

Since 2007 the candidate has been involved in an ongoing series of papers. The 

risks of extra-pulmonary cancers (24) and cardiovascular diseases (32) 

associated with radon exposures were evaluated. Refined models for lung cancer 
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(33) were developed and the effects of other potential carcinogens (particularly 

exposure to quartz dust) on the risk of lung cancer and all solid cancers with 

respect to radon were evaluated (34). No convincing associations between 

leukaemia mortality and occupational doses of ionizing radiation were found (40). 

In order to assess the scale and nature of the smoking epidemic in this cohort an 

indirect method involving smoking impact ratios was applied (39). Further 

analyses of site-specific risks for prostate cancer (42), cardiovascular diseases 

(49), liver cancer (50) and lung cancer (45) have been done. The candidate is 

heavily involved in ongoing work in this area including current analyses based on 

a detailed comparison of organ-specific cancer risks due to the �-doses from the 

Wismut and A-bomb survivor cohorts and an evaluation of the relative biological 

effectiveness of alpha radiation with respect to �-radiation. 

3.4.3.1 The radon related risk of extra-pulmonary cancers  

An analysis was done on the second follow-up data from 1960, based on 20,684 

deaths to assess whether radon in ambient air can cause mortality from cancers 

other than lung cancer (24). Cohort death rates for 24 types of cancer were 

compared with age and calendar-year specific national death rates for the former 

German Democratic Republic (available from 1960) using Standardized Mortality 

Ratios (SMR). The Excess Relative Risk (ERR) per unit of cumulative exposure 

to radon in Working Level Months (WLM) was calculated using Internal Poisson 

regression (Breslow and Day 1988). The number of deaths observed (O) for all 

cancers other than lung combined was close to the expected (E) number 

calculated from national rates (n=3,340, O/E=1.02, 95% confidence interval (CI): 

0.98; 1.05). The result for leukaemia mortality, indicated no association with 

exposure to radon progeny, and was cited by (IARC, 2012) and (WHO, 2010). 

Statistically significant increases in mortality for cancers of the stomach 

(O/E=1.15, 95% CI: 1.06; 1.25) and liver (O/E=1.26, 95% CI: 1.07; 1.48) and 

statistically significant decreases for oral and pharynx cancers combined and 

bladder cancer were found.  

Evidence was provided for a positive relationship between mortality from cancers 

other than lung cancer and cumulative exposure to radon. A statistically 

significant relation with cumulative radon exposure was observed for all non-lung 

cancers combined (ERR/WLM=0.014%; 95% CI: 0.006%; 0.023%). This latter 

result persisted after adjustment for the potential confounders – long-lived 
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radionuclides, �-radiation, arsenic and dust – and was also given and cited by 

IARC 2012, ICRP 2010 and WHO 2010.   

3.4.3.2 The radon related risk of cardiovascular diseases and cancers of the 
extrathoracic airways 

An analysis was performed on the full second follow-up data based on 5,141 

deaths from heart diseases and 1,742 deaths from cerebrovascular diseases to 

assess whether radon in ambient air is associated with the risk of such diseases 

(32). Results from this work were also given and cited in WHO 2010. However, in 

line with a previous analysis on the first follow-up data (Kreuzer et al. 2006) and 

dosimetric calculations for radon-related organ doses, no statistically significant 

increase in risk was found for coronary heart diseases (ERR/WLM=0.0003%) or 

cerebrovascular diseases (ERR/WLM=0.001%). In the same paper (32) a 

statistically significant (p = 0.042) linear exposure response model for a group of 

177 cancers of the extra-thoracic airways with ERR/WLM = 0.06%, was 

presented (see Figure 17).  

3.4.3.3 Models for the radon exposure related lung cancer mortality risk

An analysis was done on the full second follow-up data based on 3,016 lung 

cancer deaths and 2 million person years (33). Other exposure covariables such 

as occupational exposure to external �-radiation, long-lived radionuclides, 

arsenic, fine dust and silica dust were also considered. The SMR for lung cancer 

was found to be 2.03, (95% CI: 1.96; 2.10) and the simple cohort ERR/WLM for 

lung cancer was estimated to be 0.0019 (95% CI: 0.0016; 0.0022).  

The BEIR VI model as developed for the analyses of the study on eleven miner-

cohorts (Lubin et al. 1995; BEIR 1999) and previously applied to the first Wismut 

follow-up (Grosche et al. 2006) produced risks similar to those obtained with a 

mathematically continuous ERR model for lung cancer, newly developed by the 

candidate. The continuous model was characterized by a linear radon-exposure 

response with exponential effect modifiers for age at median exposure, time since 

median exposure and radon exposure rate. In this model the central estimate of

ERR/WLM was found to be 0.0054 (95% CI: 0.0040; 0.0068) for an age at 

median exposure of 30 years, a time since median exposure of 20 years and a 

mean exposure rate of 3WL.  The ERR decreased by 5% for each unit exposure 

rate increase. The ERR also decreased by 28% with each decade increase in 
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age at median exposure and decreased by 51% with each decade increase in 

time since median exposure. The method of radon-exposure determination (i.e., 

whether the exposures were estimated or measured) was found to play an 

unimportant role in the determination of the ERR. 
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Figure 17. Upper panel: Schematic distribution of the numbers of mortalities (n) for a group of 177 
cancers of the extra-thoracic airways. Lower panel (part of figure 3 from (32)): Simple risk models 
without risk modifying factors for the the exposure response of the extra-thoracic airway cancers 
(see upper panel). The square symbols represent the risks from the categorical analysis given 
with 95% confidence intervals. The bold line represents the simple linear risk model, ERR/WLM = 
0.06%, with 95% confidence limits (i.e., the two finer lines). 
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The other exposure covariables were found to have only minor confounding 

influences on the ERR/WLM for the finally selected continuous model when 

included in the risk model in an additive way. Results from this work were also 

given and cited by WHO 2010. 

3.4.3.4 Internal Poisson models for radon and the risk of cancer mortality 

An analysis (34) was done on the full second follow-up data based on 20,920 

deaths, 2 million person years and 6,373 cancers (3,016 lung cancers and 3,053 

extra-pulmonary solid cancers). Internal Poisson regression was applied to 

estimate the excess relative risk (ERR) per unit of cumulative radon exposure in 

WLM for all major sites and for the follow-up period from 1946 to 2003 (see 

Figure 18). The ERR/WLM for all extra-pulmonary solid cancers combined 

without effect modification was found to be 0.014% (95% CI: 0.006%; 0.023%). 

An ERR model for extra-pulmonary solid cancer was developed that was linear in 

radon exposure with an exponential effect modifier which depends on age-

attained. In this model the central estimate of ERR/WLM is 0.040% (95% CI: –

0.001%; 0.082%) for an age-attained of 44. The ERR decreases by 37% with 

each decade increase in age-attained. The highest ERR/WLM, after lung, was 

observed for cancers of the pharynx (0.16%), tongue/mouth (0.045%) and liver 

cancer (0.04%).  

The effects of other potential carcinogens (particularly exposure to quartz dust) 

on the risk of lung cancer and all solid cancer with respect to radon were also 

evaluated. However the central ERR/WLM estimate for lung cancer was only 

found to be influenced to any notable degree, i.e., by an approximate 25% 

reduction, by the multiplicative inclusion of the covariable for quartz dust in the 

risk model (see Figure 19, left panel). The central ERR/WLM estimate for extra-

pulmonary solid cancer was not found to be influenced to any notable degree by 

the inclusion of any of the covariables that were considered as potential 

confounders (see Figure 19, right panel).  Results from this work were given and 

cited by IARC, 2012. 
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Site n ERR/100 WLM
Lung (C34) 3016  0.197 ( 0.170; 0.224)

Pharynx (C9-14) 53  0.163 (-0.042; 0.367)
Tongue/mouth (C1-6) 38  0.045 (-0.085; 0.175)

Liver (C22) 159  0.044 (-0.008; 0.095)
Non-Hodgkin (C82-85) 87  0.032 (-0.036; 0.101)

Rectum (C19-21) 241  0.028 (-0.008; 0.064)
Larynx (C32) 75  0.021 (-0.038; 0.080)

Stomach (C16) 595  0.022 ( 0.001; 0.042)
Gallbladder (C23-24) 81  0.021 (-0.035; 0.077)

Bladder (C67-68) 177  0.020 (-0.016; 0.056)
Kidney (C64-66) 171  0.017 (-0.023; 0.058)
Colon (C17-18) 301  0.016 (-0.012; 0.045)

Extrapul.(C0-C32; C35-C97) 3355  0.014 ( 0.006; 0.023)
Other/unspecified 462  0.009 (-0.014; 0.032)

Mult. Myeloma (C90) 55  0.007 (-0.056; 0.071)
Leukemia (C91-95) 128  0.005 (-0.034; 0.045)

Prostate (C61) 264  0.000 (-0.024; 0.024)
Pancreas (C25) 229 -0.001 (-0.029; 0.026)
Brain (C70-72) 115 -0.018 (-0.051; 0.018)

Esophagus (C15) 126 -0.025 (-0.053; 0.002)

-0.1 0.0 0.1 0.2 0.3 0.4
Excess relative risk per 100 WLM

Figure 18. The excess relative risk (ERR) per unit of cumulative radon exposure in Working Level 
Months (WLM) for all major sites with the number of deaths (n) given, for the follow-up period from 
1946 to 2003. The error bars are for 95% CIs, the sites marked in yellow have a statistically 
significantly raised risk and the sites marked in pale blue have increased risks that are not 
statistically significant at the given level.  

      
         
         

       
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         

Figure 19. Left panel: Effects of the confounders (as colour coded in the key) on the Wismut 
model for lung cancer mortality centered at an age at median exposure of 33 years, 11 years 
since median exposure and an exposure rate of 2.7 Working Levels (WL). Right panel: Wismut 
model for extra-pulmonary solid cancer mortality centered at an age attained of 44 years.  
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3.4.3.5 Assessment of the scale and nature of the smoking epidemic in this 
cohort from differences in baseline lung cancer mortality between the 
Wismut cohort and the population of the former German Democratic 
Republic (1960–2003) 

In order to assess the scale and nature of the smoking epidemic in this cohort 

(which has only very limited smoking data for a small fraction of persons), the 

candidate applied an indirect method involving smoking impact ratios (39). A 

previous analysis (33) noted external lung cancer mortality rates that were lower 

on average than the internal (spontaneous) baseline rates by 16.5% (95% CI: 9; 

24%). The main purpose of (39) was to investigate the nature of, and possible 

reasons for, this difference by comparing patterns in spontaneous lung cancer 

mortality rates in the Wismut cohort with national male rates from the former 

German Democratic Republic (GDR). The analysis was based on 3001 lung 

cancers, 1.76 million person years for the period 1960–2003 and national rates 

covering the same period. Simple “Age Period Cohort” graphical analyses were 

applied to assess the main qualitative differences between the national and 

cohort baseline lung cancer rates. Some differences were found to occur mainly 

at higher attained ages above 70 years. Although many occupational risk factors 

may have contributed to these observed age differences, only the effects of 

smoking were assessed by applying the Peto-Lopez (Peto et al. 1992) indirect 

method for calculating the proportion of lung cancers attributable to smoking. It 

was inferred that the observed age differences could be due to the greater 

prevalence of smoking and more mature smoking epidemic in the Wismut cohort 

compared to the general population of the former GDR. In view of these observed 

differences between external population based rates and internal (spontaneous) 

cohort baseline lung cancer rates, it was strongly recommended to apply only the 

internal rates in future analyses of uranium miner cohorts. 

3.4.3.6 Leukaemia mortality and occupational doses of ionizing radiation 

Two papers (24, 34) included an analysis of the 128 leukemia deaths in the 

Wismut cohort for the second follow-up period and reported standardized 

mortality ratios and excess relative risks for leukemia mortality that indicated no 

elevated risk in connection with radon exposure. Another recent paper (Möhner et 

al. 2010) had reported a weak association between risks for leukemia incidence 

and exposure to ionizing radiation. Möhner et al. 2010 extended a previous case-

control study of German uranium miners with 377 cases and 980 controls 
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(Möhner et al. 2006) to include medical exposures and organ doses to the red 

bone marrow (RBM).  Analogous results for leukemia mortality in the Wismut 

cohort were presented (40). 

Möhner et al. (2010) found an increased odds-ratio of 1.78 (90% CI 1.09; 2.91) in 

the highest dose category (their table 3) for all leukemia types combined 

assuming a lag-time of 15 years. Analogous results in (40), did not however 

indicate an increased relative risk (0.94, 90% CI 0.59; 1.49). The linear trends in 

leukemia excess relative risk (ERR) per unit absorbed RBM dose were not 

statistically significantly elevated (ERR/Gy = 2.7, 90% CI -0.2; 15.3, p = 0.15 and 

ERR/Gy = 1.1, 90% CI -0.6; 11.4, p = 0.49 for lag-times of 2 and 15 years 

respectively) but the central estimates were very close to those recently derived 

with techniques of multi-model inference for Japanese A-bomb survivors (38, 

gender averaged ERR at 1 Gy = 2.8,  95% CI 1.4; 3.8, for a 55 year old exposed 

at age 30 years). 

Further preparatory work is currently underway to investigate leukaemia mortality 

in the third follow-up (1946–2008) and jointly with Möhner and colleagues in a 

Wismut case-cohort study. 

Aside: There is a well known precedent, for disparate results between case-control and cohort 

studies from investigations of associations between obstetric X-rays and childhood leukaemia. An 

Oxford case-control study published by Alice Stewart and her colleagues (Stewart et al. 1956) had 

found an association, but a cohort study (Court Brown et al. 1960) had not. Sir Richard Doll had 

been one of the co-authors of the cohort study and he later conceded the point in the 1994 

UNSCEAR report, but Stewart considered her work to have been temporarily devalued (Wakeford 

2005). 

3.4.3.7 Prostate cancer mortality risk in relation to working underground 
1970–2003  

A recent study and comprehensive literature review indicated that underground 

mining could be protective against prostate cancer (Girschik et al. 2010). This 

indication was explored further, by analysing data for 263 prostate cancer deaths 

in the Wismut cohort in relation to the number of days worked underground (42). 

Simple SMR analyses were applied, to assess differences between the national 

and cohort prostate cancer mortality rates, and complemented by refined 

analyses done entirely within the cohort. The internal comparisons applied  

Poisson regression excess relative prostate cancer mortality risk models with 

baseline stratification by age and calendar year and a whole range of possible 

explanatory covariables that included days worked underground, years worked at 
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high physical activity and radiation. The overall SMR was 0.85 (95% CI 0.75; 

0.95). A linear excess relative risk model with the number of years worked at high 

physical activity and the number of days worked underground as explanatory 

covariables provided a statistically significant fit when compared to the baseline 

model (p=0.039) (see Figure 20). Results (with 95 % confidence intervals) for the 

ERR per day worked underground indicated a statistically significant (p=0.0096) 

small protective effect of −5.59 (������	���
��××××10−5. Evidence was provided from 

the Wismut cohort in support of a protective effect from working underground on 

prostate cancer mortality risk. Additional computations were made on a large 

group of solid cancers that excluded prostate cancer and cancer sites with a 

radon related increased risk to examine the influence of biases due to either the 

healthy worker selection effect or the healthy worker survivor effect. These 

computations indicated no substantial biases in the given ERR, in these two 

respects, but the effects of such biases could not be entirely excluded. 
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Figure 20. The  upper panel shows the ERR and 95%CI  as a function of mean number of years 
worked with high physical activity. The non-parametric points (crosses) with 95%CI are adjusted 
for mean number of days worked underground. The lower panel shows the ERR and 95% CI as a 
function of mean number of days worked underground. The non-parametric points (crosses) with 
95% CI are adjusted for mean number of years worked with high physical activity. 
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3.4.3.8 Lung cancer mortality risk in relation to silica exposure 1946–2003  

Although the International Agency for Research on Cancer classified silica as a 

carcinogen in both 1996 and 2009, the shape of the exposure-response 

relationship between excess lung cancer risk and silica exposures is still 

uncertain. Since the Wismut cohort data contains individual information on 

occupational exposure to crystalline silica in mg/m3-years, the nature of such an 

exposure-response relationship could be investigated further (45). The internal 

Poisson regression models with stratification by age and calendar year that had 

previously been developed for lung cancer risk with respect to radon exposures 

(33, 34) were extended and applied to estimate the ERR per unit of silica 

exposure. A preferred model for the excess risk of lung cancer from silica 

exposures, determined via model selection techniques, included a piece-wise 

linear spline function with a knot at 10 mg/m³-years of silica exposure. After full 

adjustment for radon (and also arsenic exposures) an ERR of 0.061 (95% CI: 

0.039; 0.083) above 10 mg/m³-years with no increase in excess lung cancer risk 

below 10 mg/m³-years was determined (see Figure 21). The study confirmed a 

positive exposure-response relationship between silica exposures and excess 

lung cancer risk, particularly for high exposures. 
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Figure 21. Relative risk of death from lung cancer (n = 2,995) in relation to cumulative silica dust 
with additive adjustment for radon (with the effect modifiers age at median exposure, time since 
median exposure and radon exposure rate) and arsenic. The points are from the non-parametric 
analysis (based on exposure categories 0-0.5, 0.5-2, 2-5, 5-10, 10-20, 20-30, 30+) and linear 
spline model (bold line) with 95% confidence limits (fine lines).  
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3.5 Statistical analysis of biological data on cellular radiation 
damage and radiation induced abnormal growth of tissue 

Radiation is known to cause DNA damage, following which cellular repair 

mechanisms spring into action. DNA repair may proceed faultlessly, whereby the 

broken ends rejoin correctly and/or inconspicuously. Alternatively, following a 

faulty DNA repair, the cell can either have a mutated genome which may cause 

abnormal growth or the cell may die. Biological indicators of radiation damage at 

the cellular level depend strongly on: the mechanisms of biological cell responses 

after radiation exposure; the types of radiation; and the particulars of the 

exposure characteristics. Radiation induced cellular effects include:     

• Alterations to DNA sequence caused by direct deposition of radiation energy or 

by radiation induced reactive oxygen species; 

• Single or double DNA strand breaks and subsequent incomplete DNA repair 

resulting in different types of chromosome aberrations; 

• Abnormal cellular growth; 

• The induction of cell death by apoptosis or necrosis. 

Biological indicators of radiation induced cellular damage provide indirect 

measurements of the effects produced by specific radiation types and depend on 

the energy deposition patterns from the radiation during cell traversal. Some 

types of high Linear Energy Transfer (LET) radiation, such as neutrons, protons 

and �-particles, deposit energy in dense tracks across the traversed cells. Low 

LET radiation, such as �-rays and X-rays, may only deposit energy at one or a 

few places in each of the cells during traversal or may miss some cells altogether. 

Many techniques have been developed and applied to study radiation-induced 

indicators of cell damage. All result in a wealth of radiobiological data requiring 

analyses that often provide mathematical, computational and statistical 

challenges.  The candidate has been active in selecting techniques and 

performing analyses in several radiobiological studies (5, 6, 9, 15, 17-19, 25, 31) 

that are described in the next few sub-sections. 
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3.5.1 Chromosome aberration data on blood samples from Japanese A-
bomb survivors 

A previous analysis by Stram et al. 1993 had shown an apparent city difference in 

the chromosome aberration dose responses for Hiroshima and Nagasaki A-bomb 

survivors, which is not apparent in the solid cancer or leukaemia epidemiological 

data. In order to investigate this difference further, data from the previous 

analysis on stable chromosome aberrations, consisting of mainly translocations 

and inversions (data-file CA1993.dat, available from www.rerf.or.jp), was 

reanalyzed to assess uncertainties in the gamma and neutron dosimetry (5). The 

data pertains to peripheral blood samples collected between 1968 and 1985 from 

1,703 individuals in the LSS cohort of atomic bomb survivors. The data also 

includes individual information on city, year of assay, numbers of cells examined, 

number of cells with at least one aberration and DS86 bone marrow gamma and 

neutron doses.  

Standard linear and parabolic dose response models were considered in addition 

to a model in which neutron and �-doses were treated separately. Either a low-

dose limiting value for the relative biological effectiveness (RBE) of neutrons 

relative to gammas of R0 = 70 ± 10 or an RBE value of R1 = 15 ± 5 at 1 Gy was 

applied. The use of R1, as previously developed and applied to the analysis of 

solid cancer (2), incorporates the assumption that R1 is known more precisely 

than R0. Error-reducing transformations, based on the use of nearly orthogonal 

parameters, were also applied and resulted in a 50% reduction of the standard 

error of the fit parameter for the proportion of cells with at least one aberration at 

1 Gy �-dose. Several modifications, according to recent nuclear retrospective 

dosimetry measurements, to the DS86 doses were also investigated and were 

found to result in increasing non-linearity of the dose-response curve for 

Hiroshima, and a corresponding decrease for Nagasaki. However differences in 

the dose-response curves observed for both cities based on DS86 doses, 

although reduced by such modifications, could not be entirely explained by the 

applied dose modifications.  

The extent to which the neutrons contribute to chromosome aberration induction 

in Hiroshima was found to depend significantly on the applied model. The model 

in which neutron and �-doses were treated separately, including an R1 value of 

15 at 1 Gy, was the finally preferred model and predicted between 10% and 20% 

of the observed chromosome aberrations to be due to neutrons, at all doses. 
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Modifications applied to DS86 doses were relatively small because of the good 

agreement between DS86 predictions and the results of the retrospective gamma 

and neutron dosimetry. Consequently, the choices of model and RBE values 

were found to be the major factors dominating the interpretation of the 

chromosome data for Hiroshima and Nagasaki, with the dose modifications 

having a smaller influence. 

3.5.2 The RBE of mammography X-rays (29 kV) relative to 220 kV X-rays   
using data on neoplastic transformations 

Studies conducted during the past four decades have generally shown that low-

energy photons are more effective, per unit absorbed dose, in inducing cellular 

damage than high-energy photons. However, Frankenberg et al. 2002 reported a 

higher than expected low-dose RBE for the 29 kV X-rays relative to the 220 kV X-

rays (conventionally applied in general medical screening of chest and bone 

fractures), and claimed that the results were consistent with published data for 

various biological indicators of cellular damage. Since 29 kV X-rays are applied in 

screening mammography, these claims caused controversy and concern. 

Consequently, it was clear that further careful examinations were required (6, 9,  

17) because of the important public-health implications from risk-to-benefit 

evaluations for mammography.   

The study (6) on neoplastic transformation of human CGL1-hybrid cells was 

therefore designed to repeat the earlier investigation by Frankenberg et al. 2002, 

under well-defined irradiation and culture conditions, and to independently assess 

the validity of the high reported RBE values for 29 kV X-rays. The experiments 

with the two types of X-rays were performed simultaneously and shared the same 

controls. The transformation yields with both radiation qualities were fitted to the 

linear-quadratic dependence on absorbed dose. A corresponding analysis was 

performed for the data obtained earlier by Frankenberg et al. 2002. The 

transformation yields in (6) were found to substantially exceed those in 

Frankenberg et al. 2002. The difference in yields was attributed to inadequate 

feeding conditions of the cell cultures in the experiments of Frankenberg et al. 

2002. A later study (Kühne et al. 2005) confirmed the results in (6). 

The standard error bands of the dose response curves were derived and found to 

be considerably narrower in (6) than in Frankenberg et al. 2002. The lowest dose 
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considered in both studies of the 29 kV X-rays was 1 Gy, and at this dose the 

RBE relative to the conventional X-rays was determined to be 2 with a 95% 

confidence interval of 1.4–2.6. Frankenberg et al. 2002 reported an RBE of 3.2, 

but with a very broad 95% confidence. The estimated limit in (6) at low doses was 

RBE = 3.4 with a confidence interval that extends from less than 2 to large values 

(see Figure 22). 

Figure 22. (figure 5 of (6)). The RBE of 29 kV X-rays relative to 200 kV or 220 kV X-rays. The 
region between the two dashed lines indicates standard errors obtained by Monte-Carlo 
simulation of 1000 RBE values at each of 18 dose points. The data of Frankenberg et al. 2002 are 
also plotted for comparison purposes. 

Further experiments on human lymphocytes, involving alkaline comet assay 

(single cell gel electrophoresis) measurements of the initial levels of all single-

strand DNA damage, regardless of origin, were also performed (9). It was found 

that the comet assay data did not indicate any differences in the initial radiation 

damage produced by 29 kV X-rays relative to the reference radiation types of 

either 220 kV X-rays or also 137Cs and 60Co �-radiation.  These results were 

found to be consistent with physical models of the possible energy deposition 

pattern and resulting damage in the DNA. Such models predicted an RBE for 

29 kV X-rays relative to conventional X-rays of only 1.3 with an upper limit no 

greater than about 2 (Kellerer 2002). The results of (9) indicated that differences 

in biological effects must therefore arise through downstream processing of the 

damage.  

Evidence supporting this same indication was also provided by a similar analysis 

(17) based on the same method and cell type, but extended by the inclusion of a 

consideration of radiation damage in human gastric cancer cells from 241Am �-

radiation in addition to the four types of radiation considered in (9). Preliminary 
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data for �-exposures of human gastric cancer cells only showed a statistically 

significant increase in DNA damage at high doses (>2 Gy 241Am). However the 

damage at 2 Gy exceeded the damage induced at 2 Gy by 137Cs gammas by a 

factor of 2.5. By contrast, other experiments involving different cell systems and 

DNA damage indicators, such as chromosomal aberrations (e.g. Schmid et al. 

1996), have detected a significant increase in DNA damage at much lower doses 

of 0.02 Gy for 241Am, resulting in a higher biological effectiveness. A reason for 

these differences could be that, in the lower dose ranges, only a small proportion 

of cells are hit by �-particles and the resulting initial damage is therefore too 

diluted to be observed with the comet assay. The results from (17) thus provided 

further indications that differences in biological effects must arise through 

downstream processing of the damage, i.e., the effects are more noticeable in 

biological indicators that show a radiation response at a later time since 

exposure. 

3.5.3 Correlation between initial chromatid damage and survival of various 
cell lines exposed to heavy charged particles 

Accelerated heavy ions have been successfully applied in the radiotherapy 

treatment of many patients with malignant tumours. Since it is of very great 

medical value to have information on the radiation sensitivity of individual 

patients, prior to radiotherapy treatment, much effort has been concentrated on 

developing methods to predict radio-sensitivity. The study (18) investigated the 

induction of chromatid breaks in four cancer cell lines (human hepatoma, gastric 

cancer, cervical carcinoma and melanoma) and one normal liver cell line. The 

cells were exposed to carbon ions accelerated by the heavy ion research facility 

in Lanzhou, China, using chemically induced premature chromosome 

condensation. Previous studies have reported the number of chromatid breaks to 

be linearly related to the radiation dose, but the relationship between cell survival 

and chromatid breaks is not clear. Cellular radiosensitivity, as measured by D0

(the dose that reduces survival by 1/e in the final linear portion of the survival 

curve) is linearly correlated with the frequency of chromatid breaks per unit dose 

in these five cell lines. It was proposed (18) that premature chromosome 

condensation may be applied to predict individual radio-sensitivity in cancer 

patients before undergoing treatment with heavy ions. 
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3.5.4 Dose-response relationship of dicentric chromosomes in human 
lymphocytes obtained for the fission neutron therapy facility at the Munich 
research reactor  

Experimental studies on the induction of dicentric chromosome aberrations in 

human lymphocytes have contributed to the current knowledge concerning the 

magnitude of the relative biological effectiveness (RBE) of neutrons relative to �-

ray or X-ray reference radiation. It is known that the neutron RBE increases with 

decreasing dose up to a constant value at doses where both the X-ray or �-ray 

reference radiation and the neutron dose–response curves are linear.  

The RBE of neutrons, with a mean energy of 1.9 MeV, from the neutron therapy 

facility MEDAPP at a relatively new German research reactor, (München 

Forschungs-Neutronenquelle Heinz Maier-Leibnitz, FRM II), was determined, at 

different depths in a phantom (31). Blood samples were exposed to total doses of 

0.14–3.52 Gy at 2-cm depth, and 0.18–3.04 Gy at 6-cm depth in a phantom 

placed in the MEDAPP beam. The neutron and �-ray absorbed dose rates were 

measured to be 0.55 Gy min-1 and 0.27 Gy min-1 respectively (at 2-cm depth), 

and 0.28 and 0.25 Gy min-1 respectively (at 6-cm depth).  

Neutrons from both the MEDAPP beam and the beam of the former FRM I 

research reactor facilities were found to have a similar linear-quadratic dose-

response relationship for dicentric chromosomes (at 2-cm depth), although the 

irradiation conditions were not identical. Different dose-response curves for 

dicentrics were obtained for the MEDAPP beam at 2 and 6 cm depth, suggesting 

a significantly lower biological effectiveness of the radiation with increasing depth. 

No obvious differences could be determined between the dose-response curves 

for dicentric chromosomes estimated under interactive or additive prediction 

between neutrons or �-rays and the experimentally obtained dose–response

curves.  

The values for the neutron RBE at the MEDAPP beam relative to 60Co �-rays, 

decrease from 5.9 at 0.14 Gy to 1.6 at 3.52 Gy at 2-cm depth, and from 4.1 at 

0.18 Gy to 1.5 at 3.04 Gy at 6-cm depth. A linear-quadratic dose–response 

relationship was obtained for the MEDAPP mixed neutron and �-ray field, and 

also for the specific contribution of the fission neutrons. However it was 

concluded that further work is required to determine if the fission-neutron induced 

yield of dicentric chromosomes increases linearly with dose. 
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3.5.5 Enhanced yield of chromosome aberrations after computer 
tomography examinations in paediatric patients 

A study on the yield of chromosome aberrations after computer tomography (CT) 

examinations in paediatric patients was considered to be necessary for two 

reasons: previous data on chromosome aberrations in peripheral lymphocytes 

after CT scans had only been obtained in adult patients; and the resulting organ 

doses, for a given instrumental setting of a CT-machine, are known to be higher 

in a child than in a larger adult. Therefore the study (19) was carried out to 

determine whether CT scans cause an increase in the yields of chromosome 

aberration in paediatric patients. Blood samples were taken from 10 children (5 

girls and 5 boys) before and after their CT scans for accidental injuries (i.e., not 

diseases, as in earlier studies on adult patients). Chromosome analyses were 

carried out exclusively during metaphases of the first cell cycle of lymphocytes in-

vitro using fluorescence plus Giemsa staining. The mean blood dose of the 10 

children was 12.9 mGy. The frequencies of dicentrics and excess acentric 

fragments, based on more than 20,000 analyzed lymphocytic cells, were 

significantly increased in the samples collected after CT examination. On sub-

dividing the patients into two age groups, i.e., 0.4 to 9 and 10 to 15 years, it was 

found that the observed increase in chromosome aberrations was mainly 

contributed by the younger age group. In this group the frequency of dicentrics 

was significantly increased whereas in the older group the observed increase was 

not significant. The results demonstrated that CT scans enhance the dicentric 

yields in lymphocytes of children aged up to 15 years and that those paediatric 

patients under 10 years of age may be more radiation sensitive than older 

patients. 
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3.6 Introduction of model selection techniques and methods for 
multi-model inference 

The candidate has been active in introducing model selection techniques (21), 

evidence-based methods for multi-model inference (38, 43, 44, 48) and 

hierarchical partitioning methods (47) which had not previously been applied in 

this field.  

3.6.1 Model selection techniques. 

The need for the introduction of model selection techniques (7, see footnote on  

p.148 of 25) became apparent to the candidate particularly after reading several 

papers by recognised experts on the analysis of the epidemiological data from 

the Japanese A-bomb survivors. In several cases, the candidate was convinced 

that more important information on the relative goodness of fit of non-nested 

radiation risk models could have been extracted from high-profile analyses. 

Consequently, a paper on model selection techniques for radiation epidemiology, 

with examples using the Japanese A-bomb epidemiological data was conceived 

and published (21). 

 For example, Pierce et al 1996 (on their p.19) used an indirect method involving 

the construction of nested-models and a standard likelihood ratio test,  for 

comparing non-nested radiation risk models based on an age-attained 

explanatory covariable with risk models based on the age at exposure covariable. 

This comparison could have been achieved directly with techniques for non-

nested models, as in the example given in (21). 

Another example can be found in Preston et al (2002), a paper investigating 

breast cancer risks in 8 different cohorts.  According to Preston et al (2002) 

"Formal statistical comparison of the fits of the excess relative risk and absolute 

excess rate models was not possible. An informal comparison of the deviance 

values for the various fitted models considered suggested that, while deviances 

for the ERR models tend to be slightly smaller than those for the EAR models, 

both types of models provide comparable fits to these data." (page 231, 2nd 

column, 2nd paragraph from the top, where EAR is Excess Absolute Risk). 

However there was enough information on the deviance of the final models of 

Preston et al (2002) for the pooled data to compute the relative goodness of fit. 

One can continue to read further in this paper that " final ERR model has 

deviance = 5849.3 and final EAR model has deviance of 5854.7 with two 
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parameters more". From this information the change in Akaike Information 

Criterion (AIC) is 9.4 which gives a calculated evidence ratio in favour of the ERR 

model over the EAR of 110 corresponding to a probability of model improvement 

of 0.991, i.e., see table 2 of (21). In this case formal comparisons of the fits were 

indeed possible as explained in (21).   

3.6.2 Multi-model inference and hierarchical partitioning 

The candidate realised that application of the established statistical technique of 

multi-model inference (MMI) (Burnham & Anderson 1998, 2002, 2004,  

Claeskens & Hjort 2008), often referred to as “model averaging”, can generally 

lead to a better and more complete evaluation of the radiation risks per unit dose 

and their associated errors. This is achieved by taking account of not just one 

preferred model but a multiplicity of models that fit the data almost as well as 

each other.  Use of the MMI terminology rather than ‘‘model averaging’’ is 

preferable since model averaging implies that the related uncertainties from 

model combinations are reduced. In reality, if MMI is applied, the uncertainties 

are increased to account for uncertainties between several models that describe 

the data almost equally well. Although MMI has been successfully applied in 

many other fields of research, the introduction and application in the field of 

radiation epidemiology began with the candidate’s evaluation (38) of radiation 

related adult and childhood leukaemia mortality risks based on the Japanese A-

bomb LSS data (1950–2000) with 296 leukaemia deaths.  

In (38), MMI was applied to characterize model uncertainty amongst published 

radiation related leukaemia risk models, because there is low statistical power in 

the LSS data to discriminate between alternative model forms for the dose 

response. The candidate has been particularly interested in further applications 

and in refining and improving the initial approach (38) also by considering the 

extended follow-up mortality data (1950–2003, with 318 leukaemia deaths) made 

available just after the publication of (38). In particular, in (48), the reference set 

of models considered for the MMI of radiation-related leukaemia risks was 

changed from the set collected from previous studies in (38) to an independent 

set, selected by a rigorous statistical protocol from over 30 models. 

Compared to (38), (48) reported similar central risk estimates and confidence 

intervals for the leukaemia central estimates for ERR from MMI for doses 

between 0.5 and 2.5 Sv. However, at lower doses the central estimates for ERR 
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from MMI were found to be lower by factors of 2 to 5, although the reduction was 

not statistically significant (see Figure 23). This reduction came mostly from the 

inclusion of a quadratic-exponential ERR model, not previously considered in (38) 

(i.e., the “Q-exp” model that has a Quadratic dose response form, slightly 

damped by an exponential factor at high doses and which contributed over 50% 

to the total multi-model weighting). The resulting central estimates for ERR from 

MMI were found to have a positive 2.5% percentile only above 300 mSv (see 

Figure 23).  
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Figure 23. (figure 3 from (48)). Leukaemia mortality ERR dose response for a 7-year old child 
exposed at age 2 years, with 95% confidence intervals for the LSS data with a follow-up from 
1950–2003. The full line is the MMI estimate from (48, marked as “present analysis” in the key), 
the dashed line is the best estimate for model Q-exp applied in (48) and the dot-dashed line is the 
MMI analysis based on the four models with the highest weights from (38) (i.e., Walsh and Kaiser 
2011), but repeated for the LSS extended follow-up (1950–2003).  

The candidate was informed that (38) will play a central role in a new UNSCEAR 

report entitled “Uncertainties in risk estimates for cancer due to exposure to 

ionizing radiation” due for publication in 2013. (38) has also been discussed and 

very positively evaluated by the German Radiation Protection Commission (SSK).  

There are already other papers, coauthored by the candidate and/or her direct 

collaborators, that are based on this method (43, see also 44 and Richardson & 

Cole 2012). A paper on breast cancer (Kaiser et al. 2012) by the candidate’s 

collaborators acknowledges the candidate’s input of the main idea. An evaluation 

of the risks of cardiovascular diseases associated with radiation (43) has recently 

been published and a paper on skin cancer is in preparation. Futhermore, a 

related method has been proposed for calculating evidence-based model weights 
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for excess relative risk and excess absolute risk in calculations of lifetime 

attributable risk of cancer from radiation exposure (46).  

However, these approaches focus on comparisons among alternative models and 

not on the relative importance of the explanatory variables included in the 

models. Once a preferred model or set of models has been identified, radiation 

epidemiologists would often like to know which of the various possibly 

explanatory covariables included in the models has the strongest influence on the 

risk response variable. In addressing this problem the candidate had recently 

applied the hierarchical partitioning (HP) technique (Chevan & Sutherland, 1991) 

to a simple evaluation of the degree of independent effects from �-ray and 

neutron absorbed doses on the all solid cancer incidence risk in the Japanese 

atomic bomb survivors LSS cohort (47).  

The degree of correlation between the �-ray and neutron absorbed doses was 

also considered with regression diagnostics. The partial correlation between the 

neutron and �-ray colon absorbed doses (r=0.74) and the resulting variance 

inflation factor (2.2) are both below the levels beyond which remedial action is 

usually recommended. Applying HP to the models it was found that just under 

half of the drop in deviance resulting from adding the �-ray and neutron absorbed 

doses to the baseline risk model, comes from the joint effects of the neutrons and 

�-rays – leaving a substantial proportion of the deviance drop accounted for by 

individual effects. The average ERR/Gy �-ray absorbed dose and the average 

ERR/Gy neutron absorbed dose were obtained directly here for the first time and 

agree well with previous indirect estimates (2-4). The average RBE of neutrons 

relative to �-rays, calculated from fit parameters to the ERR all solid cancer model 

with both colon absorbed dose covariables is 65 (95% CI: 11; 170) also in 

agreement with previous indirect estimates (13). Therefore the determination of 

all solid cancer risks based on reference to the colon absorbed doses with a 

neutron weighting of 10, as applied in most RERF analyses (e.g., Ozasa et al 

2012), may not be optimal and this practice should be reviewed. Any future 

improvements in neutron RBE precision could have important public-health 

consequences e.g., for the types of proton therapy that produce unwanted by-

product neutron doses.  

Future applications of HP and MMI could be very useful for statistical analyses in 

other cohort studies, e.g., on CT exposure and cancer incidence, and may 
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ultimately ease the dilemma of needing to choose between models with largely 

different consequences for major issues of public health concern. 
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Abstract Risk coefficients representing the lifetime ra-
diation-induced cancer mortality (or incidence) attribut-
able to an exposure to ionizing radiation, have been pub-
lished by major international scientific committees. The
calculations involve observations in an exposed popula-
tion and choices of a standard population (for risk trans-
portation), of suitable numerical models, and of compu-
tational techniques. The present lack of a firm conven-
tion for these choices makes it difficult to inter-compare
risk estimates presented by different scientific bodies.
Some issues that relate to a necessary harmonization and
standardization of risk estimates are explored here. Com-
putational methods are discussed and, in line with the
approach utilized by ICRP, conversion factors from 
excess relative risk (ERR) to lifetime attributable risk
(LAR) are exemplified for exposures at all ages and for
occupational exposures. A standard population is speci-
fied to illustrate the possibility of a simplified standard
for risk transportation computations. It is suggested that
a more realistic perception of lifetime risk could be
gained by the use of coefficients scaled to the lifetime
spontaneous cancer rates in the standard population. The
resulting quantity lifetime fractional risk (LFR) is advan-
tageous also because it depends much less on the choice
of the reference population than the lifetime attributable
risk (LAR).

Introduction

The derivation of nominal risk coefficients for ionizing
radiation is a 2-step process. Epidemiological data from
a study population, such as the observations of the solid
cancer or the leukemia mortality (or incidence) rates
among the A-bomb survivors, are first modeled to de-
rive the excess absolute risk (EAR) or the excess relative
risk (ERR) in their dependence on various parameters
such as dose, D, sex, s, age at exposure, e, and/or age at-
tained, a. The excess risk or excess relative risk is then,
in a second step, “transported” to an idealized or real
reference population and is expressed in terms of life-
time attributable risk per unit dose. This entails an inte-
gration over the ages at exposure that are considered
and the periods at risk. The transport of ERR requires an
integration also over the background cancer mortality
(or incidence) rate, m(a), in the reference population.
Risk coefficients are, thus, dependent not only on the
observation in an exposed population, but also on the
background cancer rates and the life table data of the se-
lected reference population.

The International Commission on Radiological Pro-
tection (ICRP) has introduced the notion of the nominal
risk coefficient and has in the last general recommenda-
tions [1] presented risk estimates that were obtained
from the observations on the A-bomb survivors and were
then expressed, on the basis of computations by Land
and Sinclair [2], in terms of average values for five refer-
ence populations, US, UK, Japan, China, and Puerto Rico.
The United Nations Scientific Committee on the Effects
of Atomic Radiation (UNSCEAR) in a major new as-
sessment [3] has invoked the same five reference popula-
tions and has presented new risk estimates that will serve
as guideline for regulatory decisions in radiation protec-
tion; the results will also be used as bench marks for
comparisons with other numerical exercises. However,
such exercises will be impeded by the lack of a clear
convention on the population data to be used in the 
risk transport and on the definitions that are to be em-
ployed.

A.M. Kellerer (✉)
Radiobiological Institute, University of Munich, 
Schillerstrasse 42, 80336 Munich, Germany 
e-mail: AMK.SBI@LRZ.Uni-Muenchen.de
Tel.: +49-89-5996818, Fax: +49-89-5996840

Institute of Radiobiology, 
GSF – National Research Center for Environment and Health,
Neuherberg, Germany

E.A. Nekolla · L. Walsh
Radiobiological Institute, University of Munich, Germany

Radiat Environ Biophys (2001) 40:249–257 © Springer-Verlag 2001

O R I G I N A L  PA P E R

Albrecht M. Kellerer · Elke A. Nekolla · Linda Walsh

On the conversion of solid cancer excess relative risk 

into lifetime attributable risk

Received: 5 April 2001 / Accepted: 1 July 2001



Land and Sinclair [2] have, in fact, in their computa-
tions for ICRP documented the input data in terms of the
equilibrium survival functions (actuarial survival func-
tions) for the five reference populations and the age-spe-
cific solid cancer mortality rates, and they have used a
computational procedure that offers itself as a conven-
tion. By invoking the same five reference populations,
UNSCEAR [3] has given the impression that it accepted
the convention. But somewhat different and more com-
plex input data were used, which have not been pub-
lished. In addition, the concepts and quantities that were
employed were similar but not equal. A current reevalua-
tion [4], which explores new modeling procedures, high-
lights the resulting difficulty of arriving at a meaningful
comparison of risk estimates that are based on different
and only partly documented procedures. The subsequent
considerations are meant to clarify some of the issues
and to contribute towards the necessary harmonization of
input data and of concepts and computational details.

Radiation-risk estimates tend to be scrutinized to a
level of precision that is out of balance with their inher-
ent degree of uncertainty. While unnecessary precision
can be misleading, it is nevertheless essential in an often
controversial discussion on risk coefficients to work with
numbers that can be traced precisely to their computa-
tional origin and that can be reliably compared. The
transport of risk from the study population to the refer-
ence populations contains inherent uncertainties and re-
quires unproven assumptions. But this unavoidable un-
certainty does not justify lack of rigor. When different
studies make different ad hoc choices in the selection of
population data and in the details of rather complex com-
putations, the choices need not have major overall im-
pact, but they need to be clearly defined unless they ob-
scure the results and their dependence on various aspects
of the risk modeling.

Concepts and quantities

The subsequent considerations can be kept on a fairly
simple level. For a deeper analysis of the various con-
cepts and quantities and their interrelation, the reader is
referred to the treatment by Vaeth and Pierce [5], to the
paper by Thomas et al. [6], and to the summaries in ear-
lier UNSCEAR reports [7, 8].

Relative risk or absolute risk transportation

Before specific quantities are considered, one major 
issue needs to be determined. This is the choice whether
the excess relative risk or the excess absolute risk is 
taken to be the same in the study population and in the
reference population. When individual tumor sites are
considered, the choice between relative risk (RR) trans-
portation and absolute risk (AR) transportation will
vary according to circumstances, and in some cases it
may be necessary to employ intermediate procedures.

However, when all solid tumors are combined, the
choice between the RR and the AR transportation is not
critical; UNSCEAR [3] obtained with the AR transporta-
tion risk coefficients that are about 10% less than those
obtained by the RR transportation. In the interest of sim-
plicity only RR transportation will be considered here.

Lifetime attributable risk, LAR

The formal expression of the risk coefficient needs to be
considered next. In radiation protection considerations
the risk coefficient is usually taken to be the average of
the coefficients for the two genders. However, to simpli-
fy the subsequent formulae, all quantities will be taken
to be sex specific unless otherwise noted. Reference will
here be made to the quantity LAR which is defined be-
low. But more complicated quantities (REID and ELR)
have been considered and while they may not be re-
quired in practice, their definitions and their relation to
LAR are, nevertheless, explained in a subsequent section.

Most commonly, risk coefficients are expressed in
terms of lifetime attributable risk, either for a specified
age, e, at exposure (LAR(e)/Gy) or averaged over all 
ages at exposure (LAR/Gy). The quantity LAR(e) has 
earlier been termed risk of untimely death [RUD(e)], but
this somewhat abstract name is here avoided in favor of
the more familiar term. The equation for lifetime attrib-
utable risk has been given by Vaeth and Pierce [5]:

(1)

where e and a are age at exposure and attained age, re-
spectively, mE (a) is the excess cancer mortality (due to
an exposure at age, e) while m(a) is the spontaneous can-
cer mortality rate and L is the latent period. The survival
function, i.e. the probability at birth to reach at least age
a, is denoted by S(a). The ratio S(a)/S(e) is the condi-
tional probability of a person alive at age e to reach at
least age a.

The terms S(a) and S(e) in Eq.(1) refer to the survival
function not of the exposed, but of the unexposed popu-
lation. This simplifies the concept and makes LAR pro-
portional to ERR and independent of the non-cancer ex-
cess mortality which is difficult to quantify. Use of the
unreduced survival function also implies that at higher
doses where there is substantial life shortening, LAR is
somewhat larger than the actual number of attributable
cancer deaths per exposed person. However, this differ-
ence is of little or no practical concern, since no summa-
ry risk coefficient is sufficiently specific and precise to
serve as an accurate quantitative parameter at high doses.
Moreover, it might be perceived as awkward if risk coef-
ficients were marked down because irradiation “pre-
vents” some cancers by causing people to die at earlier
ages.
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Formulae for LAR

The excess relative risk, which has been written in the
abbreviated form, ERR(a), in Eq.(1), can be factorized in
a dose (D) dependent, but gender-averaged reference
value, ERRref, and an age (a, e) and gender (s) dependent
modifying function, µ:

(2)

Omitting the argument D in ERRref(D) and in LAR(e),
Eq.(1) then takes the form:

(3)

A more specific formulation invokes one of the two fa-
miliar projection models. The traditionally applied age
at exposure model postulates a modifying function µ that
depends only on age at exposure, e, and does not de-
crease in time after exposure. The parameter ERRref is, in
this model, usually related to age 30 at exposure; ERRref

is, therefore, written ERR30:

(4)

(+ for females, – for males). In agreement with earlier
analyses [9, 10, 11], typical parameter values are
g=0.039/y and s=0.33 [4].

The more recent attained age model [12, 13] invokes
a modifying function µ that depends only on age at-
tained, a. In this model, the reference age 60 is a suitable
choice; ERRref is, therefore, written ERR60:

(5)

(+ for females, – for males). ERR60 in the attained age
model is numerically close to ERR30 in the age at expo-
sure model. Typical parameter estimates are g=0.025/y
and s=0.34 [4].

The computations for UNSCEAR with the attained
age model invoke (rescaled to reference age 60):

(6)

(+ for females, – for males; s=0.4). The power function
leads to a rapid increase of ERR values at very young ag-
es. A current reanalysis [4] retains, therefore, the some-
what more moderate exponential attained age modifier
[Eq.(5)] that was used originally with the attained age
model [12].

In subsequent formulae or statements, which apply
both to ERR30 and ERR60, the symbol ERRref stands for
either quantity.

For a specified model, i.e. a specified modifying
function, it is straightforward to compute LAR from an
exposure that occurs either acutely with a given proba-
bility per year or with constant low dose rate throughout

life. The two scenarios lead to the same result, since a
linear dose relation independent of dose rate is assumed
in the concept of the nominal risk factor [1]. The lifetime
attributable risk is then obtained as the average of
LAR(e) over life (see [5]). Using the abbreviation, c, for
the life expectancy at birth,

(7)

one obtains:

(8)

and the conversion factor between ERRref and LAR is:

(9)

Alternative quantities, REID and ELR

More complicated concepts than LAR are not actually re-
quired, but one such concept, the quantity risk of expo-
sure induced (cause specific) death, REID [7], deserves
consideration, because it is used in the most recent report
by UNSCEAR [3]. REID for solid tumor mortality dif-
fers from LAR in being defined with reference to the ac-
tual survival function after the radiation exposure. The
formula in Eq.(1) is then replaced by:

(10)

where S(a,D) and S(e,D) represent the survival function
of the population after exposure to dose D.

If REID were to be applied in radiation protection
considerations, its values for different doses would be re-
quired. However, UNSCEAR has given only the values
for 0.1 Sv, which do not differ appreciably from LAR,
and the values for 1 Sv which are smaller than LAR at 1
Sv by about 10% for solid tumor mortality. Regardless of
the question of practical applicability, it would be diffi-
cult to derive reliable values of REID because there is in-
sufficient information to specify a dose-dependent sur-
vival function. Survival after a substantial radiation ex-
posure is diminished due to radiation-induced cancer and
non-cancer mortality. At doses of several Gy this also 
includes acute mortality. Recent studies among the 
A-bomb survivors show that there is late radiation-
induced non-cancer mortality, but it remains difficult to
quantify its dose dependence [14]. More is known about
acute radiation mortality after high doses, but it is recog-
nized to depend on the level of medical treatment which,
in turn, varies with circumstances.

For these reasons it is unclear why UNSCEAR [3]
refers, in spite of these various difficulties and limita-
tions, to the quantity REID. There is an additional com-
plication. In the absence of a specific statement on non-
cancer mortality it seems likely that the calculations 
for UNSCEAR are actually directed not at REID but at 
an intermediate concept, REID**(see Fig. 1) that disre-
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gards both late and acute radiation-induced non-cancer
mortality. To give a feeling for the different quantities,
Fig. 1 presents the quantities LAR and REID (upper sol-
id line and upper dashed line) for the standard popula-
tion that is specified in a subsequent section. The inter-
mediate quantities REID** that disregards all non-can-
cer mortality and REID* that disregards merely acute
mortality are indicated by the dotted lines. In this exam-
ple an exposure at age 30 is assumed, and a linear dose-
dependence with a gender-averaged ERR=0.5/Gy for
solid cancer mortality. The dose dependence is taken not
to bend downwards at high doses, which amounts to an
overestimation. The late non-cancer mortality is – in the
absence of better information – taken to have a thresh-
old at 0.5 Gy and beyond this postulated threshold a
slope of ERR=0.1/Gy is assumed. The acute radiation
induced mortality is represented – again with unavoid-
able degree of arbitrariness – by a median lethal dose
(LD50) of 5 Gy and a half width of the distribution of le-
thal doses of 2.5 Gy. The main point is that REID, in its
original definition [7], decreases rapidly at high doses
and that the modification of the definition makes a con-
siderable difference. It is also seen that the various
quantities are not substantially different from LAR at
low and intermediate doses.

The (cause specific) excess lifetime risk, ELR, is an-
other quantity that has been adduced to express lifetime
risk [15, 16]. It is the difference between the probability
to die of cancer after the irradiation and the probability
to die of cancer if unexposed. At high doses, i.e. when
lifetime is considerably reduced, ELR assumes negative
values. While there is little reason to invoke ELR in radi-
ation protection considerations, it is included in Fig. 1
(lower dashed line) to show – as has been done with
REID – its relation to the simpler and more suitable
quantity LAR.

Conversion factors

ICRP data for the reference populations

In their risk computations [2] for ICRP [1] Land and Sin-
clair have chosen five reference populations. They have
documented the input population data in terms of the ac-
tuarial survival curves, S(a), and the age-dependent solid
cancer mortality rates, m(a), for each population and the
two genders. These same data are summarily represented
in Figs. 2 and 3. The heavy dashed lines represent a sur-
rogate data set which will be discussed in the subsequent
section; it can serve as an ad hoc substitute for the five
ICRP reference populations to simplify risk transport
calculations.
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Fig. 1 Lifetime attributable risk, LAR, (upper solid line), risk of
exposure induced (cause specific) death, REID (upper dashed
line), and the intermediate quantities REID** that disregards all
non-cancer mortality and REID* that disregards merely acute mor-
tality (dotted lines). The (cause specific) excess lifetime risk, ELR,
is also included (lower dashed line). The quantities are given for a
linear dose dependence and the solid cancer mortality in the stan-
dard population [see Eq.s (15) and (16)]

Fig. 2 The survival functions of the five reference populations
chosen by ICRP (light lines) and, for comparison, the survival
function for the tentative standard (dashed lines) discussed in the
subsequent section [see Eq.(15)]

Fig. 3 The age-specific solid cancer mortality rates of the five ref-
erence populations chosen by ICRP (light lines) and, for compari-
son, the rates for the tentative standard (dashed lines) discussed in
the subsequent section [see Eq.(16)]. The cancer death rate in the
five reference populations is taken to be constant after age 87



Results in terms of the conversion factor LAR/ERR

Values for members of the public

The conversion factors obtained for the five reference
populations of ICRP with the unchanged population data
of ICRP [2] and their averages are listed in the first six
columns of Table 1. Also included are the mean duration
of life in each population and the lifetime cancer mortali-
ty. The conversion factors are given for the attained age
model [Eq.(5)] and the age at exposure model [Eq.(4)].
The last column gives the conversion factors that result
for a standard population that will be considered in the
subsequent section. As explained, the conversion factors
refer to a constant low dose rate exposure throughout life
or to acute low dose exposures, at a random age.

The age at exposure model predicts – at the present
stage of the follow-up of the A-bomb survivors – a sub-
stantially larger lifetime attributable risk from childhood
exposures than from exposures at later age. This is re-
flected in the large difference of the conversion factors
for the two projection models.

For considerations that relate specifically to occupation-
al exposure, somewhat different values of conversion fac-

tors result which correspond to the exposure of a working
population represented – in line with the choice of ICRP
[1] – by an exposure period from age 25 to 65. The compu-
tations are changed only by the choice of the integration
limits to 25 and 65 in Eq.(9). Table 2 gives the results.

The choice of the projection model is uncritical for
occupational exposures; the conversion factors for the
two models are similar in this case.

Reference to lifetime fractional risk, LFR

LAR specifies for a person exposed to a low dose the ra-
diation-related excess probability for a fatal cancer. If, as
is usual, the concept is applied to an exposed population,
it specifies the expected number of fatalities, and such
numbers – when they are not linked to the number of
spontaneous cases – can be misleading. It is then more
conducive for a realistic perception of risk to refer to a
relative number. Such a number is obtained if LAR is
scaled to the lifetime spontaneous cancer mortality (or
incidence) in the reference population:

(11)

253

Table 1 Conversion factors,
LAR/ERRref, for the five popu-
lations chosen by ICRP, and the
averages of these factors. The
results are given both for the
attained age model [Eq.(5)] and
the age at exposure model
[Eq.(4)]. Using a power func-
tion in a with the attained age
model [Eq.(6)] leads to average
conversion factors that are 
larger by about 6%. The last
column gives conversion fac-
tors that result for the tentative
standard population defined in
the subsequent section. Note
that ERRref (i.e. ERR60 or
ERR30) is a gender-averaged
value that depends only on dose

All ages at exposure

US UK Japan China Puerto Rico Average Standard

Mean lifetime

Males 71.7 72.5 75.9 69.6 72.6 72.5 72.8
Females 78.5 78.3 81.8 71.9 79.6 78.0 78.1

Lifetime cancer mortality

Males 0.21 0.25 0.23 0.13 0.18 0.20 0.20
Females 0.18 0.22 0.17 0.10 0.15 0.16 0.16
Both genders 0.20 0.24 0.20 0.12 0.17 0.18 0.18

Age attained model – LAR/ERR60

Males 0.099 0.115 0.100 0.066 0.082 0.092 0.092
Females 0.155 0.188 0.135 0.095 0.123 0.139 0.139
Both genders 0.127 0.151 0.118 0.081 0.102 0.116 0.115

Age at exposure model – LAR/ERR30

Males 0.153 0.179 0.155 0.095 0.132 0.143 0.145
Females 0.237 0.289 0.209 0.138 0.193 0.213 0.216
Both genders 0.195 0.234 0.182 0.116 0.163 0.178 0.180

Table 2 Conversion factors,
LAR/ERRref, for the five popu-
lations chosen by ICRP, and the
averages of these factors. The
results are analogous to those
in Table 1, but they refer to a
working population (exposure
ages 25 to 65 years)

Working population (ages at exposure 25 to 65)

US UK Japan China Puerto Rico Average Standard

Age attained model – LAR/ERR60

Males 0.104 0.120 0.108 0.067 0.088 0.097 0.096
Females 0.167 0.201 0.149 0.098 0.134 0.150 0.147
Both genders 0.136 0.161 0.128 0.083 0.111 0.124 0.122

Age at exposure model – LAR/ERR30

Males 0.091 0.106 0.095 0.054 0.081 0.086 0.086
Females 0.146 0.177 0.132 0.080 0.122 0.131 0.132
Both genders 0.119 0.141 0.113 0.067 0.102 0.108 0.109
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The resulting overall excess relative risk is here termed
lifetime fractional risk1

(12)

The LFR per unit dose can serve as an alternative form
of the nominal risk coefficient. Numerical values are not
given since they can easily be derived from Tables 1 and
2 for a specified ERRref. Apart from being more sugges-
tive of the actual level of a radiation risk than the LAR
per unit dose, LFR has the added advantage that it is
more stable with regard to changing population data.

LAR increases substantially with the longevity of a
population. The risk coefficient, as now expressed in
terms of LAR, is thus substantially larger for developed
countries than developing countries. The largest value of
LAR among the five ICRP reference populations exceeds
the smallest value by a factor 2 for either of the projec-
tion models and equally for a population of all ages or a
working population (see Tables 1 and 2). In fact, LAR
would nearly vanish for the population in an underdevel-
oped country, and while this expresses, of course, the
fact that other hazards are of dominant concern in such
populations, it would still convey a wrong message with
regard to radiation protection.

In contrast, LFR is the ratio of two quantities that in-
crease both with the longevity of a population, which ex-
plains why the value of LFR for a specified ERRref does
not vary greatly between the ICRP reference populations
(either of all ages or of working ages). For a given pro-
jection model, LFR differs not by more than 20% be-
tween any of the ICRP reference populations. The life-
time relative risk coefficient, LFR, is thus a stable and
meaningful parameter.

Expressed in terms of Eq.(12) and the average LAR
and the average B for the five ICRP reference popula-
tions, LFR is:

(13)

Essentially the same relationship pertains if LFR is com-
puted as an average of the LFR values of the five indi-
vidual reference populations.

Divergent concepts: 
collective risk versus individual risk

The definition of LAR or of the more complicated quantity
REID invokes – as presented here [see Eqs.(1), (8), (10)]
and previously [2, 5] the survival function S(a). The result-
ing risk coefficient expresses the probability of harm for an
individual, whether exposed at a specified age (LAR(e)) or

throughout life (LAR). The risk coefficient LAR can, for
example, be invoked to express the presumed risk for an
individual from lifelong exposure to natural background
radiation or to a lasting elevated radiation level. Similarly
the LAR can express the risk to a worker from exposures
during his working life from age 25 to 65.

A somewhat different concept is related to the collec-
tive detriment, rather than the individual risk. One in-
vokes in this case not the risk to a member of the popula-
tion. Reference is, instead, made to the total detriment in
an exposed population or a subgroup of a population.
One uses, accordingly, in Eq.(8) the actual distribution of
ages, n(e), of the population or the subgroup of the popu-
lation that is under scrutiny:

(14)

Both concepts, the individual-related and the population-
related measure of risk, are meaningful and have specific
applications. But confusion must arise when the nature
of the quantity is not spelled out. Thus, it is not suffi-
ciently appreciated that ICRP [2] gives the individual-
related risk quantity LAR, while UNSCEAR [3] has de-
rived the population-related risk quantity LAR. Diverg-
ing definitions may not be entirely avoidable. However,
it is necessary to state clearly the definitions and to bring
out – at least in exemplary fashion – the general magni-
tude of the numerical differences between differently de-
fined quantities.

Growing population numbers in most nations of the
world imply that the actual age distributions, n(a), differ
substantially from the equilibrium age distributions,
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Fig. 4 Comparison of the equilibrium age distribution, S(a), for
two populations with the actual age distributions, n(a). The data
refer to both genders combined. The distributions for Puerto Rico
are from [2, 17]. The data for Germany are from the national sta-
tistical office [18]. The distributions, n(a), are normalized to the
area under S(a) [the life expectancy, see Eq.(7)] of the two popula-
tions

1 In computations that refer to specific cases it can be more appro-
priate to use in the definition of LFR as denominator the spontane-
ous cancer mortality (or incidence) over a specified period. For
example if the radiation risk from screening by mammography is
to be assessed, it is natural to refer to the time interval from begin-
ning of screening onwards.



S(a), with a significant shift towards younger ages. The
age distribution that has been used in the UNSCEAR
calculations for Puerto Rico can serve as an example.
Figure 4 compares in the upper panel the distribution
n(a) with the equilibrium distribution S(a) for Puerto 
Rico. An aging population with low birth rates is the op-
posite case; in the lower panel of Fig. 4, Germany is cho-
sen as an example. For easier comparison with S(a), n(a)
is normalized to the area under S(a), i.e. to the life ex-
pectancy at birth [see Eq.(7)].

Table 3 gives the resulting conversion coefficients.
The essential point is the substantial increase of LAR for
a “young” population under the age at exposure model.
In the example of Puerto Rico the conversion factor is
LAR/ERR30=0.163 in terms of the individual-related risk
quantity, but LAR/ERR30=0.205 in terms of the popula-
tion-related risk quantity. For the attained age model the
difference is substantially less: for the individual-related
risk quantity the conversion factor is LAR/ERR60=0.102,
for the population-related risk quantity it is LAR/ERR60=
0.112. For an “aged” population the differences are much
smaller. In the example of Germany, for both risk models
the individual-related risk quantity and the population-
related risk quantity differ only slightly.

For occupational exposures, i.e. for exposures in the
age range 25–65 the differences in the conversion factors
are generally less. However, the population-related con-
cept – if taken seriously – would require an even more
detailed formulation in terms of gender-specific age dis-
tributions for the occupations in question. There appears
to be little need for such exercises in accuracy. Generally
speaking, the notion of the individual-related lifetime at-
tributable risk as employed by ICRP appears to be more
natural in relation to nominal risk coefficients than any
concept that is sensitive to demographic variations.

Specification of a standard population

The tabulated conversion factors can facilitate the com-
parison of risk coefficients in terms of the five reference
populations selected by ICRP. In the interest of stable
numerical values and meaningful comparisons it appears
advisable to retain, for the time being, the reference pop-

ulations and the cancer and survival data specified by
ICRP [2]. Eventually, however, it will be desirable to de-
fine a standard population that can serve as a simpler,
more practical reference. The choice of a suitable con-
vention ought to be made by an official scientific body,
such as the ICRP.

As an interim solution, analytical expressions for the
sex-specific population survival functions and the cancer
mortality rates can be invoked that provide nearly the
same LAR as the utilization of the five ICRP reference
populations. The survival functions are in this ad hoc
“standard” represented by a Gompertz expression:

(15)

with c1=0.0015, c2=0.0820 for males and c1=0.0005,
c2=0.0905 for females.

The solid cancer mortality rates are modeled by the
familiar power functions with some bending over at high
ages:

(16)

with k=0.0045, r=6 for males and k=0.0030, r=5 for fe-
males.

These dependencies are compared in Figs. 2 and 3 to
the data for the five ICRP reference populations. To
avoid unreadable diagrams the curves for the five refer-
ence populations have been indicated by light lines with-
out identification of the countries. They are meant mere-
ly to indicate the bandwidth of the values and the rough
agreement with the analytical expressions. The last col-
umns in Tables 1 and 2 give the conversion factors that
result for this tentative standard.

Conclusion

Deriving nominal risk coefficients is one of the major
aims of modeling computations with epidemiological 
data, such as the information from the follow-up of the
A-bomb survivors [9, 10, 11]. While risk coefficients are
subject to considerable uncertainties, they are neverthe-
less a critical input into regulatory decisions.
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Table 3 Conversion factors, LAR/ERRref, for Puerto Rico (an ex-
ample of a young population with high birth rate) and Germany
(an example of the opposite case). The results are given both, for
the attained age model (a-model) [Eq.(5)] and the age at exposure

model (e-model) [Eq.(4)]. The results refer to both age groups, i.e.
all ages at exposure and a working population with exposure ages
25 to 65 years. The data for Puerto Rico are from [2, 17], the data
for Germany from [18, 19]

LAR/ERRref All ages at exposure Working population 
(ages at exposure 25–65 years)

e-model a-model
e-model a-model

Puerto Rico Individual-related 0.163 0.102 0.102 0.111
Population-related 0.205 0.112 0.110 0.113

Germany Individual-related 0.209 0.132 0.129 0.141
Population-related 0.198 0.134 0.134 0.143

m a k a ar r( ) ( / ) exp . ( / ) .= " " # "( ) +60 0 06 60 0 00004



The new risk estimates recently reported by UNSCEAR
[3] attest to the continued effort at extending the data and
improving the modeling computations. The results need
to be compared to the current ICRP risk estimates, and
future estimates will, in turn, be compared to the values
presented by UNSCEAR [3]. The numerical compari-
sons have not been the object of the present consider-
ations. They are considered elsewhere [4], and it is seen
that the difference of conventions can have substantial
impact on the resulting risk estimates. The present dis-
cussion has, instead, been focused on the concepts and
computations that are required in the derivation of risk
estimates and on the population data that are used to
convert excess relative risk (ERR) into lifetime attribut-
able risk (LAR) or lifetime fractional risk (LFR).

ICRP has selected five reference populations and has
specified the required population data. This selection is
of necessity arbitrary, and if some degree of arbitrariness
is accepted, there is little reason to keep updating the
survival and cancer data for the reference populations.
Instead, the reference needs to be seen as a standard that
makes the nominal risk coefficients insensitive to chang-
ing parameters that are unrelated to new insights on radi-
ation risk. In this sense it appears desirable to adopt a
standard population that can serve as an agreed upon
component in the definition of nominal risk coefficients.
A tentative standard has here been considered that is
largely equivalent to the five ICRP reference popula-
tions. However, this is meant to be at best an ad hoc sur-
rogate for the combination of the five standard popula-
tions. An actual standard would have to be chosen and
adopted by an official scientific body, such as ICRP.

Adopting a standard will, of course, not exclude spe-
cific efforts that might be directed towards the derivation
of estimates for national populations or specific critical
subgroups of a population. But even then the standard
values will remain a useful guideline; they will help to
judge whether detailed computations are warranted or
whether they are insignificant in comparison to the in-
herent uncertainty of the risk estimates.

Being summary parameters, the nominal risk coeffi-
cients are meaningful when they are applied to a broad
group of cancers, such as all solid tumors taken togeth-
er. For certain considerations it can be of interest to
work out the contribution of specific tumor entities to
the total risk. This involves the same type of computa-
tions that have been discussed here, but the assessments
would be directed at specific national or ethnic popula-
tions, and there is, accordingly, less need or possibility
for standardized computations. Similarly, it would be
complicated to extend the present considerations to leu-
kemia. The required computational detail appears to be
unjustified in view of the relatively minor contribution
of leukemia to the total cancer risk coefficient and also
in view of the fact that nominal risk coefficients are, as
the term indicates, general guidelines rather than firm
numbers. While precise modeling computations are re-
quired in cases such as the derivation of probabilities of
causation, it is sufficient with regard to the overall nom-

inal risk coefficient to account for leukemia in a sum-
mary fashion, as is the case in the current ICRP recom-
mendations.

While the need for a standardization has been stated,
it is perhaps equally important to emphasize the advan-
tage that can be gained by moving away from stating
risk coefficients (in terms of LAR) which specify the
probability or the expected number of radiation-in-
duced fatalities (or cases), and to turn, instead, towards
the use of relative risk coefficients (in terms of LFR)
which quantify the fractional increase of the cancer
mortality. This quantity is – apart from being more sug-
gestive of the factual impact of a risk – less dependent
on the population data that enter the computation of the
risk coefficients. But even risk coefficients expressed in
relative terms, i.e. with reference to the lifetime frac-
tional risk, will require a well defined computational
convention to permit reliable comparisons and to en-
sure the necessary transparency of the underlying com-
putations.
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In the absence of epidemiological information on the effects of

neutrons, their cancer mortality risk coefficient is currently tak-

en as the product of two low-dose extrapolations: the nominal

risk coefficient for photons and the presumed maximum relative

biological effectiveness of neutrons. This approach is unneces-

sary. Since linearity in dose is assumed for neutrons at low to

moderate effect levels, the risk coefficient can be derived in terms

of the excess risk from epidemiological observations at an inter-

mediate dose of g rays and an assumed value, R1, of the neutron

RBE relative to this reference dose of g rays. Application of this

procedure to the A-bomb data requires accounting for the effect

of the neutron dose component, which, according to the current

dosimetry system, DS86, amounts on average to 11 mGy in the

two cities at a total dose of 1 Gy. With R1 tentatively set to 20

or 50, it is concluded that the neutrons have caused 18% or

35%, respectively, of the total effect at 1 Gy. The excess relative

risk (ERR) for neutrons then lies between 8 per Gy and 16 per

Gy. Translating these values into risk coefficients in terms of the

effective dose, E, requires accounting for the g-ray component

produced by the neutron field in the human body, which will

require a separate analysis. The risk estimate for neutrons will

remain essentially unaffected by the current reassessment of the

neutron doses in Hiroshima, because the doses are unlikely to

change much at the reference dose of 1 Gy. q 2001 by RadiationResearch

Society

INTRODUCTION

Beginning with Report 26, the ICRP has linked recom-
mendations for radiation protection to numerical risk estimates
for the late, stochastic health effects of low radiation doses
(1, 2). Continued investigations have developed these risk es-
timates further, and the 2000 UNSCEAR report (3) presents
a detailed synopsis of current knowledge.
The late effects of high doses, such as 1 Gy or more, of

sparsely ionizing radiation to the whole body are known re-
liably from various epidemiological observations, including

1 Author to whom correspondence should be addressed at Radiobio-

logical Institute, University of Munich, Schillerstrasse 42, D-80336 Mu-

nich, Germany; e-mail: amk.sbi@lrz.uni-muenchen.de.

the follow-up of the A-bomb survivors (4–6). At lower doses,
the observations are inevitably imprecise, and risk estimates
must be based on extrapolations that cannot account for, nor
are they intended to account for, the complexities in the re-
sponse to very low doses that have been seen in radiobiolog-
ical studies but that have not been related to health effects in
humans.
Apart from the possible complexities at very low doses,

any extrapolation remains uncertain, because varying de-
grees of curvature are seen in the dose–responses relation-
ships from radiobiological investigations or epidemiologi-
cal studies. This type of uncertainty is common in risk as-
sessment and needs to be accepted. It applies equally, or in
an even more complex manner, to chemical or biological
carcinogens.
In the current treatment of this problem, the uncertainty is

compounded for fast neutrons by an added and even more
tentative extrapolation. In the absence of epidemiological data
that are informative with regard to the late effects of neutrons,
recourse is made to radiobiological studies. This is done by
accepting the nominal risk coefficients for photons and mul-
tiplying them by presumed values, which are inferred from
experimental investigations, of the maximum relative biolog-
ical effectiveness, RBEmax, of neutrons at low doses or low
dose rates. The resulting product of two nominal numbers,
each the result of an extrapolation to effect levels below ex-
perimental observation, is subject to uncertainties that are dif-
ficult to assess. In controversial discussions on neutron risks,
this procedure has been open to misuse when RBEmax values
were taken from selectively chosen experimental systems.
It is argued here that, as far as the neutrons are con-

cerned, the established procedure contains entirely unnec-
essary steps. In the absence of direct epidemiological evi-
dence for neutrons, there is, of course, a need for linking
epidemiological information for photons with appropriate
information on the RBE of neutrons derived from experi-
ments. However, there is no need to invoke low-dose ex-

trapolations, i.e. the nominal low-dose risk estimate for

photons and the putative RBEmax, since for neutrons, in con-

trast to g rays or X rays, linearity in dose over a broad

range is accepted for purposes of risk modeling. Accord-

ingly, the dose coefficient is assumed not to decrease at low

doses, and it can therefore be derived reliably from data at
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moderate doses if such data are available. The simplified
approach will be employed to infer the neutron risk coef-
ficient from the solid cancer mortality data for the A-bomb
survivors and from tentative values of the neutron RBE
relative to an intermediate reference dose of g rays.
The neutron risk estimate is of interest in itself, because

neutron risks are discussed increasingly in radiation protec-
tion with regard to issues such as the transport of reactor
fuel elements or exposures at aviation altitudes. However,
it is also relevant for the risk estimates for g rays from the
data on the A-bomb survivors which have been developed
by international risk assessment and protection committees
such as ICRP (2) and UNSCEAR (3) as well as many na-
tional bodies such as NCRP (7, 8), NAS (9) and NRPB
(10). The reason is that the radiation in Hiroshima espe-
cially, but also in Nagasaki, contained an admixture of fast
neutrons that needs to be accounted for. In past computa-
tions, the contribution of the neutrons to the observed
health effects has been considered to be minor. It has there-
fore been treated in a summary fashion, which has led to
assertions that the inferences on the effects of low-dose g
rays might be seriously confounded by insufficiently un-
derstood contributions by neutrons (11, 12). The approach
that is outlined here can contribute to a resolution of this
issue, although this is not part of the present study.

THE CURRENT APPROACH

With the earlier A-bomb dosimetry system, TD65 (13),
the neutrons were assumed to be a major contributor to the
observed health effects (14, 15). When the dosimetry sys-
tem currently employed, DS86, specified a substantially
smaller neutron contribution at Hiroshima (16), these as-
sumptions seemed to be disproved, and the data were sub-
sequently deemed to be uninformative with regard to the
contribution of neutrons. The neutron doses were accord-
ingly accounted for crudely by assigning a weighting factor
of 10 to the neutron absorbed dose to the colon. The re-
sulting dose dependence for the excess relative risk (ERR)
of all solid cancers combined was found to be indistin-
guishable from a linear relationship (4, 5).
At higher doses, the dependences have negative curva-

ture; i.e., they bend down. In the analysis, this can be ac-
counted for by an added term in dose, usually a negative
exponential. If a sufficiently low cutoff in dose (2 Gy) is
invoked, the added term can be disregarded.
In the majority of radiobiological experiments with X or

g rays, upward-curved dose dependences are obtained. This
applies to cell studies (chromosome aberrations, transfor-
mation studies) as well as to animal experiments examining
tumor incidence after radiation exposure (17). The upward
curvature is taken to be a reflection of the fact that photon
radiation has low efficiency at low doses and becomes more
effective at higher doses, where sublesions produced by
several ionizing particles (electrons) can interact to produce
the critical damage. This interpretation is supported by the

observation, in most experimental studies, of a time factor
for sparsely ionizing radiation, i.e. by the fact that dose rate
at higher doses is an important modifying factor, low dose
rate being associated with more time for repair of suble-
sions and accordingly with reduced effect.
The data on leukemia for the A-bomb survivors (6) ex-

hibit an upward-curved dependence of the ERR on dose;
i.e., they agree with the radiobiological experience. The
seemingly linear dependence for solid cancer, however, ap-
pears to be at variance with the majority of radiobiological
observations. There are various factors that could mask an
underlying linear-quadratic dose dependence. Thus it is
conceivable that a quadratic component in dose is con-
cealed, even at moderately high doses around 2 Gy, by the
bending over that becomes clearly recognizable only at
higher doses (18). A fit to a linear dose dependence thus
would not necessarily overestimate the initial slope. It is
equally possible that the initial slope is less than the overall
slope up to 1 or 2 Gy, but that this is not detected due to
the statistical uncertainty in the data (18). This latter inter-
pretation has been adopted in the considerations that led to
the risk estimates in ICRP 60 (2). For solid cancers, too,
the nominal risk coefficient was therefore taken to be
roughly half the value obtained from a purely linear fit. In
ICRP terminology, a dose and dose-rate effectiveness fac-
tor, DDREF, was assumed and was set equal to 2 both for
leukemia and for solid cancers. This factor has remained
controversial, which reflects the fact that the risk coefficient
for photons is subject to more uncertainty than the ERR
from an intermediate g-ray dose.
Since neutron risk estimates could not be based on direct

epidemiological evidence, it was believed that they had to
be obtained by multiplying the risk coefficient for photons
by a factor that represents low-dose limiting values, RBEmax,
of the neutron RBE. This procedure involves various extrap-
olations and unnecessary uncertainties. To reduce these un-
certainties, the risk coefficient for neutrons will be assessed
here by a more direct approach.

THE MORE DIRECT APPROACH

Reference to Observable Quantities

The diagram in Fig. 1 serves to explain the different ap-
proaches to the derivation of the risk coefficient, an, of neu-
trons. The lower solid curve represents schematically a lin-
ear-quadratic dose dependence of the ERR as it may apply
to epidemiological data for a cohort of persons exposed to
g rays alone. In reality, there is no such study for solid can-
cers combined. The most informative study is that of the A-
bomb survivors, who were exposed to a field of g rays with
some admixture of neutrons. However, the logic of the pre-
sent approach is best brought out in terms of a dose–response
relationship for g rays alone; the necessary correction for the
neutrons will be worked out subsequently.
The presumed initial slope of the dose dependence, i.e.
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FIG. 1. Schematic diagram of a dose dependence of the excess relative

risk after an acute g-ray exposure and of the dependence for fast neutrons

that is inferred in terms of the relative biological effectiveness, R1, of

neutrons relative to the reference g-ray dose, D1 5 1 Gy. The dose re-

sponse for g rays (solid curve) is represented as being linear-quadratic.

The lower broken line indicates the initial slope of the dose response.

The upper broken line indicates the reference slope c 5 ERR1/D1.

FIG. 2. The ratio of neutron absorbed dose to g-ray absorbed dose in

Hiroshima as a function of total dose. The doses refer to the organ-

averaged doses that equal the marrow dose (see Appendix). The solid

curve corresponds to the current dosimetry system, DS86. The dotted

line represents an earlier estimate (32) that was based on thermal neutron

activation measurements but has now been discarded. The dashed curve

represents an intermediate adjustment that is still consistent with prelim-

inary 63Ni measurements (34, 35). Three ground distances are indicated.the risk coefficient for g rays, is denoted by a (see lower
broken line in Fig. 1). Because it is difficult to determine
the effect of small doses in an epidemiological study, a is
poorly known. A more reliable parameter is the effect,
ERR1, at an intermediate reference g-ray dose, D1, chosen
here to be an acute dose of 1 Gy. The slope of the straight
line from the origin to the point at D1 (upper broken line)
is termed the reference slope, c 5 ERR1/D1. If the dose–
response relationship is curved upward, its slope at D1 ex-
ceeds the reference slope, but the reference slope will be
roughly equal to the overall slope that is obtained when a
linear dose–response model is fitted to data in a dose range
that includes D1 as an intermediate value. The reason is that
a curved dose dependence may be fitted poorly at low and
at high doses by a linear dose dependence, but the curve
and the linear fit will nearly coincide at an intermediate
dose. The ratio, c/a, of the reference slope to the presumed
initial slope therefore corresponds to the DDREF; i.e., the
photon risk estimate is a 5 c/DDREF.
The dose dependence in the diagram of Fig. 1 has a

shape that corresponds to the DDREF of 2 that has been
postulated by ICRP (2). In reality, there is no general rule
as to the values of DDREF that are observed or estimated
in radiation epidemiology and radiobiology. Examples are
the apparent linearity (DDREF 5 1) in the A-bomb data
for solid cancer (4) and a DDREF of 6 for dicentric chro-
mosome aberrations (19).
In the current approach, the risk coefficient, an, for neu-

trons is set equal to the risk coefficient, a (5 c/DDREF),
for the g rays and the low-dose limit, RBEmax, of the neu-
tron RBE:

a 5 RBE · a 5 (RBE /DDREF) · c.n max max (1)

The formula involves, apart from the reference slope, c,
for g rays, the two extrapolated quantities, RBEmax and
DDREF. With a bandwidth of 20 to 100 for RBEmax and 1
to 10 for DDREF, any neutron risk coefficient between 2c

and 100c could thus be obtained. Carefully reasoned judg-
ment and keeping the RBEmax close to the observations at
intermediate doses have avoided bias in the recommenda-
tions of scientific committees (2, 20). But without formally
stated constraints on the interrelationship of RBEmax and
DDREF (see ref. 21), the equation has permitted both am-
biguity and conflicting statements that have blurred the con-
troversial discussions on the risk of low neutron exposures.
The ambiguity can be avoided. For purposes of risk mod-

eling, the dose dependence is taken to be linear at low to
moderate neutron doses. Hence it is sufficient to determine
from epidemiological data the actually observed ERR1 due
to the reference g-ray dose, D1, and then to consider the
neutron dose D1/R1 that might, in the light of experimental
findings, be equivalent to the reference g-ray dose. In this
notation, R1 is the RBE of neutrons relative to the reference
g-ray dose, D1. The dose coefficient for the neutrons is then
the product of two more tangible values:

a 5 R c, with c 5 ERR /D .n 1 1 1 (2)

While R1 is subject to the uncertainty that is inherent in
consolidating a multitude of experimental results into a
plausible range of representative values, and while any ex-
trapolation from animals to humans must remain tentative,
the estimate an is nevertheless more narrowly constrained
by Eq. (2) than by Eq. (1).

D1 needs to be a moderate dose, one large enough to
permit a reliable determination of the ERR1 in the epide-
miological investigation, yet small enough to avoid the
complication that results from the bending over of the
dose–effect relationships at higher doses. For the A-bomb
data, a reference dose of 1 Gy is a suitable choice and will
be used in the subsequent analysis.
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Choosing a Representative RBE

Equation (2) is less vulnerable to misinterpretation than
Eq. (1), but, as stated above, it remains subject to the dif-
ficulty that radiobiological studies and animal experiments
on tumor induction provide different values of R1. In an
extensive series of studies at the French CEA on male
Sprague-Dawley rats, a fission-neutron dose of 20 mGy was
consistently found to be equivalent to 1 Gy of acute g rays
with regard to both nonlethal (22) and lethal (23) tumors.
This corresponds to an R1 of 50. If the experiments were
evaluated in terms of life shortening, as a proxy for the
tumor mortality, the inferred value of R1 was closer to 30
(23). Substantially smaller values of R1 are suggested by
the major studies of mice in which the results were eval-
uated in terms of life shortening, again as a reflection of
increased tumor mortality (24–26), and the results indicate
complicated dependences on the g-ray dose rate (21). The
broad range of experimental observations makes any choice
of a representative value of R1 judgmental. In line with an
earlier assessment of an ICRP-ICRU liaison Committee and
the synopsis (26) that was used by the Committee [ref.
(27), Table D-1], a low value of R1 5 20 may be taken to
be representative for the experiments on life shortening in
mice, while 50 is a high value based on the results obtained
for tumor induction in rodents. The central value of R1 of
35 in the tentative range of values of 20 to 50 is not in-
consistent with the ratio of 46 of the quality factors for 0.5
MeV neutrons (Q 5 23) and the quality factor for g rays
(Q 5 0.5) proposed by the ICRP-ICRU Committee.
The induction of dicentric chromosomes in human lym-

phocytes is an example of an experimental system that has
been prominent in discussions on the radiation weighting
factor for neutrons. It exhibits a strongly curved depen-
dence for g rays, and, while it is doubtful whether this
particular end point has much relevance to tumor induction
in humans, it exemplifies the need to distinguish the two
RBE values, RBEmax and R1. For dicentric chromosomes,
the observed RBE of neutrons at their most effective energy
of about 0.5 MeV is R1 5 12 relative to a g-ray dose of 1
Gy,2 while the maximum value at low doses is reported to
be RBEmax 5 70 (28, 29).
While the choice of any representative value of R1 must

remain uncertain, it appears reasonable to employ the low
value of 20 and the high value of 50 as guidelines for the
subsequent analysis and to quote the resulting neutron risk
estimates for these values and for a central value of R1 5
35. However, the dependence will be indicated for an even
broader range of putative values of R1.
The experimental radiobiological data refer to fission

neutrons, with neutrons having different energy spectra in
the various investigations. For the purpose of the present
analysis, the values for R1 are related to the energy range

2 The coefficients in a linear-quadratic dose relationship for the induc-

tion of dicentric chromosome aberrations by g rays were (19): a 5 (1.07

6 0.41) 3 10–2/Gy and b 5 (5.55 6 0.28) 3 10–2/Gy2.

0.2 to 1 MeV where neutrons are seen to be most effective
(27).

NEUTRONS IN THE A-BOMB DOSIMETRY

The procedure that has been outlined in the preceding
section is straightforward, but it invokes the ERR1 that has
been caused by a pure g-ray exposure. The A-bomb data,
i.e. the major source of epidemiological information on ra-
diation risk, relate to mixed photon and neutron irradiations.
This does not change the essence of the argument, but it
does require a correction and thus a slight modification of
Eq. (2). Before this is dealt with, some dosimetric issues
need to be considered.
It is still contested whether the dose dependence for Hi-

roshima is co-determined substantially, and perhaps in a
complex manner, by the neutron component of the radiation
which varies with distance and is different in the two cities
(11, 12, 30). The contribution of neutrons had long been
seen as a potentially critical issue (14, 15), and this was in
fact a major driving force toward the dosimetry revision
that led to DS86 (16). In a perhaps premature reaction to
the lower neutron doses specified in DS86, it was then
widely concluded that there was no way to infer and quan-
tify the presumably small magnitude of the neutron contri-
bution to the late health effects in Hiroshima and Nagasaki.
This conclusion needs to be reassessed.
Pierce and Preston (31) have recently presented a new

analysis in terms of the latest data on solid cancer incidence
in the A-bomb survivors (follow-up to 1994). The neutron
issue is not central to their work, but some of its aspects
are considered, and the change in RBE with dose is treated
realistically. In line with the usage in earlier RERF reports
(4, 5), the analysis is related to the colon dose, i.e. the dose
to the deepest-lying, most highly shielded organ.
For the g rays, the choice of the reference organ is not

critical. The doses to the more superficial organs are only
a few percent higher; e.g., they are higher by 8% for the
lung than for the colon. For the neutrons, the difference is
much more critical, with the factor between lung and colon
being about 1.9. Short of accounting for each organ indi-
vidually, an appropriate organ-averaged dose must there-
fore be specified. This requires the shielding factors for the
different organs and weighting factors that account for the
contribution of the organs to the excess cancer mortality
(or incidence). A suitable convention falls within the pur-
view of RERF or ICRP. In the absence of such a conven-
tion, computations are employed in the Appendix. If the
UNSCEAR organ-specific risk contributions are used as
weighting factors, the organ-averaged g-ray doses exceed
the colon doses by a factor of 1.09, while the neutron doses
exceed the colon doses by a factor of 2.1. These are the
values for ages older than 12, and they happen to be almost
exactly in line with the bone marrow doses for this age
range. In the present computations, the organ-averaged dose
is therefore obtained for all age-at-exposure groups with the
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FIG. 3. The risk factor, an, for fast neutrons in terms of the excess

relative risk, ERR/Gy, for solid cancer mortality. ERR is taken here to

be an average for the age at exposure and the age attained model (see

text). The lower curve represents the inferred reference slope, i.e. ERR

from 1 Gy g rays. The values are shown with their dependence on the

assumed neutron RBE, R1, as a function of an acute g-ray dose of 1 Gy.

The gray band represents the 95% confidence interval in the fit to the

solid cancer mortality data.

city- and age-at-exposure-dependent conversion factors
from the colon dose to the bone marrow.
An alternative averaging over organs uses either the

number of cancer deaths in the LSS as weighting factors
or the number of attributable cancer deaths per organ. As
shown in the Appendix, this would lead to the somewhat
smaller ratios of 1.8 or 2.0 for the organ-averaged neutron
doses relative to the colon. The corresponding ratios for the
g rays are 1.06 and 1.08.
The diagram in Fig. 2 represents, in terms of the organ-

averaged doses that equal the marrow dose, the neutron/g-
ray dose ratio, r, i.e. the (average) ratio of neutron absorbed
dose to g-ray absorbed dose. The solid line shows the de-
pendence of r on the total g-ray dose in Hiroshima ac-
cording to the current dosimetry system, DS86. The neu-
tron/g-ray dose ratio for Nagasaki runs parallel to that for
Hiroshima, but is lower by a factor of 3 (16). Because of
this simple proportionality, the dependence for Nagasaki is
not shown separately in the figure. There is no indication
at present that the DS86 estimates for Nagasaki need to be
modified.
To establish the context of the current discussions, the

dotted line shows the relationship originally proposed by
Straume (32) to account for the Hiroshima neutron discrep-
ancy, i.e. for apparent inconsistencies between measure-
ments of thermal neutron activation and the DS86 com-
putations. In view of its inconsistency with the DS86 com-
putations, and in light of current work to resolve the neu-
tron discrepancy, this relationship is now discounted. Pierce
and Preston (31) address a more plausible modification of

DS86 that would correspond to a roughly constant neutron/
g-ray dose ratio of about 0.04 when rescaled to the organ-
averaged dose. Even this modification now appears to ex-
ceed the possible changes that are still consistent3 with the
available 63Ni measurements in samples from Hiroshima
(35, 38). The broken line therefore indicates an analogous
but further reduced modification, with a neutron/g-ray dose
ratio close to 0.02 for the organ-averaged dose.

NEUTRON RISK ESTIMATES FROM THE A-BOMB

DATA

Formulae for a Mixed Radiation Field

The derivation through Eq. (2) of the risk coefficient, an,
for neutrons requires, apart from the assumed value R1, the
numerical value of the reference slope, c 5 ERR1/D1, for
g rays. The observations in Hiroshima and Nagasaki do not
provide c directly, but the parameter can readily be inferred,
with no further assumption, beyond Eq. (2), than additivity
of the effect of the g rays and the neutrons.
For both cities combined and averaged over all person

years at risk in the cancer mortality data set, the neutron/g-
ray dose ratio is r 5 0.011 at an organ-averaged g-ray dose
of 1 Gy. The observed excess relative risk, ERRobs, at the g-
ray dose D1, i.e. at the total absorbed dose D1 (1 1 r), is
the sum of the effect, ERR1 5 c D1, of the g rays and the
effect, an r D1, of the neutrons. Let the observed slope, cobs,
be defined, in analogy to the reference slope, c, as ERRobs/
[D1(1 1 r)]. With D1 5 1 Gy, one then obtains:

c 5 (cD 1 rD a )/(D 1 rD ) 5 (c 1 ra )/(1 1 r).obs 1 1 n 1 1 n

(3)

With c 5 an/R1 (see Eq. 2), this provides the risk coefficient
for neutrons:

a 5 R c (1 1 r)/(1 1 rR ).n 1 obs 1 (4)

The term (1 1 r)/(1 1 rR1) 5 1.011/(1 1 0.011 R1) dis-
tinguishes Eq. (5) from Eq. (2). It converts the observed
slope, cobs, i.e. the slope of the linear dose response for the
actual A-bomb radiation, to the reference slope, c, for the
g rays alone. Accordingly, the g-ray reference slope is

c 5 c (1 1 r)/(1 1 rR ),obs 1 (5)

the difference being that an increases but c decreases with R1.
Table 1 gives, for different assumed values of R1, the

fraction, fn 5 r R1/(1 1 rR1), of the observed effect that is
due to the neutrons. It also gives in column 3 the ratio of
the inferred slope, an, for neutrons to the observed slope
cobs. Column 4 gives the ratio of the inferred g-ray reference
slope to the observed slope, cobs. To illustrate the less than
proportional increase of an with increasing R1, a broader
range of values of R1 is given in the table, beyond the
values 20 to 50. The effect contributions of neutrons for
the values 20 and 50 are 18% and 35%; i.e., the inferred

3 W. Rühm, private communication.
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TABLE 1

Fractional Effect Contribution by Neutrons at (1 1

r) Gy, Ratio an/cobs of the Neutron Risk Coefficient

to the Observed Slope cobs, and Ratio c/cobs of the g-

Ray Reference Slope to the Observed Slope cobs

R1

Effect fraction, fn,

due to neutrons an/cobs c/cobs

10

20

35

50

100

0.10

0.18

0.28

0.35

0.52

9.1

16.6

25.5

32.6

48.1

0.91

0.83

0.73

0.65

0.48

Note. The numbers are given in dependence on the assumed neutron

RBE, R1, relative to 1 Gy g rays.

neutron contribution to the health effects is, even in these
calculations which refer to both cities combined, substan-
tial.4

The sensitivity of the results to the assumed neutron/g-
ray ratio is of interest with regard to both the uncertainty
in the calculation of the organ-averaged dose and the even-
tual resolution of the Hiroshima neutron discrepancy, and
it is therefore useful to consider a numerical example.
Assuming cobs 5 0.5/Gy (see the next section), then if r

at 1 Gy increases from 0.011 to 0.015 due to a neutron
dose revision, the neutron effect contribution for R1 5 20
(50) increases from 18% (35%) to 23% (43%). However,
the risk coefficient, an, for the neutrons decreases from 8.3/
Gy (16.3/Gy) to 7.8/Gy (14.5/Gy), and the g-ray reference
slope, c, decreases proportionally from 0.41/Gy (0.33/Gy)
to 0.39/Gy (0.29/Gy).
If, on the other hand, r at 1 Gy decreases from 0.011 to

0.007 due to an alternative organ dose averaging model,
then the contribution of neutrons for R1 5 20 (50) decreases
from 18% (35%) to 12.3% (26%), while the risk coefficient,
an, for the neutrons increases from 8.3/Gy (16.3/Gy) to 8.8/
Gy (18.6/Gy). The g-ray reference slope, c, increases pro-
portionally from 0.41/Gy (0.33/Gy) to 0.44/Gy (0.37/Gy).

Risk Coefficients in Terms of ERR

With the present approach, the risk estimation for neu-
trons requires no detailed modeling of the dose dependence
for solid cancers. It is sufficient to determine the excess
relative risk, ERRobs, at the g-ray reference dose, D1, of 1
Gy [i.e. total absorbed dose (1 1 r) Gy]. Reference to an
intermediate dose around 1 Gy has the advantage that the
ERRobs can be estimated with the least relative uncertainty.
As seen in nonparametric computations with the A-bomb
solid cancer mortality data [e.g. Fig. 5 in ref. (33)], the
fractional standard error of the ERR is smallest at around
1 Gy. It is also clear on general principles that different
dose models, such as a linear or a linear-quadratic fit, pro-
vide different ERRs at low doses and at high doses near

4 For Hiroshima alone, the values are 22% and 42%; for Nagasaki,

they are 9% and 20%.

the dose cutoff, but will intersect at an intermediate dose
level. At the intermediate dose level, the uncertainty due to
the choice of the dose–response model is therefore the least.
The value ERRobs defines the slope, cobs 5 ERRobs/1 Gy,
and the neutron risk coefficient, an, is then obtained in
terms of cobs from the values in Table 1.
Approximate values of ERRobs can be taken from the

analyses by RERF or by UNSCEAR. Those results were
obtained in terms of colon dose, and a weighting factor of
10 was applied to the neutron absorbed dose component.
Since the weighted colon dose is about 5% larger at 1 Gy
than the colon absorbed dose, while the organ-averaged ab-
sorbed dose is about 10% larger than the colon absorbed
dose (see the Appendix), it follows that, at 1 Gy, the organ-
averaged absorbed dose exceeds the colon weighted dose
by about 5%. The earlier results therefore provide values
of ERRobs that are about 5% larger than the values relative
to the organ-averaged absorbed dose.
UNSCEAR (3) applies the two comparatively simple rel-

ative risk models with different time projections: the age-
at-exposure model (e-model), with modifying factors that
depend on age at exposure and gender; and the attained-
age model (a-model), with modifying factors that depend
on attained age and gender (39, 40). The age-at-exposure
model provides a substantially higher lifetime relative risk
for young ages at exposure. However, the difference does
not appear in the parameter ERRobs if it is expressed either
as ERR30, the gender-averaged ERR at 1 Gy for age at
exposure 30, or as ERR60, the gender-averaged ERRobs at 1
Gy at age attained 60. With the above correction, i.e. re-
duced by 5%, the UNSCEAR results correspond to the val-
ues ERR30 5 0.54 and ERR60 5 0.46. For the subsequent
considerations, the difference between these two values is
immaterial, and reference will therefore be made to their
average cobs 5 ERRobs/1 Gy 5 0.5/Gy.
It is possible, of course, to derive, in terms of the pub-

licly available RERF data on solid cancer mortality data
(1950–1990) and the AMFIT routine of the Epicure soft-
ware (36), the same results directly in terms of the organ-
averaged absorbed dose. In a linear-quadratic dependence
on organ-averaged absorbed dose, the quadratic component
is then seen to be insignificant, and, as in the slightly dif-
ferent computations in terms of weighted dose (3, 4), the
simple linear slope is therefore used. Our computations pro-
vide the value (and 95% confidence range) ERR30 5 0.51/
Gy (0.37/Gy–0.65/Gy) for the e-model and ERR60 5 0.48/
Gy (0.35/Gy–0.61/Gy) for the a-model. The slight numer-
ical difference from the UNSCEAR results may reflect the
choice of a relatively small dose cutoff at 2 Gy, but again
the average value can be represented by cobs 5 ERRobs/1
Gy 5 0.5/Gy.
With cobs 5 ERR/1 Gy 5 0.5/Gy and the values from

Table 1, one obtains the risk coefficients, an, for neutrons
in terms of the values of ERR for solid cancer mortality
that are given in Fig. 3. For comparison, and to indicate
the reciprocal relationship between the two quantities, the
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figure also includes the ERR from 1 Gy g rays; i.e., it
indicates in its lower part the reference slope c 5 ERR1/1
Gy. If a linear dose dependence without DDREF is assumed
for the g rays, and only under this condition, c equals the
risk coefficient for g rays.
The 95% confidence range for ERRobs (ERR30 or ERR60)

in the fit to the data amounts to 630%, and this is indicated
by the shaded bands in Fig. 3. Possible errors in the dosim-
etry system should be somewhat less (38), and it is thus
apparent from the figure that the uncertainty in R1 has a
similar impact on the inferred neutron risk estimate and a
somewhat smaller impact on the inferred ERR1 (and thus
on the reference slope for g rays) if the range of plausible
values can be assumed to be 20 to 50.
The neutron risk estimate is expressed in the unit gray,

but the magnitude of the relevant neutron doses is, of
course, far below 1 Gy. The analysis invokes the neutron
doses 1 Gy/R1 5 20 mGy to 50 mGy, and 10 mGy happens
to be of the same order of magnitude as the neutron dose
at 1 Gy total dose to the A-bomb survivors. In common
radiation protection situations, the neutron doses are of the
order of fractions of 1 mGy, while a neutron dose of 1 Gy,
if it is acute, is likely to be lethal.
It may seem somewhat artificial that reference is made

here to absorbed dose (Gy) rather than to equivalent dose
(Sv). However, there is no straightforward conversion. The
risk coefficient an in Table 1 and Fig. 3 refers to a genuine
neutron absorbed dose that equals essentially the neutron
kerma (37) in the body. This is the dose from the charged
recoil particles that are set free by the neutrons in the
exposed organs. The ICRP equivalent organ doses, HT, or
the effective dose, E, from a neutron exposure are not
defined in terms of the genuine neutron doses. They are
instead derived by multiplying the recommended radiation
weighting factor, wR, by the sum of the genuine neutron
dose and the g-ray dose that is caused simultaneously in
the human body by the incident neutrons (2). While this
may appear to be a mere technical detail of the definition,
it in fact makes a considerable difference at neutron en-
ergies of the order of 1 MeV or less. It follows, for ex-
ample, that the mean effective neutron dose to the A-bomb
survivors at 1 Gy is appreciably larger than the value 20
3 11 mSv 5 220 mSv that would be obtained by a naive

application of the ICRP radiation weighting factor, wR 5

20, for fission neutrons to the mean neutron absorbed dose

of 11 mGy. It is therefore misleading to compare wR to

the values of R1 invoked in the present analysis. The val-

ues R1 are larger, because they relate to the genuine neu-

tron dose component.

The comparison of the present results to the ICRP risk

estimate for neutrons that is implicit in the adoption of their

radiation weighting factor is, of course, of considerable in-

terest. However, it requires an analysis of the g-ray contri-

bution from typical neutron exposures, and it must also

include a consideration of the conversion of the excess rel-

ative risk into lifetime attributable risk for solid cancer mor-
tality. These issues need to be treated separately.

CONSIDERATION OF THE HIROSHIMA/NAGASAKI

EFFECT RATIO

While the present approach avoids the extrapolations to
low doses, it still requires an extrapolation from animal data
to health effects in humans. The results that are obtained
in this way remain subject to uncertainty. At the same time,
contrary to current assumptions, these results suggest, a cer-
tain possibility of direct inference from the epidemiological
data. A range of 20 to 50 has been considered here for
plausible values of the neutron RBE, R1, relative to 1 Gy
of g rays. This corresponds to a contribution of neutrons to
the total radiation effect of between 23% and 43% at 1 Gy
in Hiroshima, but only between 9% and 20% in Nagasaki.
The city ratio, CR, i.e. the ratio of the ERR observed in
Hiroshima and in Nagasaki at the same absorbed dose, as-
suming other factors to be equal, would then be substan-
tially larger than unity (38). If the neutron/g-ray dose ratios
for Hiroshima and Nagasaki are denoted by rH and rN, the
city ratio can readily be derived as

CR 5 [1 1 (R 2 1)r ]/[1 1 (R 2 1)r ].1 H 1 N (6)

With the DS86 values rH 5 0.015 and rN 5 0.005 at 1 Gy,
the city ratio is CR 5 1.17 or CR 5 1.39 for R1 5 20 or
R1 5 50. Computations in terms of the attained-age model5

from the published data on solid cancer mortality and in-
cidence provide values that lie within this range (cancer
mortality: CR 5 1.33 6 0.39; incidence: CR 5 1.26 6
0.24), but the standard errors are too large to permit reliable
conclusions, and the details of the computations therefore
are not presented. Further computations with the most re-
cent incidence data and with finer dose categories should
provide more exact results. If the city ratio at 1 Gy were
shown to be less than 1.5, and all other factors could be
shown to be equal, this would exclude values of R1 larger
than 68, which is not far from the high value of 50 invoked
here in view of the animal studies.
Any increase in the neutron doses in Hiroshima would

further sharpen such conclusions. Furthermore, it will be
worthwhile to examine whether computations in terms of
the A-bomb data cross-tabulated for g-ray and neutron dos-
es can be helpful in identifying the contribution of neutrons.

CONCLUSION

The major new aspect in this analysis is the linkage of
the risk coefficient for neutrons to quantities that can be

5 The attained-age model has been invoked here, because high values

up to about 2 have been obtained for the city ratio (4), but these values

were biased. The bias and thus the high values are due, as pointed out

by the authors of the report, to a substantial age difference between the

populations in Hiroshima and Nagasaki. The attained-age model is much

less sensitive to age at exposure and therefore provides more meaningful

values of the city ratio.
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TABLE A1

Excess Absolute Risk for Solid Cancer Mortality

[REID (%)] due to 1 Gy of Acute Whole-Body

Exposure to g Rays for Different Organs

Organ

Excess absolute risk

RR AR

Organ dose/colon dose

g rays Neutrons

Esophagus

Stomach

Colon

Liver

Lung

Breast

Bladder

Other solid cancer

1.13

0.61

0.76

0.55

1.88

1.51

0.28

1.95

0.61

1.13

0.50

1.26

1.58

0.65

0.22

1.72

1.18

102

1

1.05

1.09

1.17

1.05

(1.10)

2.56

1.54

1

1.66

1.91

3.85

1.17

(2.14)

Total 8.67 7.67

RR average:

AR average:

1.10

1.08

2.24

2.00

Bone marrow 1.10 2.14

Notes. The values are averages of the values given by UNSCEAR (3)

for the two genders and the five reference populations. Column 2 refers

to relative risk transportation (RR), column 3 to absolute risk transpor-

tation (AR). Columns 4 and 5 give the ratio of the organ dose to the

colon dose for g rays and for neutrons.6 In the absence of otherwise

specified values, the dose ratios for the bone marrow are used for the

organs that correspond to ‘‘other solid cancer’’.

TABLE A2

The Ratio of the Organ-Averaged Dose to the

Colon Dose for g Rays and for Neutrons

Weighting factors for

the organ-specific dose coefficientsa

Organ average/

colon dose

g rays

Neu-

trons

ICRP organ weighting factors

[ref. (2), table S-2] 1.08 1.96

Number of cancer deaths in LSS

(including ovary and pancreas) 1.06 1.79

Excess cancer deaths in LSS (4)

(including ovary and pancreas) 1.08 1.98

Notes. The results given in the second and third columns result from

different methods of weighting the individual organ-specific dose adjust-

ment factors that have been provided by RERF.6 The first column indi-

cates the type of weights that have been applied to the organ specific

neutron and g-ray adjustment factors.
a For the organs in Table A1, with additional organs included, if spec-

ified.

observed at intermediate doses. The use of extrapolated val-
ues, such as the risk coefficient for g rays and the low-dose
limit, RBEmax, of neutrons, is unnecessary, and it introduces
uncertainties that can be avoided. In line with the linearity
in dose that is assumed for neutrons, their risk coefficient
can be estimated in terms of the product of the ERR ob-
served in a human population at an intermediate dose of g
rays, and the neutron RBE compared to this reference dose
that is suggested by animal studies. Application of this pro-
cedure to the data from Hiroshima for solid cancers is
slightly more complex, because it requires accounting for
the neutron contribution at a total dose of 1 Gy, but it is
otherwise straightforward and defines a fairly narrow range
of values for the neutron risk coefficient.
Linking the dose coefficient for neutrons to observations

at 1 Gy has the notable consequence that the result is in-
sensitive to the eventual resolution of the neutron discrep-
ancy in Hiroshima. 63Ni measurements on samples from
ground distances around 1000 m in Hiroshima (34, 35) sug-
gest that there will be no major changes from the DS86
neutron doses at these distances, i.e. at total doses close to
1 Gy. If the DS86 neutron dose of 15 mGy in Hiroshima
at a total dose of 1 Gy were moderately increased to, say,
20 mGy (see Fig. 2), the average neutron dose in the two
cities at 1 Gy would increase from 11 mGy to 15 mGy,
and the neutron risk coefficient, an, would, as stated with
reference to Table 1, decrease by 6% to 11% for values of
R1 ranging from 20 to 50. There would thus be no major
change. More substantial increases in the neutron dose at
larger distances, i.e. at total doses below 0.5 Gy, cannot be
excluded at present (38). They would not affect the neutron

risk estimate, but could have some impact on the risk es-
timate for g rays.
The risk estimates for neutrons that are derived here ap-

ply to genuine neutron doses (neutron kerma in the body),
while ICRP defines the effective dose of neutrons in terms
of the radiation weighting factor multiplied into the total
absorbed dose, including the contribution from the g rays
generated by the incident neutrons within the body. A com-
parison to the ICRP risk estimate therefore requires a sep-
arate analysis.

APPENDIX

Organ-Averaged Dose for Solid Cancer Mortality

Table A1 lists the cancer types for which the recent UNSCEAR report

(3) gives lifetime attributable excess risks (REID) for five reference pop-

ulations (China, Japan, Puerto Rico, UK, U.S.). Columns 2 (relative risk

transportation, RR) and 3 (absolute risk transportation, AR) list the av-

erages over the reference populations and the two genders. The organ

doses relative to the colon dose are given in column 4 for the g rays and

in column 5 for the neutrons.6 These dose factors are values for ages

above 12 years and for the population in Hiroshima. Since the ‘‘other

solid cancers’’ have not been specified by ICRP and there is accordingly

no dose factor for this category, they are tentatively assigned the dose

ratios for the bone marrow (values in parentheses).

The organ doses are averaged with weighting factors equal to the ex-

cess risk that they contribute (in either the RR or the AR calculations for

UNSCEAR) to the solid cancer mortality. The organ average so obtained

for ages above 12 corresponds closely to the bone marrow dose. Since

the relative depths of the different organs do not change greatly with age,

the conversion factors from colon to bone marrow dose are applicable in

all age-at-exposure categories and for both cities.

Alternative models for organ dose averaging can be considered, and

Table A2 gives the results for three different approaches. The first ap-

proach uses the ICRP organ weighting factors in the averaging; the sec-

ond approach uses the total number of cancer deaths in the LSS (for the

eight categories in Table A1 and, in addition, ovary and pancreas); the

6 Radiation Effects Research Foundation (RERF), Hiroshima, public

access data set: DS86adjf.dat, www.rerf.or.jp.
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third approach is analogous to the second, but uses the attributable num-

bers of cancer deaths as weighting factors. The resulting ratios of the

organ-averaged neutron doses to the colon dose are somewhat smaller,

but do not differ much from a factor of 2.
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Cancer mortality risk coefficients for neutrons have re-

cently been assessed by a procedure that postulates for the

neutrons a linear dose dependence, invokes the excess risk of

the A-bomb survivors at a g-ray dose D1 of 1 Gy, and assumes

a neutron RBE as a function of D1 between 20 and 50. The

excess relative risk (ERR) of 0.008/mGy has been obtained for

R1 5 20 and 0.016/mGy for R1 5 50. To compare these results

to the current ICRP nominal risk coefficient for solid cancer

mortality (0.045/Sv for a population of all ages; 0.036/Sv for

a working population), the ERR is translated into lifetime at-

tributable risk and is then related to effective dose. The con-

version is not trivial, because the neutron effective dose has

been defined by ICRP not as a weighted genuine neutron dose

(neutron kerma), but as a weighted dose that includes the dose

from g rays that are induced by neutrons in the body. If this

is accounted for, the solid cancer mortality risk for a working

population is found to agree with the ICRP nominal risk co-

efficient for neutrons in their most effective energy range, 0.2

MeV to 0.5 MeV. In radiation protection practice, there is an

added level of safety, because the effective dose, E, is—for

monitoring purposes—assessed in terms of the operational

quantity H*, which overestimates E substantially for neutrons

between 0.01 MeV and 2 MeV. q 2002 by Radiation Research Society

INTRODUCTION

Neutron risk estimates are increasingly discussed with re-
gard to issues such as the transport of reactor fuel. Their
magnitude has been inferred in the past by multiplying risk
coefficients for photon radiation by a low dose limit, RBEmax,
of the relative biological effectiveness (RBE) of neutrons
from cell or animal studies. With regard to solid cancer mor-
tality, estimates of the low-dose excess relative risk (ERR)
per gray for g rays have varied roughly between 0.05 and
0.5 (1), while values of RBEmax from experimental studies
lie between 10 and 100 (2). The resulting values of the ERR

1 Author to whom correspondence should be addressed at Radiobio-

logical Institute, University of Munich, Schillerstrasse 42, D-80336 Mu-

nich; e-mail: amk.sbi@lrz.uni-muenchen.de.

per gray for neutrons can thus range from 0.5 to 50, and
even values beyond this range have in fact been claimed in
the public debates on neutron risk. The preceding paper (3)
derived more robust risk estimates for neutrons by postulat-
ing—as in the familiar approach—a linear dependence for
neutrons, but using otherwise the less uncertain parameters,
excess relative risk, ERR1, derived from the A-bomb data at
an intermediate g-ray dose, D1 5 1 Gy, and, from animal
data, the RBE, R1, of neutrons relative to the same g-ray
dose.
Table 1 shows the results from the preceding paper. They

have been derived in terms of the common computational
tool, i.e. the program AMFIT in the software system EPI-
CURE (4), with the RERF data for solid cancer mortality
(1950–1990). As in the most recent computations for UN-
SCEAR (5), the two comparatively simple relative risk
models with different time projection are considered: the
age-at-exposure model (e-model) with modifying factors
that depend on age at exposure and gender, and the at-
tained-age model (a-model) with modifying factors de-
pending on attained age and gender. The age-at-exposure
model provides substantially higher lifetime relative risk for
the youngest ages at exposure, but the ERR per unit dose
has roughly the same value, whether it is expressed in terms
of ERR30 (the gender-averaged ERR at 1 Gy for age at
exposure 30) for the e-model, or in terms of ERR60 (the
gender-averaged ERR at 1 Gy at age attained 60) for the
a-model.2

The risk coefficients in columns 2 and 3 are expressed
in the appropriate unit, gray. However, it needs to be
noted—and this also applies to subsequent figures—that
the neutron doses of interest are much smaller, namely 1
Gy/R1 5 20 mGy to 50 mGy in the analysis that led to
Table 1 and fractions of 1 mGy in most radiation protec-
tion considerations.

2 The earlier paper was not concerned with the age dependence of the

risk and it therefore used an average of the numerically similar values

ERR30 and ERR60. The present analysis requires the lifetime attributable

risk, which can depend critically on the projection model. For this reason,

Table 1 spells out the separate values. They result from taking the product

of the ratio an/cobs listed in Table 1 of ref. (3) with the values ERR30 5

0.51/Gy (0.37/Gy 2 0.65/Gy) and ERR60 5 0.48/Gy (0.35/Gy 2 0.61/

Gy) given in ref. (3).
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TABLE 1

The Risk Factor for Fast Neutrons in Terms of the

Excess Relative Risk, ERR30/Gy, for the Age-at-

Exposure Model or the ERR60/Gy

for the Attained-Age Model (3)

Solid cancer mortality (1950–1990)

Age-at-exposure model Attained-age model

R1

20

35

50

ERR30/Gy

8.5 (6.1–10.8)

13.0 (9.4–16.6)

16.6 (12.1–21.2)

ERR60/Gy

8.0 (5.8–10.1)

12.2 (8.9–15.6)

15.6 (11.4–19.9)

Note. The numbers (and 95% confidence regions) are for the different

assumed values of the neutron RBE, R1, relative to an acute g-ray ref-

erence dose of 1 Gy.

ICRP (6) specifies the nominal risk coefficient in terms
of lifetime attributable risk (LAR) per unit effective dose,
E. The risk for solid cancer fatality is presently taken to be
0.045/Sv for a population of all ages and 0.036/Sv for a
working population. Being primarily derived from the fol-
low-up of the A-bomb survivors, these numerical values
relate essentially to g rays. However, equal effective doses
of different types of radiation are deemed to carry equal
risk, and through the choice of the radiation weighting fac-
tors, wR, an implicit risk estimate is thus made for other
types of radiation, such as neutrons. To determine whether
this implicit risk estimate is consistent with the present risk
estimate, the values in Table 1 need to be converted to
LAR/Sv.
The transition from excess relative risk to LAR can be

made in analogy to the ICRP procedure that led to the
nominal risk coefficient. The conversion to effective dose
is less straightforward. The neutron excess relative risk per
gray relates to the organ-weighted genuine neutron dose,
i.e. the absorbed dose from the recoil nuclei released by
the neutrons (neutron tissue kerma). In contrast, the neutron
effective dose is defined as the product of wR and the organ-
weighted total absorbed dose from neutrons incident on the
body, which includes—especially at neutron energies below
1 MeV—a substantial g-ray dose from neutron capture pro-
cesses within the body.
The same peculiar convention applies to the organ equiv-

alent doses. The radiation weighting factor must be applied
to the sum of the genuine neutron absorbed dose in the
organ and the absorbed dose due to g rays released by the
neutrons within the body (6).

CONVERSION FROM EXCESS RELATIVE RISK TO

LIFETIME ATTRIBUTABLE RISK

For the conversion into LAR, the ERR needs to be
‘‘transported’’ to a population of all ages with a known
distribution of lifetimes and with specified age-dependent
solid cancer mortality or incidence rates. The selection of
the reference population is, of course, arbitrary. But ICRP
has established a precedent in the computations (7) for its

current recommendations (6). These computations derived
averages for five reference populations, U.S., UK, Japan,
Puerto Rico and China. For comparability to the ICRP risk
estimates, the present computations are therefore performed
with the same five populations and with the same survival
functions and solid cancer mortality rates as used by ICRP.3

The ICRP has employed the simple, unweighted average of
the conversion factors for the five populations, and the
same procedure is adopted here to derive the conversion
factor, f, that links the ERR to the lifetime attributable solid
cancer mortality risk, LAR:

LAR 5 f · ERR. (1)

As detailed in a separate paper (8), the following conver-
sion factors result for a population of all ages for the age-
at-exposure and age-attained models:

f 5 LAR/ERR 5 0.18 and LAR/ERR 5 0.12 (2)30 60

For occupational exposure, i.e. averaged over ages 25 to 65
at exposure (6), the conversion coefficients are not greatly
different for the two projection models:

f 5 LAR/ERR 5 0.11 and LAR/ERR 5 0.12 (3)30 60

LAR equals the quantity that had previously been termed
risk of untimely death (RUD) (9). For low doses, it gives
the expected number of excess cancer deaths. It is then
equal to the more complicated quantity risk of exposure-
induced death (REID) that has been used by UNSCEAR
(5). For higher doses, LAR is slightly larger than REID,
because it disregards life shortening due to the radiation
exposure. In contrast to REID, the quantity LAR increases
proportionally to ERR.
Figure 1 gives, as functions of the assumed neutron RBE,

R1, the risk coefficients LAR/Gy that are obtained with the
conversion factors in Eq. (3) from the data in Table 1. The
diagram stands for occupational exposure. Since the two
projection models provide nearly the same values in this
case, their average is plotted. The results are given for as-
sumed values, R1, of the neutron RBE that extend beyond
the plausible range 20 to 50. This is done to indicate more
clearly the dependence on R1. The gray band represents the
95% confidence interval in the fit to the data for mortality
from solid cancers. As pointed out with regard to Table 1,
the appropriate unit of absorbed dose, gray, is used in the
notation, but the doses of interest and, accordingly, the val-
ues of LAR are much smaller.
Figure 1 is analogous to the diagram that has been given

in the preceding article (3) in terms of ERR. As in the
earlier diagram, the lower curve and its confidence band
represent the inferred reference slope, i.e. the LAR from an
acute g-ray dose of 1 Gy. If a linear dose dependence with
no dose and dose-rate effectiveness factor (DDREF) is in-

3 In its most recent report, UNSCEAR has invoked the same five ref-

erence populations but has used changed population data and somewhat

different concepts, which has increased the risk estimates appreciably [see

ref. (5)].
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FIG. 1. The risk factor, LAR/Gy, for fast neutrons in terms of the

lifetime attributable solid cancer mortality for a working population. The

average is given of the nearly equal values for the age-at-exposure and

attained-age models. The gray band represents the 95% confidence inter-

val in the fit to the solid cancer mortality data. The values are given in

dependence on the value, R1, of the assumed neutron RBE relative to a

reference g-ray dose of 1 Gy. The lower curve represents the inferred

reference slope, i.e. LAR from an acute g-ray dose of 1 Gy. For a pop-

ulation of all ages, roughly the same values are obtained in terms of the

attained-age model. The age-at-exposure model provides values that are

higher by a factor 1.6.

voked, the lower curve represents the g-ray risk estimate
for a working population as inferred from the A-bomb solid
cancer mortality data. The g-ray risk estimate is not the
subject of the present study, but it is of interest to note that
the result—although it invokes no DDREF—is nevertheless
close to the current ICRP risk estimate [LAR/Gy 5 0.036/
Gy for solid cancer mortality in a working population (6;
table S-3)]. A more detailed assessment of the g-ray risk
coefficient (10) substantiates this conclusion.
With the attained-age model, the result for all ages at

exposure equals essentially the estimates in Fig. 1 for oc-
cupational exposures [see Eqs. (1) and (3)]. However, the
age-at-exposure model provides substantially larger values,
which reflect the considerably larger risk projection for ex-
posures in childhood. No separate diagram is given for this
case, because the values are readily obtained by applying
a factor of 1.6.
As stated in the Introduction, one cannot simply multiply

the neutron absorbed dose (unit Gy) by the radiation
weighting factor, wR, to obtain the neutron effective dose
(unit Sv). This calculation would provide values of the neu-
tron effective dose that are significantly smaller than the

correct values, and it would lead to the conclusion that
ICRP has substantially underestimated the neutron risk.

TRANSITION FROM NEUTRON ABSORBED DOSE TO

EFFECTIVE DOSE

The Neutron and the g-Ray Component of the Neutron
Effective Dose

Up to this point, reference has been made to the absorbed
dose from the charged recoil particles liberated by the neu-
trons, which is essentially the neutron kerma in the exposed
tissue. For the purpose of the present discussion, this is
termed the genuine neutron dose. No dose component from
g rays due to neutron capture inside or outside the exposed
object—whether a small animal or a human body—is in-
cluded in this quantity. In experiments with small animals,
for example with rodents, the issue of the g-ray component
from neutron capture within the body does not arise, be-
cause this contribution is insignificant (11). Depending on
the exposure geometry, some g-ray component is, of
course, due to neutron capture outside the animal, but in
experiments with careful dosimetry, this g-ray dose is treat-
ed separately; i.e.; it is not taken to be part of the ‘‘neutron
absorbed dose’’. The situation is different when the human
body is exposed to fast neutrons. The g-dose from neutron
capture within the body can be substantial because of the
larger dimensions that are involved. This g-ray component
is clearly due to the incident neutron field, but it is a matter
of choice whether one defines the ‘‘neutron absorbed dose’’
to include or exclude the g-ray component. In this paper,
the g-ray component is taken to be excluded, and to avoid
confusion the expression genuine neutron dose is used.
In radiobiology and in radiation epidemiology, the g-ray

component is usually not included; i.e., the term neutron
absorbed dose refers to the genuine neutron dose. This
makes sense, because the g-ray component can substan-
tially increase the value of the absorbed dose, while it does
not add appreciably to the biological effect. The dosimetry
for the A-bomb survivors follows the same convention; i.e.,
the contribution by g rays from neutron capture within the
body is not counted in the neutron dose, but it is included
in the total g-ray dose. In the computations for DS86, the
neutron dose is derived in terms of the tissue kerma factors
and the local neutron flux spectrum in the organs of interest
(12).
In defining the organ equivalent doses and the effective

dose for purposes of radiation protection practice, the ICRP
has taken a different approach (6). Specifying the energy-
dependent radiation weighting factor, wR, for the external
neutron field, ICRP stated that it needs to be applied to the
total organ absorbed dose, DT 5 DT,g 1 DT,n, that is due to
the neutrons incident on the human body. To distinguish
DT from the genuine neutron dose, DT,n, for the purpose of
the present discussion, DT will be termed the inclusive neu-
tron dose to the organ. The organ equivalent dose from a
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FIG. 2. The fraction, Fn, of the organ-weighted absorbed dose due to

neutrons as a function of neutron energy, En (13). A-P, anterior–posterior;

ROT, rotationally symmetrical.

monoenergetic neutron field is then the product of the in-
clusive neutron dose to the organ and the radiation weight-
ing factor for the neutrons:

H 5 w D 5 w (D 1 D ).T R T R T,g T,n (4)

The neutron effective dose is obtained by averaging this over
the organs in terms of the organ weighting factors, wT:

E 5 w w DOR T T T (5)

5 w ( w D 1 w D ).O OR T T T,g T T T,n

It is helpful to write this equation in the simpler form:

9E 5 w D9 5 w (D9 1 D ).R R g n (6)

wR is thus a weighting factor for the organ-weighted inclu-
sive neutron dose D9 that consists of a sparsely ionizing g-
ray component, , and the densely ionizing genuine neu-D9g
tron component, :D9n

D9 5 w D9 5 w DO Og T T g T T T,g, (7)

D9 5 w D .On T T T,n

Equation (6) sets wR apart from a neutron RBE which is
related to the genuine neutron dose alone. Misconceptions
arise when this difference is overlooked.
Let Fn be the fraction of the organ-weighted inclusive

neutron dose that is due to the genuine neutron dose:

F 5 w D / w D 5 D9/D9. (8)O On T T T,n T T T n

Fn, as computed by Leuthold et al. (13) for an anthropo-
morphic phantom, is given in Fig. 2 for rotationally sym-
metrical (ROT) exposure to fast neutrons of the specified
energies, En (solid line). The neutron fraction decreases rap-
idly with decreasing neutron energy. Typical moderated
neutron fields contribute a major fraction of the dose
through neutrons below 1 MeV. The g-ray component is
therefore a substantial part of the inclusive neutron dose.
Rotational symmetry is typical for workplace exposure

conditions. For anterior–posterior (AP) exposure, the neu-
tron fraction is somewhat larger (see Fig. 2, dashed line).
Dose computations in aviation usually assume isotropic ex-
posure, which gives almost the same result as the rotational
geometry. In this paper, we do not address the high neutron
energies that are associated with aviation exposures.

NEUTRON RISK COEFFICIENT IN TERMS OF

EFFECTIVE DOSE

Formula for the Risk Coefficient

The risk coefficient LAR/Sv in terms of the neutron ef-
fective dose is computed by deriving first the inclusive neu-
tron absorbed dose, D9, that corresponds to the neutron ef-
fective dose E 5 1 Sv:

9D9 5 (D9 1 D ) 5 E/w 5 1/w Gy,g n R R (9)

with the g-ray and the neutron components:

D9 5 (1 2 F )/w Gy, D9 5 F /w Gy.g n R n n R

The radiation weighting factor, wR, for neutrons has been
specified in terms of a step function in neutron energy, En,
but ICRP (6) has offered a continuous approximation that
is favored in most computations:

2w 5 5 1 17 exp[–ln(2 E ) /6] (E in MeV).R n n (10)

To facilitate comparison to other computations, this depen-
dence (see dashed line in Fig. 3) is considered here, rather
than the step function. As expressed in Eq. (6), wR is the
weighting factor for the inclusive neutron dose, i.e. for the
mixture of the g-ray dose component and the genuine neu-
tron dose.
In a second step, the neutron risk coefficient LAR/Gy

from Fig. 1 needs to be applied to the neutron component,
while the risk coefficient, cg, for photons is to be applied
to the g-ray component:

LAR/Sv 5 [c · (1 2 F ) 1 (LAR/Gy) ·F ] ·w . (11)g n n R

Since the neutron risk estimate, LAR/Gy, is much larger
than the photon risk coefficient, the exact value of cg is not
very critical. It is therefore an adequate approximation to
set cg equal to the LAR for photons at 1 Gy (see lower
curve in Fig. 1), i.e. the photon risk estimate under the
assumption DDREF 5 1. This quantity equals the risk co-
efficient (LAR/Gy) for the neutrons divided by R1, and con-
sequently Eq. (11) takes the form:

LAR/Sv 5 (LAR/Gy) · [(1 2 F )/R 1 F ]/w . (12)n 1 n R

Dependence of RBE on Neutron Energy

Up to this point, neutron RBE values, R1, have been con-
sidered that relate to the energy range, about 0.2 MeV to
0.5 MeV, where neutrons have been shown to have highest
efficiency. Dealing with a broader energy range, as in Figs.
2 and 3, one needs to account for the decrease of the RBE
at lower and at higher neutron energies.
Experimental studies provide different absolute values of
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FIG. 3. Radiation weighting factor, wR (dashed curve) (6), the organ-

averaged quality factor, qn (solid curve), and Qn (dotted curve) (13) as a

function of neutron energy, En.

FIG. 4. Lifetime solid cancer mortality risk (LAR/Sv) relative to neu-

tron effective dose for a working population. The values are given in

their dependence on neutron energy, En. The solid curve results with R1

5 35. The gray band represents the possible values that result for R1

between 20 and 50. The assumed RBE values between 20 and 50 refer

to the energy range 0.2 MeV to 0.5 MeV where the neutrons are most

effective; outside this region, the neutron RBE is taken to decrease (see

text). The current ICRP nominal risk coefficient for solid cancer mortality

(0.036/Sv; working population) is indicated by the dashed line.

the neutron RBE. However, the majority of results show a
consistent energy dependence with a broad maximum,
roughly between the neutron energies 0.2 MeV and 0.5
MeV (14–16). The position of the maximum on the energy
scale is well explained in terms of microdosimetric data.
The essential observation is that neutrons in this energy
range tend to release recoil protons just beyond their Bragg
peak energies, i.e. protons with maximum LET and with
ranges comparable with the cell nucleus.
The general shapes of the dependence of RBE on neutron

energy in the assessment of Hall et al. (14) and also in the
chromosome study of Pandita and Geard (16) are reason-
ably well in line with the dependence of the quality factor
on neutron energy (dotted line in Fig. 3). However, this
dependence relates to the exposure of small objects and is
not directly applicable to the neutron exposure of the hu-
man body, which is large enough to degrade the neutron
spectrum appreciably. The solid line in Fig. 3 gives the
shallower curve that results from the organ-weighted inte-
gration of the quality factor (13); the computations were
for an anthropomorphic phantom and for rotational sym-
metry of the field.4 The scaled form of this curve, q9 5
qn(En)/qn,max, is used here as a modifier for R1 to obtain a
plausible neutron energy dependence.
Internal consistency between the quantity effective dose

and the operational quantity ambient dose equivalent re-
quires that wR—since it relates to the mixed g-ray and neu-
tron dose—be substantially smaller than qn. Figure 3 shows
that this condition is not met. The radiation weighting fac-
tor wR is in fact somewhat larger than qn at the higher neu-
tron energies, which shows that there is a lack of numerical
consistency between the conventions for the radiation
weighting factor and the quality factor. This point lies out-
side the scope of the present study. Nevertheless, in view
of the importance of the radiation weighting factor and the
quality factor in the current system of radiation protection,
the issue is treated briefly in the Appendix.

4 qn is substantially larger at low energies than Qn, because it accounts

for the protons released due to thermal neutron capture by nitrogen.

Numerical Result

Figure 4 gives the coefficient LAR/Sv that results from
Eq. (12) with the above assumption on the neutron RBE.
As was the case with Fig. 1, the diagram stands for occu-
pational exposure, i.e. for exposure age 25 to 65. Since the
two projection models provide almost the same values [see
Table 1 and Eq. (3)], their average is plotted. The solid line
indicates the value that results with the assumed value R1

5 35. The gray band represents all values that correspond
to the values of R1 between 20 (lower border) and 50 (upper
border).
Neutron risks are an issue predominantly with regard to

the exposure of adults, e.g. nuclear workers or other persons
who handle or guard nuclear fuel. In normal radiation pro-
tection practice, i.e. apart from rare accident situations, the
neutron risk estimates LAR/Sv for a population of all ages
are of comparatively less importance and, as is the case
with risk estimates for photons—they are subject to more
uncertainty from risk projection into older age. With the
attained-age model, the result for all ages at exposure is
essentially the same as the estimate for occupational ex-
posures [see Eqs. (2) and (3)]. However, the age-at-expo-
sure model provides substantially larger values, which ex-
presses the considerably larger risk projection in this model
for exposures in childhood. As with Fig. 1, no separate
diagram is given for this case, because the values are read-
ily obtained by applying a factor of 1.6.
The diagram in Fig. 4 shows that, under the assumption

that R1 5 35, there is little disagreement between the cur-
rent ICRP nominal risk coefficient and the risk coefficients
of neutrons that are derived here. At neutron energies below
roughly 0.3 MeV, the present estimates lie below the ICRP
solid cancer fatality estimate 0.036/Sv for occupational ex-
posure. Above this energy, they exceed the ICRP estimate
somewhat. Neutron energies below 0.5 MeV dominate in
the moderated neutron fields encountered in occupational
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FIG. 5. Lifetime attributable risk (LAR*/Sv), relative to ambient dose

equivalent of neutrons (H*), in its dependence on neutron energy, En. The

diagram is, apart from the difference between LAR/Sv and LAR*/Sv,

analogous to Fig. 4.

radiation protection. In a neutron spectrum outside a trans-
port container for spent nuclear fuel, more than half of the
absorbed dose is due to neutrons below energy 0.2 MeV
(17).

Risk Coefficient Relative to Ambient Dose Equivalent, H*

The coefficient LAR/Sv specifies the lifetime attributable
solid cancer mortality risk from fast neutrons in relation to
the basic ICRP reference quantity effective dose, E. In ra-
diation protection practice, neutron doses are usually esti-
mated and documented in terms of measurements of the
ambient dose equivalent, H* (18), which substitutes as op-
erational quantity for the effective dose. The ratio of H* to
E depends on neutron energy and on the directional distri-
bution of the incident radiation, but in most cases—with
the major exception of neutron energies in excess of 40
MeV—the ambient dose equivalent overestimates the ef-
fective dose. The risk coefficient, LAR*/Sv, relative to unit
ambient dose, H*, is therefore smaller than LAR/Sv in most
cases. Results are given in Fig. 5 for a planar rotationally
averaged exposure [(18), p. 98, Fig. 56)] which is, as stated
before, a realistic assumption for occupational settings.
The results lie safely below the ICRP solid cancer mor-

tality risk coefficient of 0.036/Sv. This confirms that the
current radiation weighting factor for neutrons ensures ad-
equate protection from neutron exposures.

CONCLUSION

Solid cancer mortality risk estimates for fast neutrons
have been derived in the preceding paper (3) in terms of
ERR and absorbed dose. They were based on the A-bomb
data on solid cancer mortality data and on assumed values
20 to 50 of the neutron RBE relative to a reference g-ray
dose of 1 Gy. The comparison of the results to the ICRP
nominal risk coefficient requires a conversion to lifetime
attributable risk and to effective neutron dose, which has
been the objective of the present analysis.
For neutron energies from 0.01 MeV to 2 MeV and for

occupational exposure, i.e. for exposure ages 25 to 65, the

resulting risk coefficients are found to be largely in line
with the ICRP nominal risk coefficient for solid cancer fa-
tality (0.036/Sv). At neutron energies below 0.3 MeV, they
are lower than the ICRP risk factor, which reflects the con-
servative character of the radiation weighting factor, wR, at
low neutron energies.
At neutron energies in excess of 0.2 MeV, risk estimates

for all ages at exposure exceed the ICRP estimate 0.045/Sv
for solid cancer mortality. They are larger by a factor of 1.6
than the estimates for occupational exposure, or for all ages
at exposure under the attained-age model. The increased val-
ues reflect the (still insufficiently ascertained) high lifetime
risk projection for childhood exposure, which needs to be
substantiated in the continuing follow-up of the youngest
cohort of A-bomb survivors. When the attained-age model
was first suggested (19) as an alternative to the age-at-ex-
posure model, the difference between the two models
amounted to a factor of about 2. While the difference in the
projection models is about 1.6 [see also ref. (5)] in the pre-
sent analysis, it is bound to diminish further with the con-
tinued follow-up.
The neutron risk coefficients and the related question of

the appropriateness of the radiation weighting factor for
neutrons are of interest predominantly with regard to oc-
cupational radiation exposure. The inherent uncertainties in
the risk coefficients and their use as a guideline, rather than
a precise yardstick, should preclude any fine tuning of wR

in view of slightly changing risk estimates. However, if the
radiation weighting factors for neutrons were to be recon-
sidered and a better agreement with the quality factor were
aimed for, a decrease of wR at low neutron energies may
be advisable (see Appendix). Neutron energies above 2
MeV have not been considered here, and—especially for
the much higher neutron energies at aviation altitudes—
radiobiological data may be insufficient to allow reliable
conclusions.
At the neutron energies that have been considered here,

there is a considerable level of conservatism in practice,
because the operational quantity ambient dose equivalent,
H*, is commonly used as a substitute for effective dose.
H* tends to overestimate E for fast neutrons, and this is
reflected in the fact that the risk coefficients, LAR*/Sv, rel-
ative to H* are consistently smaller than the ICRP nominal
risk coefficient.
The present analysis has been restricted to the neutron

risk coefficient for cancer mortality excluding leukemia.
Leukemia is assumed to contribute only 10% to the total
cancer mortality risk (5, 6). Its consideration would there-
fore be unlikely to change the overall conclusion. In addi-
tion, animal studies tend to suggest values of the neutron
RBE that are lower, at a specified dose, than the values
determined for solid tumors. It is therefore unlikely that the
leukemia risk from neutrons exceeds current assumptions.
It is perhaps surprising that the neutron risk coefficients

that are derived here do not substantially exceed the ICRP
nominal risk coefficient. They might have been expected to
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FIG. A1. Upper panel: The implied radiation weighting factor vR and

the effective quality factor qn (solid curves) in their dependence on neu-

tron energy, En. The dotted curve represents an implied weighting factor

that corresponds to the potential modification in the lower panel9 9v wR R

(dotted line); numerically it equals 1.9 · qn. Lower panel: The radiation

weighting factor, wR, for neutrons (solid line) and the modified radiation

weighting factor that would correspond to the dotted line in the upper9wR

panel.

exceed it, because they are not linked to the nominal risk
coefficient for photons and are therefore free of the reduc-
tion factor DDREF 5 2. They would also be expected to
exceed the current estimate, because RBE values for neu-
trons are considered that relate to a sizable g-ray dose of 1
Gy, but are nevertheless fairly high (R1 5 20 to 50). A
partial explanation lies in the explicit accounting, in the
preceding paper (3), for the contribution of neutrons to the
effects observed at an intermediate dose in Hiroshima and
Nagasaki. Any increased attribution to neutrons decreases,
as had been pointed out earlier (20), the attribution to g
rays, i.e. the g-ray risk estimate. An increased neutron RBE
is therefore less than proportionally reflected in the in-
creased neutron risk estimate. The second and even more
important reason is the numerical adjustment for the fact
that the effective dose, E, from a neutron exposure includes
the substantial g-ray component that is generated by neu-
trons in the human body. This particularity of the ICRP
definition of effective dose makes the implied weighting
factor for the genuine neutron dose substantially larger than
the radiation weighting factor wR (see the Appendix).
The neutron risk coefficient has been derived here in a

way that uncouples it from the debatable issue of the dose
and dose-rate effectiveness factor (DDREF) for photons.
The absolute value of the risk coefficient for neutrons is,
in this sense, more fundamental than the radiation weight-
ing factor, which represents the ratio of the two risk coef-
ficients.

APPENDIX

Relationship between wR and the Quality Factor

All dose-equivalent quantities were defined in terms of the quality fac-

tor, Q(L), until ICRP 60 (6) changed this by introducing the radiation

weighting factor, wR, into a new definition of the organ equivalent dose

and the effective dose. The quality factor is retained in the definition of

the operational quantities ambient dose equivalent and personal dose

equivalent (21). The operational quantities are used to verify compliance

with the limits for effective dose. In view of this interrelationship, the

numerical conventions for wR and Q(L) are expected to be coherent, but

this is currently not the case.

The Implied Radiation Weighting Factor for the Genuine Neutron Dose

wR is the radiation weighting factor for the inclusive neutron dose,

which consists of the genuine neutron dose and the g-ray dose from

neutron interactions in the body. If considered separately, the g-ray dose

needs to be assigned the weighting factor unity and the genuine neutron

dose needs to be assigned a weighting factor vR that must be chosen so

that wR results for the mixed field.

Using the definition of the neutron fraction Fn [see Eq. (8)], one can

rewrite Eq. (6) as a sum of the g-ray component of the effective neutron

dose, which equals , and the remaining term that represents the effec-9Dg

tive dose from the genuine neutron component alone:

E 5 D9 1 (w 2 1)D9 1 w D9g R g R n (A1)

95 D 1 [(w 2 1)/F 1 1]D9.g R n n

This provides the weighting factor for the genuine neutron dose that is

implied in the ICRP definition of the neutron effective dose:

v 5 (w 2 1)/F 1 1.R R n (A2)

The implied weighting factor, vR, is represented in the upper panel of

Fig. A1 by the upper solid line. It is the parameter that needs to be

compared to neutron RBEs observed in experimental studies. vR is sub-

stantially larger than wR for neutron energies below 1 MeV, which con-

firms that wR—being a weighting factor for a mixed g and neutron ra-

diation—must not be seen as an RBE value for neutrons. ICRP has em-

phasized this point consistently, but in the absence of numerical quanti-

fication, it may not have been sufficiently appreciated.

The values of the implied weighting factor, vR, lie roughly between 50

and 25 in the most effective energy range (0.2 MeV to 1 MeV) of the

incident neutrons. This happens to be in fair agreement with the values

between 50 to 20 of R1 that have been assumed in the present analysis

on the basis of experiments on tumor induction in rats and in mice with

fission neutrons. The further increase of vR with decreasing neutron en-

ergy makes no sense. It is an artifact of the numerical convention for wR.

Numerical Interrelationships

The effective quality factor qn, as given in Fig. 3, is included in the

upper panel of Fig. A1 as the lower solid line. It corresponds to the ICRP

convention for the quality factor, Q(L) (6). If ICRP had chosen the values

of the radiation weighting factor wR for neutrons to be coherent (for

rotational symmetry of the neutron field) with the quality factor, then vR

would have to be equal to qn. This is clearly not the case; wR gives

considerably more weight to the neutrons than the quality factor would

if it were applied to the genuine neutron dose.

The lack of coherence between wR and Q(L) is currently compensated

by another inconsistency: The application of the quality factor is essen-

tially restricted to its use in the ambient dose equivalent, H*, and the

personal dose equivalent, Hp (10), and these two quantities refer to a

depth in the ICRU sphere or in the body of 10 mm (21), which is so

shallow that it corresponds to an absorbed dose from the neutron exposure

that is considerably larger than the organ-averaged absorbed dose. The

low value of the quality factor is thus more than offset by the poor

selection of the reference depth, and, accordingly, the ambient neutron

dose overestimates the effective neutron dose (18) at neutron energies

between 0.1 MeV and 1 MeV.

In the present paper, the neutron RBE has been approximated by the

effective quality factor, qn, rescaled to reach a maximum value R1 between
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20 and 50. The resulting function R1 q9 is inserted with R1 5 35 into the

upper panel of Fig. A1 as a dotted line; numerically this curve equals

1.9 · qn.

If one intended to give the radiation weighting factor wR a more mean-

ingful energy dependence , one might define it so that the correspond-9wR

ing values equal 1.9 qn, i.e. so that they coincide with the dotted line
9vR

in the upper panel of Fig. A1. The dotted curve in the lower panel of

Fig. A1 gives this modified radiation weighting factor . The compar-9vR

ison to the current convention for wR (solid line) shows that the difference

is not large at neutron energies around 0.2 to 2 MeV. For the usual broad

energy spectra of neutrons, the differences would tend to cancel in this

energy range. At lower energies, the modified convention would decrease

the radiation weighting factor considerably.

Analogous considerations would be required to make the quality factor

consistent with the radiation weighting factor. But the issue would ne-

cessitate a modification of the quantities ambient dose equivalent and

personal dose equivalent.
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Abstract A previous investigation has uncoupled the
solid cancer risk coefficient for neutrons from the low
dose estimates of the relative biological effectiveness
(RBE) of neutrons and the photon risk coefficient, and
has related it to two more tangible quantities, the excess
relative risk (ERR1) due to an intermediate reference
dose D1=1 Gy of γ-rays and the RBE of neutrons, R1,
against this reference dose. With tentatively assumed
RBE values between 20 and 50 and in terms of organ-
averaged doses – rather than the usually invoked colon
doses – the neutron risk factor was seen to be in general
agreement with the current risk estimate of the Interna-
tional Commission on Radiation Protection (ICRP). The
present assessment of the risk coefficient for γ-rays in-
corporates – in terms of the unchanged A-bomb dosime-
try system, DS86 – this treatment of the neutrons, but is
otherwise largely analogous to the evaluation of the 
A-bomb data for the ICRP report and for the recent re-
port of the United Nations Scientific Committee on the
effects of ionizing radiation, UNSCEAR. The resulting
central estimate of the lifetime attributable risk (LAR) for
solid cancer mortality is 0.043/Gy for a working popula-
tion (ages 25–65),and is nearly the same whether the age
at exposure or the attained age model is used for risk
projection. For a population of all ages 0.042/Gy is ob-
tained with the attained age model and 0.068/Gy with the
age at exposure model. The values do not include a dose
and dose rate effectiveness factor (DDREF), and they
are only half as large as the new UNSCEAR estimates of
0.082/Gy (attained age model and all ages) and 0.13/Gy
(age at exposure model and all ages). The difference is

only partly due to the more explicit treatment of the neu-
trons. It reflects also the fact that UNSCEAR has con-
verted ERR into LAR in a way that differs from the ICRP
procedure, and that it has summed the overall risk coeffi-
cient for solid tumor mortality and incidence from sepa-
rate estimates for eight solid tumor categories, whereas
the present study employs a combined computation for
all solid tumors and uses the ICRP procedure for the
conversion of ERR into LAR. The appendix gives results
for the solid cancer incidence data.

Introduction

The most recent report [1] of the United Nations Scien-
tific Committee on the effects of ionizing radiation 
(UNSCEAR) contains, in Annex I, an informative and
complete reanalysis of the cancer mortality and inci-
dence data of the A-bomb survivors. Its updated set of
risk estimates for sparsely ionizing radiation is going to
be widely used in considerations of radiation protection
regulations. The present paper deals with a number of as-
pects that need not change the basic conclusions or alter
the risk estimates greatly, but might nevertheless be part
of a continued discussion toward their further improve-
ment.

A still unresolved issue is the proper accounting for
neutrons in the analysis of the A-bomb data. On the basis
of the earlier dosimetry system, TD65, for the A-bomb
survivors [2] it had been surmised [3, 4] that neutrons
were responsible for a substantial fraction of the late
health effects observed at Hiroshima. This assumption
was abandoned when the current dosimetry system,
DS86, specified considerably lower neutron doses in 
Hiroshima [5]. It was then concluded – against some dis-
senting arguments [6] – that the neutrons are, even in 
Hiroshima a minor potential contributor to the observed
health effects, and that their role, although uncertain, is
not critical to risk estimation. In subsequent analyses the
neutrons were, therefore, accounted for crudely by a
weighting factor 10 applied to their absorbed dose con-
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tribution [7, 8]. The sum of the γ-ray absorbed dose and
the weighted neutron dose was termed weighted dose
and was expressed in terms of Sv. This approach was
used in the computations that provided the current nomi-
nal risk coefficient for photon radiation [9, 10] and it 
has been equally employed for the new evaluation by
UNSCEAR [1].

In contrast to the prevailing assumption, there is evi-
dence that even under the current dosimetry system,
DS86, the neutrons have contributed a substantial frac-
tion of the late health effects among the A-bomb survi-
vors [11, 12, 13]. An explicit accounting for the neutrons
is thus required in the assessment of the γ-ray risk coeffi-
cient, and it will be based here on the unchanged dosim-
etry system DS86. Various conclusions in a previous ar-
ticle [12] can be referred to without being repeated in de-
tail. These include the considerations on neutron RBE
from experimental studies [14, 15, 16, 17] and the rele-
vant dosimetric aspects.

A critical point with major impact on the present
computations is the specification of the organ dose that
is used in the analysis of the combined data for all solid
cancers. In previous studies of the mortality or incidence
of all solid cancers combined, reference has been made
to the colon dose, i.e. the dose to the deepest lying, most
highly shielded organ. This is, of course, an underesti-
mation of the average dose to all relevant organs. For the
γ-rays the underestimation is not very critical, because
the suitably weighted average organ dose is only some-
what less than 10% larger than the colon dose. However,
for neutrons the reference to the colon is unsatisfactory.
The averaging – with weighting factors proportional to
the risk contribution of individual tumor sites (see [12])
– results in a neutron absorbed dose that is twice as large
as the neutron absorbed dose to the colon. As has been
done in the preceding article [12], the subsequent consid-
erations will accordingly employ the organ-averaged
dose that exceeds the colon doses by the factors 1.1 for
γ-rays and 2.1 for neutrons.

The present analysis makes use of the same data as
UNSCEAR [1], the solid cancer mortality (1950–1990)
and incidence data (1958–1987) published by the Radia-
tion Research Effects Foundation (RERF). It is not pri-
marily aimed at the derivation of somewhat modified
risk coefficients, but focuses instead on the exploration
of certain changes in the modeling calculations that can
be employed in future analyses of data from the contin-
ued follow-up and results from the current dosimetry re-
vision.

Pierce and Preston [18] have published a first evalua-
tion in terms of extended incidence data (1958–1994)
and also in terms of more narrow dose categories. Their
work includes a realistic treatment of the neutron RBE in
an approach that is employed in the present paper with
some modifications. To facilitate the comparison, a 
notation is used here that parallels largely the notation
adopted by Pierce and Preston.

Pierce and Preston also addressed the current reas-
sessment of the dosimetry system, DS86. While DS86

appears to be well supported at intermediate doses of
1 Gy–2 Gy, it is still possible that – apart from a moder-
ate revision of the γ-ray doses – the neutron doses will
need to be somewhat increased for Hiroshima at lower
total doses [13]. The subsequent analysis utilizes the un-
changed DS86.

The conventional treatment

Realistic modeling of the dose-effect dependence for a
mixed field of γ-rays and neutrons must account for the
fact that the RBE of neutrons tends to increase with de-
creasing dose. As long as it was presumed that neutrons
contributed little to the excess cancer rates among the 
A-bomb survivors, it seemed acceptable to disregard this
dependence and to account for the neutrons roughly in
terms of a constant weight factor, w=10, applied to their
absorbed dose contribution in the colon. This approach
postulates a priori a linear dose dependence both for 
γ-rays and neutrons, an assumption that is at variance
with a wide range of radiobiological observations. While
the subsequent modeling will utilize a more explicit
treatment, computations according to the conventional
treatment will be included to facilitate the comparison to
previous risk calculations and, especially, the most re-
cent UNSCEAR results.

The excess relative risk is factorized into a depen-
dence on dose, d, and a modifying function, µ, that de-
pends on the variables gender, s, age at exposure, e, or
age attained, a:

(1)

where d is the “weighted dose” defined in terms of the 
γ-ray absorbed dose, Dγ, and the neutron absorbed dose,
Dn:

The dose dependence ρ(d) has usually been taken to be
linear for solid cancers combined, and linear-quadratic
for leukemias. The present computations employ the
more general linear-quadratic fit in terms of weighted
dose:

(2)

This is irrelevant for the maximum likelihood results, be-
cause they happen to be close to linear dose dependen-
cies, but it is essential because it permits the derivation
of the lowest initial slope, i.e. the minimum risk estimate
that is compatible with the data in terms of a linear-qua-
dratic dose dependence. Knowledge of this minimum
value is necessary for an assessment of the dose and
dose rate effectiveness factor (DDREF) that has been
postulated by ICRP [9].

If the fitted data extend to large doses (say >2 Gy), it
is common to include an added negative exponential
term that accounts for the “bending over”, i.e. the re-
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duced slope of the dose dependence at higher doses. In
the subsequent modeling a low dose cut-off of 2 Gy total
absorbed dose will be chosen, and there will, accordingly
be no need to include the negative exponential term, nor
will there be a need to apply the corrections for random
errors in dosimetry [19, 20].

A modified approach

The linear, linear-quadratic dose dependence

The explicit treatment employs, as has been done before
[11, 18], a linear-quadratic dose dependence for the γ-ray
dose, Dγ, and a linear relation for the neutron dose, Dn:

(3)

with the dose dependent term:

(4)

As pointed out in previous analyses [7, 8, 11, 18], it is
impossible to infer from a fit to the solid cancer or the
leukemia data both parameters, α, the linear dose coeffi-
cient for γ-rays, and λ, the low dose limit of the neutron
RBE. A wide range of values of the limiting RBE of
neutrons at low doses, λ=RBEmax, fits the data equally
well.

Extraneous information is therefore required, and to
this purpose reference has usually been made to the max-
imum RBE of neutrons. This value, λ=RBEmax, is in-
ferred by extrapolating RBE values from cell or animal
studies to low doses. To avoid the uncertainty inherent in
extrapolating to a limit at low doses, the previous article
[12] invoked the neutron RBE, R1, against an intermedi-
ate reference γ-ray dose, D1=1 Gy, rather than the less
tangible RBEmax.

The risk coefficient, α·λ, for neutrons that has been
deduced in this way [12] could, in principle, be inserted
into Eq.(4) to eliminate λ. However, the treatment is
more coherent and transparent, if the tentatively as-
sumed value R1 of the neutron RBE against the γ-ray
dose D1 is introduced directly into Eq.(4). For this pur-
pose R1 needs to be expressed in terms of the parame-
ters of Eq.(4).

Equation (4) determines the relationship between the
neutron and γ-doses that have equal effect:

(5)

which provides the neutron RBE as a function of the γ-
ray dose:

(6)

Therefore, Eq.(4) takes the form:

(7)

The choice of R1

As pointed out, the linear-quadratic dose dependence for
γ-rays needs to be considered in order to gain informa-
tion on the maximum curvature in the dose dependence
that is still compatible with the data. However, the RERF
solid cancer data exhibit – in contrast to the leukemia 
data – a seemingly linear dependence on dose, and this
makes it difficult to appreciate the difference between
using RBEmax or R1. If linearity is accepted both for neu-
trons and γ-rays, RBEmax and R1 are indeed equal. But it
is evident that the case for or against linearity must not
be made in terms of a treatment that postulates a priori
that the γ-ray dose dependence is linear. The two param-
eters RBEmax and R1 must, therefore, be distinguished
even if the ultimate result suggests that their values do
not differ appreciably.

Reference to R1, i.e. the neutron RBE at intermediate
doses – instead of the more elusive limit value RBEmax –
reduces the systematic uncertainty that is inherent in the
choice of a parameter to represent the relative effective-
ness of neutrons in causing late effects in man. But un-
certainty remains, because animal data on rodents vary
considerably and need not be representative for man. A
large series of experiments on male Sprague-Dawley rats
with fission neutrons provides, both for non-lethal and
for lethal tumors, values of R1 close to 50 [14, 15]. Ex-
tensive experiments on mice where life shortening was
used as a proxy for tumor induction [16, 17] have sug-
gested lower values, but rather complex dependencies on
γ-ray dose-rates. In view of the wide range of experi-
mental results [21, 22], any assumption of a plausible
range of values remains judgmental. Roughly in line
with the recommendation of a joint task group of ICRP
and ICRU [23] and as in the previous article on neutron
risks [12], the high and low values 50 and 20 are consid-
ered for R1, and R1=35 is taken as a central reference 
value. The values R1 that are assumed here may appear
to be large in comparison to the ICRP radiation weight-
ing factor wR of about 20 for fission neutrons. However,
it must be noted that wR does not stand for the RBE of a
pure neutron dose, but for the substantially lower RBE
of the mixed neutron and γ-ray dose that is caused by an
external neutron field in the human body [24]. In con-
trast, R1 is the weighting factor that relates to the true
neutron component of the dose. All resulting risk coeffi-
cients are reported for the different values of R1. This
permits an approximate judgment, even if values of R1

outside the range 20–50 are considered.

Choosing two nearly orthogonal parameters

Both parameters α and θ in Eq.(7) are subject to consid-
erable statistical error. The uncertainty in the initial
slope of the dose relation, i.e. the error of α, is of partic-
ular interest. However, the second parameter, θ, is
strongly (negatively) correlated with α. Its error speci-
fies, therefore, essentially the same uncertainty and thus
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provides no additional information. Rescaling θ to a pa-
rameter that is roughly “orthogonal” to α is, therefore,
more informative. A suitable parameter1, subject to con-
siderably smaller error than either α or θ, is the effect
level at an intermediate acute γ-ray dose, D1, divided by
this dose:

(8)

where c is the slope through the point D1 on the dose re-
lation for γ-rays; it will here be called the reference 
(γ-ray) slope. The effect at the intermediate γ-ray dose
D1 is reliably determined by the epidemiological obser-
vations. The reference slope c is, accordingly, a mean-
ingful parameter; in fact, it is essentially equal to the
slope of the dose dependence in a linear model.

With:

(9)

Equation (7) takes the form:

(10)

As explained in the preceding article, D1=1 Gy is – in
computations with the solid cancer data – a suitable
choice for the intermediate γ-ray dose. Equation (10) re-
duces then (written as a value equation with unit Gy) to
the form that is actually used in the computations:

(11)

Specifics of the modeling computations

Numerical values of the maximum likelihood fit parame-
ters for the ERR models were obtained using the AMFIT
routine in the EPICURE software [25]. In line with the
approach for the RERF solid cancer mortality report [7]
and the computations for UNSCEAR [1], the back-
ground rates were not modeled in parametric form, but
were stratified by gender and by 5-year intervals of both
attained age and age at exposure.

The modifying factor [see Eq.(1)] has been modeled
either in terms of the attained age model [26, 27] or in
terms of the traditionally applied age at exposure model
which postulates an ERR that does not decrease in time
after exposure. The use of these two comparatively sim-
ple models parallels the approach in the UNSCEAR re-
port [1] and makes it unnecessary to invoke more com-
plicated intermediate models. The results conveniently
bracket the likely true values.
The modifying functions for the two models are:

(12)

(13)

UNSCEAR [1] uses a power function for the attained
age model instead of the exponential dependence:

(14)

The power function leads to very high ERR values at
young ages and makes the computations rather depen-
dent on the assumed latent period. In the absence of epi-
demiological evidence that favors Eq.(14) over Eq.(12),
the somewhat more moderate exponential attained age
modifier that has been used originally with the attained
age model [26], is retained here.

The dose dependent term, ρ(Dγ, Dn), in Eq.(4) equals
the excess relative risk scaled to the reference attained
age 60 in the attained age model [Eqs.(12) and (14)] or
scaled to the reference age at exposure 30 in the age 
at exposure model [Eq.(13)]. It is also scaled to the aver-
age of the genders. The gender averaged relative risks,
ρ(Dγ, Dn), are – in agreement with the familiar notation
[7, 8] – denoted by ERR60 and ERR30. Other reference
ages have actually been employed by RERF and by 
UNSCEAR, but here all results are rescaled to a=60 and
e=30.

Numerical results in terms of ERR

Comparison to earlier linear estimates

To verify that the present computations are – apart from
the more explicit treatment of the neutrons – in line with
the earlier assessments, the results from RERF [7, 8] and
UNSCEAR [1] are first compared in Table 1 with the co-
efficients that are obtained in the present analysis
through the conventional approach, i.e. with a simple 
linear fit in weighted colon dose (w=10). The terms
ERR60/Gy and ERR30/Gy stand for the dose coefficient
(parameter α in the subsequent Table 2), and refer to the
attained age and age at exposure model, respectively. All
values in the table are derived from the same data sets,
the RERF solid cancer mortality (1950–1990) and inci-
dence data (1958–1987) and, being derived by the same
computational procedure, they are very nearly equal. The
slight differences reflect the choice of a relatively low
dose cut-off (2 Gy) in the present computations. A fur-
ther particularity is that parametric modeling of the
background rates has been used by RERF in the compu-
tation of the ERR30 for the incidence data [8]. 

Results of the explicit treatment

The results of the explicit modeling computations are
given in Table 2 for the solid cancer mortality data.
Analogous results for the solid tumor incidence are given
in terms of diagrams in the appendix. The numerical 
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values are specified here to more digits than is warranted
by their statistical uncertainty; this is done to make the
computational details traceable and to facilitate the com-
parison to the earlier analyses that are based on the same
input data.

The rows labeled w=10 give the results obtained with
the linear-quadratic dose model, but with the convention-
al approach in terms of weighted dose to the colon [see
Eq.(2)]. These results are included to highlight the differ-
ence to the present computation with the change from
colon to organ-averaged dose and the more explicit treat-
ment of the neutrons.

The reference slope, c, corresponds closely to the 
γ-ray dose coefficient in a linear dose model. The esti-
mate, α, of the initial slope of the dose dependence for
the γ-rays differs to varying degrees from c, but the dif-
ference is never significant. Linearity can, therefore, be
accepted and the parameter c with its smaller uncertainty
(95% confidence interval ±28%) serves then as a better
estimate of the dose coefficient than the coefficient α
with its larger uncertainty (average 95% confidence in-
terval ±80%). The parameter, c, is also suitable for a
comparison to the risk estimates of RERF [7, 8] and 
UNSCEAR [1] which have been based on linear dose
models.

With R1=35, the value c=ERR60/Gy=0.36 (attained
age model) or c=ERR30/Gy=0.38 (age at exposure 

model) is obtained. The value of c decreases, of course,
with increasing R1, i.e. with higher effect attribution to
the neutrons. However, the results are not highly sensi-
tive to the assumed value of R1.

Implications on DDREF

While c is the main reference parameter, the parameter
values α are informative because their general consisten-
cy with c confirms the agreement of the data with linear-
ity in γ-ray dose. The fairly large confidence intervals of
α indicate, on the other hand, that the true value of the
initial slope might deviate considerably from the best es-
timate.

The apparent linearity in γ-ray dose is, of course, at
variance with the majority of dose-effect relations ob-
tained for γ-rays in experimental radiobiology. These re-
lations tend to be curvilinear, with ratios c/α (=1+θ) sub-
stantially larger than unity. ICRP has, in view of the con-
flict between the epidemiological data and the general
radiobiological evidence, adopted the dose and dose rate
effectiveness factor, DDREF=2. This factor was taken to
be a ratio of the apparent slope to the initial slope that
would still be consistent with the epidemiological data.
For leukemia the choice of a DDREF was natural be-
cause the RERF data for leukemia are actually sugges-
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Table 1 Comparison of dose coefficients obtained through the
conventional approach, i.e. with a linear model in weighted
(w=10) colon dose. ERR60 refers to the attained age model, ERR30
to the age at exposure model. The present results are obtained with

a dose cut-off 2 Gy. RERF [7, 8] and UNSCEAR [1] employed a
larger cut-off. All results, except the ERR30 for solid cancer inci-
dence were derived with stratified background rates

Table 2 Results of the maximum likelihood fits to the solid can-
cer mortality data. The estimated parameters relate to acute γ-irra-
diation. α is the initial slope (ERR60/Dγ for the attained age model,
ERR30/Dγ for the age at exposure model), c is the slope to ERR60
or ERR30 due to 1 Gy γ-rays; it corresponds closely to the dose co-

efficient in a linear dose model. The 95% confidence limits are
given in brackets. c/αmin (=1+θmax) is the largest DDREF consis-
tent with the data on the 95% confidence level, g and s are the age
and the gender modifiers [see Eqs.(12) and (13)]

Source Solid cancer mortality Solid cancer incidence

ERR60/Gy ERR30/Gy ERR60/Gy ERR30/Gy

RERF – 0.57 – 0.58
UNSCEAR 2000 0.48 0.57 0.57 0.59
Present analysis, conventional approach 0.50 0.53 0.57 0.58

Solid cancer mortality 1950–1990 (df=13,201)

α (Gy–1) c (Gy–1) c/αmin g s deviance

Attained age model

w=10 0.40 (0.11–0.69) 0.50 (0.36–0.64) 4.7 0.0254 0.339 6642.6
R1=20 0.34 (0.06–0.62) 0.41 (0.29–0.52) 6.4 0.0252 0.339 6642.0
R1=35 0.31 (0.04–0.59) 0.36 (0.26–0.46) 8.7 0.0250 0.340 6641.6
R1=50 0.29 (0.02–0.56) 0.32 (0.23–0.41) 14.3 0.0249 0.341 6641.4

Age at exposure model

w=10 0.48 (0.18–0.78) 0.53 (0.39–0.68) 2.9 0.0403 0.335 6633.1
R1=20 0.42 (0.14–0.71) 0.43 (0.31–0.55) 3.2 0.0397 0.333 6632.4
R1=35 0.40 (0.11–0.68) 0.38 (0.28–0.49) 3.4 0.0392 0.333 6632.1
R1=50 0.37 (0.09–0.65) 0.34 (0.25–0.44) 3.7 0.0387 0.333 6631.9



tive of considerable curvature. For the solid cancers any
assumed DDREF must be measured against the lowest
value c/αmin (=1+θmax) that is statistically still consistent
with the data. This ratio is, therefore, separately tabulat-
ed in column 4 of Table 2.

The results show that substantial values of DDREF
(=c/αmin) are statistically consistent with the solid cancer
mortality data. Computations with the published inci-
dence data (1958–1987) indicate a considerably more
narrow range of possible values, the maximum admissi-
ble value being c/αmin=1.7 (see Appendix). Pierce and
Preston had already pointed this out in their recent analy-
sis [18] of the new incidence data (1958–1994).

Diagrams of the dose dependencies

Graphic representations of the risk estimates and their
uncertainties will be given in the next section in a form
that relates also to lifetime attributable risk. Before this
issue is dealt with, diagrams are given in Figs. 1 and 2 to
illustrate the observed data points (with standard errors)
and the inferred dependencies of the ERR (cancer mor-
tality) on total absorbed dose. The figures refer to the re-
sults obtained with the attained age model, but the dose
dependencies for the age at exposure model are very
nearly the same. Figure 1 gives results from the conven-
tional analysis (with colon as reference organ and w=10).
Figure 2 depicts the results from the present treatment,
i.e. modeling computations with explicit accounting for
neutrons [see Eqs.(3) and (11)]. The solid curves give the
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Fig. 1 Dose dependencies for solid cancer mortality inferred from
the A-bomb survivors data in terms of the attained age model
against total absorbed dose to the colon. The data points (with
standard errors) represent the ERR60 for separate dose categories.
The curves result from the conventional analysis in terms of a
constant neutron RBE=10. The dotted curves represent the best fits
to the data points. The solid curves represent the effect attributed
to the γ-rays, the dark shaded areas represent the effect attributed
to the neutrons. Upper panel: maximum likelihood fits. Lower
panel: best fits with the minimum value of the initial slope, α,
consistent with the data on the 95% confidence level (see Table 1)

Fig. 2 Dose dependencies for solid cancer mortality inferred from
the A-bomb survivors data in terms of the attained age model
against total organ-averaged absorbed dose. The data points (with
standard errors) represent the ERR60 for separate dose categories.
The curves result from modeling computations with explicit treat-
ment of the neutrons. The dotted curves represent the best fits to
the data points. The solid curves represent the effect attributable to
the γ-rays. In each panel, the results are given for the values
R1=20, 35, and 50 (from top to bottom; the dotted curves coincide
for the assumed values of R1). The dark shaded areas represent the
effect attributable to the neutrons (R1=35). Upper panel: maxi-
mum likelihood fits. Lower panel: best fits with the minimum 
value of the initial slope, α, consistent with the data on the 95%
confidence level (see Table 1)

effect contribution due to the γ-rays in terms of the 
model parameters from Table 2; the dotted curves repres-
ent the total effect. The abscissa values are the organ-
averaged absorbed doses (including the neutrons). The
effect contribution of the neutrons increases more than
proportional to total dose, which reflects the fact that the
neutron absorbed dose fraction increases with dose. The
points (with standard errors) are direct fits to the data in
the individual dose bins. 

The upper panels of Figs. 1 and 2 give the maximum
likelihood results, the lower panels give the dependen-
cies with the lowest value of the initial slope (highest
DDREF) on the 95% confidence level.

The effect attribution to neutrons is, of course, unreal-
istically low in the conventional treatment (Fig. 11), since
it corresponds to a constant RBE of neutrons of only 10.
In fact, in the conventional treatment the weighting factor
w=10 [Eq.(1)] is applied to the colon, where the neutron
contribution is least; this would correspond to using the
weighting factor 5 with the organ-averaged dose [12].

In Fig. 2 the results from the explicit treatment are
given for the intermediate value R1=35 and for the high
and low values 50 and 20 that are here invoked. The trip-
lets of curves thus indicate the uncertainty in the inferred
relation for γ-rays that is due to the choice of the neutron
RBE, R1. They do not represent the statistical uncertainty
of the estimates in Table 2. This uncertainty is visualized
in the comparison of the upper and lower panels.



The fit to the actual mixed radiation depends so little
on the assumed value R1, that the dotted curves coincide
for the assumed values 20, 35, and 50 of R1. The main
purpose of the diagrams is to illustrate the substantial at-
tribution to neutrons (dark shaded areas) in the explicit
treatment (Fig. 2) and the fairly low initial slopes that are
still consistent with the mortality data in terms of the 
attained age model.

Numerical results in terms of LAR

Risk coefficients are usually expressed in terms of ex-
pected numbers of fatalities (or cases) per unit dose.2

Comparing the present results with such risk coefficients
thus requires a conversion of excess relative risk per Gy
into lifetime attributable risk per Gy.

As in the preceding paper [12], lifetime attributable
risk, LAR, will be expressed in terms of the excess solid
cancer mortality integrated over the survival function of
the reference population. While this quantity has earlier
been termed risk of untimely death (RUD) [28], the simpler
name lifetime attributable risk is used here. This quantity
corresponds to the risk coefficients derived earlier by ICRP
and – apart from some numerical differences in the deriva-
tion of the conversion coefficients – to those more recently
presented by UNSCEAR for low doses (0.1 Sv).3

The present considerations are restricted to the “trans-
port” of excess relative risk (ERR) from the study popu-
lation – here the A-bomb survivors – to the reference
populations. This leads, as seen in the UNSCEAR re-
sults, to risk estimates that are roughly 10% higher than
in the transport of excess absolute risk (EAR).

The computation of LAR involves integrating the ex-
cess relative risk over the background cancer mortality
rates and the survival function of the selected reference
population. In their computations for ICRP, Land and
Sinclair [10] have invoked the populations US, UK, 
Japan, China and Puerto Rico and have computed the
conversion factor from ERR to LAR for each of these
five populations. They have then used the average of
these factors to derive the nominal risk coefficient.
While this procedure is to some degree arbitrary, it de-
fines a usable standard that permits exact comparison.
For this reason the same approach and the same popula-
tion data as used for ICRP [9, 10] are employed here.
The concepts and computations for deriving the factors
for the conversion of ERR to LAR are described separate-
ly [29]. It is here sufficient to list the numerical results
(for an assumed latency period of 5 years, and the modi-
fying factors given in Table 1).

Averaged over all ages one obtains:

(15)

If the power function [Eq.(14) instead of Eq.(12)] is used
in the age attained model a somewhat larger conversion
factor is obtained.

For a gender averaged working population of age
range 25–65 (as specified in [9]) the conversion factors
are similar for the two different projection models:

(16)

Figure 3 depicts, with reference to the left ordinate, the
results from Table 2, i.e. the risk estimates in terms of
ERR depending on the assumed value R1 of the neutron
RBE. The solid lines and the dark shaded bands give the
reference slope, c, i.e. the slope through the ERR due to
1 Gy γ-rays, together with its 95% confidence ranges.
This quantity, essentially the γ-ray slope in a linear dose
dependence, is – as stated in the preceding section – fair-
ly narrowly defined. It is given as a bold line in the range
20–50 of plausible values R1. The results are not sub-
stantially different for the two projection models, the at-
tained age model and the age at exposure model.

The broken lines and the light shaded bands give the
estimates of the initial slope and their 95% confidence
ranges. The essential point here is the broad range of ini-
tial slopes in the linear-quadratic dose dependence that
are statistically consistent with the data. In this context it
must be noted that the confidence ranges represent the
uncertainty of the excess relative risk, ERR, but not the
uncertainty of the conversion factors from Eq.(16).
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2 Reference is made to Gy in the present treatment. This is done to
avoid misinterpretations that can arise when computations are per-
formed with different RBE values which must not be confused
with the quality or radiation weighting factors.
3 UNSCEAR uses a somewhat more complicated quantity, REID,
which equals LAR at low doses. Since there is no need for summa-
ry risk coefficients relative to high doses, it is sufficient to con-
sider the simpler quantity, LAR (for details see [29]).

Fig. 3 The solid lines and the dark shaded bands represent – for
the two projection models – the parameter c, i.e. the ERR for solid
cancer mortality due to an acute γ-ray dose of 1 Gy and its 95%
confidence range. The broken lines and the light shaded bands
give the estimate of the initial slope, α, and its 95% confidence
range in a linear-quadratic dose dependence for the γ-rays. The re-
sults are given in dependence on the assumed neutron RBE, R1,
vs. an acute γ-ray dose 1 Gy (see Table 2). The right ordinate gives
the same quantities expressed in terms of the lifetime attributable
risk for solid cancer mortality for a population of working ages.
The confidence bands express only the statistical uncertainty in
the ERR, not the uncertainty of the conversion coefficient
LAR/ERR



The right ordinate gives the risk coefficient in terms
of the lifetime attributable risk, LAR, for solid cancer
mortality for a working population. For a population of
all ages the values are higher by the factor 1.65 with the
age at exposure model, and slightly smaller by the factor
0.94 with the attained age model.

Comparison to ICRP

The current ICRP solid cancer fatality coefficient is
0.045/Gy for a population of all ages, and 0.036/Gy for a
working population [9]. These values were derived in
terms of the age at exposure model. If the factor
DDREF=2 is omitted, the values are 0.09/Gy and
0.072/Gy. The present computations provide – with the
same conventional approach (w=10 and reference to 
colon dose), but with the 1950–1990 data (instead of 
the 1950–1987 data) – the coefficients 0.094/Gy and
0.057/Gy.

With the explicit treatment of neutrons the estimates
are notably lower. The central estimates (R1=35) in terms
of the present explicit computations are 0.068/Gy (all ag-
es) and 0.041/Gy (working ages) with the age at expo-
sure model. For the attained age model, the result is
0.045/Gy for occupational exposures. For a population
of all ages, the attained age model provides the value
0.042/Gy. However, the age at exposure model fits the
data somewhat better. Thus the true value for a popula-
tion of all ages may be closer to 0.068/Gy than to
0.042/Gy.

Comparison to UNSCEAR

UNSCEAR [1] quotes separate risk estimates for the five
different reference populations. As averages over these
populations and for all ages at exposure one obtains
LAR=0.13/Gy for the age at exposure model, and
0.082/Gy for the attained age model. These values are
twice as large as the central estimates 0.068/Gy and
0.042/Gy that are obtained here with the same solid can-
cer mortality data.

The difference is not entirely a matter of the more ex-
plicit treatment of the neutrons. UNSCEAR translates the
ERR values for total solid cancer mortality (see [1], 
Annex I, Table 2 : ERR60/Gy=0.48 and ERR30/Gy=0.57)
into the risk coefficients LAR/Gy=0.082 (attained age mod-
el) and LAR/Gy=0.13 (age at exposure model). This corre-
sponds to the conversion coefficients LAR/ERR60=0.171
and LAR/ERR30=0.228. These values are larger by factors
of 1.5 and 1.3 than the conversion factors in Eq.(15). One
reason for the difference is that UNSCEAR has utilized
somewhat more recent population data for the US, the UK,
and Japan than ICRP and that they have employed actual
age distributions of the populations, rather than the equilib-
rium distributions that correspond to the actuarial survival
functions. This has increased the conversion factors some-
what (see [29]). A further part of the difference results

from the fact that the UNSCEAR Committee chose to de-
rive the overall risk estimate for solid cancers not through a
joint ERR (for each sex). Instead it determined it by deriv-
ing individual ERRs for eight cancer categories and by
summing the estimated contributions. While the effect is
not large, it is difficult to quantify the uncertainty that is as-
sociated with this less direct procedure.

LFR as an alternative expression of attributable risk

The lifetime attributable risk, LAR, specifies the proba-
bility of a fatal cancer due to the radiation exposure or
the expected number of fatalities in a reference popula-
tion. Such numbers can be misleading, if they are given
without a reference scale. A relative parameter can be
more meaningful, and a suitable quantity is the lifetime
attributable risk, LAR, divided by the spontaneous life-
time cancer mortality risk, B, in the reference population,
i.e. the fraction of deaths due to cancer. The modified
quantity has tentatively been termed lifetime fractional
risk, LFR [29], which is the fractional increase over the
spontaneous lifetime cancer mortality. Besides being
more indicative of the actual magnitude of the radiation
risk, it has the attractive feature of depending little on the
particularities of the reference population. In contrast to
LAR (and the familiar risk coefficient), LFR is not larger
for populations with high life expectancy, but is fairly
equal for different reference populations [29].

The average of the ratio LFR/LAR for the five ICRP
reference populations is 5.5, almost equally for the two
projection models and both for a population of all ages
and a working population [29]. This makes it a simple
matter to translate lifetime attributable risk into lifetime
fractional risk. Thus, for a working population, one can
either specify the lifetime attributable solid cancer fatali-
ty as 0.043/Gy, or the lifetime fractional risk as 0.23/Gy.

Conclusions

Risk estimates for solid cancer mortality and incidence
have here been obtained in terms of a treatment that in-
cludes an explicit accounting of the neutron effect contri-
bution. The resulting estimates are lower by about a fac-
tor 1.4 than the values obtained in the conventional anal-
ysis that refers to the colon doses and utilizes a constant
weighting factor w=10 for the neutrons.

The treatment is similar to the approach Pierce and
Preston have taken in their recent analysis of the new in-
cidence data [18]. They postulate – as was done here – 
a linear (neutrons), linear-quadratic (γ-rays) dose depen-
dence, and they consider a low dose limit, RBEmax=λ
=40, of the neutron RBE. The neutron RBE against the
reference γ-ray dose D1 equals R1=λ/(1+θ ·D1), where θ
is the ratio of the quadratic to the linear dose coefficient
for γ-rays (inverse of the cross-over dose). For dose 
dependencies with little or no curvature it would appear
that the value 40 invoked by Pierce and Preston is 
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roughly in line with the range 20–50 for R1 in the present
computations. However, it is a major difference that the
value λ=40 in the analysis of Pierce and Preston refers to
the colon dose. Since the neutron to γ-ray absorbed dose
ratio is larger by about a factor 2 for the organ-averaged
dose than for the colon dose, the assumption RBEmax=
λ=40 by Pierce and Preston is, in fact, equivalent to
RBEmax=λ=20 with reference to the organ-averaged doses.

Averaged over the five populations that were invoked
by ICRP, UNSCEAR derives the nominal risk coeffi-
cients LAR=0.13/Gy (age at exposure model) and
LAR=0.082/Gy (attained age model) for solid cancer
mortality. This exceeds the results LAR=0.068/Gy and
0.042/Gy from the present analysis (with R1=35) by a
factor of 2. The change from the conventional approach
to the more explicit treatment of the neutrons accounts
for about half of the difference. The remaining difference
results partly from the fact that the UNSCEAR has in-
voked – for the transport of the ERR into LAR – the same
reference populations as Land and Sinclair in their com-
putations for ICRP [10], but has employed somewhat
different population data and has used actual age distri-
butions instead of the equilibrium distributions. A fur-
ther difference is that UNSCEAR has not simply trans-
ported the overall ERR for all solid tumors to the refer-
ence populations, but has added up individually estimat-
ed contributions from different tumor sites to derive the
overall solid cancer mortality risk.

The choice of the correct projection model in age is
still open, and a definitive projection model will have to
await the completion of the follow-up of the A-bomb
survivors. The age at exposure model leads with the
present solid cancer mortality data (1950–1990) to risk
estimates for a population of all ages that are larger by a
factor of about 1.6 than the estimates from the attained
age model. This fairly large difference reflects a marked-
ly elevated ERR in the youngest age at exposure cohorts.
Whether these high values are real, has major implica-
tions with regard to the risk due to radiation exposure of
children and juveniles.

The evidence for the elevated risk at young ages of
exposure rests, at present, on a relatively small number
of excess cancer cases (or cancer deaths) in these age co-
horts. In this context it is of interest that the stratified
treatment of the background of cancer mortality implies
a somewhat peculiar secular trend of decreasing rates be-
low age 60 and increasing rates above this age. With a
parametric modeling of the background rates which does
not include this complexity, the age at exposure depen-
dence of the ERR is less marked. A similar reduction of
the difference between the models results, if absolute
risk – rather than relative risk – is transported in the
computation of the LAR. Definitive conclusions on the
dependence of LAR on age at exposure will require the
continued follow-up of the A-bomb survivors. The at-
tained age and the age at exposure model can in 
the meantime – in line with the approach chosen by 
UNSCEAR – be useful references that bracket the likely
true value of the solid cancer risk coefficient.

The dose limits to the population are so low that a
comparison to natural background radiation is more
meaningful than a comparison to nominal risk numbers.
In this sense the nominal risk coefficients are primarily
of interest with regard to occupational exposures. For a
gender averaged working population (age 25–65) the
two projection models provide almost the same LAR, i.e.
the choice of the projection model has ceased to be criti-
cal. With an assumed neutron RBE R1=35, the solid can-
cer fatality risk coefficient 0.043/Gy is obtained. With a
lower assumed value R1=20 the coefficient is only mod-
erately increased to 0.048/Gy.

Fairly large values of DDREF are – as shown in 
Table 2 and Fig. 3 – consistent with the data for the solid
cancer mortality. Considerably smaller risk coefficients
than the central estimates can, therefore, not be ruled
out. The incidence data define – as shown in Appendix,
Fig. 4 – a more narrow range of the initial slope of the
dose dependence for γ-rays. The maximum likelihood
estimates of the ERR are moderately – although not with
statistical significance – larger than the values for solid
cancer mortality. The major difference is that the inci-
dence data appear to be inconsistent with a DDREF
larger than about 1.7.

The result of the present analysis is remarkable inso-
far as the derived risk coefficient for occupational expo-
sure corresponds closely to the current ICRP nominal
risk coefficient, although it does not invoke the ICRP re-
duction factor DDREF=2. The risk coefficient could,
therefore, remain largely unchanged if the DDREF were
abandoned.

The DDREF remains a somewhat controversial issue.
Radiobiological studies suggest a DDREF both for 
x-rays and γ-rays. ICRP has, therefore, adopted DDREF=2
and has applied it to the risk estimates derived from the
A-bomb data. On the other hand, there is evidence from
radiobiological studies [30] that the RBE of x-rays com-
pared to γ-rays is about 2 at low doses. Since the nomi-
nal risk coefficient is intended to be applicable not only
to γ-rays, but also to x-rays, the two possible modifying
factors cancel out. This would tend to suggest that the
DDREF ought to be abandoned. Radioepidemiology,
likewise, fails to provide strong support for a DDREF.
There is no evidence for a DDREF in the A-bomb data
and no consistent evidence from other cohorts. At the
same time, there is no indication of higher risk coeffi-
cients for x-rays than γ-rays in the epidemiological data.
In this sense there appears to be little justification, both
on the grounds of biology and epidemiology, to adopt a
DDREF.

However, as stated at the outset, the present study is
not aimed at deriving a new nominal risk coefficient. It
focuses, instead, on methodological aspects that can be
taken into account in future analyses based on a more re-
cent follow-up of the A-bomb survivor data and an up-
dated dosimetry.

A preceding paper [12] deduced the risk coefficient
for neutrons in terms of a Poisson regression which re-
quired – in addition to an assumed R1 – only the ERRobs
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Fig. 4 The solid line and the dark shaded band represent – for the
age at exposure model – the parameter c, i.e. the ERR30 for solid
cancer incidence due to an acute γ-ray dose of 1 Gy and its 95%
confidence range. The broken line and the light shaded band gives
the estimate of the initial slope, α, and its 95% confidence range.
The diagram is analogous to the diagrams in Fig. 3

at a dose of 1 Gy from the A-bomb radiation. An attrac-
tive feature of this approach is – apart from its simplicity –
the fact that it is insensitive to uncertainties of the neu-
tron dosimetry that still exist at lower doses. The present,
more detailed modeling provides, of course, also a risk
estimate for neutrons, αn=c·R1, and it is of interest to ex-
amine the consistency of the two results. The preceding
paper derived (with R1=35) the risk coefficients for neu-
trons ERR/Gy=12.8. The present, more explicit computa-
tions provide – in terms of the values c in Table 2 – the
values ERR/Gy=13.0 as an average of the two different
projection models. The degree of numerical equality may
be accidental, but the comparison confirms the consis-
tency of the two similar approaches.
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Appendix

Results obtained from the solid cancer incidence data

Figure 4 gives the results for the solid cancer incidence data
(1958–1987) in analogy to those for the solid cancer mortality 
data (Fig. 3). Only the results for the age at exposure model are
given, because the two projection models (in terms of ERR30 and
ERR60) give almost precisely the same results. As with the mor-
tality data, the incidence data fit the e-model better than the 
a-model. The maximum likelihood estimates of the initial slope
α is somewhat larger – although not significantly so – than the
maximum likelihood value of c. This implies – in agreement
with an analysis of the more recent incidence data [18] – that the
incidence data are inconsistent with a DDREF in excess of about
1.7. Since there is no standard for the incidence rates, the dia-
gram does not give a right ordinate with lifetime attributable in-
cidence.
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Abstract Chromosome data pertaining to blood samples
from 1,703 survivors of the Hiroshima and Nagasaki A-
bombs, were utilized and different models for chromo-
some aberration dose response investigated. Models
applied included those linear or linear-quadratic in
equivalent dose. Models in which neutron and gamma
doses were treated separately (LQ-L model) were also
used, which included either the use of a low-dose limiting
value for the relative biological effectiveness (RBE) of
neutrons of R0=70€10 or an RBE value of R1=15€5 at
1 Gy. The use of R1 incorporates the assumption that it is
much better known than R0, with much less associated
uncertainty. In addition, error-reducing transformations
were included which were found to result in a 50%
reduction of the standard error associated with one of the
model fit parameters which is associated with the
proportion of cells with at least one aberration, at 1 Gy
gamma dose. Several justifiable modifications to the
DS86 doses according to recent nuclear retrospective
dosimetry measurements were also investigated. Gamma-
dose modifications were based on published thermolumi-
nescence measurements of quartz samples from Hiroshi-
ma and on a tentative reduction for Nagasaki factory
worker candidates by a factor of 0.6. Neutron doses in
Hiroshima were modified to become consistent with
recent fast neutron activation data based on copper
samples. The applied dose modifications result in an
increase in non-linearity of the dose-response curve for
Hiroshima, and a corresponding decrease in that for
Nagasaki, an effect found to be most pronounced for the
LQ-L models investigated. As a result the difference in
the dose-response curves observed for both cities based
on DS86 doses, is somewhat reduced but cannot be
entirely explained by the dose modifications applied. The

extent to which the neutrons contribute to chromosome
aberration induction in Hiroshima depends significantly
on the model used. The LQ-L model including an R1

value of 15 at 1 Gy which is recommended here, would
predict between 10% and 20% of the observed chromo-
some aberrations to be due to neutrons, at all doses.
Because of the good agreement between DS86 predictions
and the results of retrospective gamma and neutron
dosimetry, the modifications applied here to DS86 doses
are relatively small. Consequently, the choices of model
and RBE values were found to be the major factors
dominating the interpretation of the chromosome data for
Hiroshima and Nagasaki, with the dose modifications
resulting in a smaller influence.

Introduction

The A-bomb survivors from Hiroshima and Nagasaki
have been extensively monitored, and radiation-induced
late effects such as leukemia, solid tumors, or non-cancer
diseases have been carefully modeled (e.g. [1, 2, 3, 4]).
Further studies have dealt with chromosome aberrations
in peripheral blood lymphocytes, and dose-related in-
creases continued to be detectable even decades after
exposure (e.g. [5, 6, 7, 8]). Successively improved
dosimetry systems have been developed as the investiga-
tions evolved.

The first dosimetry system, T57D (tentative 1957
doses), was published in 1960 [9] and was replaced by the
tentative 1965 doses (T65D) in 1968 [10]. In 1978 Rossi
and Mays [11] noted that a significant difference between
the dose-response curves for leukemia in Hiroshima and
Nagasaki could be explained—in terms of T65D doses—
by the high relative biological effectiveness (RBE) of
neutrons which had been found in various radiobiological
studies. Later Loewe and Mendelsohn [12] pointed out
that the differences in the dose-response curves for
Hiroshima and Nagasaki disappeared when modified
dose estimates were used. These developments motivated
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a large international effort that resulted in the creation of
the current dosimetry system DS86 [13]. For a more
detailed description of these developments, see e.g. [14].

The similarity between the leukemia dose response in
Hiroshima and Nagasaki that resulted with the DS86
doses was subsequently seen as a confirmation of DS86.
Nevertheless, there have been a number of continued
uncertainties.

A major change brought about by DS86 was a
substantial reduction of the neutron doses in Hiroshima.
However in the final report of DS86 [13] it was noted that
neutron doses for Hiroshima should be seen as tentative.
Subsequent neutron activation measurements on samples
exposed to thermal neutrons from the Hiroshima bomb
seemed to confirm this statement. They suggested con-
siderably larger neutron doses than specified by DS86 at
large ground ranges1 (e.g. [15, 16, 17, 18]).

A second discrepancy relates to thermoluminescence
measurements on quartz samples from Hiroshima. These
measurements suggest that close to the hypocenter the
gamma doses are smaller by a factor of about 0.6
compared to DS86, whereas they are larger by a factor of
about 1.6 for ground ranges close to 2 km [19].

A subgroup of Nagasaki survivors exposed in factories
(“Nagasaki factory workers”) were added to the cohort in
an extension of the dosimetry system although shielding
calculations were difficult for them. Subsequent indica-
tions, from both chromosome aberration and cancer data,
were that their doses (in the range 0.5–1.5 Gy)2 might
have been too large [3, 8].

The potential implications of the dosimetric uncer-
tainties for risk estimation have been assessed in a
number of studies [20, 21, 22, 23]. The present paper
considers, based on the more recent developments,
implications of the uncertainties and of potential dosi-
metric changes in the light of the chromosome aberration
data.

In contrast to the leukemia and solid cancer data there
continued to be in terms of the DS86 doses substantial
differences in the dose response curves for chromosome
aberrations in Hiroshima and Nagasaki (see Fig. 1). Stram
et al. [7] concluded that in DS86 “ ... either neutrons were
underestimated in Hiroshima or gamma-rays were over-
estimated in Nagasaki”. The abovementioned current
issues of uncertainty with regard to DS86 are in apparent
accordance with this statement.

As far as neutron doses are concerned, past studies
primarily addressed the large discrepancy to the DS86
neutron doses that was suggested by the thermal neutron

activation measurements. However, in the meantime,
working groups in the US, Japan, and Germany have
initiated new measurement programs to detect thermal
and fast neutron activation products in samples from
Hiroshima. The joint US-Japanese working group on
reassessment of A-bomb dosimetry publicly announced
recently that after analysis of all available data, no major
changes of the DS86 neutron doses are expected [24]. For
this reason, any modifications of DS86 neutron doses
discussed in this paper are not based on published thermal
neutron activation data. Instead, we used new data on 63Ni
which had been produced in copper samples from
Hiroshima by fast neutrons from the A-bomb via the
reaction 63Cu(n,p)63Ni [25, 26, 27]. The 63Ni can be
detected by means of a dedicated chemical procedure [28]
and accelerator mass spectrometry [29, 30, 31]. These
data appear to be consistent, within their experimental
uncertainties, with DS86 fast neutron fluences [32].

Though statistically compatible with DS86 calcula-
tions, the 63Ni data are used here to slightly modify the
DS86 bone marrow neutron doses. DS86-based bone
marrow gamma doses were modified for Hiroshima as
suggested by in situ thermoluminescence data [19]. Bone
marrow gamma doses to Nagasaki factory workers were
decreased by a factor of 0.6, in the dose range 0.5–1.5 Gy.

The work is focussed on three aspects:

– The apparent difference between the two cities which
is seen in the chromosome data, but not for solid
cancers and leukemia,

– The influence of the applied dose modifications on
dose-response relationships, for different models,

– The potential role of neutrons on chromosome aber-
ration induction in Hiroshima and Nagasaki.

Fig. 1 Non-parametric excess relative rate per 0.2 Gy, as function
of bone-marrow dose (with data from [7]); data are corrected for a
weighted mean background rate of 1.218�10�2 aberrations per cell
for Hiroshima and 1.322�10�2 aberration per cell for Nagasaki
obtained from those surivors with estimated zero dose

1 Ground range denotes the distance between the location of
interest and the hypocenter of the explosion; the hypocenter being
the vertical projection of the actual location of the explosion (burst
height: 580€15 m [13]), i.e. the epicenter, onto the ground. Slant
range denotes the actual distance of the location of interest to the
epicenter.
2 The special name Sievert (Sv) is here exclusively used with dose
equivalent quantities that are defined in terms of the officially
adopted values Q or wR; in all other cases, the special name Gray
(Gy) is used for the unit J/kg.
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Materials and methods

Chromosome aberration data

The present paper makes use of data for stable chromosome
aberrations (CA1993.dat) previously analyzed by Stram et al. [7].
This data set is based on stable chromosome aberrations (primarily
translocations and inversions) collected between 1968 and 1985 by
the Radiation Effects Research Foundation (RERF) on 1,703
individuals from the Life Span Study (LSS) cohort of atomic bomb
survivors—1,043 from Hiroshima and 660 from Nagasaki—with
estimated DS86 shielded kerma less than 4 Gy when the neutron
component of dose is weighted with a constant RBE of 10. For each
individual the data set includes information on city, year of assay,
numbers of examined cells and number of cells with at least one
aberration, as well as DS86 bone marrow gamma and neutron
doses. Fig. 1 visualizes the data in terms of the observed number of
stable aberrations per investigated cell, corrected for a weighted
mean background rate and for dose intervals of 200 mGy (“excess
relative rate”). For further details see [7].

Models

For this study the chromosome data from Hiroshima and Nagasaki
have been fitted in terms of a number of special forms (see
Appendix A) of the generic model:

pi;t ¼ at � 1þ r Dg;i;Dn;i

ÿ �ÿ �

ð1Þ

where pi, t is the expected proportion of cells with stable
chromosome aberration(s); i is the survivor index; t is the time
interval index; at is the background frequency of aberrations; Dg,i is
the bone-marrow gamma dose for the ith survivor (Gy); Dn,i is the
bone-marrow neutron dose for the ith survivor (Gy); and r(Dg,i, Dn,i)
is a linear or linear-quadratic expression in the gamma and neutron
dose.

The statistical models for the expected proportion, pi, t, of cells
with at least one aberration as a function of dose, were fitted using
iterative re-weighted least-squares regression with the software
package EPICURE [33]. Maximum likelihood calculations based
on a simple binomial model are not suitable here because these data
exhibit considerably larger variance at higher doses than a simple
binomial model would imply [6]. Thus, regression techniques
incorporating iterative re-weighted least-squares were applied, with
weights chosen to compensate for the increased variability. As
pointed out by Preston et al. [6], the over-dispersion observed in the
aberration data appears to be adequately described by the equation:

var pi;t
ÿ �

¼ pi;t 1ÿ pi;t
ÿ �

=Ni þ 1ÿ 1=Nið Þ � q � p2i;t ð2Þ

where Ni is the number of cells examined for the ith survivor; q is
the over-dispersion parameter.

The first term represents the binomial variance, the second term
models the over-dispersion. The variance var(pi, t) is used as weight
in the regression analysis.

The various special models are described in Appendix A and the
derived model parameters are listed in Table A1. The results and
the essential conclusions on city differences, the impact of
dosimetry modifications, and the potential influence of the neutrons
are discussed in the Results and Discussion section.

Modifications applied to DS86 neutron and gamma doses

Gamma-ray doses in Hiroshima

DS86 gamma doses for Hiroshima were tentatively modified for
part of the present computations, in line with data summarized by
Nagatomo et al. [19]. In Fig. 2 of their paper Nagatomo et al. show
thermoluminescence data for quartz samples from Hiroshima, in
terms of the ratio of measured gamma dose to its value in DS86. A

least-squares regression through those data results in a functional
dependence on slant range as given in Eq. 3:

cg slð Þ ¼ 0:528 exp 0:534 slð Þ ð3Þ

where sl is the slant range (in km) to the bomb. For locations close
to the hypocenter, cg=0.72. For a ground range of about 2 km, i.e.
the largest distance for which thermoluminescence measurements
were performed, cg equals about 1.6 (see also Table 1).

Neutron doses in Hiroshima

Recently improved methods have made it possible to detect very
small amounts of 63Ni in copper samples from Hiroshima and
Nagasaki [28, 29, 30, 31]. The 63Ni has been produced by fission
neutrons from the A-bomb via the reaction 63Cu(n,p)63Ni. Since
neutron doses are predominantly due to fast neutrons, 63Ni is a
better indicator of the magnitude of the neutron doses than
activation products of thermal neutrons previously measured. The
available results on 63Ni for Hiroshima are compatible with the
DS86 fast neutron fluences. Due to the uncertainties of the results
from distant samples some deviation from DS86 estimates cannot
be excluded [32], but these are far smaller than the discrepancy
which had been reported in the literature for thermal neutrons.
Essential agreement with DS86 has also recently been established
for 36Cl which was produced by thermal neutrons from the A-bomb
explosion via the reaction 35Cl (n,g) 36Cl in granite samples from
Hiroshima [34, 35].

For the present computations the measured 63Ni activities [32]
have been normalized to the activities expected on the basis of
DS86 (S. Egbert, private communication, 2001). A weighted least
squares regression on the results has then provided the modification
factor cn for the neutron doses as function of slant range sl (in km):

cn slð Þ ¼ 0:157 exp 0:534 slð Þ ð4Þ

Close to the hypocenter the modification factor is 0.4, which
reflects mainly a single data point at slant range 686 m. At a slant
range of about 1.6 km, cn equals about 1.9.

Both for the modification of the gamma dose and the neutron
dose, it is necessary to assign a distance, sl, to each of the survivors
in the study. This distance is not part of the data set. Therefore it is
estimated from the bone marrow gamma dose for the person and the
overall relation between the DS86 bone marrow gamma dose and
distance [36]. Table 1 lists the modification factors for neutron and
gamma dose vs. slant range and vs. the bone-marrow gamma dose
in Hiroshima.

Table 1 Modification factorscg (Eq. 3) and cn (Eq. 4) applied to the
DS86 gamma and neutron doses for Hiroshima; slant range as a
function of absorbed gamma marrow dose was taken from [36]; cg
is based on published thermoluminescence data [19], cn is based on
recent assessment of fast neutrons by determination of 63Ni in
copper samples [32]. Thecn factors are based on a weighted fit
through the 63Ni point estimates. In spite of the modification that is
here applied it must be noted that the 63Ni data are, within their
uncertainties, compatible with the DS86 fast neutron fluences

Absorbed bone marrow
gamma dose (Gy)

Slant range
(km)

cg cn

0.2 1.63 1.26 1.93
0.4 1.47 1.16 1.49
0.6 1.37 1.10 1.29
0.8 1.30 1.06 1.16
1.0 1.25 1.03 1.07
1.2 1.20 1.00 1.00
1.4 1.17 0.98 0.94
1.6 1.13 0.97 0.90
1.8 1.11 0.95 0.86
2.0 1.08 0.94 0.83
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Gamma-ray doses to factory workers in Nagasaki

The publicly available data set includes Nagasaki factory workers
but does not identify them as such. To apply tentative dose
modifications the gamma doses were, therefore, reduced by a factor
of 0.6 for 100 “factory worker candidates” [8]. The factory worker
candidates were selected via Monte-Carlo techniques to attain a
gender and age distribution and a mean dose as close as possible to
the actual factory workers in the new solid cancer incidence data
(D. Pierce, private communication).

Results and discussion

Four different forms of the generic model of Eq. 1 have
been employed in the computations. The first two cases
are the familiar linear (L) and the linear-quadratic
formulation (LQ)—as originally utilized by [7]—in terms
of a weighted dose D=Dg+10Dnwith weighting factor 10
for the neutron absorbed dose. If r is the excess relative
rate as in:

L : r ¼ b1 D

LQ : r ¼ b1 Dþ b2 D
2

An assumed constant RBE of neutrons is, of course, an
approximation which is not in agreement with the known
decrease of RBE with increasing dose. Therefore we have
used in addition the linear-quadratic model in gamma
dose with linear term in neutron dose. In vitro studies
suggest for Hiroshima-like neutrons against 60Co g-rays a
low-dose limiting RBE value of R0=70 [38] and a value of
about R1=15 at a gamma dose of D1=1 Gy (see Appendix
A). To postulate both of these values for the present study
leads to a poor fit for the Hiroshima data. Models with
R0=70 and R1=15 are, therefore, tested separately:

LQÿ L0 : r ¼ b1Dg þ b2D
2
g þ 70b1Dn

LQÿ L1 : r ¼ b1Dg þ b2D
2
g þ 15 b1 þ b2D1ð ÞDn

The computations are done to explore which form of
the models provides the best agreement between the two
cities and, furthermore, to determine the impact of the
comparatively modest dosimetric changes which have
been discussed in the preceding section. Accordingly each
of the four models is employed under four conditions:

A No changes from DS86
B Modified gamma dose
C Modified neutron dose (no change in Nagasaki)
D Modified neutron and gamma dose.

Altogether there are, thus, 16 solutions for Hiroshima.
For Nagasaki there are only 8 solutions, because no
change of the neutron doses is considered. Some further
explanations on the computations, are given in Appendix
A. The numerical results are listed in Table A1.

Change of background frequencies

The background frequencies, at, of aberrations (see Eq. 1)
have long been noted to increase with calender year in the
investigation, which may reflect improvements in labo-
ratory technique over time [7]. In the present computa-
tions the at were estimated in terms of the linear model
(Eqs. A1 and A2) and the unchanged DS86 doses. Table 2
gives the results which agree closely with those obtained
by Stram et al. [7]. The values remained almost
unchanged when they were derived in terms of the
modified DS86 doses or when a linear-quadratic model
was used.

Results for the remaining parameters and correspond-
ing standard errors that were obtained utilizing the
abovementioned models are given in Table A1, for both
DS86 doses and for the discussed dose modifications. The
X2 overall goodness-of-fit parameters are not tabulated,
because their associated values were all similar enough to
show a statistically indistinguishable goodness-of-fit to
the data for all the applied models. It should be noted that
the results for b1 and b2 (LQ model of Eq. 7) for the
unmodified DS86 bone marrow doses (column 2) agree,
as expected, with those obtained by Stram et al. [7].

Slope for low gamma exposure

Figure 2 represents the values obtained for the linear
coefficients for Hiroshima and for Nagasaki, i.e. for the
low-dose yield of aberrations. The results indicate for the
majority of the model formulations some upward curva-
ture (b2>0) in the dose response for both cities. This is
reflected also in the fact that the initial slope is less in the
linear-quadratic fits than in the purely linear fit, and it is
in line with the earlier analysis (see Fig. 1). Furthermore it
is clear that, for Hiroshima, the smallest initial slope is
found for the gamma ray response in the model LQ-L0

which postulates the high RBE of neutrons at low doses.
For Hiroshima the dose modifications tend to reduce

the initial slope, because the modifications increase doses
at large distances, i.e. at low exposure levels. For
Nagasaki only the reduction of the comparatively high
gamma doses between 0.5 Gy and 1.5 Gy to the factory
workers is considered. Here there is the opposite effect,
i.e. the initial slope increases by up to a factor 2, and the
initially linear-quadratic dose-response curve becomes
more linear after the dose modification.

Table 2 Background proportion of aberrations at for Hiroshima,
and standard errors using the linear model given in Eqs. 1, 5 and 6,
and DS86 neutron and gamma marrow doses

Time period at (Hiroshima)

1968–1969 0.0071€0.0005
1970–1971 0.0107€0.0013
1972–1973 0.0158€0.0013
1974–1980 0.0147€0.0014
1980+ 0.0156€0.0010
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The initial slope is always significantly less for
Nagasaki then for Hiroshima, except for the models
LQ-L0 and LQ-L1 which account explicitly for the
neutron RBE that changes with dose. But even with
these models the differences remain large unless the
DS86 dose values are subjected to the modifications.

Excess relative rate at 1 Gy gamma-ray dose

To assess the consistency of the chromosome data from
the two cities it is not sufficient to consider the linear
coefficients alone, i.e. the initial slopes at low doses. It
is necessary to examine the overall agreement, and a
suitable measure is, in addition to b1, the parameter
c=b1+b2D1 which equals the slope to the excess
relative rate at 1 Gy gamma-rays. The ratio c/b1

indicates the non-linearity of the dose response. It is
analogous to the dose and dose rate effectiveness
factor, DDREF, i.e. it is the effectiveness ratio between
a substantial dose of 1 Gy and a low dose. As explained
in Appendix B, the parameter c can be derived directly in
the model calculations, which has the advantage that its
standard error is also obtained directly, rather than being
inferred from the variance and covariance of the param-
eter estimates b1 and b2. Figure 3 lists the resulting
values c in analogy to the representation of the linear
coefficients in Fig. 2.

Due to the small modifications applied at 1 Gy
gamma-rays for Hiroshima (see Table 1), the effect of the

modifications on c are only small. However, the result
confirms the continued disagreement between the results
for Nagasaki and the larger values for Hiroshima which is
now, i.e. for the model with the roughly orthogonal
parameters, statisitically significant. As found with regard
to the initial slope (Fig. 2), the disagreement is least if all
dose modifications are taken into account.

The ratios c/b2 which can be inferred from the LQ-L1

model are shown in Table 3. For Hiroshima, the applied

Fig. 3 Results for the slope to the excess relative rate c at 1 Gy
gamma-rays (Appendix B), for different dose modifications: A
Hiroshima and Nagasaki—DS86 neutron dose, DS86 gamma dose,
B Hiroshima and Nagasaki—DS86 neutron dose, modified gamma
dose, C Hiroshima—modified neutron dose (consistent with recent
63Ni data), DS86 gamma dose, D Hiroshima—modified neutron
dose (consistent with recent 63Ni data), modified gamma dose
(consistent with TLD data)

Fig. 2 Results for the linear slope at low doses, for different
models and dose modifications (linear: Eq. 6; linear-quad.: Eq. 7;
RBE0=70: Eq. 8; R1=15: Eq. 9): A DS86 neutron dose, DS86
gamma dose; B DS86 neutron dose, modified gamma dose; C

modified neutron dose (consistent with recent 63Ni data), DS86
gamma dose; D modified neutron dose (consistent with recent 63Ni
data), modified gamma dose (consistent with TLD data)

Table 3 Ratios c/ß2 and standard errors inferred from the LQ-L1 model; A–D as in caption of Fig. 2

Ratio Hiroshima Nagasaki

A B C D A B

c/a 1.04 +0.26
–0.18

1.30 +0.31
–0.24

1.13 +0.30
–0.18

1.45 +0.28
–0.44

2.93 +2.73
–1.39

1.47 +0.47
–0.40
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dose modifications tend to increase the c/b2 ratios, i.e. the
non-linearity of the dose-response. The differences are,
however, not statistically significant. When the dose
modifications to the factory worker candidates are applied
the high ratio for Nagasaki decreases considerably. The

non-linearity of the dose-responses becomes very similar
for both cities, if all dose modifications are applied.

Fig. 4a–d Resulting dose re-
sponse curves, for Hiroshima: a
LQ-L0 DS86 doses, b LQ-L0

modified neutron and gamma
doses, c LQ-L1 DS86 doses, d
LQ-L1 modified neutron and
gamma doses. The neutron
contribution lies between the
solid and dotted lines for R1=15
(or R0=70), and between the
dashed and dotted lines for
R1=10 or 20 (or R0=60 or 80)

Fig. 5a–d Resulting dose re-
sponse curves, for Nagasaki: a
LQ-L0, DS86 doses, b LQ-L0,
modified gamma doses, c LQ-
L1, DS86 doses, d LQ-L1,
modified gamma doses. The
neutron contribution lies be-
tween the solid and dotted lines
for R1=15 (or R0=70), and be-
tween the dashed and dotted
lines for R1=10 or 20 (or R0=60
or 80)
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The effect contribution of the neutrons

An appreciable effect contribution by the neutrons is
suggested by the high neutron RBE at low doses (R0=70)
that is found in vitro for chromosome aberrations. It is
also supported by the fact that the modeling in terms of
high neutron RBE minimizes the apparent difference
between the Hiroshima and the Nagasaki data. However,
it must be kept in mind that the value of 70 for R0 was
obtained from an interpolation to small doses and that,
accordingly, the associated uncertainties are expected to
be large. Figures 4 and 5 compare the fit to the data in the
two cities for the two LQ-L models, with and without the
applied dose modifications. For R0 values of 60 and 80
were also used, to account for uncertainties associated
with the estimated value of R0. For the same reason,
values for R1 of 10 and 20 were also used in the LQ-L1

model. The neutron contribution lies between the solid
and dotted lines for R1=15 (or R0=70), and between the
dashed and dotted lines for R1=10 or 20 (or R0=60 or 80).

For Hiroshima, the LQ-L0 model would predict a
considerable effect from neutrons. For example, with
DS86 doses only about 30% of the induced stable
chromosome aberrations is attributed to gamma radiation,
at an absorbed bone-marrow gamma dose of 2 Gy
(Fig. 4a). Even after the dose modifications were applied,
the contribution from neutrons is still considerable and on
the order of 30–50% depending on dose (Fig. 4b). On the
contrary, the role of the neutrons is considerably smaller
when the LQ-L1 model is used (Fig. 4c, d). For Nagsaki
the role of neutrons is less important, for all models used.
Here, the applied modification to the bone marrow
gamma dose clearly results in a more linear dose-response
curve, for both LQ-L models (Fig. 5a–d).

While the results shown in Figs. 4 and 5 indicate the
importance of an appropriate model it must be noted,
however, that the inferences on the neutron contribution
are indirect and, accordingly, rather uncertain.

Conclusions

Chromosome aberration data on a sample of the Life Span
Study cohort which includes 1,703 survivors from
Hiroshima and Nagasaki were analyzed and different
models for the chromosome aberration dose-response
investigated. The impact of several tentative bone marrow
neutron and gamma dose modifications on the shape of
the dose dependence obtained from the Hiroshima and
Nagasaki data was quantified.

For a model linear in equivalent dose, both the applied
gamma and neutron dose modifications have only a slight
influence on the slope of the dose-response curve. A
model linear-quadratic in equivalent dose or an LQ-L
model appears to be more able to track the applied dose
modifications. The prominent feature of any LQ-L model
is that it implicitly allows for a dose dependence of the
RBE for neutrons, i.e. for decreasing RBE values with
increasing dose. As for the LQ-L0 model, the choice of

the best low-dose limiting RBE value R0, however, might
be difficult and for example in the case of cancer and
leukemia induction in man almost impossible due to lack
of direct experimental data. As for the induction of
chromosome aberrations, it might be reasonable to use
data obtained in vitro, although any extrapolation from in
vitro to in vivo situations is of course a second-choice
scenario. Since any use of low-dose limiting values R0

generally is associated with very wide confidence inter-
vals, due to extrapolation of available data to low doses,
the use of the LQ-L1 is recommended here. This model
circumvents this problem by use of R1 values at an
intermediate dose of 1 Gy where the associated uncer-
tainties are much smaller and, at the same time, employs a
transformation resulting in lower standard errors for one
of the model parameters.

The major difference in the results obtained from the
LQ-L0 and LQ-L1 models concerns the role of neutrons in
Hiroshima. While the LQ-L0 model would predict, for
Hiroshima, a significant induction of stable chromosome
aberrations due to neutrons (40–50%), the LQ-L1 model
suggests an effect from neutrons between 10% and 20%,
for all doses. This difference in the interpretation of the
chromosome aberration data shows the fundamental
importance of the choice of an adequate model.

It is of interest to compare the resulting dose-response
curves obtained for Hiroshima with those for Nagasaki.
As already noted by Stram et al. there is a statistically
significant city difference in the dose-response curves for
Hiroshima and Nagasaki when DS86 doses are used [7].
Although the applied dose modifications tend to diminish
this difference, they are not able to eliminate it com-
pletely. The model most sensitive to the applied dose
modifications is the recommended LQ-L1 model, and it is
conlcuded that dosimetric issues could partly explain the
apparent inconsistency between Hiroshima and Nagasaki.

The analysis described here for chromosome aberra-
tions demonstrates how dose modifications discussed in
the literature for Hiroshima might influence the shapes of
the dose-response curves fitted to data from the A-bomb
survivors. In principle, a similar analysis can also be
performed on cancer or leukemia incidence and mortality
epidemiological data collected from the A-bomb sur-
vivors [3]. It is expected that the consequences of dose
adjustments on the functional form of the dose depen-
dence for such endpoints will be qualitatively similar to
those obtained here for chromosome aberrations. In
particular, linear risk coefficients for gamma radiation
could probably decrease and the curvature may increase
somewhat for Hiroshima. A quantitative agreement
between different data sets for different endpoints,
however, cannot necessarily be expected. It is worthwhile
considering that the present results were obtained for bone
marrow doses. For organs located deeper down inside the
human body, such as the colon, where body shielding is
more effective for neutrons than for gamma radiation, any
adjustment to gamma doses will become more important
relative to dose modifications for neutrons.
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Finally it is emphasized that the results presented here,
although they appear to contribute to an overall improve-
ment in the consistency of the chromosome data obtained
from the A-bomb survivors from both cities, must not be
interpreted as proof that the employed dose modifications
are actually true. In order to draw firmer final conclu-
sions, on any modifications that might be needed to be
applied to DS86 gamma and neutron doses, additional
thermoluminescence and neutron activation measure-
ments–especially at large distances from the hypocenter
in Hiroshima—would be very useful. It must be also
noted that in a major international effort, neutron and
gamma doses to the A-bomb survivors from Hiroshima
and Nagasaki are currently being re-evaluated. The
working groups involved have already anounced that
major changes to DS86 dose estimates are not to be
expected [24].

If the final choice for dose modifications are close to
those applied here then the functional form of the dose
dependence for chromosome aberrations based on DS86
doses will be somewhat affected. However, the choice of
model and RBE values are the major factors dominating
the interpretation of the chromosome aberration data.
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Appendix A: Linear and linear-quadratic models

Conventional analysis

Di is the weighted bone-marrow dose for the ith survivor,
with weighting factor 10 for the neutron absorbed dose:

Di ¼ Dg;i þ 10 � Dn;i ð5Þ

Linear model (L)

The linear model is the simplest option:

r Dg;i; Dn;i

ÿ �

¼ b1Di ð6Þ

Linear-quadratic model (LQ)

The linear-quadratic model has been utilized by Stram et
al. [7]:

r Dg;i; Dn;i

ÿ �

¼ b1Di þ b2D
2
i ð7Þ

LQ-L model with a limiting low-dose RBE
value RBE0 of 70

The LQ-L model is linear-quadratic in the gamma-ray
dose and linear in the neutron dose:

r Dg;i; Dn;i

ÿ �

¼ b1 Dg;i þ 70Dn;i

ÿ �

þ b2D
2
g;i ð8Þ

As pointed out in previous analyses [1, 3, 23, 37], it is
impossible to infer the two parameters for the gamma-
rays, and at the same time the parameter for the neutrons.
Extraneous information is therefore required and refer-
ence is, therefore made to the maximum RBE of neutrons.

This value RBE0 is inferred by extrapolating RBE
values from cell studies to low doses. It is defined as the
ratio of the slope of the neutron curve to the linear
coefficient of the gamma-ray curve. In this section, RBE0

is estimated from in vitro experiments, where chromo-
some aberration data obtained with neutrons from the
Little Boy Replica Reactor [38] are compared to those
obtained with 60Co g-rays [39, 40]. With an of
1.18€0.02 Gy�1 [38], and with ag 0.01735 Gy�1 (mean
of 0.0199 Gy�1 given by Littlefield et al. [40] and of
0.0148 Gy�1 given by Lloyd et al. [39]), a value for RBE0

of 68:0þ13:1
ÿ9:7 can be calculated which compares well with

recently published values of RBE0 obtained for mono-
energetic neutrons with an energy of 565 keV [41]. A
value of 70 is used here together with the third function of
dose (Eq. 8). Values of 60 and 80 were also used to
account for uncertainties associated with the estimated
value of RBE0.

LQ-L model with a neutron RBE 15 against 1 Gy
of gamma-rays

To avoid the uncertainty inherent in extrapolating to a
limit at low doses, a previous article [42] invoked the
neutron RBE, R1, against an intermediate reference
gamma-ray dose, D1=1 Gy , rather than the less tangible
RBE0:

r Dg;i; Dn;i

ÿ �

¼ b1Dg;i þ b2D
2
g;i þ R1 b1 þ b2D1ð ÞDn;i ð9Þ

For R1, a value of 15 is adopted as a central reference
value for D1=1 Gy. This value was obtained as an
unweighted average from publications reporting dose
effect coefficients for dicentric aberrations caused by
acute exposure of human whole blood to 60Co g-rays [39,
40, 43, 44, 45, 46]. Only data from scoring first division
metaphases or from cultures with less than 5% second
division metaphases were considered. Since the values for
R1 deduced from the cited references range between 11.5
and 17.8, calculations for R1=10 and R1=20 were also
performed in order to span an associated range of
uncertainty. All RBE data used here are summarised in
[47].
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Appendix B: use of nearly orthogonal parameters

Computations in terms of the parameter c=b1+b2 D1

Both parameters b1 and b2 in Eq. 9 are subject to
considerable statistical error. The uncertainty in the initial
slope of the dose relation for gamma radiation, i.e. the
error of b1, is of particular interest. However, the second
parameter, b2, is strongly (negatively) correlated with b1.
Its error specifies, therefore, essentially the same uncer-
tainty and provides, thus, no additional information. Re-
scaling b2 to a parameter that is roughly “orthogonal” to
b1 is, therefore, advantageous. A suitable parameter (see
Kellerer and Walsh [42]), subject to considerably smaller
error than either b1 or b2, is the slope to the effect level at
an intermediate acute gamma-ray dose, D1:

c ¼ b1 þ b2D1 ð10Þ

where c is the slope through the point at D1 on the dose
relation for gamma rays; it is here called the reference
(gamma-ray) slope. The effect at the intermediate gam-
ma-ray dose D1 is reliably determined by the experimen-
tal observations, i.e. its relative standard deviation is less
than that of b1. The reference slope c is, accordingly, a
meaningful parameter; in fact it is essentially equal to the
slope of the dose dependence in a linear model. For
D1=1 Gy, Eq. 9 reduces then to the form that is actually
used in the computations (Eq. 11):

r Dg;i; Dn;i

ÿ �

¼ b1 Dg;i ÿ D2
g;i=D1

� �

þ c R1Dn;i þ D2
g;i=D1

� �

ð11Þ

All modeling computations were carried out with the
routine GMBO of the software package EPICURE [33].
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Table A1 Resulting model parameters as obtained from EPICURE-GMBO [33] for the five different dose functions with standard errors

HIROSHIMA NAGASAKI

DS86 bone-
marrow neutron
dose & DS86
bone-marrow
gamma dose

DS86 bone-
marrow neutron
dose & modified
bone-marrow
gamma dose

Modified bone-
marrow neutron
dose (based on
63Ni data) & DS86
bone-marrow
gamma dose

Modified bone-
marrow neutron
dose (based on
63Ni data) & modi-
fied bone-marrow
gamma dose

DS86 bone-
marrow neutron
dose & DS86
bone-marrow
gamma dose

DS86 bone-marrow
neutron, DS86 bone-
marrow gamma dose
reduced by a factor
of 0.6 for FW
candidates

1. Linear model (Eq. 6) and constant RBE value of 10 (Eq. 5)

b1 [Gy
�1] 5.464€0.451 5.351€0.445 5.449€0.450 5.336€0.444 2.674€0.326 2.987€0.367

2. Linear-quadratic model (Eq. 7) and constant RBE value of 10 (Eq. 5)

b1 [Gy
�1] 5.124€0.716 4.045€0.676 4.770€0.707 3.708€0.669 0.817€0.468 1.918€0.548

b2 [Gy
�2] 0.241€0.390 0.966€0.414 0.491€0.405 1.223€0.428 1.329€0.325 0.811€0.355

3. LQ-L model with implicit dose-dependent RBE and a limiting low-dose value from in vitro experiments of R0=70 (Eq. 8)

b1 [Gy
�1] 3.487€0.476 3.183€0.521 2.819€0.386 2.495€0.407 1.061€0.419 1.872€0.430

b2 [Gy
�2] �0.725€0.628 �0.257€0.754 0.347€0.512 0.881€0.598 1.045€0.395 0.445€0.389

4. LQ-L model (Eq. 9) with R1=15

b1 [Gy
�1] 4.909€0.772 3.668€0.725 4.439€0.745 3.226€0.700 0.745€0.484 1.846€0.560

b2 [Gy
�2] 0.188€0.541 1.085€0.546 0.576€0.536 1.451€0.542 1.433€0.362 0.870€0.395

c [Gy�1] 5.097€0.437 4.754€0.4118 5.015€0.429 4.678€0.405 2.180€0.301 2.716€0.356
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Abstract Neoplastic transformation of human CGL1-
hybrid cells was examined after exposure to 29 kV x-rays
(mammography x-rays) and conventional 220 kV x-rays.
The study was designed to repeat, under well-defined
irradiation and culture conditions, an earlier investigation
by Frankenberg et al. (Radiat Res, 2002), and to assess the
validity of the high RBE values of 29 kV x-rays that had
been reported. The experiments with the two types of x-
rays were performed simultaneously and shared the same
controls. The transformation yields with both radiation
qualities were fitted to the linear-quadratic dependence on
absorbed dose, and a corresponding analysis was per-
formed for the data earlier obtained by Frankenberg et al.
The transformation yields in the present study exceed
those in the earlier investigation substantially, and it
appears that the difference reflects inadequate feeding
conditions of the cell cultures in the early experiments.
The standard error bands of the dose response curves are
derived and are seen to be considerably more narrow in

the present results. The lowest dose of the 29 kV x-rays
was 1 Gy in both studies, and at this dose the RBE vs. the
conventional x-rays has now been found to be 2 with a
95% confidence interval of 1.4–2.6. The previous result
was about 3.2, but the 95% confidence is very broad for
these data. The estimated limit at low doses is 3.4 in the
present experiments with a confidence interval that
extends from less than 2 to large values.

Introduction

During the last three decades several efforts were made to
determine—in terms of different kinds of cell damage—
the relative biological effectiveness (RBE) of x-rays in its
dependence on photon energy. Although there are con-
siderable variations of RBE for specified photon energies,
the studies in general showed that low-energy photons are
more effective, per unit absorbed dose, in inducing cell
damage than high-energy photons. In ICRP 60 [1] the
dependence of RBE on photon energy is documented for
the end-points carcinogenesis in animals, neoplastic
transformation of mammalian cells, and chromosome
aberrations in human cells. Particularly detailed observa-
tions have been published for the induction of dicentrics
in human lymphocytes and for a broad range of photon
energies [2].

In recent publications, Frankenberg et al. [3, 4, 5] have
reported data on neoplastic transformation induced in a
human hybrid cell line (CGL1) by 29 kV x-rays and by
conventional 200 kV x-rays. Their finding of a higher
than expected low-dose RBE for the 29 kV x-rays relative
to the conventional x-rays, and their claims that these
results are consistent with published data for various
biological end-points have raised a critical debate. Since
the 29 kV x-rays are used in screening mammography,
there are implications for risk estimation that require
careful examination. A recent evaluation [6] has not
supported the selection of data from the literature that
Frankenberg et al. [3] have made to confirm the high RBE
of 29 kV x-rays relative to weakly filtered 200 kV x-rays
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or to 60Co g-rays. It is, accordingly, of considerable
interest to re-examine the transformation data and to
substantiate them where necessary by additional investi-
gations.

The dose-dependence of the neoplastic transformation
rate obtained by Frankenberg and colleagues was fitted by
the authors to the linear-quadratic [3] or linear [4] models.
However, the derived RBE values varied, and different
statistical treatments have provided different and rather
wide standard errors. An improved replication experiment
was, accordingly, called for.

Material and methods

Cell line

The CGL1 cell line (kindly provided by Dr. L.B. Hieber, GSF and
originally obtained by Dr. Leslie Redpath) is a human hybrid cell
line which was isolated from a fusion of a cell of a tumorigenic
HeLa cell subline, D98/AH-2, and a non-tumorigenic normal
human skin fibroblast cell. The CGL1 cell contains on average four
copies of each chromosome, two of fibroblast and two of HeLa
origin [7]. It is negative for the HeLa cell tumor-associated antigen,
the cell surface protein intestinal alkaline phosphatase (p75-IAP),
and therefore does not induce tumors when injected into nude mice
[8, 9]. The neoplastic phenotype of HeLa cells is suppressed by the
presence of normal fibroblast chromosomes 11 and 14. The
complete loss of one fibroblast chromosome 11 and one fibroblast
chromosome 14 or one copy of the tumor suppressor alleles from
both fibroblast chromosomes 11 and 14 leads to neoplastic
transformation [10]. The transformed cells re-express the Hela cell
tumor-associated antigen p75-IAP which is used for their identi-
fication. This has allowed the human hybrid system to be developed
into a quantitative in vitro model for radiation-induced neoplastic
transformation of human cells [11].

Cell culture and chromosome analysis

CGL1 cells were grown in flasks containing Auto Pow essential
medium (Eagle modified, ICN) supplemented with 5% calf serum
(ICN), 2 mM glutamax (Gibco), non-essential amino acids (Gibco),
100 U/ml penicillin and 100 mg/ml streptomycin (Gibco) and
20 mM sodium bicarbonate (Sigma) was added to maintain the pH
at 7.2. Cells were cultured at 37�C in a humidified atmosphere
containing 5% CO2. For all experiments the same batch of serum
was used. Under these growth conditions, the cells have a doubling
time of 22€2 h.

Prior to the irradiation experiments as well as after the end of all
sets of experiments, the cytogenetic status of the CGL1 cells was
examined. Slide cultures were set up in Quadriperm dishes
(Heraeus). CGL1 cells were seeded at a density of 2�105 cells
per slide in 5 ml medium and incubated for 24 h. During the last 3 h
colcemid (0.5 mg/ml) was present. The preparation of cells and
FISH staining with composite whole chromosome-specific DNA
probes for the target chromosomes 11 and 14 was performed
according to our standard technique [12].

Irradiation and dosimetry

The culture flasks, in an upright position with the CGL1 cells
attached to the front wall, were irradiated in horizontal beams at
air-kerma rates of ~0.42 Gy/min. During irradiation the nutrition
medium filled the flasks to a height of less than 5 mm only and its
influence was considered to be negligible.

Mammography radiation (29 kV x-rays)

To generate a radiation quality typical for mammography, a soft x-
ray therapy unit Dermopan (Siemens) with an AEW50/25ö x-ray
tube (anode material tungsten; anode angle 45�) was used. The unit
was operated at a nominal tube voltage of 29 kV and a tube current
of 20 mA. Since the Dermopan unit contains a rather simple one-
peak high-voltage generator, with a strong dependence of tube
voltage on primary voltage, tube current and duration of irradiation,
the tube current and primary voltage at the transformer were
manually held constant during irradiation. Under these conditions a
tube voltage of 29 kV was maintained, as determined by means of a
high purity germanium x-ray spectrometer.

The beam filtration consisted of 1 mm beryllium (tube window)
and 0.05 mm rhodium (Rh) (RH000210, Goodfellow). The x-ray
spectrum, characterized by the Rh-K edge at 23.2 keV, is shown in
Fig. 1. Its mean photon energy amounts to 19.4 keV and its half-
value layer (HVL) to 0.51 mm Al and both values are calculated
from the photon spectrum. HVL values in mammography range
typically from 0.34 to 0.56 mm Al [13]. The Rh-filter was bent
cylindrically around the longitudinal axis of the tube through the
focus to assure that the photons had to pass the same filter
thickness, at least along the vertical field mid-line.

Two 0.02 cm3 soft x-ray chambers (type M 23342, PTW) were
used for dosimetry, one of which was connected to an electrometer
IQ4 (PTW) mounted directly beside the culture flasks and served as
a monitor chamber during irradiation. For the other chamber
connected to a Unidos electrometer (PTW), an air-kerma calibra-
tion factor from PTB of the quality T30 (30 kV, 0.5 mm Al,
Em=19.6 keV, HVL=0.36 mm Al) was available. By means of this
chamber the monitor was calibrated. To consider the absorption of
the x-rays by the front wall of the flasks, the calibration occurred
behind the front wall of a flask.

To achieve the air-kerma rate of ~0.42 Gy/min, it was necessary
to select a distance to focus of only ~15 cm, which implied some
inevitable field inhomogeneity. Consequently, prior to the exper-
iments the field homogeneity at the front side of the flasks was
tested by scanning the field in 1 cm steps in the vertical and
horizontal direction. The test revealed that in the outermost corners
of the flask, the air-kerma decreased to 91% of the central value
and averaged over the whole flask area, the air-kerma dropped to
97%. In view of the small magnitude of this effect, it was decided
to use the air-kerma value in the center of the field.

The absorbed dose to the cells was calculated according to

Dcell ¼ Kair � men=rð Þcell= men=rð Þair ð1Þ

Fig. 1 X-ray spectra from tungsten anodes at a tube voltage of
29 kV with 0.05 mm Rh filtration and at a tube voltage of 220 kV
with 4.05 mm Al+0.5 mm Cu filtration
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with men=rð ÞM being the spectral mean value of the mass energy
absorption coefficients of the respective material M calculated
along

men=rð ÞM ¼

ZEmax

0

F Eð Þ � E � men Eð Þ=rð ÞM

� dE=

ZEmax

0

F Eð Þ � E � dE ð2Þ

from the spectral photon distribution F(E). Values for (m(E)/r)
were taken from Hubbell and Seltzer [14].

Dcell ¼ Kair � 1:02 ð3Þ

Reference radiation (220 kV x-rays)

The reference radiation was generated by a highly stabilized MG
320 x-ray unit (Philips) with an MCN 323 x-ray tube (anode
material tungsten, anode angle 22�) operated at a tube voltage of
220 kV and a tube current of 15 mA. The beam filtration consisted
of 3 mm beryllium (tube window) and 4.05 mm Al+0.5 mm Cu
added filtration. The x-ray spectrum is shown in Fig. 1. The mean
photon energy amounts to 95.6 keV and the HVL to 1.39 mm Cu,
both values calculated from the photon spectrum.

A transmission chamber (type 24366, PTW) connected to an
IQ4 electrometer served as monitor chamber. A 1-cm3 thimble
chamber (type M23331, PTW) connected to a Unidos electrometer,
with an air-kerma calibration factor from PTB for the quality T200
(200 kV, 4 mm Al+1 mm Cu, HVL=1.6 mm Cu) was used to
calibrate the monitor. The irradiation occurred at a distance of
70 cm to focus. Field inhomogeneity and absorption in the front
wall of the flasks was negligible.

The absorbed dose to the cells was calculated in the same way
as described above in Eqs. 1–3:

Dcell ¼ Kair � 1:087 ð4Þ

Survival and transformation assay

For each experiment a frozen aliquot from the same stock culture of
CGL1 cells was thawed and seeded into a 75 cm2 flask which was
filled with 15 ml medium and incubated for 3 days. From the
culture 1�105 cells were seeded in 25 cm2 flasks, filled up with 5 ml
medium and incubated for 3 days. These flasks containing
subconfluent cultures of 0.9–1.7�106 CGL1 cells were used either
as controls or were irradiated at room temperature by 29 or 220 kV
x-rays.

After an incubation time of 6 h, the cells were detached by
trypsin and replated at densities of 2,500–10,000 cells per 75 cm2

flasks for the transformation assay and at densities of 250–1,000
cells per 58 cm2 dishes for the survival assay. The dishes were
incubated at 37�C for 11 days, fixed with 70% ethanol for 10 min
and stained with Giemsa for 15 min. For the transformation assay,
cells were seeded at a density of about 30 survivors per cm2 in the
flasks which were incubated for 21 days, fixed with 2% parafor-
maldehyde/PBS for 20 min and stained with western blue for
10 min according to the method of Mendonca et al. [15]. During the
postirradiation incubation period cells were re-fed on days 11, 14

and 18, with the medium used on day 18 supplemented with the
antimycotic patricin (0.5 �g/ml medium).

Plating efficiencies for unirradiated cells were calculated by
dividing the average number of colonies in 10 dishes by the number
of cells initially plated. Survival rates of irradiated cells were
calculated by dividing the average number of colonies in 10 dishes
by the average number of colonies in the control. Data for the
transformation assay were obtained by controlling each flask and
signing all blue-colored areas which were checked using a
stereomicroscope to score only foci according to the description
of Mendonca et al. [15]. The transformation frequency (TF) is
expressed as:

TF ¼ ÿ
In N0 = Nð Þ

nsurv
ð5Þ

where N is the total number of flasks, N0 is the number of flasks
without foci, and nsurv is the number of survivors per flask.

The range of observed cell densities was 21–42 survivors per
cm2. Since the transformation frequencies (TF) are cell density-
dependent they were scaled to a standard density of 30 cells per cm2

by application of the formula previously used by Sun et al. [16] and
Bettega et al. [17]. This rescaled transformation frequency is in the
following sections denoted by T.

Determination of cell transformation frequencies

At each dose, two or three sets of experiments were carried out and
the empirical standard deviations were found to be in line with
those of the binominal distribution. The data in terms of N and N0

were, therefore, pooled before the transformation frequencies were
calculated. There are only two mutually exclusive outcomes (a
flask either contains transformed cells or not) in each trial (or flask)
and the outcomes in the series of trials (or flasks) constitute
independent events (i.e. the probability of finding transformed cells
is the same in different flasks at specified dose). Therefore binomial
statistics apply and the standard errors (SE) were calculated
accordingly.

Results

The cytogenetic status of the CGL1 hybrid cells was
examined in a total of 200 metaphases using FISH in situ
painting with DNA probes specific for the target
chromosomes 11 and 14. The data in Table 1 indicate
the variability of the intercellular distribution of the target
chromosomes. Excluding the markers for HeLa chromo-
some 11 [11] and chromosome 14 [10], only 73% or 80%
of the analysed cells—dependent on the timing of
cytogenetic analysis—contained four copies of each
target chromosome, whereas 27% or 20% of the analysed
cells, showed loss or gain of the target chromosomes,
repectively. This result is remarkable, because as already
mentioned the complete loss of one fibroblast chromo-
some 11 and one fibroblast chromosome 14 results in
neoplastic transformation.

Table 1 Intercellular distribu-
tion of the target chromosomes
11 and 14 in CGL1 hybrid cells
determined by FISH-painting

Time point of cytogenetic analysis Cells
scored

Intercellular distribution of target chromosomes

<8 8 >8

Prior to transformation experiments 100 23 73 4
After the transformation experiments 100 18 80 2
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Detailed results from the individual experiments of the
transformation assay are given in Tables 2 and 3 for the
29 and 220 kV x-rays. The points in Fig. 2 represent the
pooled data in Tables 2 and 3 for the transformation
frequency per 10,000 cells (T) at the various doses. The
standard error bars given correspond to the binomial
distribution.

T in its dependence on dose has been fitted to the
linear-quadratic model:

T ¼ cþ aDþ bD2 ð6Þ

For the 29 kV x-rays, and with the unit Gy for the
absorbed dose, D, the resulting parameter estimates and
their standard errors are:

T ¼ 0:164� 0:080ð Þ þ 1:41� 0:266ð ÞD

þ ÿ0:012� 0:074ð ÞD2 ð7Þ

Table 2 Neoplastic transformation of CGL1 cells by 29 kV x-rays

Dose
(Gy)

PE of
control

Survival
rate

Cells
seeded

Survivors
per flask

Survivors
per cm2

Total
number
of flasks
(N)

Number
of flasks
with foci

Number
of flasks
without
foci (No)

Transfer
freq. per
10,000
cells

Transfer
freq.a per
10,000 cells

0 0.924 1.000 2,500 2,310 31 110 4 106 0.16 0.16
1.02 0.824 0.907 3,000 2,241 30 60 17 43 1.5 1.5
1.02 0.860 0.787 3,000 2,031 21 60 189 41 1.9 1.8
2.04 0.969 0.475 4,000 1,840 25 50 22 28 3.2 2.9
2.04 0.950 0.521 4,000 1,980 26 50 24 26 3.3 3.1
3.06 0.906 0.423 6,000 2,298 31 40 24 16 4.0 4.0
3.06 0.846 0.547 6,000 2,778 37 40 27 13 4.0 4.4
3.57 0.956 0.334 7,000 2,230 30 40 26 14 4.7 4.7
3.57 0.900 0.356 7,000 2,240 30 40 28 12 5.4 5.4
4.08 0.924 0.411 8,000 3,040 41 30 24 6 5.3 5.9
4.08 0.957 0.277 8,000 2,120 28 40 28 12 5.7 5.6
4.08 0.956 0.301 8,000 2,300 31 30 23 7 6.3 6.4
5.10 0.846 0.226 10,000 1,910 26 30 22 8 6.9 6.5
5.10 0.900 0.246 10,000 2,210 29 30 25 5 8.1 8.0

a rescaled to 30 survivors/cm2 [16]

Fig. 2 Transformation frequency per 10,000 cells as a function of
dose for 29 and 220 kV x-rays. The dots and the associated
binomial standard error bars correspond to the data in Tables 2 and
3. The solid lines are the weighted least squares fits to the data. The
dashed lines represent the borders of the standard error bands as
calculated in terms of orthogonal parameters [18, 19]

Table 3 Neoplastic transformation of CGL1 cells by 220 kV x-rays

Dose
(Gy)

PE of
control

Survival
rate

Cells
seeded

Survivors
per flask

Survivors
per cm2

Total
number
of flasks
(N)

Number
of flasks
with foci

Number
of flasks
without
foci (No)

Transfer
freq. per
10 000
cells

Transfer
freq.* per
10 000 cells

0 0.924 1.000 2500 2,310 31 110 4 106 0.16 0.16
1.09 0.824 0.860 3000 2,379 32 60 8 52 0.6 0.6
1.09 0.962 0.814 3,000 2,100 28 60 9 51 0.8 0.8
2.17 0.969 0.527 4,000 2,044 27 50 16 34 1.9 1.8
2.17 0.950 0.624 4,000 2,372 32 50 20 30 2.1 2.1
3.26 0.906 0.483 6,000 2,510 35 40 19 21 2.6 2.7
3.26 0.846 0.591 6,000 3,000 42 40 20 20 2.3 2.6
3.81 0.956 0.387 7,000 2,590 35 40 27 13 4.3 4.6
3.81 0.900 0.384 7,000 2,420 32 40 23 17 3.5 3.6
4.35 0.924 0.421 8,000 3,112 41 30 24 6 5.2 5.9
4.35 0.957 0.329 8,000 2,520 34 40 28 12 4.8 5.0
4.35 0.956 0.310 8,000 2,370 32 30 19 11 4.2 4.3
5.44 0.846 0.257 10,000 2,170 29 28 20 8 5.8 5.7
5.44 0.900 0.274 10,000 2,470 33 30 24 6 6.5 6.8

a re-scaled to 30 survivors/cm2 [16].
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For 220 kV x-rays the corresponding results are:

T ¼ 0:155� 0:080ð Þ þ 0:394� 0:180ð ÞD

þ 0:151� 0:049ð ÞD2 ð8Þ

The weighted least squares regression curves that
correspond to Eqs. 7 and 8 are shown in Fig. 2 as solid
lines. The experiments with the two types of x-rays were
performed simultaneously and they shared the same
controls. It would, therefore, have been appropriate to
perform a joint fit to obtain Eqs. 7 and 8. However, as it
happened, the two independent fits provided very closely
the same point estimate (and standard error) for the
parameter c=0.161€0.080 and this estimate can, thus, be
used as the joint value.

The standard error bands of the dose-effect relations
cannot be derived from the standard errors of the
parameters in Eqs. 7 and 8. The reason is that these
parameters are correlated, so that their errors are not
independent and cannot, therefore, be combined in the
usual way, i.e. by summing the error squares, to quantify
the uncertainty of T. Error bands for the dose-effect
relations must, accordingly, be obtained by specific
methods. The applicable methods range from Monte
Carlo simulations to numerical procedures, either in terms
of the co-variances of the model parameters or in terms of
orthogonal parameters, i.e. parameters which are suitably
transformed to become uncorrelated. A recently described
method [18, 19] simplifies the use of orthogonal param-
eters considerably. It has here been applied to derive the
standard error bands of the dose-effect relations. The
results are given in Fig. 2 and in subsequent figures.

RBE of 29 kV x-rays relative to 220 kV x-rays

The RBE of 29 kV x-rays relative to 220 kV x-rays can be
calculated as a function of absorbed dose, here chosen to
be the dose of the mammography x-rays. The parameter
estimates in Eqs. 7 and 8 and the method of orthogonal
parameters provide the curves and standard error bands in
Fig. 2. From these curves and error bands the estimate of
the RBE and its dependence on dose are obtained as is
shown in Fig. 3. The standard error band for the RBE
results from combining the independent standard errors
shown in Fig. 2. As also treated in [18, 19] this involves
first a change from the uncertainty of the transformation
rate at specified dose (vertical width of the error bands) to
the uncertainty of the dose to reach the specified
transformation rate (horizontal width of the error bands),
and subsequently the combination of uncertainties by
adding the squares of the relative errors. In some of the
earlier analyses different and partly uninformative error
estimates were given. The present procedure provides
meaningful standard error bands. Even these are, as seen
in Fig. 3, fairly broad.

The solid line represents the part of the estimated
relation that corresponds to doses, both of the reference
radiation 220 kV x-rays and of the 29 kV x-rays, but not

below the smallest doses used in the experiments. The
remainder of the curve represents an extrapolation in
terms of the linear-quadratic model. The lowest dose,
1 Gy, of the 29 kV x-rays corresponds, according to the
least square fit, to the dose 2 Gy of the reference
radiation, i.e. the 220 kV x-rays. The point estimate of the
RBE and standard error at this dose is 2€0.3; the 95%
confidence interval is 1.4–2.6. The extrapolation to zero
dose provides a point estimate of 3.4, and a confidence
interval ranging from less than 2 to large values.

Comparison to the earlier results by Frankenberg et al. [3]

Figure 4 permits a comparison of the present results with
the corresponding earlier observations published by
Frankenberg et al. [3]. The comparison shows for the
two experimental investigations a striking discrepancy
of the results. In spite of the identical design of the two
experimental studies the outcome is widely divergent.
Although the standard error bands in the earlier exper-
iment are broad, it is evident—even without statistical
testing—that the transformation rates in the earlier
experiment were substantially lower than in the exper-
iments now reported. A minor difference would have
been expected, because Frankenberg et al. have stan-
dardized their results to 50 surviving cells per cm2

(against 30 cells per cm2 in the present study); according
to Sun et al. [16] this can explain a difference of about
20%. In actuality the difference amounts, for standard x-
rays to a factor between 3 and 5. Apart from this striking
discrepancy the decisive point is that the difference
between the dose relations for the two types of x-rays is
far less in the current experiments than in the earlier
publication.

For a quantitative comparison of the results and their
uncertainties the same statistical techniques as used in the
preceding section have been applied to the earlier data.
The analysis results, again with the unit Gy, in the
estimated dose-effect relations for the 29 kV x-rays:

Fig. 3 The RBE of 29 relative to 220 kV x-rays as a function of the
absorbed dose of 29 kV x-rays
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T ¼ 0:161� 0:0366ð Þ þ 0:493� 0:291ð ÞD

þ 0:0605� 0:072ð ÞD2 ð9Þ

while the result for the 200 kV x-rays is:

T ¼ 0:1575� 0:036ð Þ þ 0:0754� 0:080ð ÞD

þ 0:0334� 0:0182ð ÞD2 ð10Þ

For easier comparison, the parameter estimates and
standard errors are listed jointly in Table 4.

The far lower transformation yields in the earlier
experiments appear to be due to different and inadequate
culture conditions. In the experiments by Frankenberg et
al. [3] there was, during the 21 day post-irradiation
incubation, only 1 single exchange of medium after 10
days. In the present experiments the cells were re-fed on
days 11, 14, and 18. Recent experiments in Redpath’s
group have been performed with twice weekly re-feeding
of the cell cultures after the first week of the post-
irradiation incubation period [20, 21]. This attests to the
fact that frequent change of medium is a critical point
within the culture conditions of CGL1 cells.

In order to quantify the effect of the mode of medium
change, additional experiments have been carried out in
the present study with 4.35 Gy of 220 kV x-rays. In these
experiments Frankenberg’s and our culture conditions
were examined in parallel. As demonstrated in Table 5,
the observed yields of neoplastic transformations in the
CGL1 cells do not differ significantly when the experi-
ments are repeated with adequate culture conditions,
while uncontrolled differences by a factor in excess of 10

were obtained under the culture conditions described by
Frankenberg et al. [3].

Figure 5 gives for the data by Frankenberg et al. [3] the
RBE vs. absorbed dose of the mammography radiation in
the same type of diagram as in Fig. 3. For easy
comparison the result from the present experiment—i.e.
the diagram in Fig. 3—is superimposed on the earlier
result. It is apparent that the earlier experiments suggest
an RBE of 29 kV x-rays that is—especially at higher
doses—substantially in excess of the one obtained in the
current experiment. However it is apparent, in view of the

Table 4 Parameter estimates
(with standard errors) for the
linear-quadratic dose response
relations (with standard errors)
for neoplastic transformation of
CGL1 cells obtained by parallel
analysis of the present data and
the earlier data from Franken-
berg et al. [3]

Parameter Present data Frankenberg et al. [3]

29 kV x-rays 220 kV x-rays 29 kV x-rays 200 kV x-rays
c 0.164€0.080 0.155€0.080 0.161€0.0366 0.1575€0.036
a/Gy 1.410€0.266 0.394€0.180 0.493€0.291 0.0754€0.080
b/Gy2 �0.012€0.074 0.151€0.049 0.0605€0.072 0.0334€0.0182

Fig. 4 Pooled transformation frequency per 10,000 cells as a
function of dose for 29 kV and 200 kV x-rays observed by
Frankenberg et al. [3] plotted analogously to the present data as a
function of dose for 29 kV and 220 kV x-rays. The dots and the
associated standard error bars (binomial rescaled to pooled

empirical standard errors) correspond to the data in Table 4. The
solid lines are the weighted least squares fits to the data. The dashed
lines represent the borders of the standard error bands as calculated
in terms of orthogonal parameters [18, 19]

Fig. 5 The RBE of 29 kV x-rays relative to 200 kV or 220 kV x-
rays. The region between the two dashed lines indicates standard
errors obtained by Monte-Carlo simulation of 1000 RBE values at
each of 18 dose points. These data of Frankenberg et al. [3] are
analogously plotted to the data given in Fig. 3
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results in Table 5, that this finding is an artefact of the
inadequate culture conditions.

Discussion

Most of the published information on radiation-induced
neoplastic transformation of cells in culture relates to
rodent-derived fibroblasts [1]. A major part of the
quantitative studies has been performed with the clone 8
of C3H/10T1/2 derived from a mouse embryo by
Reznikoff et al. [22]. It was, therefore, a significant new
development when, recently, similar research on neoplas-
tic transformations became possible with human hybrid
cell lines [7, 23, 24]. There was, accordingly, consider-
able interest when Frankenberg et al. reported results
determined with the new method on high RBE values for
mammography x-rays [3, 4, 5]. The results seemed to
considerably exceed the RBE values for mammography
x-rays for transformation of C3H/10T1/2 cells subse-
quently reported by Brenner et al. [25]. They were also at
variance with biophysical and microdosimetric assess-
ments [26, 27, 28] which all predicted RBE values of the
mammography x-rays vs. conventional x-rays not larger
than about 2.

In the present study, we have utilized the neoplastic
transformation of the human hybrid cells CGL1 to re-
assess under well defined experimental conditions the
RBE of 29 kV x-rays relative to 220 kV x-rays. An
advantage of the CGL1 cell system lies in the fact that
growth to confluence is not required for observation of
neoplastically transformed colonies, and that the yields of
such colonies can adequately be expressed as transfor-
mations per surviving cells [24]. On the other hand, it has
been shown in the present study that culture conditions in
the post-irradiation period are highly critical, and that
infrequent medium change, as applied in the experiments
by Frankenberg et al. [3, 4, 5], causes extreme fluctua-
tions of the transformation rates.

The results of the present study are, indeed, strikingly
different from those reported for the earlier investigation

and they appear to invalidate the earlier reports. In
particular there is a very marked difference of the present
results for the conventional x-rays to the earlier findings
with transformation rates which were lower by a factor of
3–5.

While the RBE values of the mammography x-rays are
substantially smaller in the present study than the earlier
values, they are nevertheless higher than the results with
C3H/10T1/2 cells [25] and the microdosimetric analyses
[27, 28] would suggest. However, in spite of the
considerably more narrow error bands in the present
study, the findings are not statistically inconsistent with a
predicted value of less than 2 for the low dose RBE of the
mammography radiation.

The experiments that have here been reported were
designed to parallel, in essence, the earlier study which
indicated high RBE values for the 29 kV x-rays.
Accordingly, they employed fairly high doses, 1 Gy
being the lowest dose value for the mammography x-rays.
Together with the assessment of the critical impact of
inadequate feeding of the cells during the expression
period, the study design was sufficient to invalidate the
conclusions from the earlier investigation. However,
added low-dose experiments would be required to arrive
at more precise estimates of the low-dose RBE of
mammography x-rays against conventional x-rays.
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Abstract A previous analysis of the solid cancer mor-
tality data for 1950–1990 from the Japanese life-span
study of the A-bomb survivors has assessed the solid
cancer risk coefficients for g-rays in terms of the low dose
risk coefficient ERR/Gy, i.e. the initial slope of the ERR
vs. dose relation, and also in terms of the more precisely
estimated intermediate dose risk coefficient, ERR(D1)/D1,
for a reference dose, D1, which was chosen to be 1 Gy.
The computations were performed for tentatively as-
sumed values 20–50 of the neutron RBE against the ref-
erence dose and in terms of organ-averaged doses, rather
than the traditionally applied colon doses. The resulting
risk estimate for a dose of 1 Gy was about half as large as
the most recent UNSCEAR estimate. The present as-
sessment repeats the earlier analysis with two major ex-
tensions. It parallels computations based on organ-aver-
age doses with computations based on organ-specific
doses and it updates the previous results by using the
cancer mortality data for 1950–1997 which have recently
been made available. With an assumed neutron RBE of
35, the resulting intermediate dose estimate of the lifetime
attributable risk (LAR) for solid cancer mortality for a
working population (ages 25–65 years) is 0.059/Gy with
the attained-age model, and 0.044/Gy with the age-at-
exposure model. For a population of all ages, 0.055/Gy is
obtained with the attained-age model and 0.073/Gy with
the age-at-exposure model. These values are up to about
20% higher than those obtained in the previous analysis
with the 1950–1990 data. However, considerably more
curvature in the dose-effect relation is now supported by
the computations. A dose and dose-rate reduction factor
DDREF=2 is now much more in line with the data than
before. With this factor the LAR for a working population
is—averaged over the age-at-exposure and the age-at-

tained model—equal to 0.026/Gy. This is only half as
large as the current ICRP estimate which is also based on
the assumption DDREF=2.

Introduction

The exposure of the human body to ionising radiation is
never completely uniform. The high energy g-radiation
from the A-bombs has produced only slightly different
doses in the various organs, depending on their depth in
the body, but for the fast neutron component of the ra-
diation the differences are substantial. The specification
of doses to the A-bomb survivors, for purposes such as the
analysis of total cancer mortality or incidence has, ac-
cordingly, not been trivial. In keeping with the convention
utilised in their fundamental series of assessments [1, 2],
the Radiation Effects Research Foundation (RERF) con-
tinues to use the g-ray absorbed dose to one of the deepest
lying organs, the colon, plus the neutron absorbed dose to
the colon multiplied by 10 as “weighted dose” in the
computation of risks for all solid cancers combined.

Continuity in the method of dose specification is es-
sential in order to ensure comparability of the increas-
ingly complete results that are obtained as the follow-up
of the life-span study of the A-bomb survivors continues.
However, as this study approaches its ultimate conclu-
sion, it is also important to explore those issues that can
still be refined. The availability of the data that are now
extended to the year 1997 [2] and the recent reassessment
of the neutron dosimetry [3] make this a suitable occasion
to examine the impact of a more detailed dosimetric
specification.

In a previous paper [4] it has been pointed out that
reference to the colon dose, underestimates the average g-
ray dose to all relevant organs by only about 8.5%. On the
other hand, it was noted that for neutrons the reference to
the colon is not satisfactory. The organ averaging—with
weight factors accounting for the risk contribution of in-
dividual tumour sites [5]—results in neutron absorbed
doses that are about twice as large as those to the colon.
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For surface organs, such as the female breast, neutron
absorbed doses can be nearly 4 times larger than those to
the colon (see Table 1). It was likewise noted that, at least
at low doses, the neutron RBE appears, from the available
radiobiological evidence, to be substantially larger than
10, which increases the importance of the correct speci-
fication of the neutron dose contribution.

The previous articles [4, 5] employed the organ-av-
eraged doses. The risk coefficient, ERR/Gy, for photons
was derived in terms of a linear-quadratic dose depen-
dence for g-rays and a linear dose dependence for neu-
trons (LQ-L model) for a range of tentatively assumed
RBE values of between 20 and 50. Both the age-at-ex-
posure and the age-attained models were employed. In
addition to estimating the initial slope, a, in the linear-
quadratic dose dependence, with its comparatively large
relative error, the reference slope, c, was determined
which equals the ratio ERR(D1)/D1=a+b D1 in the LQ-
model, with D1 set at 1 Gy. Using the two parameters a
and c or the two parameters a and b is, of course,
equivalent, but a and c have the advantage that they are
nearly orthogonal, i.e. independent. The relative standard
error of c is considerably smaller than that of a, and is
comparable to that of the slope, aL, in a linear fit to the
data. The parameter c is similar to aL, but it has the
advantage that—where the LQ-model applies—it does
not inherently depend on the dose cut-off that is chosen in
the fit to the data. The slope, aL, in a linear fit lacks this
invariance; if there is positive curvature in the dose re-
lation, the estimate of aL will increase with increasing
dose cut-off.

The present assessment updates the previous results by
using the cancer mortality data for 1950–1997 which have
recently been made available. In addition it extends the
earlier assessment by applying, in addition to the organ-
averaged doses, also the organ-specific doses.

Details of the modelling procedures

Parallel computations in terms of organ-averaged and
organ-specific doses provide a test to the suitability of the
application of the organ-averaged dose in risk estimation
for all solid cancers combined. The present analysis ap-
plies the organ-specific dose to sites with more than 100
solid cancer deaths in the older mortality data set (Table
X, p 15 in [1]). Table 1 shows the organ sites specially
considered here and the organ-specific doses that were
applied in the computation of risk coefficients for all solid
cancers combined. The multiplication factors for con-
version from the colon doses, given in the solid cancer
mortality data 1950–1997, to organ-specific doses were
taken from the publicly available (http://www.rerf.or.jp)
data set ds86adjf.dat. These dose adjustment factors de-
pend on radiation type, age at exposure and city; they are
included for Hiroshima adults and both radiation types in
Table 1. The remaining sites associated with less than 100
solid cancer deaths and, in most cases, with no available
dose adjustment factor, include a wide range of organs
and tissues; they were accordingly assigned the organ-
averaged doses.

As stated above, organ-specific doses were applied to
the grouped publicly available solid cancer mortality data
(file name: r13mort.dat). To do this is not entirely trivial.
Pierce et al. [1] noted that “It is impossible to use more
specific organ doses for solid cancers as a class, since
there is no designated organ for those not dying of can-
cer.” However, this difficulty is resolved here by formally
treating each person as a set of 13 sub-units at risk, each
belonging to 1 organ category. In terms of programming
this meant creating a new organ category at the lowest
level of the data structure where there are a total of 37,060
original data groups (for combinations of city, gender, age
attained, age at exposure and colon dose category), each
group containing the number of cases of death from dif-
ferent types of solid cancer. For each of these original
data records, 13 new organ-specific records were created

Table 1 Sites with more than 100 cancer deaths in the report 12 [1]
solid cancer mortality data of 1950–1990 compared with the report
13 [2] data of 1950–1997 and the organ-specific dose applied to

these sites in the computation of risk coefficients for all solid
cancers combined

Sites with
>100 deaths

Organ specific
dose applied to
the mortality data

Number of cancer
deaths (1950–1990)

Number of cancer
deaths (1950–1997)

Neutron
adjustment
factor

Gamma
adjustment
factor

Female breast Breast 211 272 3.85 1.17
Oesophagus Marrow 234 291 2.14 1.1
Lung Lung 939 1264 1.91 1.09
Liver Liver 893 1236 1.66 1.05
Gallbladder Liver 228 328 1.66 1.05
Stomach Stomach 2529 2867 1.54 1.02
Rectum Bladder 298 370 1.17 1.05
Bladder Bladder 119 150 1.17 1.05
Colon Colon 347 478 1 1
Pancreas Pancreas 297 407 0.94 0.98
Ovary Ovary 120 136 0.83 1.01
Uterus Uterus 476 518 0.7 1

The last two columns give the Hiroshima adult dose adjustment multiplication factors for conversion from colon dose to organ-specific
dose. The order of organs in the table is based on their depth in the body.
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to contain the numbers of deaths for each cancer type and
the relevant organ-specific doses and, solely for numeri-
cal cross checking purposes, the original colon doses.
This new data file was created, in terms of a specially
written program, with a total of 481,780 new records
(>300 Mb). The first 12 organ groups represented the
specific sites with more than 100 deaths (as detailed in
Table 1), while data group 13 contained the remaining
widely varying sites which were assigned the organ-av-
eraged doses. The risk coefficients were then computed in
EPICURE-AMFIT [6] by the maximum likelihood Pois-
son regression method with baseline cancer rate subtrac-
tion achieved through stratification on gender, age at-
tained, age at exposure and the new organ category. In
this stratification mode, the fitting procedure via AMFIT
emulates a partial likelihood procedure (D. Pierce, private
communication).

The models applied here were the same as those al-
ready considered and explained in detail [4] with g-ray
absorbed dose, Dg, and a neutron absorbed dose, Dn,
based on the dosimetry system DS86 [7]. The only dif-
ferences between [4] and the present work is that the input
data cover an extra 7 years of follow-up and that the
organ-specific doses are used in part of the calculations.
The excess relative risk is factorised into a function of
dose and a modifying function that depends on the vari-
ables gender (s) and age at exposure (e) or age attained
(a):

ERR Dg;Dn; s; e; a
ÿ �

¼ m s; e; að Þ r Dg;Dn

ÿ �

ð1Þ

with the modifying functions for the age-attained and the
age-at-exposure models:

m s; að Þ ¼ exp ÿg � aÿ 60ð Þð Þ � 1� sð Þ ð2Þ

m s; eð Þ ¼ exp ÿg � eÿ 30ð Þð Þ � 1� sð Þ þfor females;ð

ÿ for malesÞ ð3Þ

and with the dose-dependent term:

r Dg;Dn

ÿ �

¼ a Dg ÿ D2
g

� �

þ c R1Dn þ D2
g

� �

ð4Þ

As explained in the earlier paper [4], this dose-de-
pendent term results from the relation:

r Dg;Dn

ÿ �

¼ a Dg þ RMDn

ÿ �

þ bD2
g ð5Þ

by using in the formula the neutron RBE, R1, against an
intermediate g-ray reference dose D1, rather than the low
dose limit, RM, of the neutron RBE, and by using the
reference slope, c=r(D1,0)/D1, i.e. the slope to the effect
level at D1, instead of b.

R1 is used, instead of RM, because animal experiments
do not provide reliable values of the neutron RBE against
g-ray doses less than about 1 Gy. As stated, using the
parameter c, instead of b, provides the same dose de-
pendence. However, it has the advantage of providing the
uncertainty of c, i.e. the effect level at dose D1, while this
information cannot be obtained from the parameters a and
b and their standard errors.

The parameters a and c are not perfectly orthogonal,
but the standard error of c or of the effect level, cD1, is—
together with the standard error of the initial slope, a,—
sufficiently informative to judge the uncertainty of the fit
to the data.1 The initial slope, a, and its uncertainty are of
specific interest with regard to low dose risk estimates.
The parameter c and its uncertainty, on the other hand, are
most relevant to the assessment of probability of causa-
tion at higher doses. For this purpose it is desirable to
assess risks on an organ-specific basis, even though some
details have already been presented [1, 2]. These previous
analyses did not consider the influence of the assumed
RBE values on the risk estimates for the various organs at
different depths in the body. The modified data set de-
scribed here is highly suitable for such an analysis, details
of which will be presented in a subsequent companion
article [9].

Although past and current RERF [1, 2] analyses of the
LSS mortality data use an RBE value for the neutrons of
10, a different approach is chosen here with values of
between 20 and 50, and a central value of 35 being in line
with animal experiments [4]. It may be noted that this
central value is compatible with current ICRP radiation
weighting factor recommendations [10] which correspond
to an RBE=31 of the neutrons alone at 1 km from the
Hiroshima hypocenter, if the role of secondary g-rays
produced by interaction of the incident neutrons with the
human body is accounted for separately [11, 12]. In order
to illustrate the potential impact of the neutrons, some of
the graphics have been extended to include extreme val-
ues of 100.

Numerical results for pooled solid cancers
in terms of ERR

Table 2 (for the age-at-exposure model) and Table 3 (for
the age-attained model) show the main results of the
computations. The results which are directly comparable
to [4], apart from the extra follow-up period, are given
under “organ-averaged dose”, while the new computa-
tions are given in the table sections marked “organ-spe-
cific dose applied to organs with >100 tumours”.

Results for a and c from Tables 2 and 3 are given and
extended in Figs. 1 (for the age-at-exposure model) and 2
(for the age-attained model) as a function of R1, the RBE
of neutrons against an intermediate reference dose
D1=1 Gy of g-rays. The associated lifetime attributable
risk (LAR) for solid cancer mortality is added on the right
ordinate axis of the figures. The method applied for the

1 As has been discussed earlier [4, 8], a value of the reference dose
D1 can be chosen that makes the parameters a and c strictly or-
thogonal. The estimates of a and c and their standard errors then
permit the determination of the standard error of the effect level at
any dose. Orthogonality of a and c, for the A-bomb survivors life
span study (LSS) data up to 2 Gy, would be achieved with a ref-
erence dose 1.2 Gy. However, it is convenient to use the same
standard reference dose for different data sets. From this point of
view the plain choice D1=1 Gy appears natural.
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conversion of ERR to LAR has already been fully de-
scribed [14].

As seen in Tables 2 and 3, the age-at-exposure model
(e-model) is associated with somewhat smaller deviance
than the age-attained model (a-model). The age-at-expo-
sure and the age-attained effect modifiers are not actually
alternatives, but may jointly apply with relative weights
that are difficult to assess due to the statistical limitations
of the data. Which of the two age modifiers fits the data
best, is therefore, a somewhat academic question. Since
the two models are not nested, it is also a question that
can not be readily answered in terms of the usual concepts
of statistical significance.2

Discussion

Numerical cross checks

Two numerical cross checks were carried out:

1. The results from [4] were recomputed and reliably
reproduced by selecting the time periods to 1990 in the
standard data set (R13mort.dat).

2. The results in Tables 2 and 3 under the section marked
organ-averaged doses and computed with the full time
span in the standard data set (r13mort.dat), were also
recomputed and reliably reproduced by replacing, in
the new data file for the additional stratification on
organ category, the 13 organ-specific doses by the
average organ doses. For the R1 values of 20, 35, and
50 the resulting deviancies were—now also with
441,424 degrees of freedom—35,708.7, 35,708.9 and
35,709.3 for the age-at-exposure model, and 35,721.4,
35,721.2, and 35,721.3 for the age-attained model.
The associated changes in deviance are between 7.2
and 9.6, with the lower deviance values being associ-
ated with the organ-specific dose data set.

Effect of additional follow-up

Only the data obtained in terms of the organ-averaged
doses can be directly compared to the earlier results [4].
The reference slopes are now slightly lower than the
earlier values for the age-at-exposure model (for example,
for R1=35 the earlier value was 0.38/Gy and is now 0.37/
Gy), while they are larger by about a standard error range,
for the age-attained model (for example, for R1=35 the
earlier value was 0.36/Gy and it is now 0.42/Gy). For both
models there is now substantially more evidence for
positive curvature of the dose-effect relation.

The degree of curvature indicated by the data can be
seen in Figs. 1 and 2, from the extent to which the long-
dashed line (representing the estimate of the initial slope,
a) and the solid line (the ERR for solid cancer mortality
due to an acute g-ray dose of 1 Gy, i.e. the reference
slope, c, which corresponds closely to the dose coeffi-
cient, aL, in a linear dose model) deviate from each other.
A greater deviation is indicative of more curvature in the
dose response. The top diagrams (labelled a) in Figs. 1

Table 2 Results of the maxi-
mum likelihood fits to the solid
cancer mortality data

Solid cancer mortality 1950–1997

Age-at-exposure model

a(Gy�1) c(Gy�1) c/amin g s Deviance

Colon dose (df=33,952)
R=10 0.33 (0.10–0.55) 0.51 (0.38–0.64) 4.4 0.0463 0.2630 13562.8

Organ-averaged dose (df=33,952)
R1=20 0.27 (0.05–0.48) 0.41 (0.31–0.52) 7.2 0.0453 0.2603 13562.9
R1=35 0.24 (0.03–0.46) 0.37 (0.27–0.46) 11.4 0.0443 0.2612 13563.1
R1=50 0.22 (0.01–0.44) 0.33 (0.24–0.41) 31.8 0.0435 0.2624 13563.5

Organ-specific dose applied to organs with >100 tumours (df=441,424)
R1=20 0.27 (0.05–0.5) 0.45 (0.34–0.57) 8.4 0.0458 0.2669 35701.5
R1=35 0.26 (0.03–0.48) 0.41 (0.31–0.51) 12.1 0.0450 0.2677 35700.3
R1=50 0.24 (0.01–0.46) 0.37 (0.28–0.46) 23.4 0.0444 0.2686 35699.7

The estimated parameters relate to acute g-irradiation, a is the initial slope (ERR30/Dg for the age at
exposure model), c is the slope to ERR30 due to 1 Gy g-rays; it corresponds closely to the dose
coefficient in a linear dose model.
The 95% confidence limits are given in brackets, c/amin (=1+qmax in [13]) is the largest DDREF
consistent with the data on the 95% confidence level, g and s are the age and the gender modifiers (see
Eqs. 2 and 3).
The central estimates for c/a are from top to bottom 1.55 and 1.52, 1.54, 1.5 and 1.67, 1.58, 1.54 for
rows 1–7 in the table.

2 Akaike [15] has developed an alternative criterion for comparing
models based on information theory. This is the Akaike Informa-
tion Criterion score (AIC) which is the deviance plus twice the
number of fit parameters—the model with the lowest AIC score is
most likely to be correct, with the difference in AIC score giving
information on how much more likely one model is compared to
the other. From Tables 2 and 3 it can be seen that the differences in
AIC score for analogous a and e models are between 12 and 13
providing strong evidence in favour of the age-at-exposure model
over the age-attained model. For this reason—and also because the
results are very similar for the two models—only the age-at-ex-
posure model results will be employed in a subsequent paper [9]
that deals with the individual organ risk estimates.
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and 2 give the results for the report 12 data of 1950–1990
with organ-averaged doses; they are reproduced, for
comparison purposes, from [4]. In these results there is
little indication of curvature. The difference between the
top diagrams and the intermediate diagrams (labelled b) is
that the latter extend the follow-up by 7 years, but the
modelling procedure is exactly the same. The greater
deviation between the broken line (initial slope, a) and
the solid line (ERR/1 Gy g-ray dose) is quite notable. The
difference is due to the extra 7 years follow-up time, and
it is of considerable interest, because it suggests more
curvature and, accordingly, admits a considerably larger
dose and dose-rate reduction factor (DDREF).

The ratio c/a, which can be seen as the best estimate of
DDREF, is now about 1.5 with the age-at-exposure
model, and about 1.8 with the age-attained model. This

Fig. 1 Age-at-exposure model. a For report 12 data (1950–1990)
[1] with organ-averaged doses, graphics reproduced from [4]. b For
report 13 data (1950–1997) [2] with organ-averaged doses. c For
report 13 data (1950–1997) [2] with organ-specific doses. The solid
lines and the dark shaded bands represent the parameter c, i.e. the
ERR for solid cancer mortality due to an acute g-ray dose of 1 Gy
and its 95%-confidence region. The long-dashed lines and the light
shaded bands give the estimate of the initial slope, a , and its 95%-
confidence region in a linear-quadratic dose dependence for the g-
rays. The upper limit of the confidence region for a is emphasised
with a dotted line since the associated shading is partially obscured
in panels b and c by the darker shading associated with c. The
results are given as functions of the assumed neutron RBE, R1, vs.
an acute g-ray dose 1 Gy. The right ordinate gives the same
quantities expressed in terms of the lifetime attributable risk of
mortality for a population of working ages. The confidence bands
express only the statistical uncertainty in the ERR, not the uncer-
tainty of the conversion coefficient LAR/ERR

Fig. 2 Age-attained model. Diagrams analogous to Fig. 1

Table 3 Results of the maxi-
mum likelihood fits to the solid
cancer mortality data

Solid cancer mortality 1950–1997

Age-attained model

a(Gy�1) c(Gy�1) c/amin g s Deviance

Colon dose (df=33,952)
R=10 0.33 (0.06–0.59) 0.60 (0.47–0.73) 8.1 0.0339 0.2688 13575.7

Organ-averaged dose (df=33,952)
R1=20 0.26 (0.01–0.51) 0.48 (0.37–0.58) 54.7 0.0337 0.2668 13575.6
R1=35 0.23 (-0.02–0.48) 0.42 (0.33–0.51) 1 0.0334 0.2687 13575.4
R1=50 0.20 (-0.04–0.45) 0.37 (0.29–0.46) 1 0.0332 0.2705 13575.5

Organ-specific dose applied to organs with >100 tumours (df=441,424)
R1=20 0.27 (0.00–0.53) 0.53 (0.42–0.64) 1 0.0336 0.2759 35714.5
R1=35 0.24 (-0.02–0.50) 0.47 (0.37–0.58) 1 0.0333 0.2787 35713.2
R1=50 0.22 (-0.04–0.48) 0.43 (0.34–0.52) 1 0.0330 0.2812 35712.5

The estimated parameters relate to acute g-irradiation, a is the initial slope (ERR60/Dg for the age
attained model), c is the slope to ERR60 due to 1 Gy g-rays; it corresponds closely to the dose
coefficient in a linear dose model.
The 95% confidence limits are given in brackets, c/amin (=1+qmax in [13]) is the largest DDREF
consistent with the data on the 95% confidence level, g and s are the age and the gender modifiers (see
Eqs. 2 and 3).
The central estimates for c/a are from top to bottom 1.82 and 1.85, 1.83, 1.85 and 1.96, 1.96, 1.95 for
rows 1–7 in the table.
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compares with values of 1.0 and 1.2, respectively, for the
shorter follow-up period covered by the earlier data of
1950–1990 [1]. In this respect the present analysis does
not confirm a recent statement that “There is little evi-
dence against a simple linear dose response, with the only
apparent curvature being a flattening for those dose esti-
mates above 2 Sv that is not statistically significant” [2].
The values for the ratio c/amin, i.e. the maximum DDREF
still consistent with the data on the 95% level, are now
very large3; with the age-attained model even a zero
initial slope cannot be excluded.

That the attained-age model now suggests more cur-
vature in the dose-effect relation than the age-at-exposure
model might indicate less persistence of the ERR in time
after exposure for low doses; but this issue is not explored
further here.

Effect of using organ-specific doses

As one would expect, the risk estimates do not change
greatly when the organ-specific doses (Figs. 1c and 2c)
are used instead of the organ-averaged doses (Figs. 1b and
2b). With the organ-specific doses, risk estimates are
obtained in terms of the reference slopes that are some-
what larger—by up to one standard deviation—than those
obtained in terms of the organ-averaged doses. No dif-
ference is seen for the more uncertain estimates of the
initial slopes. Only a slight further increase of curvature is
notable.

The use of organ-averaged doses is thus seen to be a
tolerable approximation to the use of the actual organ-
specific doses when the total cancer mortality is assessed.
In view of the singular importance of the data of the A-
bomb survivors it is, nevertheless, justified to apply the
optimal procedure. The extra computational effort pre-
sents no problem, especially since the same composite
data set and only a slightly modified computational pro-
cedure are required in the subsequent Part II of this study
[9] to obtain the organ-specific risk estimates.

To reiterate and summarise the main results presented
so far:

1. More curvature is now supported by the mortality data
in the maximum likelihood ERR dose-response curve.
This is mainly due to the extra data for the additional 7
year follow-up. To a minor degree it is caused by the
transition from organ-averaged doses to organ-spe-
cific doses.

2. The resulting central estimate of the LAR (including
the additional follow-up and the use of site-specific
organ doses) for solid cancer mortality for a working
population (ages 25–65 years) is 0.059 at 1 Gy, ob-
tained with the attained-age model and 0.044 with the
age-at-exposure model. For a population of all ages,

0.055 at 1 Gy is obtained with the attained-age model
and 0.073 with the age-at-exposure model. These
values are up to about 20% higher than those obtained
previously with exactly the same modelling techniques
but in terms of the organ-averaged doses and the
former data 1950–1990.

3. The new computations with respect to organ-specific
doses result in risk coefficients showing a reference (g-
ray) slope, c, that is approximately up to one standard
error higher than the values obtained with organ-av-
eraged doses.

Conclusions

The central estimates for lifetime attributable risk (LAR)
from g-rays in this analysis are 30–45% lower than t
he most recent UNSCEAR estimates [16]. On the other
hand, the estimates, c=(0.41€0.05)/Gy (e-model) and
c=(0.47€0.05)/Gy (a-model) that are obtained here for
all solid cancers combined, happen to be close to the re-
cent RERF value ERR/Gy=(0.47€0.06) [2]. However, this
must not be taken to imply that the explicit treatment of
the neutrons has little impact. The fairly low value ob-
tained by RERF is a result of using a linear dose-response
model with a rather high dose cut-off (the last dose cat-
egory cut-off point being quoted as 3 Sv [2]). Because of
the flattening out of the solid cancer data at doses beyond
2 Gy, the inclusion of the high dose data causes a sub-
stantial reduction of the estimated slope. Cut-off values
from 1.5 to 2 Gy (as applied here) are more appropriate
for an analysis in terms of the LQ-model. As has been
shown in Tables 2 and 3, the larger values c=0.51/Gy (e-
model) and 0.60/Gy (a-model) are obtained, if—in line
with the analysis of RERF—the colon doses and RBE=10
are used with a dose cut-off of 2 Gy.

With a sufficiently low cut-off the risk estimates in
terms of the parameter c are quite reliable. This is so
because, up to 2 Gy, the LQ-model appears to be adequate
and, within the applicability of the LQ-model, the esti-
mate of c is essentially independent of the chosen dose
cut-off. An artefact of the linear model with a high dose
cut-off [2] is the fairly low value it suggests for the
maximum applicable DDREF (=1+qmax). The present
analysis indicates more curvature in the dose-dependence.
Accordingly a DDREF=2 is now well in line with the
mortality data, and—averaged over the e-model and the
a-model—a low dose g-ray risk coefficient, ERR/Gy, of
about (0.22€0.05)/Gy can now be recommended, in-
stead of the value (0.47€0.06) [2]. Translated into life-
time attributable risk and expressed in Sv, rather than Gy,
this corresponds, for a working population, to the value
LAR=0.026/Sv, which is appreciably less than the current
ICRP value LAR=0.04/Sv (Table S-3, p 70 in [10]).

While the application of organ-averaged doses repre-
sents a distinct improvement over the traditional use of
the colon doses, the organ-specific doses provide the best
currently available dosimetric information. As demon-
strated here, LAR values with respect to organ-specific

3 This ratio corresponds roughly to the parameter (1+qmax) em-
ployed by Pierce and Preston in their analysis of the solid cancer
incidence data (1958–1994) [13].
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doses are up to about 20% higher than those obtained
previously with exactly the same modelling techniques
but in terms of the organ-averaged doses. However even
the organ-specific doses applied here are not the best
possible representation of the actual individual organ-
specific doses. This is because only the grouped data are
publicly available and with this data set some dose av-
eraging is unavoidable.

Presumably the results are influenced not just by crude
dose specifications, but equally by the data grouping and
averaging procedures routinely applied as part of the
standard data processing with the Japanese LSS data. The
most accurate risk coefficients should be attainable with
the unpublished individual data, rather than the publicly
available grouped data, since forming groups out of in-
dividual data always results in some degree of loss of
accuracy [17]. Consequently, it is urged that future risk
assessments should utilise individual data and that these
should be made available in a form that ensures the
protection of individual personal privacy (for example—
without name and with date of birth given as calendar
year only). The availability of individual data would also
facilitate the development of several other innovative data
analysis methods which should lead to refinements in risk
assessment. Two examples of these are: the application of
orthogonal transformation methods which allow the error
bands of the dose response curves to be evaluated more
precisely and without over-inflation by covariance of the
data [8]; the assessment of random dosimetry errors using
Bayesian Markov Chain Monte Carlo methods, where a
detailed knowledge of the individual dose distributions is
required [18, 19].
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Abstract Part I of this study presented an analysis of the
solid cancer mortality data for 1950–1997 from the Jap-
anese life-span study of the A-bomb survivors to assess
the cancer risk for g-rays in terms of the organ-specific
dose for all solid cancers combined. Compared to earlier
analyses, considerably more curvature in the dose-effect
relation is indicated by these computations, which now
suggests a dose and dose-rate effectiveness factor of about
2. The computations are extended here in order to explore
the site-specific solid cancer risks for various organs. A
computational method has been developed whereby the
site-specific cancer risks are all simultaneously computed
with global age and gender effect modifiers. This pro-
vides a more parsimonious representation with fewer
parameters and avoids the large relative standard errors
which would otherwise result. The sensitivity of site-
specific risks to the choices of the neutron RBE is ex-
amined. The site-specific risk estimates are quite sensitive
to the neutron RBE for the least shielded organs such as
the breast, bladder and oesophagus. For the deeper lying
organs, such as the gallbladder, pancreas and uterus, the
impact of the neutrons is much lower. With an assumed
neutron RBE of 35, which is in line with results on low
neutron doses in major past studies on rodents and which
corresponds approximately to the current ICRP radiation
weighting factor for neutrons, the neutrons appear to
contribute about 40% of the observed excess cancer risk
in the breast, i.e. the organ that is closest to the body
surface. However, this neutron contribution fraction is
only about 10% for deeper lying organs, such as the co-
lon.

Introduction

The Life Span Study (LSS) of cancer in the Japanese A-
bomb survivors provides the best currently available data
for evaluating the variation of radiation-induced cancer
risk with cancer site. The reason is that survivors suffered
irradiation of the whole body, which differs from the
situation in most medical studies, where just a few organs
are significantly exposed. Nevertheless, there are con-
siderable variations of the g-ray doses, and more so of the
neutron doses, at different depths in the human body.

The fundamental assessments of radiation-induced
health effects [1, 2] from the Radiation Effects Research
Foundation (RERF) employ the “weighted dose” which is
taken to be the g-ray absorbed dose to one of the deepest
lying organs, the colon, plus the neutron-absorbed dose to
the colon multiplied by 10. Continuity in the dose spec-
ification method is essential for keeping the increasingly
complete results comparable as the follow-up of the LSS
survivors continues. However, as the study comes closer
to its ultimate completion, it is also important to explore
those aspects that can still be refined. The availability of
cancer mortality data up to the end of 1997 [2] and the
recent reassessment of the A-bomb dosimetry [3] have led
to an examination of the impact of a more detailed do-
simetric specification on the cancer risks for all solid
cancers combined [4]. The influence of the assumed
neutron RBE values on the risk estimates for the various
organs at different depths in the body has not been con-
sidered in previous RERF [1, 2] analyses and is, therefore,
considered here.

As recently pointed out [5] reference to the colon dose
underestimates the average g-ray component to all rele-
vant organs by only about 8.5%, while it is not satisfac-
tory for the neutron component for the following reasons:

– The organ averaging – with weight factors for the risk
contribution of individual tumour sites [6] – results in
neutron absorbed doses that are about twice as large as
those to the colon. For surface organs, such as the

L. Walsh ()) · W. Rühm · A. M. Kellerer
Radiobiological Institute,
University of Munich,
Schillerstrasse 42, 80336 Munich, Germany
e-mail: Linda.Walsh@LRZ.uni-muenchen.de
Tel.: +49-89-218075-821
Fax: +49-89-218075-840



female breast, neutron absorbed doses can be nearly 4
times larger than those to the colon (see Table 1).

– At the low neutron doses received by the A-bomb
survivors, of only up to several 10 mGy, the neutron
RBE appears from the available radiobiological evi-
dence, to be substantially larger than 10, which in-
creases the importance of the correct specification of
the neutron dose contribution.

Previous articles [5, 6] employed the organ-averaged
doses. The risk coefficient, ERR/Gy, for photons was
derived in terms of a linear-quadratic (LQ) dose depen-
dence for the g-rays and a linear dose dependence for the
neutrons, with a range of tentatively assumed RBE values
of the small neutron dose component against a g-ray dose
(D1) of 1 Gy. The age-at-exposure and the age-attained
model were applied. In addition to estimating the initial
slope, a, in the linear-quadratic dose dependence, with its
comparatively large relative error, the reference slope, c,
was determined. This parameter equals the ratio ERR(D1)/
D1=a+b D1 in the LQ-model. The estimates of c and of
the coefficient, aL, in an assumed linear model as well as
their standard errors, are similar. But c, rather than the
more familiar aL, has been employed in the previous
analysis for all solid cancers combined, since – under the
assumption of the LQ-model – it does not inherently
depend on the dose cut-off that is applied in the fit to the
data. The slope, aL, in a linear fit lacks this invariance.
However, it is felt that the data for the individual organs
are not sufficiently powerful enough to justify a linear-
quadratic analysis for each organ and accordingly a linear
model is applied here.

Part I of the investigation [4] has updated previous re-
sults [5] by using the cancer mortality data for 1950–1997
(which have recently been made available on the RERF
web-site) and extended the earlier assessment by applying
the organ-specific doses in order to compare the analysis
for all solid cancers combined with that in terms of organ-
averaged doses. Considerably more curvature in the dose-

effect relation was found to be supported by the updated
and extended computations, which suggest now – even
without reference to radiobiological investigations – a dose
and dose-rate effectiveness factor (DDREF) of about 2.
The modified data set described and applied in [4] is also
highly suitable for assessing the influence of the assumed
neutron RBE values on the risk estimates for the various
organs at different depths in the body. This is the objective
of this paper which forms Part II of the investigation.

Details of the modelling procedures

The present analysis, in common with the previous anal-
ysis for all solid cancers combined [4], applies the organ-
specific doses to sites which had more than 100 solid
cancer deaths in the older mortality data set (Table X in
[1]). Table 1 shows the organ sites considered here and the
reference organs used in the scaling of colon doses to the
corresponding organ-specific doses that were applied in
the computation of organ-specific risk estimates. The
dose-adjustment factors for conversion from the colon
absorbed doses (as given in the solid cancer mortality data
1950–1997) to organ-specific absorbed doses were taken
from the publicly available (http://www.rerf.or.jp) data set
ds86adjf.dat. They depend on radiation type, age-at-ex-
posure and city and are included in Table 1 for both ra-
diation types, but only for Hiroshima adults. The re-
maining sites, associated with less than 100 solid cancer
deaths and, in most cases, with no available dose-adjust-
ment factor, include a wide range of organs and tissues,
they were accordingly assigned the organ-averaged doses.

As stated above, organ-specific doses were applied to
the grouped publicly available solid cancer mortality data
(file name: r13mort.dat). To do this is not entirely trivial.
Pierce et al. [1] noted that “It is impossible to use more
specific organ doses for solid cancers as a class, since
there is no designated organ for those not dying of can-
cer”. However, this difficulty has been resolved here and

Table 1 Sites with more than
100 cancer deaths in report 12
[1] solid cancer mortality data
(1950–1990) compared with the
report 13 [2] data (1950–1997)
and the reference organs used
for scaling the colon doses to
the organ-specific doses

Sites with
>100 deaths

Reference organs
for scaling the
colon doses

Number of
cancer deaths

Number of
cancer deaths

Neutron
adjustment
factor

g-ray
adjustment
factor

(1950–1990) (1950–1997)

Female Breast Breast 211 272 3.85 1.17#

Oesophagus Marrow 234 291 2.14 1.1
Lung Lung 939 1264 1.91 1.09
Liver Liver 893 1236 1.66 1.05
Gallbladder Liver 228 328 1.66 1.05
Stomach Stomach 2529 2867 1.54 1.02
Rectum Bladder 298 370 1.17 1.05
Bladder Bladder 119 150 1.17 1.05
Colon Colon 347 478 1 1
Pancreas Pancreas 297 407 0.94 0.98
Ovary Ovary 120 136 0.83 1.01
Uterus Uterus 476 518 0.7 1

# A recent experimental simulation of A-bomb g-ray spectra [7] has confirmed this particular value.
The order of organs in the table reflects their depth within the human body.
The last two columns give the dose adjustment factors for conversion from colon absorbed dose to
organ-specific absorbed dose for Hiroshima adults.
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in [4] by formally treating each person as a set of 13 sub-
units at risk, each belonging to 1 organ category. In terms
of programming this meant creating a new organ category
at the lowest level of the data structure where there are a
total of 37,060 original data groups (for combinations of
city, gender, age-attained, age-at-exposure and colon dose
category), each group containing the number of cases of
death from different types of solid cancer. For each of
these original data records, 13 new organ-specific records
were created to contain the numbers of deaths for each
cancer type and the relevant organ-specific doses. The
first 12 organ categories (i=1,..12) represented the spe-
cific sites with more than 100 deaths (as detailed in Ta-
ble 1), while category i=13 contained the remaining
widely varying sites, such as thyroid, kidney, urinary
tract, bone, oral cavity, connective tissue, skin, prostate,
brain, central nervous system and other male and female
genital sites, which were assigned the organ-averaged
doses. The risk coefficients were then computed in
EPICURE–AMFIT [8] by the maximum likelihood
Poisson regression method with background cancer rate
subtraction achieved through stratification on gender,
age-attained, age-at-exposure and the new organ category.

The models applied here are the same as those already
considered and explained in detail for all solid cancers
combined [4, 5] with g-ray absorbed dose, Dg,i, and neu-
tron absorbed doses, Dn,i, based on the dosimetry system
DS86 [9]. It is noted that the A-bomb dosimetry has re-
cently been reevaluated in a major international effort [3].
While the new dosimetry system DS02 is expected to
replace the former DS86 in the near future, it has not been
used in the present study since DS02 is not yet published.
The differences between [5] and the present work is that
the input data cover an extra 7 years of follow-up, the
organ-specific doses were taken into account, and the site-
specific risks for 12 different organs are now explicitly
considered. The excess relative risk is factorised into a
function of dose for the 13 organ categories and a joint
modifying function that depends on the variables gender
(s) and age at exposure (e) or age attained (a):

ERR Dg;i ;Dn;i; s; e; a
ÿ �

¼ m s; e; að Þ ri Dg;i ;Dn;i

ÿ �

ð1Þ

with the modifying functions for the age-attained and the
age-at-exposure model:

m s; að Þ ¼ exp ÿg aÿ 60ð Þð Þ 1� sð Þ ð2Þ

m s; eð Þ ¼ exp ÿg eÿ 30ð Þð Þ 1� sð Þ

þforfemales; ÿ formalesð Þ ð3Þ

The calculations can be performed in terms of either
the age-attained model or the age-at-exposure model as in
[4]. However, the earlier computations [4] have shown
that the age-at-exposure model results in lower scores for
the Akaike Information Criterion [10] (and is therefore
more likely to be correct) than the age-attained model,
while the resulting parameters were very similar. For this
reason, most of the results presented in the next sections
are for the age-at-exposure model.

In the dose-dependent term the same neutron RBE is
used for all organs in a common model that is linear both
in the g-rays and the neutrons:

ri Dg;Dn

ÿ �

¼ aL;i Dg;i þ RBE � Dn;i

ÿ �

ð4Þ

The model does not account for the fact that, as de-
scribed in [4], the data are now indicative of substantial
curvature in the dose-effect relation for all solid cancers
combined. However, it is felt that the data for the indi-
vidual organs are insufficiently powerful to justify a lin-
ear-quadratic analysis for each organ, nor does it seem
justified to postulate, in a linear-quadratic model, that all
organs exhibit the same curvature corresponding to a
DDREF of about 2 that has been found for all solid can-
cers combined [4]. Furthermore, it is felt that the linear
model provides reasonably representative values for in-
termediate doses on the order of 1 Gy, which are partic-
ularly relevant with regard to specified sites because they
are required in probability-of-causation computations.
While site-specific cancer risks [1, 2] have already been
variously assessed for probability-of-causation computa-
tions, the influence of the assumed neutron RBE values on
the risk estimates for the various organs at different depths
in the human body has not been considered.

The paucity of data for any one site alone makes it
desirable to minimise the number of organ-specific pa-
rameters in the analysis. The fits are, therefore, performed
with global, i.e. non-organ-specific, effect modifiers s and
g. The advantage of using global effect modifiers is that it
avoids the large relative standard errors (SE) which would
otherwise result. Furthermore it is convenient that the
same data set, with 13 organ categories, that has been
used in Part I can also be employed here.

While current RERF [1, 2] analyses of the LSS mor-
tality data apply a neutron RBE of 10, values for the RBE
between 20 and 50, and a central value of 35 are used here.
Information on the RBE of small neutron doses of up to
several 10 mGy – which equals the range of neutron doses
received by the A-bomb survivors at about 1 Gy total dose
– has mainly been obtained in major past experiments on
rats by Shellabarger et al. [11] and by Lafuma and col-
leagues [12]. Life shortening or tumour incidence were as-
sessed in these experiments and RBE values of 35 to about
100 were found for low neutron doses. Also an RBE of 35
agrees approximately with current ICRP recommendations
for radiation weighting [13], if correct account is taken of
the fact that secondary g-rays due to neutron capture within
the body are included in the ICRP definition of effective
dose, while they are not part of the neutron doses specified
for the A-bomb survivors [14, 15]. In order to il- lustrate
the potential impact of the neutrons, some of the graphics
are extended to include neutron RBE values up to 100.

Site-specific estimates ERR/Gy

The numerical values of the age-at-exposure effect
modifier, g, quoted in [1] but now given with SE, are
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�(0.029€0.022)/year for lung and (0.079€0.034)/year for
breast cancer. Thus, it is not clear whether there is a
significant difference in the age-at-exposure effect mod-
ifier even between these two sites which are frequently
considered to show the most notable difference in the age
dependence. The global g value from the present analysis
of the non-gender-specific sites is (0.039€0.008)/year.

Site-specific results from the computations with AM-
FIT [8] are shown in Tables 2 and 3. A dose cut-off at
2 Gy is used in the present calculations, while 3 Gy or

somewhat higher values have been used in earlier eval-
uations at RERF [1, 2]. Table 2 shows that – in line with
the “bending down” of the dose relation that is evident at
higher doses – the aL values are mostly somewhat smaller
for the cut-off at 3 Gy.

Table 3 gives the coefficients ERR/Gy for an age-at-
exposure of 30 years, for various cancer sites that are
obtained with a dose cut-off at 2 Gy and for different
assumed RBE values. To facilitate the comparison to the
earlier results from RERF [1, 2] the values are given in
terms of aL,i , i.e. for a linear fit. Results are also included
for an RBE of 10 and for the earlier follow-up period for
comparison purposes. The results are further illustrated
and extended in Fig. 1 for both the gender-averaged and
female site-specific ERR/Gy values.

Discussion of the results

Effect of the additional follow-up

The first two columns of Table 3 show that the site-spe-
cific risk estimates do not change significantly with the
added follow-up period. There is a slight decrease in the
point estimates for some organs (breast, oesophagus,
gallbladder, rectum, ovary), for other organs the values
have not changed or they have become somewhat larger
(liver, others). As expected, the uncertainties have de-
creased with the extension of the follow-up to 1997.

Table 2 ERR/Gy site-specific dose response coefficients a L,i

(with standard errors) computed with RBE=10 and 2 dose cut-off
values

Organ Dose cut-off

2 Gy 3 Gy

aL/Gy aL/Gy

Breast 1.31€0.37 1.23€0.33
Others 0.69€0.18 0.61€0.16
Oesophagus 1.22€0.48 0.99€0.40
Lung 0.75€0.17 0.67€0.15
Liver 0.45€0.14 0.31€0.11
Gallbladder 0.14€0.21 0.32€0.22
Stomach 0.45€0.11 0.43€0.10
Rectum 0.41€0.25 0.23€0.20
Bladder 1.57€0.80 1.32€0.69
Colon 0.46€0.23 0.64€0.23
Pancreas 0.10€0.19 0.06€0.16
Ovary 0.87€0.50 0.80€0.45
Uterus 0.16€0.21 0.18€0.19
Weighted average 0.47€0.05 0.42€0.05

The values apply to an age-at-exposure of 30 years; the gender and
age modifiers are given in the captions of Fig. 1 and Table 3.

Table 3 Gender-averaged and
female site-specific ERR/Gy for
an age-at-exposure of 30 years
and a linear dose response, i.e.
parameters aL,i (with standard
errors)

Organ ERR/Gy from linear fit with dose cut-off 2 Gy

RBE=10 RBE=10 RBE=20 RBE=35 RBE=50

(1950–1990) (1950–1997) (1950–1997) (1950–1997) (1950–1997)

Breast 1.51€0.47 1.31€0.37 1.13€ 0.32 0.93€0.26 0.79€0.22
Others 0.54€0.20 0.69€0.18 0.63€0.17 0.55€0.15 0.49€0.13
Oesophagus 1.63€0.74 1.22€0.48 1.11€0.44 0.98€0.39 0.88€0.34
Lung 0.75€0.22 0.75€0.17 0.69€0.15 0.61€0.14 0.54€0.12
Liver 0.35€0.18 0.45€0.14 0.42€0.13 0.38€0.11 0.34€0.10
Gallbladder 0.38€0.32 0.14€0.21 0.13€0.19 0.12€0.17 0.11€0.16
Stomach 0.43€0.12 0.45€0.11 0.41€0.10 0.37€0.09 0.33€0.08
Rectum 0.50€0.34 0.41€0.25 0.39€0.24 0.35€0.22 0.32€0.20
Bladder 1.63€0.99 1.57€0.80 1.48€0.75 1.37€0.69 1.27€0.64
Colon 0.45€0.32 0.46€0.23 0.44€0.22 0.42€0.20 0.39€0.19
Pancreas 0.10€0.27 0.10€0.19 0.09€0.18 0.09€0.17 0.08€0.16
Ovary 1.21€0.66 0.87€0.50 0.84€0.48 0.79€0.45 0.74€0.43
Uterus 0.22€0.25 0.16€0.21 0.16€0.20 0.15€0.19 0.14€0.18
Weighted average 0.47€.068 0.47€.055 0.43€0.05 0.40€0.046 0.36€0.049

The values are obtained with different neutron RBE values. For non-gender site-specific cancers, the
age-at-exposure parameter is g=(0.039€0.008)/year and the gender parameter s=0.30€0.11. For the
female sites, the age-at-exposure parameter is g=(0.036€0.009)/year. The parameters g and s were not
fixed during optimisation but remained stable at about these values for each evaluation with different
RBE values. Again the ordering of organs down the table is based on their depth in the body.
The “others” category includes a wide range of cancers, less frequent than the ones tabulated (i.e. with
less than 100 deaths recorded in the data set associated with report 12 [1]), such as thyroid, kidney,
urinary tract, bone, oral cavity, connective tissue, skin, prostate, brain, central nervous system and other
male and female genital sites.
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The decrease of the organ risk estimates
with larger assumed values of RBE

The dose-response coefficients given in Table 3 and
Fig. 1 are suggestive of different radiation sensitivities for
the various organs. To examine whether the differences
are statistically significant, the likelihood ratios were
determined for the linear model with separate site-specific
dose coefficients, a L,i, and for the linear model with all
solid tumours combined. As seen from Table 4, the as-
sumption of separate ERR/Gy values appears to be sig-
nificantly better for both the age-attained and the age-at-
exposure models at the lower values of RBE, while, at
least for the age-at-exposure model, the significance is
lost for the RBE values 35 and 50. The plausible reason is
that low values of RBE cause somewhat inflated ERR/Gy
estimates for the organs most substantially exposed to
neutrons, which enhances the differences between the
site-specific risk estimates. Since the site-specific risk
estimates and their uncertainties are of considerable in-
terest with regard to radiation protection standards [13,
16], they are shown in a more detailed diagram in Fig. 2.
Starting on the left with the most shallow, i.e. least
shielded organs, the diagram gives four different site-
specific values, ERR/Gy, from a linear fit in dose. The
first value (shown as a separate point) is obtained by using
colon doses and an RBE of 10 for the neutrons. Values

given in the main part of Reports 12 and 13 from RERF
[1, 2]1 have been obtained in this way; they are, of course,

Fig. 1 ERR/Gy in terms of the parameters a L,i as a function of the
assumed RBE (RBE 1, 10, 20, 35, 50, 100) for an age-at-exposure
of 30 years. The values for colon, liver and rectum are not shown
here because they are very similar to those for the stomach. The
ERR/Gy values for non-gender-specific cancers are gender-aver-
aged where the age-at-exposure parameter is g=(0.039€0.008)/year
and the gender parameter s=0.30€0.11. The female cancer sites
have an age-at-exposure parameter of g=(0.036€0.009)/year. The
parameters g and s were not fixed during optimisation, but re-
mained stable at about these value for each evaluation with dif-
ferent RBE values

Table 4 Results from statistical procedures, involving likelihood
ratios, to test if the models with separate linear risks, for each of the
12 main organs considered here, fit the data significantly better than
the linear risk models for all solid tumours combined

RBE c2-value p

Age-at-exposure model
10 23.6 0.023
20 22.0 0.038
35 20.1 0.065
50 18.7 0.095
Age-attained model
10 29.9 0.003
20 28.2 0.005
35 26.3 0.010
50 24.9 0.015

With RBE=35 the coefficient a L for all solid cancers combined
was found to be (0.42€0.05) and (0.49€0.05)/Gy for the age-at-
exposure and age-attained-models, respectively. In such likelihood
ratio tests the change in deviance due to the transition from the
separate organ model to the model for all solid cancer combined
(i.e. nested models) is c2 distributed with respect to the associated
change in degrees of freedom (Ddf). The resulting c2-values are
given in column 2, where Ddf=12 here. The probabilities, p, asso-
ciated with these c2-values, are given in column 3.
In general the differences between the models with separate linear
risks for each organ and the models for all solid tumours combined
become less statistically significant as the RBE increases. The
differences are significant at or below the 5% (p=0.05) level for the
age-attained models at all RBE values considered and for the age-
at-exposure models with RBE values of less than 35

Fig. 2 The diagram illustrates some of the data given in Fig. 1 for
the aL,i parameters and associated standard error bars at RBE 20, 35
and 50. In addition and for comparison purposes, the corresponding
parameters for colon dose and RBE=10, i.e. the situation considered
in [1, 2], are also given. For each organ there is an associated group
of 4 points with standard error bars. In each group of four, on
reading from left to right, the ordering is 1 Colon dose and RBE=10
(square symbol), 2 Organ-specific dose and RBE=20 (connected
circular symbol), 3 Organ-specific dose and RBE=35 (connected
circular symbol). 4 Organ-specific dose and RBE=50 (connected
circular symbol). The organs are ordered from left to right ac-
cording to increasing depth in the body

1 The appendices of these reports give also results obtained in terms
of organ-specific doses. But the numerical values are not readily
comparable to each other or to the present results, because there
have been further differences between the computations.
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the largest and are given here only for comparison pur-
poses. The three subsequent estimates of ERR/Gy (con-
nected in each case by solid lines) are obtained in terms of
organ-specific doses (or their weighted averages in the
case of the pooled group containing “other” organs). The
three estimates relate to assumed values 20, 35, and 50 for
the neutron RBE. The purpose of the diagram is to show –
in a direct comparison of values obtained in the same type
of computation with the same data set – firstly the in-
fluence of the reference doses and, secondly, the influence
of the assumed neutron RBE. While numerical values
obtained in earlier assessments show considerable varia-
tions depending on other details of the analysis, such as
the dose cut-off or the age and sex-dependent effect
modifiers, the diagram in Fig. 2 brings out the two central
aspects, namely dose specification and RBE.

It should be noted that – in view of the evidence in Part
I [4] of the present study – the numerical values in Table 2
and in Figs. 1 or 2 can be tentatively reduced further by a
DDREF=2 if they are referred to low doses.

Apart from the importance of using organ-specific
doses, the essential point illustrated in Figs. 1 and 2 is the
sensitivity of site-specific risk estimates to the assumed
neutron RBE. It is apparent that – in line with the rela-
tively higher dose contribution of neutrons – the risk es-
timates for sites close to the surface of the body, such as
the breast, oesophagus and bladder, are much more de-
pendent on the choice of RBE than deeper lying sites,
such as the uterus and pancreas. Changing the RBE from
10 to 35 results in a decrease of the risk coefficient for the
breast by the factor 1.31/0.93=1.41, while the reduction
factor is only 0.16/0.15=1.07 for the uterus (Table 3).

The risk estimate for the breast must be based not only
on the A-bomb data, but also on information from med-
ical exposures, and both sources provide results with
considerable uncertainty. However, the risk coefficient
for the breast is particularly relevant to risk/benefit con-
siderations for mammography screening, and a decrease
of the estimate from ERR/Gy=1.51€0.47 to 1.31€0.37,
and then to ERR=0.93€0.26 is, therefore, not without
interest.

A more direct look at the effect contribution
by the neutrons

The solid curve in Fig. 3 gives the ratio of the weighted
(RBE=35) neutron dose to the g-ray dose to the breast for
adult women in Hiroshima. As already pointed out, an
RBE of 35 for the “genuine” neutron dose (i.e. the con-
tribution of the neutron recoils) corresponds approxi-
mately to the current radiation weighting factor for neu-
trons (including the g-rays from neutron capture in the
body) as specified by ICRP. The solid line in the figure
represents, accordingly, also the ratio of the effective dose
from neutrons to the g-ray absorbed dose. For other or-
gans the values change proportionally in line with the
neutron adjustment factor (see values in Table 1). The
dotted line gives as an example, the values for the colon

and for RBE=35. Likewise the values change propor-
tionally for other assumed values of RBE. An important
feature of the dosimetry is the fact that the neutron frac-
tion is larger close to the hypocentre (at large doses), and
smaller at large distances (small doses).

Under the assumption of RBE=35, the neutrons con-
tribute about 40% and 50% to the weighted dose to the
breast at 0.5 and 1.5 Gy gamma absorbed dose, respec-
tively. Under a linear model this equals the fractional
contribution of the neutrons to the observed ERR. The
dosimetric considerations explain well, why the risk es-
timates for the more superficial organs decrease sub-
stantially, when in the computations organ-specific neu-
tron doses are used and are weighted with a larger RBE
than the conventional factor 10. The trend of the data in
Table 2 and Figs. 2 and 3 is, thus, understandable even
without the details of the computation.

Conclusions

A computational method has been developed to derive
site-specific risk coefficients for g-ray-induced cancer
with respect to organ-specific doses. A linear model in
dose and the use of common age and gender effect
modifiers for all organs has permitted a parsimonious
representation with relatively few parameters, avoiding
the large relative standard errors that result from the fa-
miliar approach.

The site-specific risk estimates are found to be quite
sensitive to the assumed neutron RBE for the less shielded
organs such as the breast, bladder and oesophagus. For the
deeper lying organs, such as the gallbladder, pancreas and
uterus the impact of the neutrons is much less. The do-
simetry for the A-bomb survivors includes, in the neutron-
absorbed dose, only the contribution of the protons and
other heavy charged particles released by the neutrons and
not the contribution of g-rays due to neutron capture in the
body. If this difference in the specification of the effective
dose by ICRP is taken into account, a neutron RBE of 35
is roughly in accordance with the current ICRP radiation

Fig. 3 The ratio of the RBE weighted neutron dose to the g-ray
dose versus the g-ray dose to the organ. The solid line refers to the
breast and to an assumed neutron RBE of 35 for Hiroshima female
adults. The broken line represents the ratios for the colon at the
same RBE=35. At other values of the neutron RBE the values
change proportionally
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weighting factor for fission neutrons. The inferred effect
contribution by neutrons then ranges from 40% for the
breast, as the least shielded organ, to 9% for a deep lying
organ, such as the colon.

In view of the substantial role of the neutrons it would
be highly desirable to use more specific information on
the neutron doses to the A-bomb survivors in the com-
putation of risks. Data on the orientation of the survivors
with respect to the bomb exists in the dosimetry systems
DS86 [9] and DS02 [3], but they have not been included
in past computations nor have they been made publicly
available. Only isotropic irradiation conditions have been
considered in the publicly available epidemiological data
up to now. In view of the substantial impact of the small
neutron absorbed dose contribution this approximation
appears now to be too crude.

In Part I of this work it was urged that the individual
data be made generally available and several reasons were
given. The current assessment suggests as a further re-
finement, the use of person-specific neutron dose esti-
mates that are based on individual data on location and
orientation relative to the hypocentre of the explosion.
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Experiments using the alkaline comet assay, which measures

all single-strand breaks regardless of their origin, were per-

formed to evaluate the biological effectiveness of photons with

different energies in causing these breaks. The aim was to mea-

sure human lymphocytes directly for DNA damage and sub-

sequent repair kinetics induced by mammography 29 kV X

rays relative to 220 kV X rays, 137Cs g rays and 60Co g rays.

The level of DNA damage, predominantly due to single-strand

breaks, was computed as the Olive tail moment or percentage

DNA in the tail for different air kerma doses (0.5, 0.75, 1, 1.5,

2 and 3 Gy). Fifty cells were analyzed per slide with a semi-

automatic imaging system. Data from five independent exper-

iments were transformed to natural logarithms and fitted using

a multiple linear regression analysis. Irradiations with the dif-

ferent photon energies were performed simultaneously for each

experiment to minimize interexperimental variation. Blood

from only one male and one female was used. The interexper-

imental variation and the influence of donor gender were neg-

ligible. In addition, repair kinetics and residual DNA damage

after exposure to a dose of 3 Gy were evaluated in three in-

dependent experiments for different repair times (10, 20, 30

and 60 min). Data for the fraction of remaining damage were

fitted to the simple function F
d

5 A/(t 1 A), where F
d
is the

fraction of remaining damage, t is the time allowed for repair,

and A (the only fit parameter) is the repair half-time. It was

found that the comet assay data did not indicate any difference

in the initial radiation damage produced by 29 kV X rays rel-

ative to the reference radiation types, 220 kV X rays and the

g rays of 137Cs and 60Co, either for the total dose range or in

the low-dose range. These results are, with some restrictions,

consistent with physical examinations and predictions concern-

ing, for example, the assessment of the possible difference in

effectiveness in causing strand breaks between mammography

X rays and conventional (150–250 kV) X rays, indicating that

differences in biological effects must arise through downstream

processing of the damage. q 2005 by Radiation Research Society

INTRODUCTION

The dependence of the biological effects for different
kinds of cell damage on photon energy is well documented.
Cross comparisons of dose–response curves, which relate
indicators of cellular damage such as chromosomal aber-
rations, mutation induction, cell survival and neoplastic cell
transformation (in human and mouse cell lines) to absorbed
doses of photons, e.g. at energies from 29 kV (mammog-
raphy X rays) to about 200 kV (conventional X rays) or to
1.25 MeV (60Co g rays), have resulted in low-dose relative
biological effectiveness (RBE) values ranging from 1 to 10
(1–8). However, it is uncertain whether the marked depen-
dence of RBE on photon energy for these biological indi-
cators is also representative of the complete biological ef-
fectiveness for the photon-induced initial DNA damage to
late radiation effects in humans. This problem has gained
particular attention with regard to risk–benefit consider-
ations for mammography, because such findings are partly
inconsistent with values predicted from microdosimetric
analyses for the low-dose RBE of mammography radiation
(9–11). Whereas conventional X rays interact with cellular
systems through Compton electrons and photoelectrons, the
29 kV X rays interact primarily through the photoelectric
effect. Due to the low energy of the 29 kV photons, low-
energy secondary electrons are released, which leads not
only to a different energy deposition pattern in the cellular
system but also to greater biological effects than those pro-
duced by higher-energy photons. Physical models describ-
ing the possible energy deposition pattern in the DNA and
the resulting DNA damage predict an RBE of only 1.3 with
an upper limit no greater than about 2 for 29 kV X rays
relative to conventional X rays (9).
The cellular damage indicators depend strongly on the

mechanisms of biological cell responses after radiation
damage, e.g. DNA repair and the induction of cell death
by apoptosis or necrosis. The dose response for every bi-

1 Address for correspondence: Federal Office for Radiation Protection, De-

partment of Radiation Protection and Health (SG1.1), Ingolstädter Landstr. 1,

85764 Oberschleissheim, Germany; e-mail: mgomolka@bfs.de.
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FIG. 1. Effect of temperature on damage induced during irradiation. Damage at room temperature (208C) is

increased compared to irradiation on ice or at 378C.

ological indicator is an indirect measurement of the effect
produced by the specific radiation type. The direct action
of radiation on DNA can be detected by measuring single-
or double-strand breaks or base changes caused by direct
deposition of the radiation energy or by induced reactive
oxygen species. Several techniques have been applied to
study such radiation-induced DNA single-strand and/or
double-strand breaks with different sensitivities to the spe-
cific lesions. These include alkaline or neutral filter elution
(12, 13), alkaline unwinding (14, 15), sucrose gradient cen-
trifugation (16–18), pulsed-field gel electrophoresis (19–
22), and nucleoid sedimentation (23, 24). These techniques
have the disadvantage that DNA damage is investigated in
a population of cells and not at the single cell level.
The alkaline comet assay provides an excellent test for

detecting direct DNA damage with respect to single-strand
breaks, regardless of their origin, at the single cell level. In
contrast to the neutral comet assay, which detects specifi-
cally double-strand breaks (DSBs), the alkaline assay is
performed at doses that are relevant to physiological ef-
fects. It has been used widely to measure both in vitro and
in vivo DNA damage and repair after the exposure of mam-
malian cells to various genotoxic agents such as chemicals
and ionizing and non-ionizing radiation (25–28). For ex-
ample, it has been reported that the alkaline comet assay is
a useful biological technique to assess the biological effec-
tiveness of different types of high-LET radiation such as
neutrons (29–32). However, as recently observed for the
induction of dicentric chromosomes in human lymphocytes
(33), the RBE of neutrons depends on the choice of the
low-LET reference radiation. So far no attempt has been
made to test the usefulness of the alkaline comet assay for
distinguishing between different types of low-LET radia-
tion, which differ only slightly in energy deposition pat-
terns.
Consequently, the purpose of the present study was to

compare, in simultaneously performed comet assay exper-

iments, both the initial radiation damage and the associated
subsequent DNA temporal repair patterns induced by 29
kV X rays with those of their reference radiation types: 220
kV X rays, 137Cs g rays and 60Co g rays.

MATERIALS AND METHODS

For the present study, peripheral blood was taken with informed con-

sent from two healthy donors: one male (age 64) and one female (age

38) donor. This was considered to be necessary for such a systematic

investigation to minimize interindividual variations in sensitivity. All ex-

periments were performed at room temperature (;20–228C), because ex-

act dosimetry for irradiation on ice with 29 kV X rays was not possible.

However, a preliminary experiment showed that the magnitude of the

initial DNA damage in human lymphocytes induced by 3 Gy of 60Co g

rays at 378C and 208C and on ice was greatest at 208C (Fig. 1). Therefore,

it can be assumed that the DNA repair processes did not result in an

underestimation of the initial DNA damage under the chosen temperature

conditions. Irradiation was performed simultaneously with all four radi-

ation sources per experimental set to decrease possible variations due to

different experimental conditions. Immediately after irradiation, whole

blood aliquots were set on ice prior to embedding the blood cells in

agarose. To study DNA repair, blood samples were incubated at 378C for

defined times before setting them on ice.

Irradiation and Dosimetry

Due to dosimetric demands, the blood irradiation occurred in different

blood containers. For the soft mammography X rays, the containers had

to be very thin, with thin walls, to minimize the dose decrement within

the blood volume and the distortion of the X-ray spectrum by the walls.

For the highly energetic g rays, secondary electron equilibrium had to be

established. The air kerma rates were ;0.42 Gy/min for the X rays and
60Co g rays and ;0.66 Gy/min for the 137Cs g rays.

Mammography Radiation (29 kV, tungsten anode, 50 mm rhodium

filtration)

The blood was irradiated in flat cylindrical containers (2.2 mm thick,

23.9 mm in diameter) with 20 mm polyethylene terephthalate (Mylar)

windows at the entrance and exit side. To generate a typical radiation

quality for mammography, a Dermopan soft X-ray therapy unit (Siemens)

with an AEW50/25ö X-ray tube (anode material tungsten; anode angle
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458) was used. The unit was operated at a nominal tube voltage of 29

kV and a tube current of 20 mA. Since the Dermopan contains a rather

basic one-peak high-voltage generator, with a strong dependence of tube

voltage from primary voltage, tube current and duration of irradiation,

tube current and primary voltage at the transformer were kept constant

manually during irradiation. Under these conditions a tube voltage of 29

kV could be achieved, as determined by means of a high-purity germa-

nium X-ray spectrometer. The beam filtration consisted of 1 mm beryl-

lium (tube window) and 50 mm rhodium (Rh) (RH000210, Goodfellow).

The X-ray spectrum, characterized by the rhodium K edge at 23.2 keV,

had a mean photon energy of 19.4 keV and a half-value layer (HVL) of

0.51 mm aluminum, both values calculated from the photon spectrum.

HVL values in mammography range are typically from 0.34 to 0.56 mm

aluminum (34).

Two 0.02-cm3 soft X-ray chambers (type M 23342, PTW Company,

Germany) were used for dosimetry. One, connected to an electrometer

IQ4 (PTW) and mounted directly beside the blood container, served as a

monitor chamber during irradiation. For the other chamber, connected to

a Unidos electrometer (PTW), an air kerma calibration factor from PTB

(German National Metrology Institute) for the quality T 30 (30 kV; 0.5

mm aluminum; Em 5 19.6 keV; HVL 5 0.36 mm aluminum) was avail-

able. By means of this chamber, the monitor was calibrated in terms of

air kerma at the container-to-focus distance (;15 cm). More details on

the X-ray source and the dosimetric procedures were given by Göggel-

mann et al. (4).

The mean absorbed dose to blood, Dblood, was determined, using Eqs.

(1) and (2), from the measured air kerma at the position of the entrance

window (Kentr), measured air kerma behind the exit window (Kexit) and a

backscatter factor (BSF 5 1.033) calculated by Monte Carlo methods for

the above, filled blood container and spectrum. (The calculation of BSF

was performed by M. Zankl, GSF-Institute for Radiation Protection.)

1 (m /r)en blood
D 5 3 (BSF 3 K 1 K ) 3 ; (1)blood entr exit

2 (m /r)en air

D 5 K 3 0.966; (2)blood air

where m is the mean spectral mass energy absorption coefficient(m /r)en

for the materials m (blood, air). m was calculated using Eq. (3);(m /r)en

F(E) 3 E 3 [m (E)/r] dEE en m

Emen
5 , (3)m1 2r

F(E) 3 E dEE
E

from the photon spectrum F(E) and fitted (men(E)/r)m values, taken from

Hubbell (35).

Reference Radiation (220 kV, tungsten anode, 4.05 mm aluminum 1

0.5 mm copper filtration)

The blood was irradiated in 1-ml syringes (7 mm in diameter). The

reference radiation quality was generated by a highly stabilized MG 320

X-ray unit (Philips) with an MCN 323 X-ray tube (anode material tung-

sten; anode angle 228) operated at a tube voltage of 220 kV and a tube

current of 15 mA. The beam filtration consisted of a 3-mm beryllium

(tube window) and 4.05 mm aluminum 1 0.5 mm copper added filtration.

The X-ray spectrum is characterized by a mean photon energy of 95.6

keV and a half-value layer of 1.39 mm copper; both values were calcu-

lated from the photon spectrum.

A transmission chamber (type 24366, PTW) connected to an IQ4 elec-

trometer served as a monitor chamber. A 1-cm3 thimble chamber (type

M23331, PTW) connected to a Unidos electrometer with an air kerma

calibration factor from PTB for the quality T 200 (200 kV; 4 mm alu-

minum 1 1 mm copper; HVL 5 1.6 mm copper) was used to calibrate

the monitor in terms of air kerma in the focus-to-syringe distance (70

cm).

Absorbed dose to blood was calculated from the measured air kerma

according to

(m /r)en blood
D 5 K 3 3 T; (4)blood air

(m /r)en air

D 5 K 3 1.067; (5)blood air

where m is the mean spectral mass energy absorption coefficient,(m /r)en

analogous to Eq. (3) (35), and T 5 0.97 is a correction factor for the

dose decrement within the syringe.

Reference Radiation (60Co g rays)

Blood samples were irradiated in 2-ml syringes (11 mm in diameter)

in the center of a Perspex phantom (thickness 22 mm, width 70 mm,

height 117 mm) at an Eldorado 78 therapy unit (Atomic Energy of Can-

ada Ltd). Air kerma was measured by means of a 1-cm3 thimble chamber

(type M23331, PTW) connected to a Unidos electrometer (PTW) in an

identical phantom. For the chamber an air kerma calibration factor for
60Co g rays from PTB was available. Absorbed dose to blood was deter-

mined from measured air kerma in source-to-syringe distance (;160 cm)

using Eqs. (6) and (7),

(m /r)en blood
D 5 K 3 ; (6)blood air

(m /r)en air

D 5 K 3 1.102; (7)blood air

where (men/r)m is the mass energy absorption coefficient of blood and air

for 60Co g rays (35).

Reference Radiation (137Cs g rays)

Blood (10 ml) was irradiated in 20-ml Eppendorf caps placed in a tart-

shaped holder in a closed HWM D2000 irradiation facility (Wälischmill-

er). In spite of its unfavorable properties with regard to field homogeneity

and consequently for dosimetry, this source was the only one available

that provided dose rates similar to those of the other sources. For this

source, an earlier calibration already existed already in terms of absorbed

dose to water in the midline plane of the irradiation chamber of the

source, where the Eppendorf caps were placed. Air kerma was determined

by condenser-type chambers (PTW) evaluated with an integrating elec-

trometer (Condiometer, PTW). The condenser chambers were again cal-

ibrated by means of a Farmer Dosimeter 2570 with a 0.6-cm3 thimble

chamber (type 2571) at an open Caesa-Gammatron source (Siemens), and

the results were converted into absorbed dose to water. A manufacturer’s

calibration existed for the 137Cs ionization chamber.

Absorbed dose to blood was finally determined from absorbed dose in

the midline plane using Eqs. (8) and (9):

(m /r)en blood
D 5 D 3 ; (8)blood water

(m /r)en water

D 5 D 3 0.991. (9)blood water

Due to field inhomogeneity and the multiple steps involved, the error in

the dose measurements for the 137Cs g radiation was 10%, whereas the

errors for the three other radiation types were less than 3%.

DNA Repair

DNA repair was assessed by incubation of the samples at 378C im-

mediately after irradiation. Aliquots were taken after certain intervals,

usually from 10 to 60 min after irradiation, and set on ice. In parallel,

sham-irradiated controls were also collected after the same intervals.

Comet Assay

For the comet assay, a modification of the original protocol of Singh

et al. (36, 37) was applied to whole blood. Special microscope slides
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FIG. 2. Damage distribution demonstrated by box plot analyses of two

damage parameters, tail moment and percentage DNA in the tail, as a

function of free in air kerma dose.

(ESW-370; Erie Scientific, Portsmouth, NH) with frosted edges and a

clear window were precoated with 200 ml of 0.1% low-melting agarose

(Sigma) and dried at 408C on a warming plate. Then 10 ml of whole

blood was mixed with 100 ml of 0.5% warm agarose (Amresco, Solon,

OH) at 508C and immediately transferred onto prewarmed precoated

slides. A cover slip was placed gently over the agarose prior to chilling

the slide for 5 min at 08C on a cooling plate. For further treatment the

cover slip was removed.

The microscope slides were immersed in a freshly prepared cold lysis

buffer (2.5 M NaCl, 100 mM Na4EDTA, pH 10, 10 mM Tris HCl, pH

10, 1% SDS, and 1% Triton X-100). Lysis was performed over night.

Afterward, most nuclear proteins were removed by incubation in the sec-

ond lysis buffer (2.5 M NaCl, 100 mM Na4EDTA, pH 10, 10 mM Tris

HCl, pH 10) for 1 h at 378C. Slides were transferred to a specially adapted

tray to prevent movement of slides during electrophoresis (Amersham

Pharmacia HE100 Supersub). Twenty-one slides could be electrophoresed

in one electrophoresis chamber. Unwinding was performed for 20 min in

electrophoresis buffer (300 mM NaOH, 2% DMSO, and 10 mM

Na4EDTA, pH 10; pH .13). The temperature during electrophoresis (0.8

V/cm; 300 mA; 30 min) was kept constant at 208C by a temperature

control unit. After electrophoresis, the DNA was precipitated and fixed

by incubation in 1% ammonium acetate in ethanol (5 ml of 10 M am-

monium acetate and 45 ml of 100% ethanol) for 30 min at room tem-

perature. After dehydration in 100% ethanol overnight, the slides were

rehydrated with 70% ethanol for 5 min (to avoid the agarose cracking

during drying), air-dried and stored at room temperature prior to staining.

Slides were incubated for 15 min in double-distilled water and then

stained with 50 ml of a solution containing 950 ml water, 60 ml DMSO,

200 ml Vectashield (Vector Laboratories, Burlingame, CA), and 1 ml

SYBR-green (Molecular Probes, Eugene, OR). Slides were evaluated im-

mediately after staining.

Hardware and Software for Image Acquisition and Comet Analysis

Fifty comets per slide were examined under an epifluorescence micro-

scope (Axiovert 135, Zeiss, Germany; 403 air objective) equipped with

an adequate set of filters for SYBR-green and a monochromator (T.I.L.L.

Photonics, Munich, Germany) as a light source for the image analysis.

Excitation was performed at 461 nm and emission at 510 nm. Images

were acquired with a Sony Video Camera (XC-7500) and evaluated by

special software for comet image analysis (VisCOMET, Impuls GmbH,

Gilching, Germany).

Statistical Evaluation

In total, results from five independent experiments were analyzed to

detect the dose effect of the four different types of photon radiation and

three independent experiments concerning DNA temporal repair patterns.

DNA damage was determined by analyzing the Olive tail moment or

percentage DNA in tail. The Olive tail moment was calculated by (center

of gravity of tail profile 2 center of gravity of head profile) 3 tail in-

tensity/total intensity and expressed in arbitrary units since length cali-

bration is defined in pixels rather than micrometers.

The original data set was computed in box plots (Statistica Version 6,

StatSoft). The data were transformed to natural logarithms to achieve a

greater degree of normality in the data set distributions. The justification

for the use of such natural logarithm transformations to achieve a greater

degree of normality in the distribution function for tail moment is given

in the Appendix. Linear fits by multiple regression analysis were applied

to the dose–response curves.

RESULTS

A clear dose–response relationship for initial DNA dam-
age was observed in human lymphocytes exposed to 29 kV
X rays and the reference radiation types within the dose

range from 0.5 to 3 Gy. As shown in Fig. 2, the results for
the two damage parameters analyzed, tail moment and per-
centage DNA in tail, are rather similar and are not normally
distributed. The tail moment values were transformed by
natural logarithms for all five independent experiments
(Fig. 3a), while for percentage DNA in tail, means of 50
individual cells for five independent experiments were com-
puted (Fig. 3b). There were only minor variations in the
values obtained in the different experiments. The best-fit
parameters indicate a linear dose–response relationship for
all four radiation types (Fig. 4a, b) for tail moment as well
as for percentage DNA. The slopes did not differ signifi-
cantly from each other over the total dose range investi-
gated. To determine whether 29 kV X rays were able to
increase DNA damage in the low-dose range, we focused
on the dose range from 0 to 1 Gy (Fig. 5). In this case too,
the slopes did not differ significantly from each other. When
tested by multiple regression analysis with the overpara-
meterized coding method and separate slope design (Table
1), no significant effect could be detected amongst either
the experiments or the radiation types. Since two out of
five experiments were performed with blood from a female
donor, the model was also investigated for gender effects.
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FIG. 3. Panel a: The mean natural logarithm of the tail moment as a function of blood dose for four different

types of photon radiation. Each mean was computed from 50 individual ln(tail moment) values. Panel b: The mean

percentage DNA in tail as a function of blood dose for four different types of photon radiation. Each mean was

computed from 50 individual values.
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FIG. 4. Best-fit lines from the multiple regression for mean ln(tail

moment) as a function of mean blood dose and as detailed in Table 1.

The slopes are not significantly different; the intercept shown is for one

experiment.

FIG. 5. The best-fit lines from a similar regression to that described

in Table 1 but with a restricted mean blood dose range of 0 to 1 Gy. The

trends in gradient are different from above, but not statistically signifi-

cantly so. The intercept shown is for one experiment

TABLE 1

Multiple Regression with the Overparameterized

Coding Method and Separate Slope Design: Results

for the Categorical (Radiation Type and

Experiment Number) and Continuous (Mean Blood

Dose) Predictor Variables with Interaction between

Dose and Radiation Type

Parameter Best estimate Standard error t ratio

a 5.019 0.040 124.582

b1 0.557 0.025 21.867

b2 0.011 0.029 0.382

b3 20.040 0.029 21.409

b4 0.009 0.030 0.297

b5 20.145 0.049 22.969

b6 20.033 0.053 20.627

b7 20.028 0.053 20.518

b8 20.103 0.053 21.930

Standard error of mean ln(tail moment) 0.182

Coefficient of determination 0.917

df 107

F value 147.35

SS regression 39.12

SS residual 3.55

Notes. The model is: mean ln(tail moment) 5 a 1 x1 (b1 1 b2x2 1

b3x3 1 b4x4) 1 b5x5 1 b6x6 1 b7x7 1 b8x8, where x1 is the mean blood

dose in grays; x2 is either 0 or 1 and indicates a differential effect of 220

kV X rays relative to 29 kV X rays, x3 is either 0 or 1 and indicates a

differential effect of 60Co relative to 29 kV X rays, x4 is either 0 or 1 and

indicates a differential effect of 137Cs relative to 29 kV X rays, x5 is either

0 or 1 and indicates a differential effect of experiment 1 relative to ex-

periment 5, x6 is either 0 or 1 and indicates a differential effect of ex-

periment 2 relative to experiment 5, x7 is either 0 or 1 and indicates a

differential effect of experiment 3 relative to experiment 5, x8 is either 0

or 1 and indicates a differential effect of experiment 4 relative to exper-

iment 5. The various sums of squares (SS) and degrees of freedom (df)

are given with the other usual measures for goodness of fit.

No significant effect of this parameter on the data could be
detected.
After irradiation of blood cells with an air kerma dose

of 3 Gy, DNA repair was investigated after set intervals of
10, 20, 30 and 60 min. The experiments were repeated three
times. The fraction of remaining damage was calculated by
subtraction of the control tail moment from the correspond-
ing tail moment at the various times. Initial damage at time
zero was set to 100%. High variation in the experimental
data can be seen during the fast repair period during the
first 20 min after irradiation (Fig. 6). At repair times longer
than 20 min, the residual damage showed only minor in-
terexperimental differences. The best-fit calculation for the
results obtained for the four radiation types did not detect
any significant difference for the remaining damage after
60 min or for the repair half-time (Tables 2 and 3). How-
ever, there was a tendency that for irradiation with 29 kV
X rays, repair of damaged DNA proceeded slightly more
slowly in the first 10 to 20 min compared to the other ref-
erence radiation types (Fig. 7). In this time range, the ex-
perimental data are so variable that, for the X rays, a dif-
ference in half-time of only about 7 min [1.645 3 (2.84 1
1.53)] would have been detected in the fit function param-
eters with 90% confidence. This is because of the many
sources of uncertainty due to dosimetry errors and intraex-
perimental and interexperimental variation.

DISCUSSION

The present study examines, for the first time, at the sin-
gle cell level, the initial DNA damage and the subsequent
time-dependent DNA repair in human lymphocytes after
irradiation with photons of different energies. The comet
assay data did not indicate any difference in the initial ra-
diation damage produced by 29 kV X rays relative to the
reference radiations, i.e. 220 kV X rays and 137Cs and 60Co

g rays, either for the total dose range or in the low-dose
range. It appeared that the 29 kV X rays tended to slow
down DNA repair more than the reference radiation types,
but this effect was not significant.
These results are, with some restrictions, consistent with

physical examinations and predictions concerning, for ex-
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FIG. 6. The fraction of damage, mainly due to single-strand breaks, remaining after an initial irradiation with a

free-in-air kerma dose of 3 Gy for four radiation types and for various repair times. Two points almost coincide for
137Cs g rays at 10, 20 and 60 min repair time.

TABLE 2

Results of the Best Least-Squares Linear Fit Parameters for the Repair Time Data

between 0 and 30 min as Displayed in Fig. 5

Radiation type Gradient

SE of

gradient Intercept

SE of

intercept x2 df P a

T1/2

(min)

29 kV X rays 20.0265 0.0055 0.93 0.10 0.46 10 1 4 3 1026 16.41

220 kV X rays 20.0232 0.0048 0.86 0.09 0.34 10 1 1 3 1026 15.40
60Co g rays 20.0242 0.0044 0.85 0.08 0.29 10 1 5 3 1027 14.44
137Cs g rays 20.0270 0.0043 0.90 0.08 0.15 10 1 2 3 1028 14.97

Note. The fit function was Fd 5 gradient 3 t 1 intercept, where Fd is the fraction of damage remaining and t is

the time allowed for repair in minutes.

ample, the assessment of the possible difference in effec-
tiveness between mammography X rays and conventional
X rays. As stated by Kellerer (9), Kellerer and Chen (10),
and the ICRP (38), an analysis in terms of the explicit elec-
tron spectra at different photon energies leads to the con-
clusion that the RBE of mammography X rays compared
with conventional X rays will, regardless of the underlying
mechanisms, be between 1 and 2; this includes a consid-
eration of a potential contribution of the 0.5 keV Auger
electrons from oxygen that accompany all photoelectrons
in water but only a minority of the Compton electrons that
predominate at the higher photon energies. This suggestion
is well in line with the RBE of about 1.3, as deduced by

Brenner and Amols (11) from microdosimetric data. This
very low RBE value for primary lesions may be responsible
for the present observation of a tendency of slowing down
DNA repair after exposure of human lymphocytes to mam-
mography X rays, indicating more complex DNA damage
than after exposure to conventional X rays. The present
analysis, which primarily assessed single-strand breaks, was
consistent with the recent microdosimetric results. How-
ever, the present results are not consistent with recent re-
ports (1–8, 39) that mammography X rays are more than
twice as effective as conventional X rays or g rays at in-
termediate doses or even more effective at small doses.
There are two plausible explanations for this disparity: (1)
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TABLE 3

Results of the Best Least-Squares Fit Parameters

for the Repair Time Data between 0 and 60 min

as Displayed Separately in Fig. 5 and Together

in Fig. 6

Radiation type A SE of A x2 df P a

29 kV X rays 11.52 2.84 0.44 13 1 2.5 3 1028

220 kV X rays 9.62 1.53 0.17 13 1 5 3 10211

60Co g rays 8.50 1.02 0.09 13 1 8.5 3 10213

137Cs g rays 8.00 0.85 0.07 13 1 1.4 3 10213

Notes. The fit function was Fd 5 A/(t 1 A), where Fd is the fraction

of damage remaining at t, the time allowed for repair in minutes. The

major advantage of this parameterization is that there is only one fitted

parameter, and this is designed to be the repair half-time in minutes.

FIG. 7. The best fit to the fraction of damage remaining after irradi-

ation with 3 Gy free-in-air kerma photon radiation as a function of repair

time between 0 and 60 min (also displayed separately in Fig. 6). The fit

function was Fd 5 A/(t 1 A), where Fd is the fraction of damage re-

maining at t, the time allowed for repair in minutes. The major advantage

of this parameterization is that there is only one fitted parameter, and this

is designed to be the repair half-time in minutes.

The biologically relevant DSBs are masked by the pre-
vailing SSBs, since DSBs contribute only about 2% to the
total amount of breakage. If 29 kV X rays produce more
DSBs by a factor of 2–4, this would not be detectable in
the experimental system applied here, but it could be re-
sponsible for the delayed repair kinetics observed here for
the 29 kV X rays. (2) On the other hand there are no, or
only minor, differences in RBE for the initial biological
effects, the quantity of primary lesions in DNA as detected
by the comet assay, compared to the later effects detected
by other assays. However, the higher RBE values obtained
in studies of later biological damage indicators within the
complete biological effectiveness range, i.e. from the pho-
ton-induced initial DNA damage to the late radiation ef-
fects in humans may then be due to the involvement of
cellular processes acting on DNA as the first target of
exposure to ionizing radiation. Measurements of the initial
yield of DNA DSBs as a function of LET indicated only
modest increases of 2–3, even at LETs that have an RBE
for cell killing as high as 10, but when comparing the ratio
of point mutations, high-LET radiation produces 12 times
more. Thus Ward (40) suggested mechanisms whereby
complex damage to intracellular DNA is caused by mul-
tiple radical attacks on local sites producing locally mul-
tiply damaged sites or clustered lesions. He concluded that
the higher RBE for cell killing must be associated with
the cell’s response to the initial damage. Tanaka et al. (31)
compared results from both the comet assay and studies
of chromosomal aberrations and found the latter to be two
to three times more sensitive and in good agreement with
results from cell transformation experiments. They also
suggested that primary DNA damage is amplified during
cell proliferation after irradiation. If repaired, even in
SSBs that are offset by several base pairs, loss of sequence
information may occur and thus lead to errors in base se-
quences (41). A recent investigation (42) demonstrates
that during DNA replication abasic sites, which are also
created during radiation exposure, may result in the loss
of a base triplet and give rise to proteins lacking a single
amino acid. Proteins lacking a single amino acid have

been implicated in cancer and other diseases in which ox-
idative stress is a causative factor. Thus different repair
pathways and DNA replication are steps in the down-
stream processing where initial DNA damage may be am-
plified.

CONCLUSION

The results from the present comet assay experiments
illustrate that the yields of the initial DNA damage in hu-

man lymphocytes exposed to 29 kV X rays (mammography

X rays) do not differ significantly from the corresponding

yields obtained simultaneously for conventional X rays or
137Cs and 60Co g rays. Especially because of the revived

debate on the different magnitudes of the biological effects

induced by photons with different energies, it is important

to obtain information on the relative effects of low photon

energy and reference radiations such as higher-energy X

rays or g rays. The present results are in essence consistent

with physical models concerning the primary lesions at the

DNA. On the other hand, it has long been recognized that,

especially at different low doses, low-LET radiation types

do not have the same biological effectiveness. In chromo-

some aberrations or cell transformation studies, there can

be some biological factors that enhance the difference be-

tween mammography X rays and the reference radiation

types. These differences in the downstream processing of

primary lesions to produce late radiation effects lead to

different RBE values.
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FIG. A1. Results for 52 W tests, 26 for tail moment and 26 for ln(tail moment); the percentage points are also

represented as three vertical lines. Plotted values of W to the right of the vertical lines can be accepted for the

hypothesis of normality at one of the three percentage points given. Critical values for normality hypothesis testing

for n 5 50 are W 5 0.93, 0.955 and 0.974 for the percentage points 1, 10 and 50, respectively.

APPENDIX

The Underlying Distribution for Tail Moment

Each of the points in Fig. 3 represents the mean value of n 5 50

individual ln(tail moment) values, one from each cell. There are 96 such

sets of 50 data points contributing to Fig. 3, and part of the data analysis

procedure involved identifying the best representation of the underlying

distribution. A qualitative assessment of some of the individual distri-

butions revealed a wide spectrum of shapes including symmetrical,

skewed and weakly bimodal. Previous work has identified the form to be

best represented by log-normal (43) or x2 (44).

To assess the statistical form for the present data sets, a detailed anal-

ysis has been done for a subset of the data for one experiment from the

middle of the data collection process and the two types of X radiation.

This reduced the analysis to 26 data sets on which tests of normality for

both tail moment and ln(tail moment) were performed (52 tests). Initially

a x2 test was performed and indicated that the distributions were closer

to log-normal than normal. However, the disadvantage of the x2 test for

normality is that the data must be grouped, and with 50 points the max-

imum number of bins allowed is only 10. A comparative study of various

tests for normality (45) has evaluated the sensitivity of nine different tests

and found the Shapiro-Wilks W test (46) to provide a generally superior

measure of non-normality. The necessary Shapiro-Wilks W coefficients

and percentage points for hypothesis testing for n 5 50 are readily avail-

able in the literature (46), and this test was considered suitable for ap-

plication to the comet assay data. The W statistic is obtained by dividing

two different estimators for the variance, i.e. the squared slope of the

probability plot regression line and the usual symmetric sample sum of

squares about the mean, which should both be very similar for a normal

distribution and result in W values close to unity, for n 5 50, 0.14 , W

# 1. Small values of W are significant, i.e. indicate non-normality. Crit-

ical values for normality hypothesis testing for n 5 50 are W 5 0.93,

0.955 and 0.974 for the percentage points 1, 10 and 50, respectively.

Results for 52 W tests, 26 for tail moment and 26 for ln(tail moment),

are presented in Fig. A1, where the percentage points are also represented

as three vertical lines. Plotted values of W to the right of the vertical

lines can be accepted for the hypothesis of normality at one of the three

percentage points given. The choice of dose for the ordinate is not to

indicate a dose response but merely to spread out the points better in the

graphical representation. The general trend is that more ln(tail moment)

tests can be accepted as normal than the corresponding tests for tail mo-

ment; i.e., there are more diamonds than open squares toward the right

hand side of the graph. In fact, there are five tail moment W-test values

off the scale below W 5 0.85. The hypothesis that the distribution is

normal can be rejected in a larger number of cases for tail moment than

for ln(tail moment). On the basis of these results, it was concluded that

the underlying distribution of tail moment was more closely represented

by log-normal than by normal.
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LETTERS TO THE EDITOR

Curvature in the Dose Response of the Life Span Study

Cancer Mortality Data: Comments on ‘‘Effect of Recent

Changes in Atomic Bomb Survivor Dosimetry on Cancer

Mortality Risk Estimates’’ by Preston et al. (Radiat. Res.

162, 377–389, 2004)

Linda Walsh, Werner Rühm and Albrecht M. Kellerer

Radiobiological Institute, University of Munich,

80336 Munich, Germany

We note with interest the latest analysis of cancer mortality in the Life

Span Study (LSS) by Preston et al. that appeared in the October issue of

Radiation Research (1). After further detailed examination, we feel

obliged to pass comment on this paper.

The analysis of Preston et al. (1) was based on the Japanese A-bomb

survivor mortality data collected between 1950 and 2000 that is not yet

publicly available. However, the mortality data up to 1997 have been

publicly available since February 2004, and we have conducted a careful

analysis of these data that was published online recently and is now in

print (2). The abstract of Preston et al. (1) discloses, to us, the surprising

statement connected with the shape of the dose response for excess can-

cers: ‘‘ . . . .but for solid cancers the additional 3 years of follow-up has

some effect. In particular there is for the first time a statistically signifi-

cant upward curvature for solid cancer on the restricted dose range 0–2

Sv.’’ Our paper shows, however, that the statistically significant upward

curvature was already present in the publicly available data to 1997. To

quote the abstract of our paper: ‘‘However, considerably more curvature

in the dose–effect relation is now supported by the computations. A dose

and dose rate reduction factor DDREF 5 2 is now much more in line

with the data than before.’’

A dose cutoff at 2 Gy was also applied in our analysis, and it is

suggested that the newly discovered curvature is due to the 2-Gy dose

cutoff point and not just due to the additional 3 years of follow-up. The

dose response exhibits a flattening above 2 Gy, which could explain that

the previous RERF analysis (3) missed this effect because a dose cutoff

at somewhere between 3 and 3.5 Sv was used. Considering that there has

long been a question as to why the main epidemiological data (LSS)

should have a linear dose response when the vast majority of data for

biological indicators of cellular damage and animal experiments have

mainly curved dose responses for g radiation, this is not a trivial point.

We are convinced that Preston and coauthors will take careful note of the

conclusions of our paper.
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Response to Letter on Curvature in the Dose Response of

the Life Span Study Cancer Mortality Data by

Linda Walsh et al.

Dale L. Preston,a Donald A. Pierceb and Yukiko Shimizub

aHirosoft International, Eureka, California, and bRadiation Effects

Research Foundation, Hiroshima, Japan

We appreciate the interest of Walsh et al. in our recent papers (1, 2)

and their careful analyses of the data from the first of these. However,

we feel that suggestions in the final paragraph of their letter may lead to

some confusion. It is true that failing to deselect some of the highest dose

range, e.g. over 2 Sv, leads to small estimated upward curvature due to

the leveling off of the dose response in the highest part of the dose range.

Our remarks about the effect of increasing follow-up were in fact based

on such a deselection.

In particular, what we intended to convey was the following. If analyses

are restricted to survivors with dose estimates under 2 Sv, the apparent

upward curvature increases with increasing follow-up time as shown be-

low based on the data for solid cancer mortality. Here we use the mod-

eling approach of our 2004 paper, including use of the entire dose range

for estimation of the modifying effects of sex, exposure age, and attained

age. The curvature is defined as the ratio of the quadratic to the linear

parameter estimates in a linear-quadratic model.

Follow-up from 1950 through

2000 1997 1995

Curvature estimate 0.951/Sv 0.460/Sv 0.344/Sv

Two-sided P value 0.015 0.114 0.210

However, as we noted in our 2004 paper, it is not clear that this cur-

vature is either what has been long ‘‘expected’’ or that it is relevant to

low-dose risks. That is, the ERR/Sv estimated directly from the dose

range 0–0.5 Sv is closer to the linear estimate from the full dose range

than to the low-dose slope in a linear-quadratic fit to the range 0–2 Sv.

For this reason, as well as the leveling off at higher doses, results as

shown in the table are sensitive to the dose range used. Further details

on this, and results for solid cancer incidence data, will be presented in

a forthcoming publication.

In reference (2) of their letter, the writers found statistically significant

curvature for the solid cancer mortality follow-up through 1997 using a

substantially different approach to the data than in our paper, including

RBE assumptions and use of organ doses. In view of the result for that

follow-up in the table here, where the curvature is marginally significant,

this is not surprising.
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INDICATIONS OF THE NEUTRON EFFECT CONTRIBUTION IN

THE SOLID CANCER DATA OF THE A-BOMB SURVIVORS

Albrecht M. Kellerer, Werner Rühm, and Linda Walsh*

Abstract—Risk estimates for radiation-induced cancer are
primarily based on the follow-up of the Japanese A-bomb
survivors. Their exposures were due to gamma rays and
neutrons, and, currently—with the assumed low RBE 5 10 of
neutrons and reference to the colon dose—the late radiation
effects are almost fully attributed to the gamma rays. Solid
cancer risk estimates for different organ sites are assessed
here, and an inconspicuous but statistically highly significant
trend of larger values is found for the organs closer to the body
surface; i.e., the organs with less body shielding and, therefore,
with larger neutron dose-fractions. Underestimation of the
RBE of neutrons can explain this apparent correlation. The
trend of ERR/Gy vs. depth ceases to be statistically significant
for RBE values close to 100. The suggestion of high RBE values
and the corresponding reduction of gamma-ray risk estimates
is found to be in line with log-likelihood computations in terms
of AMFIT, which provide for the solid cancer mortality of the
A-bomb survivors the minimum deviance for RBE 5 100 with
a 95% confidence lower limit of 25. The present assessment
had to use the data made publicly available by RERF. In this
form they contain city-, sex-, age-, and dose-categories, but—
instead of a separate neutron-dose category—only the mean
neutron dose for each data cell. The tentative conclusions that
are here obtained should, therefore, be examined by a more
definitive analysis, either in terms of grouped data with a
separate classification of neutron doses or, ideally, in terms of
person by person calculations to be performed at RERF with
individually estimated neutron doses.
Health Phys. 90(6):554–564; 2006

Key words: cancer; dose, organ; epidemiology; neutrons

INTRODUCTION

THE FOLLOW-UP of the A-bomb survivors is the major

source of current knowledge on the risk of late radiation

effects, especially of increased cancer mortality and

incidence (Pierce et al. 1996a; Preston et al. 2003, 2004;

Thompson et al. 1994). The absorbed dose to the survi-

vors was predominantly due to the sparsely ionizing

gamma rays, but there has been a small densely ionizing

dose contribution from fission neutrons. High linear

energy transfer (LET)-radiation being very effective

(Sinclair 1982), its contribution has found particular

attention (Rossi and Mays 1978; Zaider 1991; Brenner

1996; Rossi and Zaider 1996; Pierce et al. 1996b). The

issue seemed especially crucial after it was suggested

(Straume et al. 1992) that the dosimetry system DS86

(Roesch 1987) had underestimated the neutron absorbed

doses. A major international effort has since produced

the revised dosimetry system DS02 (Young and Kerr

2005), which confirms largely the neutron-dose estimates

in DS86. However, the issue remains of interest because

microdosimetric considerations and radiobiological find-

ings suggest values of the neutron relative biological

effectiveness (RBE) that cause a higher neutron contri-

bution to the late effects among the A-bomb survivors

than currently assumed (Kellerer and Walsh 2001).

The assessments of solid cancer mortality by the

Radiation Effects Research Foundation (RERF) employ

the “weighted dose,” which is the gamma-ray absorbed

dose to the colon, as one of the deepest lying organs, plus

the neutron absorbed dose to the colon multiplied by 10.

Preston et al. (2004) have used this familiar dose speci-

fication also in their first assessment of the influence of

DS02 on solid cancer mortality-risk estimates, and they

have found that the changes due to the dosimetry revision

are comparatively minor.

Continuity in the method of dose specification is

essential for keeping the increasingly complete results

comparable, while the follow-up of the members of the

life span study (LSS) continues. However, as the study

comes closer to its ultimate conclusion, it is also impor-

tant to explore possible refinements. The general avail-

ability of the solid-cancer-mortality data up to the end of

1997 (Preston et al. 2003) and the reassessment of the

A-bomb dosimetry have motivated a recent analysis of

the organ-specific risk coefficients and their dependence

on dose specification (Walsh et al. 2004a and b). This

included an exploration of the influence of the assumed

neutron RBE on the risk estimates for the various organs.
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The resulting organ-specific risk coefficients are consid-

ered here in further detail. They will be seen to indicate

an intriguing link to the effect contribution by the

neutrons.

MATERIALS AND METHODS

The same organ sites are considered in the present

study that were analyzed in the recent assessment of

organ-specific risk estimates (Walsh et al. 2004b). The

conversion factors from the colon doses (as given in the

solid cancer mortality data 1950–1997) to organ-specific

doses have been taken from the publicly available (www.

rerf.or.jp) data set ds86adjf.dat. They depend on radia-

tion type, age at exposure, and city and are listed in the

earlier paper (Walsh et al. 2004a). Since the neutron dose

contribution is particularly important for the subsequent

considerations, its magnitude is indicated in the first

column of Table 1 (see Results section) in terms of the

organ-specific neutron absorbed dose fraction. As in the

earlier study, the organs associated in RERF Report 12

with less than 100 solid cancer deaths have been com-

bined. They include a wide range of organs and tissues

and were, accordingly, assigned the organ-averaged neu-

tron absorbed dose fraction. As will be shown, the

inclusion of this category in the subsequent analysis is

not critical.

The organ-specific risk estimates for gamma rays

are obtained in computations with AMFIT (Preston et al.

1993). As in most earlier computations with the LSS

data, the excess relative cancer mortality is quantified in

terms of a model that is linear both in the gamma-ray

absorbed dose, Dg, and the neutron absorbed dose, Dn:

ERRi~Dg, Dn! 5 ai~Dg,i 1 RBE Dn,i!m~s, a!, (1)

where the index i (i 5 1, 2, . . . 13) stands for the organ

category, and m(s, a) is the modifying function for sex

and for age at exposure, e:

m~s, a! 5 exp@2g~e 2 30!#~1 6 s!

(1 for females, 2 for males). (2)

The computations include, simultaneously, as explained

in the earlier articles (Walsh et al. 2004a and b), the

expressions for the different organ categories, which

permit the use of common parameters, g and s, in the

modifying function. The assumption of modifying fac-

tors that are not organ specific is, of course, a simplifi-

cation, but it is required to make the values ERR/Gy for

the various organs comparable. Apart from the modify-

ing factors, the coefficients ai for the various organs are

equal to the excess relative risk per unit absorbed dose of

gamma rays, ERR/Gy.†

† All values ERR/Gy in this paper represent the excess relative risk
per unit absorbed dose of gamma rays. They do not stand for the ERR
per unit absorbed dose of the A-bomb radiation, i.e., the mixture of
gamma rays and neutrons.

Table 1. Sex-averaged and female-organ-specific ERR/Gy (with standard errors) for gamma rays and solid cancer
mortality. The values refer to age 30 y at exposure. They are deduced in terms of AMFIT (Preston et al. 1993) from the
1950–1997 LSS data with the dosimetry DS86 and the linear dose model (eqn 1). The computations used the dose
cut-off 2 Gy and the specified neutron RBE values. The modifying factor for age at exposure is g 5 0.04/y and the
modifying factors for females and males are 1.3 and 0.7 (Walsh et al. 2004a).
The organs are listed in order of increasing depth in the body. The neutron absorbed dose fractions, fn, are given in the
first column of numbers, they equal the person-year weighted mean neutron dose divided by the person-year weighted
gamma-ray dose.

Organ

Neutron
absorbed dose

fraction, fn,i

(%)

ERR/Gy (organ specific doses)

RBE 5 10 RBE 5 20 RBE 5 50 RBE 5 100

Breast 1.38 1.31 6 0.37 1.13 6 0.32 0.79 6 0.22 0.52 6 0.15
Others 0.88 0.69 6 0.18 0.63 6 0.17 0.49 6 0.13 0.35 6 0.09
Oesophagus 0.86 1.22 6 0.48 1.11 6 0.44 0.88 6 0.34 0.65 6 0.25
Lung 0.77 0.75 6 0.17 0.69 6 0.15 0.54 6 0.12 0.40 6 0.09
Liver 0.71 0.45 6 0.14 0.42 6 0.13 0.34 6 0.10 0.26 6 0.08
Gallbladder 0.71 0.14 6 0.21 0.13 6 0.19 0.11 6 0.16 0.09 6 0.12
Stomach 0.68 0.45 6 0.11 0.41 6 0.10 0.33 6 0.08 0.25 6 0.06
Rectum 0.52 0.41 6 0.25 0.39 6 0.24 0.32 6 0.20 0.25 6 0.16
Bladder 0.52 1.57 6 0.80 1.48 6 0.75 1.27 6 0.64 1.01 6 0.51
Colon 0.48 0.46 6 0.23 0.44 6 0.22 0.39 6 0.19 0.33 6 0.16
Pancreas 0.45 0.10 6 0.19 0.09 6 0.18 0.08 6 0.16 0.06 6 0.13
Ovary 0.40 0.87 6 0.50 0.84 6 0.48 0.74 6 0.43 0.63 6 0.35
Uterus 0.36 0.16 6 0.21 0.16 6 0.20 0.14 6 0.18 0.12 6 0.15
Weighted average 0.47 6 0.06 0.43 6 0.05 0.37 6 0.05 0.28 6 0.03
x2 deviation from

average
22.8 21.8 19.4 17.2
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The major, unavoidable limitation of the present

analysis lies in the fact that the publicly available data set

contains categories for city, sex, age and dose, but no

separate category for neutron dose. Only average neutron

doses are given for each cell, and these are used in the

present analysis. The summary specification of the neu-

tron doses in the published data set ds86adjf.dat reflects

the accustomed judgment that the neutron effect contri-

bution is comparatively minor and unimportant.

The linear model (L-model) is not strictly valid

because it disregards the slight curvature that is now

apparent in the dose-effect relation for the solid cancer

mortality data up to 1997 (Walsh et al. 2004a) and which

has also become evident in the more recent data set for all

solid cancers combined, which has been publicly avail-

able since June 2005 (Preston et al. 2004; NAS/NRC

2005). It would, therefore, be more meaningful to em-

ploy a linear-quadratic dependence on gamma-ray dose

and a linear dependence on neutron dose (LQ-model):

ERR~Dg, Dn! 5 a~Dg 1 RBE Dn! 1 b Dg
2 . (3)

This more complex relation is not usually invoked, and it

would be particularly unsuitable in the organ-specific

analysis because it provides estimates of a that have a

much larger standard error than the coefficients a in the

linear dose model. The dilemma has been resolved by

showing (Walsh et al. 2004a) that the risk estimate at 1

Gy of gamma rays has (with a dose cut off of 2 Gy) very

nearly the same value and standard error in the L-model

as in the LQ-model (see Appendix, eqn A1). Regardless

of the curvature in the dose-effect relation for gamma

rays, the results of the present analysis therefore remain

valid if the risk estimates are understood to refer to 1 Gy

of gamma rays and not necessarily to the potentially less

effective lower doses.

RESULTS

Organ-specific risk coefficients for solid cancer
The estimated values ERR/Gy for gamma rays are

shown in Table 1 for age 30 y at exposure and for different

assumed RBE values. They are based on the 1950–1997

follow-up data of the LSS-cohort. The results derived in

terms of organ-specific doses and in terms of RBEs of 10,

20, 35, and 50 have already been given in the preceding

article (Table 3 of Walsh et al. 2004b). The modifying

factor for age, e, at exposure is exp[2 g (e 2 30)] with

g 5 0.04 y21. For the sites that are not gender specific the

modifying factors for females and males are 1.3 and 0.7,

i.e., the ERR/Gy needs to be multiplied by 1.3 for females

and by 0.7 for males. The parameters g and s were not fixed

but remained close to the above values for each evaluation

with a different RBE. The organs are listed in order of

increasing depth in the body, i.e., increased shielding by the

body. The first column of numbers gives for the various

organs the person-year weighted sum of neutron absorbed

doses divided by the corresponding sum of total absorbed

doses. These average values are termed neutron dose

fraction, fn. Because the neutrons are more strongly attenu-

ated than the gamma rays, the fn are largest for the organs

that are close to the body surface. For the same reason, the

neutron contribution increases at closer distances to the

A-bomb, i.e., at higher doses. For example, for the breast

the (average) neutron dose fraction is fn 5 1.38%, while at

1 Gy total breast dose the neutron contribution is 2.4%.

None of the organ-specific ERR/Gy differs with

statistical significance from the average (listed in the

penultimate row of Table 1). For the lower RBE values

the weighted sum of squares of the differences, x2,

exceeds considerably the critical value x2 5 19.7 reached

with 5% probability under the null-hypothesis of equal

values of ERR/Gy for all organs. There is, of course, no

reason to expect equality of the true organ-specific values

of ERR/Gy. Accordingly, a large x2 is, by itself, not

indicative of an incorrect modeling assumption.

On the other hand, the values of x2 decrease with

increasing values of the neutron RBE, which implies that

the ERR/Gy values for the various organ categories

exhibit less spread. The smaller values of x2 could, thus,

be indicative of the higher RBE values. This evidence is,

of course, too indirect to be conclusive. A more specific

analysis is required to quantify any actual trend of higher

ERR/Gy values that are inferred if low values of the

neutron RBE are assumed.

Trend of higher ERR/Gy for the less shielded
organs

There is no reason to expect equal excess relative

risk per unit absorbed dose for the various organs. But

there are no currently known biological factors that

should cause a systematic trend of the excess relative risk

against depth. Accordingly, different values of ERR/Gy

are expected, but not a statistically significant correlation

between these and a location dependent parameter, such

as the neutron absorbed dose fraction, fn,i (first column of

numbers in Table 1). Some chance slope (negative or

positive) must, of course, result, if the organ-specific

values (ERR/Gy)i are plotted against the fn,i, and a

regression line is fitted to these data. The question is

whether this slope lies within the range expected under

the null hypothesis of no inherent correlation with depth.

The two diagrams in Fig. 1 represent the 13 organ-

specific values (ERR/Gy)i vs. the neutron absorbed dose

fractions, fn,i. To render the values (ERR/Gy)i compara-

ble, they are all given without the sex-modifying factor,

i.e., to obtain the true values they need to be multiplied
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by 1.3 for females and by 0.7 for males.‡ The visual

inspection of the cloud of points may fail to indicate a

trend, but the regression analysis accounts for the varying

standard errors, and it provides regression lines with

positive slope of high statistical significance. A system-

atic increase of the risk coefficients with the neutron

absorbed dose fraction is, thus, suggested by the quanti-

tative analysis. The lower limits, smin, of the regression

slope on the 95% (two-sided) confidence level are noted

in the diagrams. They are substantially larger than zero,

i.e., the observed regression is statistically significant.§

The two diagrams in Fig. 2 give the results for the

tentative values 35 and 100 of the neutron RBE. The

slopes of the regression lines are considerably less than in

Fig. 1. For RBE 5 35 the slope is still too large to be

accepted as a random correlation. At RBE 5 100, the

95% lower confidence limit, smin, is slightly less than

zero; i.e., the trend of decreasing sensitivity with depth

ceases to be statistically significant.

The open dot (second point from the right) in each

of the correlation diagrams represents the combined

category of organs labeled “others” in Table 1. The

distinction is made because this category has been

assigned the average, 0.88%, of the neutron absorbed

dose fraction, which might introduce a bias.** On the

other hand, it appeared desirable to use in the present

analysis the same data set that has been used in the
‡ This applies also to breast cancer; the values ERR/Gy in the

diagrams are, thus, equal to the values for the breast in Table 1 divided
by 1.3.

§ The significance of the observed trend is crucial for the
subsequent discussion. Since it is difficult to assess the applicability of
the familiar regression test in terms of Student’s t-statistic to a
particular data set, a more transparent simulation procedure is de-
scribed in the Appendix. It provides almost exactly the same results
and confirms, thus, the conventional treatment.

** It could be argued that deaths from prostate cancer (80 cases
in RERF Report 12, but 104 in Report 13) ought to be treated
separately. However, the ERR/Gy for prostate cancer is similar in the
mortality and incidence data, and the prostate is represented separately
in the subsequent assessment of the incidence data (see next section,
Fig. 3).

Fig. 2. Regression lines for organ-specific solid cancer ERR/Gy against the neutron absorbed dose fraction, fi. The
presentation is analogous to Fig. 1. The assumed values of the neutron RBE are 35 (left diagram) and 100 (right
diagram). For RBE 5 100, the minimum, smin, of the 95% confidence range reaches down to zero, i.e., the positive
regression slope ceases to be statistically significant.

Fig. 1. Regression of the organ-specific risk coefficients (ERR/Gy)i (i 5 1, 2, . . . 13) against the absorbed dose fractions,
fi, due to neutrons. From left to right the points (and standard errors) represent the organs as listed, from bottom to top,
in Table 1. The open dots represent the combined category of organs. The values (ERR/Gy)i are given without the gender
modifying factor (1 6 0.3), i.e., they need to be multiplied by 1.3 for females and 0.7 for males. The slopes of the
regression lines are positive with statistical significance better than 95%.
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previous assessments. The 1,015 deaths within the com-

bined category (12% of all solid cancer deaths) relate to

a large number of different organs or tissues so that the

use of the average value of the neutron dose fraction

appears acceptable. As it happens, the ERR/Gy for the

combined group (the open symbols) lies, in all 4 dia-

grams, virtually on the regression line. This means that

the removal of this group from the analysis would not

greatly change the regression slopes and the confidence

limits. To give an example, for RBE 5 35 the slope

would decrease from 0.61 (smin 5 0.16) to 0.59 (smin 5

0.11).

Consideration of related data
Finding numerical evidence for the effect contribu-

tion by neutrons in the solid cancer mortality data of the

A-bomb survivors would be a major departure from

current expectations. To ensure that the association is not

merely a particularity of the present computations, one

needs to check whether it is present also in the results

obtained at RERF for the current solid cancer mortality

data (Preston et al. 2003) and for the solid cancer

incidence data (Thompson et al. 1994).

The left diagram in Fig. 3 shows that the trend of

increasing ERR/Gy vs. the neutron dose fraction is

present equally in the results obtained by RERF for the

solid cancer mortality data up to 1997. The ERR/Gy

values are lower and the slope is more shallow because

RERF has used in their computations the colon dose with

a cut-off at 3 Gy or more, which means that the

“flattening” of the response at high doses already has

some influence. The right panel refers to the results

obtained by Thompson et al. (1994) for the incidence

data, which are available only up to 1987. Instead of the

“others” organ category, results are given separately for

the prostate (left open circle) and for the thyroid (right

open circle).†† The regression is highly significant. The

trend of increasing organ-specific estimates of ERR/Gy

against the neutron absorbed dose fraction is, thus,

generally present in the solid cancer data of the A-bomb

survivors.

DISCUSSION

Possible explanations for the observed trend
The trend of higher ERR/Gy values for the less

shielded organs can—in view of its high statistical

significance—not be discounted as a mere chance occur-

rence. A true trend of less radiation sensitivity in the

deeper lying organs cannot, of course, be ruled out, but

currently there is no known theoretical or empirical basis

to assume it. Little (2001) has compiled organ-specific

risk estimates from a large number of radiation therapy

studies and—with proper account for differences in sex

and the age at exposure—has compared them to the LSS

data. Unfortunately, the different studies on the same

organs vary so substantially, and the uncertainties for

many of the studies are so large, that there appears to be

insufficient power to ascertain a possible trend of varying

organ sensitivities with depth. An extension of this

meta-analysis with inclusion of data from patients with

diagnostic x-ray exposures may, nevertheless, be helpful

to clarify the issue.

Underestimation of the neutron RBE has already

been invoked as a potential explanation, but before this is

explored further, alternative explanations need to be

considered. A conceivable cause for lower risk estimates

for the deeper lying organs could be underestimation of

†† The anatomical position of the prostate being close to the
urinary bladder, the somewhat larger neutron dose fraction 0.6 is used.
The thyroid is assigned the same neutron dose fraction as the
oesophagus.

Fig. 3. Regression lines against neutron absorbed dose fraction for the organ-specific values (ERR/Gy)i. The presentation
is analogous to Figs. 1 and 2. The left diagram refers to the results obtained by RERF (Preston et al. 2003) for the latest
solid cancer mortality data. These results were obtained with colon dose and a cut-off of 3 Gy or more. The right panel
gives results obtained by Thompson et al. (1994) for the incidence data up to 1987. The solid circles represent the same
organs as in Figs. 1 and 2. The open circle in the left diagram represents the category “others” (see Table 1); the open
circles in the right diagram represent prostate (left point) and thyroid (right point).
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the shielding of gamma rays by the body. If the gamma-

ray doses to the colon, or other deep lying organs, were

substantially smaller than currently assumed, the true risk

coefficients for these organs would be larger than com-

puted, i.e., the apparent trend might disappear. However,

the dosimetric errors cannot nearly be large enough to

make enough difference. The attenuation of the gamma

rays will definitely not be twice as strong as currently

assumed, but even if it were, the slope in the diagrams

would change little. An alternative explanation would

have been a large underestimation of the neutron doses,

but the revised dosimetry system DS02 has, by now,

ruled out this possibility (Straume et al. 2003; Huber et

al. 2003; Young and Kerr 2005). Short of a true corre-

lation of organ sensitivity and depth in the body, under-

estimation of the neutron RBE remains, thus, the most

credible cause of the higher risk estimates for the less

shielded organs.

RBE values substantially larger than 10 cannot be

rejected off-hand. Even the ICRP weighting factor for

neutrons corresponds to an RBE of the A-bomb neutrons

in excess of 20. The resulting difference to the conven-

tional treatment is not trivial. The use of organ-specific

dose, rather than colon dose, combined with the compar-

atively modest change from RBE 5 10 to 20 increases, in

the case of the breast, the relative effect contribution by

the neutrons by a factor of more than 5 (Walsh et al.

2004b).

A survey of the relevant microdosimetry and the

relatively few informative animal experiments with

gamma-ray (or x-ray) doses around 1 Gy and with small

neutron doses (Shellabarger et al. 1980; Lafuma et al.

1989; Wolf et al. 2000) is outside the scope of this article.

Reference can, however, be made to the major assess-

ment by Sinclair (1982), to NCRP Report 104 (1990), to

ICRP 92 (2003), and to a recent report by the German

Radiation Protection Commission (SSK 2005). A wide

range of neutron RBE values between 20 and 100 is

suggested, the major uncertainty lying in the potentially

low carcinogenic efficiency of gamma-ray doses around

1 Gy.

The ERR/Gy for breast cancer
The observed trend of increasing risk estimates for

the organs with higher neutron doses is not primarily

driven by the breast cancer data. In fact, in all diagrams

of Figs. 1–3 the value for the breast is slightly below the

correlation line. The data for breast cancer lie, thus,

within the trend of the other organ-specific values. On

the other hand, one obtains with the accustomed assump-

tion RBE 5 10 an ERR/Gy for breast cancer that appears

to be out of line with the lower values from medical

patients exposed to photon fields without the neutron

component.

Of particular importance is the Massachusetts cohort

study of tuberculosis fluoroscopy patients for which a

much smaller ERR/Gy for breast cancer incidence has

been derived than observed for the female A-bomb

survivors (Little and Boice 1999). In fact, the same

absolute excess breast cancer incidence (up to 2.5 Gy)

has been found for the two cohorts, although the spon-

taneous incidence in Japan has been less by about a factor

of 4. As discussed by Brenner (1999), the fluoroscopy

exposures may have been less effective because they

were fractionated, but they should have been more

effective due to their much lower photon energies.

Without going into details, it is noted that, in their

important pooled analysis of breast cancer incidence in

eight cohorts, Preston et al. (2002) consider as the most

striking feature “the larger excess relative risk estimates

in the LSS” compared to the other cohorts. The breast

cancer incidence and mortality rates being lower in Japan

than in Caucasian populations, they recommend—in

order to attain better congruence of the results—absolute

risk transfer, rather than the relative risk transfer or the

mixed mode that is currently assumed for other cancer

sites. The present considerations suggest that a higher

neutron RBE reduces the ERR/Gy for the gamma rays

sufficiently to render the postulate of absolute risk

transfer unnecessary.

Implications of the explanation in terms of neutrons
and possible objections

The analysis concerns a fundamental question: Are

the late radiation effects among the A-bomb survivors

almost exclusively due to the sparsely ionizing gamma

rays, or do they reflect to a substantial degree the action

of the densely ionizing neutron recoils? A clearly pre-

dominant role of the gamma rays is at present widely

accepted. Likewise, it is assumed that the role of neutrons

needs to be judged in terms of radiobiology alone and

that no evidence can be found directly in the epidemio-

logical data.

Fig. 4 summarizes the result of the computations. It

gives—as a function of the assumed neutron RBE—the

estimated slope (solid curve) of the regression of the

organ-specific ERR/Gy values vs. the neutron dose frac-

tion and, in addition, its lower confidence limit (dotted

curve). The null hypothesis of no inherent trend of

ERR/Gy vs. depth excludes, on the 95% (two-sided)

confidence level, values of the neutron RBE below 100.

In the absence of other explanations for the observed

trend, it is reasonable to see it as indication of high

neutron RBE. This interpretation is, of course, tentative,

and it is at variance with the current interpretation of the
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A-bomb data that assigns not more than about 10% of the

excess cancer rates to the neutron dose contribution. But

being potentially important, it deserves further examina-

tion and a careful consideration of the likely objections.

Improbability of high neutron RBE. The first

objection is, of course, that values of the neutron RBE of

100 or more are too widely at variance with current

assumptions to merit serious consideration. This argu-

ment ignores the fact that the major uncertainty is not so

much the high effectiveness of neutrons, but the poten-

tially low carcinogenic effect of gamma rays at doses

around 1 Gy. The term neutron RBE tends to obscure this

point; larger values are intuitively perceived to imply

high neutron effectiveness, rather than low gamma-ray

effectiveness.

A numerical example can help to rectify this mis-

conception. If a high neutron RBE of 100 is considered,

rather than 10, this might intuitively be perceived as an

implausible 10-fold increase of the assumed neutron

effectiveness. The nomogram in Fig. 5 corrects this

impression. It plots the values for breast cancer from

Table 1 (plus the results for RBE 5 35 and 500) in such

a way that—for the specified RBEs—the ERR/Gy can be

read off both for the gamma rays and the neutrons. The

diagram shows that an RBE of 100, instead of 10,

implies—for breast cancer—a 4-fold increase of the

neutron effectiveness and a 2.5 decrease of the effective-

ness of gamma rays. It will be difficult to find firm

evidence against these two changes among the epidemi-

ological data outside the observations on the A-bomb

survivors. The reduction of the risk estimate for the

gamma rays is, in fact, in line with the information from

medical cohorts (Little and Boice 1999; Little 2001).

Lack of direct evidence in terms of the log-

likelihood computations. While high values of RBE

imply no implausibly high absolute neutron efficiency,

they will still appear unlikely as long as they are not

supported more directly by the familiar log-likelihood

computations in terms of AMFIT. This argument leads to

an interesting observation. The major studies by RERF

(Pierce et al. 1996a; Preston et al. 2003) have not

assessed the influence of RBE on fitting the A-bomb

data. A recent investigation (Walsh et al. 2004a) has, in

terms of the linear-quadratic dose model, provided the

least deviance for high values of RBE, but the issue was

not further explored. The data were not expected to yield

firm conclusions. Perhaps for the same reason, not much

attention has been paid to results by Little (1997), who

has, in fact, done computations with RBE as a free

parameter. For the earlier solid cancer mortality data, and

still with reference to the colon dose, Little found that the

minimum deviance was attained for a neutron RBE

between 100 and 150, but no RBE value could be

excluded at the 95% confidence level.

In the computations now repeated with the current

solid cancer mortality data and the linear dose model in

terms of organ-specific doses, the minimum deviance is

obtained, as shown in Fig. 6, at RBE 5 100, and for

Hiroshima alone at about 200. The 95% confidence range

is RBE 5 25 to 400 for both cities combined, and RBE 5

28 with no upper bound for Hiroshima. While the

uncertainties are large, the result is, nevertheless, impor-

tant. To disregard it—because it is at variance with

current assumptions—would mean that other results of

Fig. 4. Regression slope of the organ-specific ERR/Gy for gamma
rays against neutron dose fraction with different assumed RBE
(solid curve and full circles). The dotted curve (open circles) gives
the minimum slope at the 95% (two-sided) confidence level. The
slope differs with statistical significance from zero for RBE values
less than 100.

Fig. 5. Nomogram, for breast cancer, of the ERR/Gy for gamma
rays and for neutrons at various assumed values of the neutron
RBE. The standard errors are given by the straight-line segments.
The diagram shows that increasing values of the RBE correspond
to less than proportional increases of ERR/Gy for neutrons and to
substantial decreases of ERR/Gy for gamma rays. The data (Table
1) apply to the Japanese women in the LSS.
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the log-likelihood computations with AMFIT could like-

wise be accepted or ignored.

Absence of a city difference. There is a further

likely objection. Earlier assessments by RERF (Pierce et

al. 1996a; Preston et al. 2003) have concluded that there

is no statistically significant difference of over-all re-

sponse in Hiroshima and Nagasaki. Absence of a city

difference in the RERF computations would, in fact,

support the assumed low RBE. Since the relative dose

contribution by neutrons was 2 to 3 times larger in

Hiroshima than in Nagasaki, any substantial underesti-

mation of RBE should cause a markedly larger overes-

timate of ERR/Gy in Hiroshima.

Fig. 7 depicts the dependence of ERR/Gy, the

estimated gamma-ray risk coefficient for Hiroshima and

Nagasaki, on the assumed RBE. There should ideally be

no city difference with the correctly chosen RBE. The

data confirm that there is—on the 95% confidence

level—no statistically significant city difference up to an

assumed RBE of about 200. Equality of the dose coeffi-

cients results at RBE 5 50, but the statistical uncertainty

is too large for firm conclusions to be drawn.

At this point it needs to be noted that the comparison

between the two cities is somewhat uncertain because the

published data do not permit a judgment of the influence

that dosimetric adjustments for the Nagasaki factory

workers may have. Assessing the impact of the current

A-bomb dose revision, Preston et al. (2004) have noted

that the use of DS02 leads to roughly a 10% reduction of

the risk coefficients for Hiroshima and a roughly 20%

reduction for the Nagasaki survivors (without the factory

workers). These changes would increase the city differ-

ence that is seen in Fig. 7 at low assumed RBE and shift

the intersection of the two curves to higher RBE. Like-

wise, the change would bring the deviance curve for both

cities in Fig. 6 closer to the curve for Hiroshima alone.

The comparison between Hiroshima and Nagasaki is

subject to another, more serious limitation. The compu-

tations have been performed, as in earlier studies, with

common sex and age-at-exposure modifiers for Hiro-

shima and Nagasaki. The use of city specific spontaneous

solid cancer mortality, and also of city specific sex-

modifying factors, is found to make comparatively minor

differences. However, if separate age-at-exposure modi-

fiers are admitted, the age dependence is much steeper

for Nagasaki. The comparison must then be made in

terms of lifetime averaged ERR/Gy, and this value turns

out to be much smaller for Nagasaki than Hiroshima. As

long as this anomaly remains unexplained, the compari-

son between the two cities needs to be judged with great

reservation.

Curvature in the dose response as a reflection of

the gamma-ray effect. A final objection against a large

effect contribution by neutrons relates to the curvature

that has recently become apparent in the dose response

for solid cancer mortality (Walsh et al. 2004a; Preston et

al. 2004). Under the current interpretation the dose

response is believed to reflect predominantly the effect of

the gamma rays, and any upwards curvature is seen as the

non-linear response that is characteristic for low-LET but

not for high-LET radiation.

Fig. 6. Deviance increment obtained in fitting the solid cancer
mortality data to a linear dose model with a dose cut-off of 2 Gy.
For the combined data from both cities the best fit provides a
neutron RBE slightly less than 100 and a 95% confidence range
from RBE 5 25 to about 400. For Hiroshima alone, the best fit is
about 200, with confidence range down to 28 and no upper bound.
For Nagasaki alone, the minimum likelihood is reached at about
400, but no values of the RBE can be excluded.

Fig. 7. The ERR/Gy for solid cancer mortality in a linear dose
model for Hiroshima (solid curve) and for Nagasaki (broken
curve). The symmetrical standard errors are inserted. The esti-
mates for the two cities are equal for RBE 5 50, but the difference
becomes statistically significant (at the 95% confidence level) only
for RBE larger than 400. The computations are performed with
joint modifying factors for gender and age at exposure. If a
separate age at exposure dependence is admitted for each of the
cities, the resulting lifetime ERR/Gy is considerably smaller for
Nagasaki.
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In reality the situation is more complex. Even if the

dose response were linear both for gamma rays and

neutrons, there would still be an upward, curved dose

dependence on absorbed dose. This is so because the

neutron dose fraction—and, thus, the effectiveness of the

radiation—is larger at shorter distances from the bomb;

between 0.2 Gy and 2 Gy the neutron fraction increases

by roughly a factor 4 (Roesch 1987; Young and Kerr

2005). Apparent curvature in the dose-effect relation is,

thus, by itself no proof that the gamma rays are predom-

inant. The application of the linear-quadratic model to

the solid cancer mortality data has, indeed, provided the

minimum deviance at large values of the neutron RBE

(Walsh et al. 2004a).

CONCLUSION

Various observations support the notion that neu-

trons have, in spite of their small absorbed dose fraction,

contributed considerably to the excess solid cancer mor-

tality among the A-bomb survivors in Hiroshima. If this

is so, it implies substantially reduced risk estimates for

gamma rays, especially for the less-shielded organs such

as the breast. The reduction would bring the risk esti-

mates derived from the LSS data closer to the generally

lower estimates from the follow-up of cohorts exposed to

x rays for medical reasons (Little 2001). The conclusions

could affect the judgment of radiation risk and the choice

of the ICRP organ weighting and radiation weighting

factors. Issues, such as the dose reduction factor

(DDREF) or the mode of risk transfer between a Japa-

nese and a Western population would appear in a new

light. The further implication is a certain increase of the

risk estimates for neutrons.

Although they are potentially very important, the

inferences are at present tentative. This is so because they

are based on the currently available data set ds86adjf.dat

(www.rerf.or.jp) from RERF, which is still linked to the

former dosimetry, DS86, and specifies the neutron doses

only crudely. Using a dosimetry system that is not fully

up to date is a minor drawback; the major difficulty is

that, instead of a separate classification of the neutron

doses, there are only mean neutron doses for each data

cell. Using mean values sacrifices valuable information

because the ratio of neutron to gamma-ray dose varies

not only with city and gamma-ray dose, but also with

body weight, directional orientation of the exposed

person and, most importantly, with shielding conditions.

If—on the basis of this additional information—neutron

doses were more explicitly specified, the analysis could

become much more informative.

The essential point is that the issue of the neutron

effect contribution is still open. Since the matter is of

fundamental importance to risk assessment and radiation

protection in general, all possible efforts need to be made

to resolve it.

One possibility would be to explore other sources of

relevant information. The A-bomb survivors are not the

only large cohort exposed to gamma rays and neutrons.

The nuclear workers from the Mayak Nuclear Complex

are another similarly exposed group (Shilnikova et al.

2003). But, while the analysis of Mayak data may

ultimately provide important information, it is still in

progress and cannot yet corroborate or contradict the

inferences from the data of the A-bomb survivors.

The A-bomb data offer, at this point, the most direct

possibility to resolve the role of neutrons. The compari-

son of effects in Hiroshima to those in Nagasaki has long

been seen as the most obvious possibility, but—as

explained—it is subject to considerable uncertainty. The

definitive analysis requires, therefore, computations with

a separate specification of the neutron doses in terms of

the new dosimetry system DS02.

RERF has set a high standard by making the

epidemiological data from the Life Span Study of the

A-bomb survivors generally available after publication

of their own analyses. There have been good reasons in

the past—both in terms of computing practicability and

protection of privacy—to analyze and then to release the

data in grouped format. Computing practicability has

ceased to be an issue, and person-by-person computa-

tions should by now be a preferred procedure, at least in

the computations by RERF. Restrictions will still be

required for the release of ungrouped data. But it is likely

that methods can be worked out to continue and extend

RERF’s policy of openness without compromising the

privacy of the A-bomb survivors.
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APPENDIX

Accounting for the curvature in the dose relation
for gamma rays

As stated in the main text, the two parameters a and

b in the LQ-model of eqn (2) have fairly large standard

errors. This problem has been removed in a preceding

study (Walsh et al. 2004a) by using, instead of the

parameter b, the effect level at a reference gamma-ray

dose, D1. With this substitution eqn (2) can be rewritten

as:

ERR~Dg, Dn! 5 a~Dg 2 Dg
2/D1 1 RBE Dn! 1 cDg

2/D1
2 .

(A1)
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With the dose cut-off of 2 Gy, the reference dose is taken

to be 1 Gy. With the dose unit Gy, eqn (A1) then reads:

ERR~Dg, Dn! 5 a~Dg 2 Dg
2 1 RBE Dn! 1 cDg

2 .

(A2)

The advantage of the parameter change is that it pro-

vides—in addition to the estimated a with its relative

large standard error—the parameter c, which has nearly

the same numerical value and the same standard error as

the parameter a in the linear model. The linear parameter

in eqn (A2) has, of course, the same large standard error

as obtained in the straightforward formulation of eqn (2).

It is noted that the estimate of the dose and dose-rate

reduction factor (DDREF) is c/a.

Using eqn (A2) for the individual organs, but as in

the L-model with the joint gender and age modifying

factors, has provided numerical estimates and standard

errors of c which are roughly equal to the values a

obtained with the L-model. Regardless of the curvature in

the dose effect relation for gamma rays, all conclusions

of the present analysis remain, therefore, valid when the

risk estimates are related to 1 Gy of gamma rays, rather

than the low doses that are less effective by the impre-

cisely estimated DDREF.

Simulation procedure as alternative to the t test
Student’s t test for regression slope is widely used,

but—as with other parametric tests—the preconditions

for its applicability are difficult to verify. An alternative

assessment in terms of a more transparent simulation

procedure avoids this issue. The null-hypothesis is inde-

pendent of the variables (ERR/Gy)i and fi, i.e., the slope

of the regression line is taken to result from a mere

random association of the two sets of numbers. The

distribution under the null-hypothesis results then from

the slopes for all possible permutations of the 13 values

(ERR/Gy)i against the 13 values fi. The total number of

permutations being excessive (13! . 6 3 109 for I 5 13),

a large number of random permutations is created for

each data set. The fraction of the simulated slopes that

exceed the observed slope then equals the probability

value, p, for significance of the observed positive trend.

In Fig. A1 the values are given for the various RBE

values, and it is seen that the two test procedures agree

very closely.
f f

Fig. A1. The p-value to reach or exceed under the null-hypothesis
the observed regression slope. The solid curve (full circles) gives
the results of Student9s t test, the dotted curve (open circles) those
for the simulation procedure. For values of the neutron RBE ,90
the null hypothesis can be rejected with less than 2.5% (one sided)
error probability, i.e., under the 95% (two sided) confidence level.
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The purpose of the present study was to analyze the thyroid

cancer incidence risk after the Chernobyl accident and its de-

gree of dependence on time and age. Data were analyzed for

1034 settlements in Ukraine and Belarus, in which more than

10 measurements of the 131I content in human thyroids had

been performed in May/June 1986. Thyroid doses due to the

Chernobyl accident were assessed for the birth years 1968–

1985 and related to thyroid cancers that were surgically re-

moved during the period 1990–2001. The central estimate for

the linear coefficient of the EAR dose response was 2.66 (95%

CI: 2.19; 3.13) cases per 104 PY-Gy; for the quadratic coef-

ficient, it was 20.145 (95% CI: 20.171; 20.119) cases per 104

PY-Gy2. The EAR was found to be higher for females than

for males by a factor of 1.4. It decreased with age at exposure

and increased with age attained. The central estimate for the

linear coefficient of the ERR dose response was 18.9 (95% CI:

11.1; 26.7) Gy21; for the quadratic coefficient, it was 21.03

(95% CI: 21.46; 20.60) Gy22. The ERR was found to be

smaller for females than for males by a factor of 3.8 and

decreased strongly with age at exposure. Both EAR and ERR

were higher in the Belarusian settlements than in the Ukrai-

nian settlements. In contrast to ERR, EAR increases with time

after exposure. At the end of the observation period, excess

risk estimates were found to be close to those observed in a

major pooled analysis of seven studies of childhood thyroid

cancer after external exposures. q 2006 by Radiation Research Society

INTRODUCTION

Thyroid cancer incidence in Ukraine and in Belarus start-
ed to increase significantly in 1990 among those who were

1 Address for correspondence: GSF—National Research Center, Insti-

tute of Radiation Protection, D-85764 Neuherberg, Germany; e-mail:

Jacob@gsf.de.
2 Present address: International Atomic Energy Agency, Vienna, Aus-

tria.

children or adolescents at the time of the Chernobyl acci-
dent in April 1986 (1, 2). Since then, the incidence rate has
increased further (3, 4). Analyses of thyroid cancer after
the Chernobyl accident have a large potential for improving
the understanding of the detrimental health effects of 131I
exposures, which were the main cause of thyroid doses af-
ter the accident.
Two case-control studies found an association of the in-

crease in thyroid cancer incidence with radiation exposure
due to the Chernobyl accident (5, 6). These studies have
limitations in deriving risk estimates due to large dose un-
certainties.
A cohort study is being performed here based on data

for 25,161 Belarusian and Ukrainian children who had the
131I content of the thyroid measured in May/June 1986 (7).
Due to the intensive screening of the cohort members, the
prevalence is considerably higher than in the general pop-
ulation. Consequently, estimates of the excess absolute risk
(EAR) per dose for cohort members will not be the same
as in the general population. It remains an open question
as to what degree the intensive screening will influence
excess relative risk (ERR) estimates.
Ecological studies have been performed for settlements

in Belarus, Russia and Ukraine with relatively good dosim-
etry (8, 9). There is a general concern whether quantitative
risk values can be derived with such an ecological study
design (10, 11). Therefore, extensive simulation studies
have been performed to explore the potential of ecological
studies of thyroid cancer incidence in areas highly contam-
inated by the Chernobyl accident.3 A main problem here is
the potential for correlations between thyroid dose and in-
creased case detection between the settlements. These sim-
ulations indicate that the ecological bias is relatively small
in studies in which the ecological units are age groups in
settlements with measurements of the 131I content in the
human thyroid. The reasons include:

3 J. C. Kaiser, P. Jacob, M. Blettner and S. Vavilov, Implications of

increased thyroid cancer detection and reporting on risk estimations after

the Chernobyl accident. Manuscript submitted for publication.
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FIG. 1. Average thyroid dose (Gy) of the birth cohort 1968–1985 in

the 608 Ukrainian and 426 Belarusian study settlements. The Chernobyl

nuclear power plant is indicated in the center of the map.

FIG. 2. Population weighed distribution of age-gender specific doses

in the 608 Ukrainian and 426 Belarusian study settlements.

1. There is a unique database of more than 200,000 mea-
surements of the 131I content in the human thyroid that
were performed in May/June 1986 (12, 13).

2. Radiation is the dominant cause of thyroid cancer
among those who were children or adolescents in the
highly contaminated areas at the time of the accident,
where the thyroid measurements were performed.

3. In general, there is no evidence for a correlation of thy-
roid dose and the main confounding factor, an increase
in case detection and reporting, within the ecological
units. In larger towns, there was a potential for such a
correlation. Simulation calculations showed, however,
that the ecological bias due to such a correlation is very
small.3

4. There is no indication that the dose response for thyroid
cancer after exposures during childhood is nonlinear in
the dose range of 0.05–1.0 Gy (9, 14).

The purpose of this study was to derive risk estimates
for those who were children or adolescents at the time of
the Chernobyl accident and were living in settlements in
which more than 10 measurements of the 131I content in the
human thyroid were performed in May/June 1986 (study
settlements). Compared to earlier reports (8, 9) the risk
analysis presented here is based on improved dose esti-
mates and a longer follow-up (until the end of 2001), which

allows an evaluation of the degree of dependence on time.
Relationships between the uncertainty of dose estimates,
the variability of individual doses within the age-gender
groups in the single settlements, and the range of average
doses of the ecological units are discussed, because these
are considered important criteria for the validity of the eco-
logical study.

MATERIALS AND METHODS

The analysis presented here is based on registry data on thyroid cancer.

To guarantee the privacy of the persons involved, the registry data were

merged before analysis into groups of 2-year intervals of birth year and

2-year intervals of year of surgery. In total, the study uses data for 18,612

ecological units, which are defined by nine birth-year groups in the period

1968–1985, both genders, and 1034 study settlements (Fig. 1). For each

of the ecological units, there are thyroid cancer data for six year-of-sur-

gery groups in the period 1990–2001.

Dosimetry

Individual thyroid doses due to 131I exposures were derived from mea-

surements of the 131I activity in the human thyroid that had been per-

formed during the first few weeks after the Chernobyl accident. Short-

lived radionuclides contributed less than 10% to the total thyroid dose

(15). The doses were calculated as a product of the time-integrated ac-

tivity in the thyroid, and a conversion factor, absorbed energy per 131I

decay and per thyroid mass (16).

Ukraine. Age-gender specific doses in 608 settlements were derived

from a total of 75,313 individual dose estimates (17). Time-integrated

activities in the thyroid were assumed to be the product of an average

time-integrated activity in the settlement and age- and gender-dependent

factors. Different factors were used for rural and urban areas. The 95%

range of average age-gender specific thyroid doses was 0.014–0.33 Gy

(Fig. 2). There were a few small settlements with considerably higher

doses, up to 16 Gy for 1–2-year-old boys. Typically, the individual time-

integrated activities within the ecological units (age-gender groups in the

single settlements) had a coefficient of variation (CV) of 1.1, correspond-

ing in a lognormal distribution to a geometric standard deviation (GSD)

of 2.3. The spread of their distributions is a combined effect of the var-

iability of the true individual doses and the uncertainties of the dose

estimates.

Belarus, age-dependent doses. Previous estimates of individual thyroid

dose estimates, based on measurements of the 131I activity in the human

thyroid (13), have been reviewed and improved (18). One main result of
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FIG. 3. Number of thyroid cancer cases in the period 1990–2001 in

nine birth-year groups in the 608 Ukrainian and 426 Belarusian study

settlements.

this new analysis was that the ingestion pathway dominates the time

dependence of the radioiodine intake not only for rural settlements but

also for most of the inhabitants of the large cities Minsk and Gomel.

Age-dependent thyroid doses were derived for 426 study settlements in

Belarus based on 90,699 re-evaluated individual time-integrated activi-

ties. Typically, the individual time-integrated activities within the age

groups of the single settlements had a CV of 1.2 (corresponding to a

GSD of 2.6) (19). Uncertainty of the average integrated activities in the

ecological units depends on the number and the quality of measurements

in the settlement. It was assessed to correspond on average to a CV of

0.5 (GSD of 1.6). This value also applies to the dose estimates, because

the uncertainty of the average value of the conversion factor is small

compared to the uncertainties of the iodine measurements.

Belarus, age-gender dependent doses. Only estimates of gender-aver-

aged doses were available for Belarus, so the following procedure was

applied to estimate the gender specific doses. The gender-specific doses

in Kyiv City (which was the Ukrainian city with the largest number of
131I measurements) were used to derive gender-specific doses, , forcityDs,i

the birth cohort i in Minsk and Gomel City according to

city city K KD 5 D ·D /D , with (1)s,i av,i s,i av,i

K K K K K K KD 5 (PY D 1 PY D )/(PY 1 PY ), (2)av,i f,i f,i m,i m,i f,i m,i

where PY is person-years, the index s can be either f for females or m

for males, and the index K stands for Kyiv. In the same way, gender-

specific doses for the rural settlements of Belarus were derived using the

doses in Chernihiv Oblast (which was the Ukrainian oblast with the larg-

est number of 131I measurements). The 95% range of average age-gender

specific doses in the 426 Belarusian study settlements was 0.025–1.11

Gy (Fig. 2). There were a few small settlements with considerably higher

thyroid doses, of up to 18 Gy for 1–2-year-old boys.

Both countries. For settlements close to the boundary of the two coun-

tries, comparable values have been derived by the dosimetric approaches

used for the two countries (Fig. 1). The distribution of the estimated

individual doses within the ecological units was slightly wider in Belarus

than in Ukraine because of a larger uncertainty of the measurements. The

measurements in Ukraine were performed with collimators, which were

less prone to error than the measurements taken without collimators for

Belarus. Also, there were generally better measurement conditions in

Ukraine (e.g., measurements were taken inside houses rather than outside,

subjects were wearing clean clothes rather than contaminated ones, and

subjects were asked to wash before measurements were taken). The 95%

range of average age- and gender-specific thyroid doses in the 1034 set-

tlements was 0.018–0.65 Gy (Fig. 2). The ratio of the two limiting per-

centiles of the range is 36 corresponding to a CV of 1.15 (GSD of 2.5)

for a lognormal distribution.

Population

Ukraine. The age-gender structure according to the census data for

1989 and age-gender specific death rates were used to estimate the de-

mographic structure in the study settlements in 1986 (20, 21). A linear

interpolation of the census data for 1979 and 1989 gave similar results

(20, 22), which was considered to be a confirmation of the method. In-

formation on the total population in the study settlements in the years

1992–1994 was obtained from local authorities. Information on the pop-

ulation of the Ukrainian oblasts for 1991 and 1994 was received from

the Ministry of Statistics of Ukraine (23). It was assumed that the number

of inhabitants of each settlement changed during 1986–1994 proportion-

ally to the changes in the whole rural/urban population of the oblast in

which the settlement is located and that the age-gender structure also

remained the same. In total, there were 997,000 children and adolescents

in 1986 in the 18 age and gender groups of the 608 Ukrainian study

settlements. Most of the children and adolescents (694,000) lived in Kyiv

City.

Belarus. The derivation of the age-gender structure of the population

in the Belarusian study settlements in 1986 is similar to the Ukrainian

study settlements and has been described elsewhere (24). In total, there

were 623,000 children and adolescents in 1986 in the 18 age and gender

groups of the 426 study settlements. Most of the children and adolescents

lived in either Minsk City (418,000) or Gomel City (132,000) at the time

of the accident.

Both countries. The loss of follow-up during the period 1986 to 2001

was neglected because it was considered to be small compared to the

other sources of uncertainties in the risk analysis. The loss of person-

years due to death was relatively small because the members of the cohort

were quite young during the period of observation. The loss of follow-

up and cases due to migration was also considered to be small, because

thyroid cancers of people who were exposed as children or adolescents

by the Chernobyl accident and who underwent surgery in Belarus, Russia

or Ukraine should be reported to the registry of the country where the

person lived at the time of the accident. Migration to other countries has

been neglected.

Thyroid Cancer Cases

Data on thyroid cancer cases in the period 1990–2001 for the birth

cohort 1968–1985 were used. These data files contain the place of resi-

dence at the time of the accident for all cases. For some of the cases,

only the year of birth was available; for this reason, only birth years were

used for all cases here, and age at surgery is defined by the difference of

the year of surgery and the birth year.

Ukraine. The clinical-morphological register at the Institute of Endo-

crinology and Metabolism of the Academy of Medical Sciences of

Ukraine has been described elsewhere (3). According to the Order of the

Ministry of Public Health on the Improvement of Endocrinological Help

to the Population from 1992, all thyroid cancer cases among subjects

who were up to 18 years old at the time of the Chernobyl accident and

who were operated on in Ukraine must be reported to the register. The

data were cross-checked with the Ukrainian Cancer Registry, and a few

missing cases were added. For the 608 Ukrainian study settlements, 512

thyroid cancer cases were reported, 378 cases among females and 134

among males. There is no clear dependence of the cases among females

on birth year (Fig. 3). For males, the incidence in the birth cohort 1984/

1985 is larger than in the birth cohort 1968–1977 by a factor of 2.5. For

both genders together, the incidence rate is 52 cases per 106 person-years

for the youngest subjects (birth years 1982–1985), and about 40 cases

per 106 person-years for the other birth-year groups. The ratio of female

to male cases is about 2 for the younger subjects (1978–1985) and about

4 for the older subjects (birth years 1968–1977). There is a continuous

increase of the incidence rate in the subsequent years (Fig. 4) compared

to the first years after the accident. The screening of the Ukraine-Amer-

ican cohort started in 1998 (25). Up to the end of 2000, 43 cancer cases
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FIG. 4. Number of thyroid cancer cases for nine calendar-year periods

in the birth-year cohort 1968–1985 in the 608 Ukrainian and 426 Bela-

rusian study settlements.

were detected, which contributed 20% to the number of cases in 1998–

2000 in our 608 study settlements.

Belarus. A data exchange of the following three registers was per-

formed, which resulted in consistent data sets in the registers:

1. The Belarusian State Chernobyl Register, which was established in

1993 according to a decree of the Council of Ministers of Belarus,

containing data on liquidators and citizens of areas with 137Cs contam-

inations exceeding 555 kBq m22.

2. The Belarusian Cancer Register, which was established in 1953 ac-

cording to a directive from the Ministry of Public Health of the USSR.

The register does not contain information about the place of residence

at the time of the Chernobyl accident.

3. The medical history records of patients treated in the National Sci-

entific and Practical Center of Thyroid Tumors in Minsk, where all

thyroid cancers of Belarusian children are treated.

For the 426 Belarusian study settlements, 577 thyroid cancer cases have

been reported, 368 cases among females and 209 among males. In con-

trast to the Ukrainian study settlements, the incidence among young sub-

jects is considerably greater than for the older subjects (Fig. 3). The

incidence rate is 133 cases per 106 person-years for the youngest (birth

years 1984–1985), where this rate decreases initially with age at exposure

and then has an approximately constant value of about 55 cases per 106

person-years for the birth-year cohorts of 1978–1969. The ratio of female

to male cases is about 1.6 for the youngest subjects (1980–1985) and 1.2

for the birth-year cohort (1976–1979) and increases to 4 for the older

subjects (birth years 1968–1971). As in Ukraine, the incidence rate in-

creases continuously since the first years after the accident (Fig. 4).

Data Analysis

Poisson regressions were performed with EAR models,

l(c, s, aae, age, d)

5 l (c, s, aae, age) 1 a(c, s, aae, age, d), (3)0

and with ERR models

l(c, s, aae, age, d)

5 l (c, s, aae, age)[1 1 a(c, s, aae, age, d)], (4)0

where l is the total incidence rate, l0 the baseline incidence rate, a the

EAR, b the ERR, c the country, s the gender, aae the age at exposure

(birth year 2 1986), age the age attained (calendar year 2 birth year),

and d the thyroid dose. The baseline risk was modeled by

l (c, s, aae, age)0

5 exp[h 1 u h 1 h u 1 h (10 2 aae) 1 h ln(age/20)], (5)0 c c s s aae age

the EAR by

a(c, s, aae, age, d)

25 (a d 1 a d )exp[a u 1 a u 1 a (10 2 aae)1 2 c c s s aae

1 a ln(age/20)], (6)age

and the ERR by

b(c, s, aae, age, d)

25 (b d 1 b d )exp[b u 1 b u 1 b (10 2 aae)1 2 c c s s aae

1 b ln(age/20)], (7)age

where a. . . , b. . . and h. . . are fit parameters, uc is 20.5 for Ukraine and

0.5 for Belarus, and us is 20.5 for males and 0.5 for females.

The regressions were performed with the program AMFIT of the soft-

ware package EPICURE (Hirosoft International Corporation, Seattle,

WA). Results for subgroups were considered to be different if the 95%

confidence range for the corresponding fit parameters did not include the

value for equality.

RESULTS

Baseline Incidence Rate

The estimates of the baseline incidence rate in the EAR
and the ERR models are nearly identical (Table 1). The
central estimate of the baseline incidence rate is 14 cases
per 106 PY. No significant difference is observed between
the Ukrainian and the Belarusian settlements. The rate is
assessed to be larger for females than for males by a factor
of 5.9. For the same age attained, the baseline incidence
rate in the year 2001 is estimated to be larger than in 1990
by a factor of 1.9. For fixed age at exposure, the rate in-
creases with age attained to the power of 3.8 (Fig. 5). This
increase is due to aging and to an improvement in case
detection and reporting during the period of observation.

Excess Absolute Risk

The central estimate for the linear coefficient of the EAR
dose dependence is 2.66 (95% CI: 2.19; 3.13) cases per 104

PY-Gy; for the quadratic coefficient, it is 20.145 (95% CI:
20.171; 20.119) cases per 104 PY-Gy2 (Table 1). Thus the
dose–response curve has a downward curvature for very
high doses. The EAR is assessed to be higher in the Be-
larusian study settlements than in the Ukrainian settlements
by a factor of 1.4 and higher for females than for males by
a factor of 1.5.
For fixed attained age, EAR decreases with increasing

aae, for a difference of 8 years in aae by a factor of 0.4
(Fig. 6, upper panel).
For fixed aae, EAR increases (a bit more than) propor-

tionally with age attained. A non-parametric analysis indi-
cates that the increase flattens with time after exposure (26).
Models with quadratic terms in ln(age/20) in Eqs. (5) and
(7), however, did not improve the quality of the fit.
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TABLE 1

Best Estimates and 95% Confidence Intervals of Fit Parameters According to Equations (3–7)

Excess absolute risk model

Fit

parameter Value

Excess relative risk model

Fit

parameter Value

Baseline incidence rate for

age at exposure 10 and at-

tained age 20

exp(h0) 14.0 (10.5; 18.7) (106 PY)21 exp(h0) 14.0 (10.5; 18.6) (106 PY)21

Ratio of baseline incidence

rates in Belarusian and

Ukrainian study settlements

exp(hc) 0.83 (0.64; 1.08) exp(hc) 0.83 (0.63; 1.08)

Ratio of baseline incidence

rates of females and of

males

exp(hs) 5.93 (4.01; 8.77) exp(hs) 5.97 (4.03; 8.84)

Slope of the logarithm of the

baseline incidence rate with

decreasing age at exposurea

haae 0.058 (0.010; 0.106) a21 haae 0.058 (0.010; 0.106) a21

Exponent of attained-age de-

pendence of baseline inci-

dence rate

hage 3.76 (2.84; 4.69) a21 hage 3.77 (2.84; 4.69) a21

Linear coefficient of dose re-

sponse of excess risk

a1 2.66 (2.19; 3.13) (104 PY Gy)21 b1 18.9 (11.1; 26.7) Gy21

Quadratic coefficient of dose

response of excess risk

a2 20.145 (20.171; 20.119) (104 PY Gy2)21 b2 21.03 (21.46; 20.60) Gy22

Ratio of excess risks in Bela-

rusian and Ukrainian study

settlements with same dose

exp(ac) 1.36 (1.12; 1.66) exp(bc) 1.64 (1.14; 2.37)

Ratio of excess risks of fe-

males and of males for the

same dose

exp(as) 1.55 (1.29; 1.86) exp(bs) 0.260 (0.162; 0.415)

Slope of the logarithm of ex-

cess risk with decreasing

age at exposureb

aaae 0.106 (0.075; 0.137) a21 baae 0.048 (0.015; 0.111) a21

Exponent of attained-age de-

pendence of excess risks

aage 1.05 (0.71; 1.40) a21 bage 22.71 (23.76; 21.67) a21

a Equal to the slope of the logarithm of the baseline incidence rate with calendar year of observation.
b Equal to the slope of the logarithm of the excess risk with calendar year of observation.

FIG. 5. Estimated baseline thyroid cancer incidence for different ages

at exposure (birth year 2 1986) in the 1034 study settlements.

Excess Relative Risk

The central estimate for the linear coefficient of the ERR
dose dependence is 18.9 (95% CI: 11.1; 26.7) Gy21; for the
quadratic coefficient, it is 21.03 (95% CI: 21.46; 20.60)
Gy22 (Table 1). The ERR is assessed to be higher in the
Belarusian settlements than in the Ukrainian settlements by
a factor of 1.6 and lower for females than for males by a
factor of 3.8.
ERR depends mainly on age attained, with a small de-

pendence on aae (Fig. 6, lower panel). In a period in which
age attained doubles, ERR decreases by a factor of 6.5.

Results for Subpopulations

The numbers of baseline, excess and total cases predicted
by the EAR and ERR models for the entire study popula-
tion and for subgroups of the study population are similar
(Table 2). For males in the Belarusian settlements, the ratio
of excess to baseline cases, i.e. the excess relative risk, is
estimated to be 8.5. For females in the Belarusian settle-
ments and males in the Ukrainian settlements, it is about
2.2 and for females in the Ukrainian settlements 0.6.
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FIG. 6. Central estimate of EAR (upper panel) and of ERR (lower

panel) after an exposure to 1 Gy for different ages at exposure (birth year

2 1986) in the 1034 study settlements.

TABLE 2

Baseline, Excess and Total Cases According to the EAR and ERR Models Compared with Observed Cases and

Estimates of Average Dose

Cases Model

Ukrainian settlements

Males Females Both

Belarusian settlements

Males Females Both

All settlements

Males Females All

Baseline EAR 40.9 237.1 278.0 21.8 121.2 143.0 62.6 358.4 421.0

ERR 40.7 238.1 278.8 21.7 122.0 143.7 62.4 360.1 422.5

Excess EAR 97.8 136.2 234.0 185.1 249.3 434.4 282.9 385.5 668.4

ERR 96.9 135.0 231.9 184.1 248.4 432.5 281.0 383.4 664.4

Total EAR 138.7 373.3 512.0 206.8 370.6 577.4 345.5 743.9 1089.4

ERR 137.6 373.1 510.7 205.7 370.5 576.2 343.3 743.6 1086.9

Observed cases 134 378 512 209 368 577 343 746 1089

Average dose (Gy) 0.083 0.075 0.079 0.189 0.171 0.180 0.124 0.112 0.118

Separate risk analyses were performed in subpopulations.
Best estimates of excess risks in towns with more than
10,000 children and adolescents and in the remaining
smaller villages agree within 10% (results not shown).

DISCUSSION

Criteria for Quality Assessment of the Ecological Study

Average doses in the ecological units were estimated
based on 166,012 individual dose estimates for persons
with measurements of the 131I activity in the thyroid. Thus,
although the study is not based directly on individual dose
estimates, there are on average nine individual dose esti-
mates per ecological unit. There are 150 settlements with
less than 18 individual dose estimates. Therefore, some
ecological units have only one or even no individual dose
estimate. The dose estimates for the ecological units, how-
ever, are based on at least 11 individual dose estimates and
a generic age-gender dependence of the thyroid dose.
The range of average doses for the ecological units (GSD

5 2.5) is larger than the uncertainty of the average dose in
the ecological units (GSD 5 1.6) and similar to the range
of true individual doses within the ecological units (GSD
of 2.1 to 2.6; see Appendix). Ideally, the range of average
doses for the ecological units should exceed the other two
ranges. The present study is close to fulfilling these con-
ditions.
The major concern, that an ecological bias may exist in

the present study, is due to an observed correlation of
screening level and dose. Ecological studies have been sim-
ulated for four screening scenarios for thyroid cancer in
settlements, in which the 131I activity in the human thyroid
was measured in May/June 1986 after the Chernobyl ac-
cident.3 These simulations indicate that the ecological bias
is small in the present study.

Dependence of Risk Estimates on Time after Exposure

In an earlier study (27) of Belarusian settlements with
relatively good dosimetry, the EAR per dose was 2.8 (95%
CI: 1.3; 6.0) cases per 104 PY-Gy for females and 1.7 (95%
CI: 0.8; 3.6) cases per 104 PY-Gy for males in the period
1994–1996. This is in very good agreement with the results
of the present work. In the birth-year cohort 1968–1985,
the EAR increases and the ERR decreases with time after
exposure. This is explained by a faster increase in the spon-
taneous thyroid cancer incidence than of the radiation-in-
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duced incidence. The spontaneous thyroid cancer incidence
increased due to the aging of the cohort and due to an
increasing case detection and reporting rate.
The increase in the EAR with time after exposure occurs

mainly before 1998 (26). It may be concluded that the ad-
ditional cases detected in the cohort study (7), in which the
screening started in 1998, have only a minor effect on the
results of the present study. The continuing increase in the
annual number of excess cases in the study settlements un-
derlines the importance of longer-lasting studies of thyroid
cancer in populations that have been exposed by the Cher-
nobyl accident.

Dose Uncertainties

The risk analysis presented here does not take dose un-
certainties into account. For a linear dose response and an
additive classical error structure, an underestimation of the
excess risk is expected if the dose uncertainty is neglected
in the Poisson regression (28). This underestimation is ex-
pected to be small in the present analysis as indicated by
the following two observations:

1. The dose uncertainty is small compared to the range of
average doses used for the ecological units.

2. In an earlier analysis, calculations were performed that
were similar from the methodological point of view to
the present analysis (9). Results were compared with an
independent method, a risk calculation with a Monte
Carlo method, which took dose uncertainties into ac-
count. No large bias of the results was observed. Indeed,
the EAR was found to be 10% higher in the Monte Carlo
calculation than in the Poisson regression.

In summary, the bias on the risk estimates caused by
neglecting the dose uncertainties in the analysis is not ex-
pected to be large. However, the confidence intervals are
too small, and this should be kept in mind in the evaluation
of the significance of differences discussed in the Results
section.

Comparison with Risks after External Exposures

A pooled study of thyroid cancer after external exposures
during childhood resulted in estimates of the EAR per dose
of 4.4 (95% CI: 1.9; 10.1) cases per 104 PY-Gy and of the
ERR per dose of 7.7 (95% CI: 2.1; 28.7) Gy21 (14). The
pooled study includes cohorts with observation times that
extend to several decades after exposure. The observation
period of the present study was 4 to 15 years after exposure.
Results for the end of the observation period (central esti-
mate for linear coefficient of EAR in 2001 is 3.4 cases per
104 PY-Gy and of ERR is 10.3 Gy21) are in good agreement
with the results for external exposures.

APPENDIX

Combined Variability and Uncertainty of Estimated Individual Doses

within the Ecological Units

The CV of the estimated time-integrated activities of the individuals
within the ecological units has been estimated as 1.1 for Ukraine and 1.2

for Belarus. The variability of the dose factor that relates the time-inte-

grated activity and the thyroid dose has been estimated to correspond to

a GSD of 1.8 (29). Assuming a lognormal distribution of the dose factor,

error propagation leads to a CV in the range of 1.4–1.6 for the estimated

individual doses within the ecological units.

Variability of True Individual Doses within the Ecological Units

Main factors influencing the variability of true individual doses of a

group of given age and gender in a study settlement are the variability

in the thyroid mass, the 131I concentration in milk, and the rate of con-

sumption of contaminated milk.

Typically, these factors can be described by lognormal distributions

with GSDs of 1.8, 1.3–1.8 and 1.6, respectively (15). Combination of

these three sources of variability leads to distribution for the true doses

with GSDs of 2.1 to 2.6, or coefficients of variability (CV) of 0.9 to 1.2.

This is consistent with the range of estimated individual thyroid doses

within the ecological units (see above), since the latter distribution is

broadened by the uncertainties of the individual dose estimates.
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Abstract

In the field of radiation protection the combined exposure to radiation and other toxic agents is recognised as an important

research area. To elucidate the basic mechanisms of simultaneous exposure, the interaction of the carcinogens and environmental

toxicants cadmium and two arsenic compounds, arsenite and arsenic trioxide, in combination with gamma-radiation in human

lymphoblastoid cells (TK6)were investigated.Gamma-radiation induced significant genotoxic effects such asmicronuclei formation,

DNA damage and apoptosis, whereas arsenic and cadmium had no significant effect on these indicators of cellular damage at non-

toxic concentrations. However, in combination with gamma-radiation arsenic trioxide induced a more than additive apoptotic rate

compared to the sum of the single effects. Here, the level of apoptotic cells was increased, in a dose-dependent way, up to two-fold

compared to the irradiated control cells. Arsenite did not induce a significant additive effect at any of the concentrations or radiation

doses tested. On the other hand, arsenic trioxide was less effective than arsenite in the induction of DNA protein cross-links. These

data indicate that the two arsenic compounds interact through different pathways in the cell. Cadmium sulphate, like arsenite, had

no significant effect on apoptosis in combination with gamma-radiation at low concentrations and, at high concentrations, even

reduced the radiation-induced apoptosis. An additive effect on micronuclei induction was observed with 1mM cadmium sulphate

with an increase of up to 80% compared to the irradiated control cells. Toxic concentrations of cadmium and arsenic trioxide seemed

to reduce micronuclei induction.

The results presented here indicate that relatively low concentrations of arsenic and cadmium, close to those occuring in nature,

may interfere with radiation effects. Differences in action of the two arsenic compounds were identified.

© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Combined human exposure to environmental toxi-

cants such as heavy metals and arsenic is frequently due

to their ubiquity, wide use in industry and persistence in

the environment. Many of these compounds are toxic,

mutagenic and/or carcinogenic.

Arsenic is one of the most frequent, globally occur-

ring, environmental toxins [1]. Although arsenicals are,

if at all, only weak mutagenic in bacterial and mam-

malian test systems, epidemiological studies have clearly

identified arsenic as a carcinogen to humans [1,2].

Arsenic acts on cells through a variety of mechanisms,

influencing numerous signal transduction pathways and

resulting in a vast range of cellular effects that include

apoptosis, growth inhibition, promotion or inhibition of

differentiation and angiogenesis [3,4]. Arsenic-induced

responses vary depending on cell type, dose and its

chemical form.Arsenic trioxidewas detected as an active

compound in an ancient Chinese therapy for leukemia

and is currently under review in clinical approval pro-

cess [5].

Cadmium is an important heavy metal environmental

toxicant, also classified as a weakly mutagenic human

carcinogen [6], and it has been related to several human

carcinomas such as lung cancer, or prostate and renal

cancer [6,7]. As in the case of arsenic, the mechanism

of cadmium action is not clear, however, a competitive

reaction with zinc has been shown. It is well known that

cadmium affects cell proliferation, differentiation, apop-

tosis and other cellular activities such as antioxidative

reactions and DNA repair [7].

Generally, ionising radiation arising from environ-

mental and controlled occupational exposure situations

contributes only to a small fraction of the life-long attack

on DNA by genotoxins with exceptions such as areas

with elevated naturally occurring radioactive materials

[8]. For example, radon migrates from soils and rocks

and accumulates in enclosed areas, such as underground

mines and homes [9]. Especially in these elevated expo-

sure situations, combined effects with other environ-

mental toxins, such as arsenic or heavy metals, may be

relevant [10]. To date it is well established that inor-

ganic arsenic is causally associated with lung cancer via

inhalation. Cohort studies of uranium miners on lung

cancer [10,11] give some evidence that arsenic might

interfere with radiation effects. However, the efforts so

far to assess and quantify effects of radiation in vivo

seldom take into account the concomitant presence of

other toxins. These combined exposure situations may

lead to health risk effects with a multiplicative or syner-

gistic outcome differing from those expected by simply

adding the effects of the single noxes [12]. The existing

data are rudimentary and hardly give sufficient estimates

of the present day low exposure situations [13].

In this study the effects of gamma-radiation together

with the environmental contaminants cadmium, arsenic

trioxide and arsenite on human lymphoblastoid cells

were investigated. Important indicators of cellular dam-

age such as: (i) apoptosis playing an important role in the

elimination of damaged cells, (ii) genotoxicitymeasured

by DNA damage induction using the comet assay and

micronuclei formation and (iii) DNA repair investigated

with the comet assay were examined. Radiation doses

applied in this study were close to the detection limit of

the damage indicators tested. In order to mimic the in

vivo situation the cadmium and arsenic concentrations

were kept close to naturally occurring concentrations.

2. Materials and methods

2.1. Cell culture

Frozen TK6 human lymphoblastoid cells from the same

batch were thawed for each experiment and cultivated in RPMI

1640 medium (Biochrom, Germany) supplemented with 10%

fetal calf serum, 1% sodium pyruvate [113-24-6] and 1% non-

essential amino acids (Promocell, Germany). The suspension

cultures were seeded at a concentration of 3× 105 cells/ml and

maintained in tissue culture flasks in a humidified incubator at

37 ◦C with 5% CO2. Asynchronous cultures in the exponen-

tial phase of growth were used in all experiments. Dilutions

(0.1–10mM) were made from the stock solution of 0.01M

sodium arsenite ([7784-46-5], Fluka, Switzerland) or arsenic

trioxide ([1327-53-3], Sigma–Aldrich, Germany) and 0.03M

cadmium sulphate ([10124-36-4], Fluka, Switzerland).

2.2. Cellular toxicity

Cytotoxicity was determined by the trypan blue ([72-

57-1], Seramed, Germany) exclusion assay. After incuba-

tion of the cells for 24 h in arsenic or cadmium containing

medium a sample of the culture was mixed with 0.1% trypan

blue (dye:medium= 1:6) and viable cells were counted in a

Neubauer chamber under a light microscope.

2.3. Cellular uptake of arsenic and cadmium

Cellular uptake of metals was determined by inductively

coupled plasma (ICP)-emission spectroscopy according to

Schramel et al. [14]. Exponentially growing cells were incu-

bated for 22 h in a metal containing medium, washed three

times in PBS (Biochrom, Germany), counted and samples of

3× 106 cells together with the metal stock solution used were

analysed (Dr. P. Schramel, GSF-Research Center, Germany).

Concentrations of the stock solutions were determined to be

0.0311 for 0.03M cadmium and 0.0095 for 0.01M arsenite,

respectively.
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2.4. Irradiation

For apoptosis and micronuclei assays cell cultures were

irradiated in cell culture flasks at room temperature with 137Cs-

gamma-rays (69 cGy/min; HWM-2000, Markdorf, Germany)

using single doses of 1–4, 6 or 8Gy in air. For the comet assay

cells were incubated for 22 h in arsenic or cadmium contain-

ing medium, adjusted to a number of 30 000 cells per slide in

10ml serum-free medium, then irradiated on ice in Eppendorf

tubes with a single dose of 1 or 2Gy and kept on ice until

required.

2.5. Apoptosis assay

Apoptotic cells were determined with the APO2.7 antibody

(Beckman Coulter Corporation, Germany) directed against the

mitochondrial protein APO2.7, which is expressed specifi-

cally during apoptosis [15]. Exponentially growing TK6 cells

were set in fresh medium supplemented with arsenic or cad-

mium (0.1–10mM) and immediately gamma-irradiated (1,

2 or 4Gy as single dose) and then incubated for 24 h. In

each experiment samples without chemical supplement, with

arsenite, arsenic trioxide or cadmium sulphate with or with-

out irradiation were tested. About 0.5–1× 106 TK6 cells per

sample were permeabilized in 100ml of digitonin solution

([11024-24-1], 12.5mg/ml PBS), incubated on ice for 20min,

then washed twice in 2ml PBSF. The cell pellet was mixed

gently with 20ml APO2.7 staining-solution and 80ml FCS.

After 15min incubation at room temperature in the dark,

cells were washed and finally mixed with 250–750ml PBSF

and stored on ice until measured with a Coulter EPICS-XL

flow cytometer (Beckman Coulter Corporation, Germany).

Bivariate plots of forward (FS) and sideward scatter (SS), SS

and Apo2.7-phycoerythrin (logarithmic) signal distribution of

cells were recorded to gate and calculate the apoptotic cell

fraction.

2.6. Micronucleus assay

Micronuclei induction was determined by flow cytometry

according to Nüsse et al. [16]. TK6 cells were seeded in arsenic

or cadmium (0.1–10mM) containingmedium and immediately

gamma-irradiated (1 or 3Gy). For each experiment cell cul-

tures without chemical supplement or with arsenite, arsenic

trioxide or cadmium sulphate with or without irradiation were

set up. After incubation of the cultures for 24 h about 106 expo-

nentially growing cells were centrifuged and resuspended with

50–100ml of the supernatant. The cell suspension was mixed

with 1ml of solution I containing 584mg/l sodium chloride

[7647-14-5], 1 g/l sodium citrate [68-04-2], 10mg/l RNAse A

from bovine pancreas (Merck, Germany), 0.3ml/l Nonidet P-

40 (Merck, Germany) and 10mg/ml propidium iodide ([25535-

16-4], Sigma–Aldrich, Germany). After incubation for 1 h at

room temperature in the dark 1ml of solution II (15 g/l citric

acid ([77-92-9], Merck, Germany), 0.25M sucrose ([57-50-

1], Alpha-Aersar, Germany)) containing 10mg/ml propidium

iodide was added and the suspension analysed with the flow

cytometer. The analysis protocol determined the micronuclei

due to size of stained DNA-containing particles.

2.7. Comet assay (single cell gel electrophoresis)

The procedure of Singh et al. [17] with minor modifications

[18], was applied. Special microscopic slides (ESW-370; Erie

Scientific, Portsmouth, NH) were pre-coated with 200ml of

0.1% low-melting agarose [9012-36-6] (Sigma–Aldrich, Ger-

many). About 10ml of approximately 30 000 cells in serum-

free RPMI-medium were mixed with 100ml of 0.5% warm

agarose (Amresco, Solon OH, USA) at 50 ◦C and then trans-

ferred immediately onto a pre-warmed pre-coated slide. A

cover slip was placed over the agarose prior to chilling the

slide for 5min at 0 ◦C on a cooling plate. The microscope

slides without cover slip were immersed in cold lysis buffer

I (2.5M NaCl, 100mM Na-EDTA [60-00-4], pH 10, 10mM

Tris–HCl [1185-53-1], pH 10, and 1% SLS [151-21-3], 1%

Triton X-100 [9002-93-1]) over night, followed by the sec-

ond lysis in buffer II (2.5M NaCl, 100mM Na-EDTA pH

10, 10mM Tris–HCl, pH 10) for 1 h, at 37 ◦C. About 20min

unwinding was performed in the electrophoresis chamber

(Amersham Pharmacia HE100 Supersub) in electrophoresis

buffer (300mM NaOH [1310-73-2], 2% DMSO [67-68-5],

and 10mM Na-EDTA; pH> 13). Temperature during elec-

trophoresis (0.4V/cm; 300mA; 60min) was kept constant at

20 ◦C. After electrophoresis, the DNA was precipitated and

fixed by incubation in 1% ammonium acetate [631-61-8] in

ethanol [64-17-5] for 30min at room temperature. After dehy-

dration in 100% ethanol overnight, the slides were rehydrated

with 70% ethanol for 5min, air-dried and stored at room

temperature. For staining, each slide was treated with 50ml

prestain-solution (5% DMSO, 5% sucrose, 10mM NaH2PO4
[7558-80-7]) and then with 50ml staining-solution contain-

ing 1ml YOYO (Molecular Probes, Eugene OR, USA) in 1ml

H2O, 5%DMSO, 20%Vectashield anti-fading (Vector Labora-

tories, Burlingame, USA). If not further indicated all reagents

usedwere fromMerck, Germany. After incubation at 4 ◦C for 2

days, the slideswere evaluated under a Fluovert FUmicroscope

(Leica, Germany) with a 40-fold magnification. Fluorescence

images were acquired with a Sofcam Sensor Camera (itm) and

60 comets per slide were evaluated with VISCOM software

(Impuls GmbH, Germany).

DNA protein cross-links were determined according to

Merk and Speit [19]. After lysis, slides were washed three

times in TE-buffer (100mM Tris, 5mM EDTA, pH 10),

then covered with 100ml proteinase K-solution (1mg/ml TE,

Sigma–Aldrich, Germany) and a cover slip, before incubation

for 2 h at 37 ◦C. Control slides were incubated with 100ml TE-

buffer. After removing the cover slip, slides were processed as

described above.

For DNA repair studies cells were incubated for time inter-

vals of 30–90min at 37 ◦C directly after treatment.

Statistical evaluation of the comet data (percent DNA in

tail of 60 cells per slide, two parallel slides of three indepen-

dent experiments) was performed with STATISTICA software
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(StatSoft GmbH, Europe). Since DNA damage data (%DNA in

tail) are not normally distributed, data were tested for statistical

significance by U-test analysis.

3. Results

3.1. Cytotoxicity and intracellular concentrations

of arsenic and cadmium

Toxicity of the compounds sodium arsenite, arsenic

trioxide and cadmium sulphate in TK6 cells was exam-

ined to determine the highest non-toxic concentration

on the induction of apoptosis, micronuclei and DNA

damage. Cell viability was tested after 24 h with concen-

trations between 0.1 and 1000mM (10−7 and 10−3M)

of arsenic or cadmium in cell culture medium (Fig. 1).

Fig. 1. Cytotoxicity of sodium arsenite (A), sodium trioxide (B) and

cadmium sulphate (C). Viability determined by trypan blue exclusion

assay after 24 h.

LD50 was determined between 3 and 4mM for all com-

pounds. For further experiments the concentration range

between 0 and 10mM (0–10−5M) was chosen.

Intracellular concentration of the test compounds

sodium arsenite and cadmium sulphate was determined

by ICP emission spectroscopy in samples of 3× 106

cells after 22 h. In medium containing 0.1mM arsen-

ite the intracellular arsenic concentration in TK6 cells

was increased to 849 ng/l (3.3 nmol/106 cells) com-

pared to 105 ng/l in control cells incubated in medium

not supplemented with arsenic or cadmium; in medium

containing 1mM arsenite the intracellular concentra-

tion was 7875 ng/l (34.3 nmol/106 cells). Intracellular

cadmium concentration was 34.5mg/l (15.9 nmol/106

cells) in 0.3mMcadmium containing medium, 48.5mg/l

(22.2 nmol/106 cells) in 3mM cadmium containing

medium compared to 11mg/l in control cells grown in

medium not supplemented with cadmium.

3.2. Apoptosis

After irradiation and incubation for 24 h TK6 cells

showed, in the dose range of 0–8Gy, a linear dose effect

relationship for apoptosis (Fig. 2). The apoptotic level of

16.6± 3.8% after 4Gy irradiation found here is in good

agreement with the apoptotic level in TK6 cells based

Fig. 2. The mean percentage induction of apoptosis after gamma-

irradiation. Data points and their associated standard error of the

mean are illustrated and the broken line represents the weighted

least squares best fit: mean apoptosis (%) = (3.65± 0.32)× dose

(Gy) + (3.62± 0.27), given here with standard errors for the fit param-

eters. If the linear representation is replaced by a second degree poly-

nomial fit in dose, the parameter multiplying the quadratic term in dose

is insignificantly small (0.01± 0.17).
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Fig. 3. Induction of apoptotic cells determined 24 h after combined treatment with the APO2.7 assay. Each data point (bars and diamonds) represents

the mean of at least three independent experiments, error bars indicate the standard deviation, *significant deviation (p< 0.05, T-test) from control

(0mM± irradiation).

on sub-G1 DNA content after 4Gy gamma-irradiation

[20].

Induction of apoptosis by arsenic or cadmium alone

was comparatively low but dose-dependent (Fig. 3). A

10mM concentration of arsenic or cadmium induced a

very high percentage of dead cells (60–80%, data not

shown). However, at this concentration it was not possi-

ble to differentiate between apoptotic and necrotic cell

populations due to toxicity.

Arsenite alone, at concentrations of 1mM or higher

(not shown), caused a significant apoptotic effect in

TK6 cells (Fig. 3). In combination with radiation, no

significant additive effect was observed. Arsenic triox-

ide produced a similar small increase in apoptosis as

arsenite, but interestingly, in combination with irradia-

tion, the concentration of 1mM arsenic trioxide resulted

in an elevated level of apoptotic cells that was higher

than the sum of the radiation effect and arsenic effect

alone. The relative increase was 40% at 1Gy compared

to the radiation effect alone, but raised further to 90%

and 130% at 2 and 4Gy, respectively. Similar to arsen-

ite, the effect of cadmium on apoptosis induction was

only small. Also in combination with irradiation no sig-

nificant additive effect was observed. In combination

with 2 and 4Gy cadmium even reduced the number

of apoptotic cells (Fig. 3). This effect might be due to

increasing toxicity of the combination or an inhibition of

proliferation.

3.3. Micronuclei

After treatment with arsenic or cadmium and/or

gamma-radiation TK6 cells were measured by flow

cytometry for micronuclei induction. Micronucleation

due to radiation was measured up to 8Gy with a dose-

dependent maximal amount of about 40% micronu-

clei compared to non-irradiated cells (Fig. 4). The best

weighted least squares fit to the data in Fig. 4 is linear

and the fit function is quoted in the caption of Fig. 4.

The addition of a quadratic term to the weighted least

squares fit does not lead to a significant improvement

in the goodness of fit. On the other hand an unweighted

least squares linear quadratic fit (also quoted in the cap-

tion of Fig. 4) to the data does follow the trends in the

data at 6 and 8Gy very well. In the unweighted case a

linear quadratic fit has a lower χ
2-value than a linear

fit. Therefore the question becomes one of whether the

unanimous nature of the data up to 4Gy (which indicate

a linear dose–response) is more important than the rather

inexact trends in the data at 6 and 8Gy (which indicate a

linear quadratic dose–response) which might reflect the

toxicity of the irradiation doses.
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Fig. 4. The mean percentage of micronuclei induction after

gamma-irradiation alone. Data points and their associated stan-

dard errors of the mean are illustrated and the broken line

represents the weighted least squares best fit: mean micronu-

clei induction (%) = (2.50± 0.21)× dose (Gy) + (3.94± 0.35), with

standard errors for the fit parameters. If the linear representa-

tion is replaced by a second degree polynomial fit in dose, the

parameter multiplying the quadratic term in dose is insignificantly

small (0.06± 0.14). The best UNWEIGHTED fit (not plotted) is:

(4.54± 1.21) + (0.92± 0.74)× dose + (0.47± 0.09)× dose squared.

Sodium arsenite and arsenic trioxide had no signif-

icant effect on micronuclei induction in the non-toxic

dose range from 0.1 to 1mM (Fig. 5), while the toxic

concentration of 10mM arsenic caused a five- to eight-

fold induction inmicronuclei formation.However, at this

high concentration it was difficult to distinguish between

the micronuclei and necrotic cell fragments due to toxi-

city. A significant additive effect with non-toxic arsenite

concentration (1mM) could only be observed in com-

bination with 3Gy irradiation. This effect seemed to be

even more than additive with arsenic trioxide. However,

at 10mM, the two arsenic compounds showed differ-

ent reactions: whereas the micronucleation after arsen-

ite treatment was further strongly increased, the effect

with arsenic trioxide showed no further increase of the

micronuclei level.

Similar to the arsenic compounds cadmium displayed

a slight dose-dependent increase in micronuclei induc-

tion from 0.6% to 4.1% by 0.1–10mM cadmium sul-

phate, respectively (Fig. 5). Interestingly, the combina-

tion of 1mM cadmium and 1Gy gamma-dose showed a

more than additive increase of 80% in micronucleation

(Fig. 5). This effect was less pronounced at 3Gy. The

combined treatment with 10mM cadmium and radiation

doses of 1 or 3Gy resulted in a decrease in micronucle-

ation.

Fig. 5. Induction of micronuclei after combined treatment of different concentrations of arsenite, arsenic trioxide and cadmium sulphate with

gamma-radiation doses 0, 1, and 3Gy. Each data point (bar and diamond) represents the mean of at least three independent experiments, error bars

indicate the standard deviation; *significant deviation (p< 0.05, T-test) from control (0mM± irradiation).
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Fig. 6. Distribution and median of % DNA in tail measured with the comet assay shown as box plots. Each box contains data of three independent

experiments, *statistically significant (p< 0.005 in U-test) from control (0mM± irradiation). (A) Effect of sodium arsenite on DNA damage with

and without 1Gy irradiation after 22 h preincubation of TK6 cells in arsenite containing medium. (B) Distribution and median of DNA damage with

and without proteinase K treatment. TK6 cells set in arsenite medium were irradiated immediately without preincubation. The combined exposure

to arsenite and 2Gy resulted in a significant decrease in DNA damage (left), no statistically significant difference between control cells (0mM) and

cells with and without arsenite after proteinase K treatment (right). (C) Effect of arsenic trioxide on DNA damage after 22 h preincubation of TK6

cells in arsenic trioxide containing medium and 2Gy irradiation.
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Fig. 7. Distribution and median of % DNA in tail after treatment of the cells with cadmium sulphate shown as box plots. Cells were irradiated with

2Gy after 22 h incubation in medium with different cadmium concentrations. No statistically significant DNA damage by cadmium treatment or

combined treatment with gamma-radiation compared to control (0mM, 0Gy± irradiation).

3.4. Comet assay

The induction of DNA strand breaks by arsenic and

cadmium alone or in combination with gamma-rays was

investigated with the comet assay. After preincubation

with arsenite for 22 h,DNAdamagewas not significantly

affected with increasing arsenite concentrations. How-

ever, the combination of 1Gy gamma-dose and 1mM

arsenite decreased DNA damage significantly in com-

parison to radiation alone (Fig. 6A). Similar results were

obtained in combinationwith a 2Gy dose. No significant

effects on DNA repair were detectable in the presence

of arsenite with and without gamma-irradiation after 30,

60 and 90min repair times (data not shown).

To find out if the decrease of DNA damage was due

to DNA protein cross-links, the cells were treated with

proteinase K during the comet preparation. After elim-

inating DNA bound proteins no significant difference

was seen between arsenite treated cells and untreated

control cells regarding the median of damaged cells

(Fig. 6B). Even 30min incubation of the cells in serum-

free medium supplemented with 10mM arsenite signif-

icantly reduced the “apparent” DNA damage in combi-

nation with radiation probably due to a rapid arsenite

uptake [21] in the cell. This result clearly shows that

the decrease of DNA damage in the presence of arsen-

ite is mostly due to DNA protein cross-links caused by

arsenite preventing the damaged DNA to move during

electrophoresis.

Arsenic trioxide was less effective in DNA cross-

linking than arsenite. Significantly reduced DNA dam-

age was only detectable at a concentration of 10mM

arsenic trioxide in combinationwith a 2Gygamma-dose,

demonstrated in Fig. 6C. No detectable effect on DNA

repair was found.

Cadmiumshowedno significant effects onDNAdam-

age (Fig. 7) or DNA repair (data not shown) with or

without radiation doses of 1 or 2Gy.

4. Discussion

To date, there are only a few investigations on the

combined effects of gamma-radiation and metal com-

pounds and the results are not conclusive. The combined

treatment of cadmium and gamma-radiation resulted in

an increase of primary DNA damage due to inhibition of

DNA repair and generation of reactive oxygen species

[22]. Combined treatment of arsenite and gamma irra-

diation lead to an increase in chromosomal damage in

lymphocytes [23], to inhibition of mitotic recombina-

tion in the Drosophila wing spot test [24], and DNA

double strand repair in CHO cells [25]. Combined expo-

sure of mouse embryos to gamma-radiation and arsenite

corresponded to the effects obtained by the addition

of the single effects [26]. Similar to TK6 cells, mouse

embryos showed no effect at 0.1mM arsenite on mor-

phological development, proliferation and micronucleus

formation. On the proteome level, combined treatment
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Table 1

Summary of results

Endpoint Compound Single effect Combined effect

Apoptosis Arsenite Very low apoptosis induction No clear additive effect

Arsenic trioxide Very low apoptosis induction More than additive effect

Cadmium sulphate Very low apoptosis induction Reduction of apoptosis at

concentration > 1mM and doses > 1Gy

Micronuclei Arsenite No significant effects in the non-toxic

concentration range 0.1–1mM

Significant additive effect only with 1mM

and 3Gy

Arsenic trioxide Very low increase of micronuclei with

concentration, no significant effects in the

non-toxic concentration range 0.1–1mM

Significant more than additive effect only

with 1mM and 3Gy, 10mM less effective

than arsenite

Cadmium sulphate Very low increase of micronuclei with

concentration, significant effects in the

non-toxic concentration range > 0.1mM

Significant more than additive effect with

1mM, reduced effect with 10mM

DNA damage Arsenite No significant effects Significant reduction of DNA strand

breaks at 1mM

Arsenic trioxide No significant effects Significant reduction of DNA strand

breaks at 10mM

Cadmium sulphate No significant effects No additive effects

DNA repair Arsenite No inhibition No inhibition

Arsenic trioxide No inhibition No inhibition

Cadmium sulphate No inhibition No inhibition

of TK6 cells with gamma-radiation and arsenite showed

significant effects on the abundance of proteins such

as glutathione transferase omega, proteasome and ser-

ine/threonine phosphatase PP1-A [27].

The investigations presented here (summarised in

Table 1) show that, at non-toxic, close to naturally occur-

ing concentrations, the environmental pollutants arsenic

and cadmium alone did not significantly induce DNA

damage, apoptosis and micronuclei. However, arsenic

trioxide, in combination with gamma-rays, showed a

synergistic enhancement of apoptosis induction. At high

radiation doses both arsenicals showed, at a 1mM con-

centration, a significant increase in micronuclei induc-

tion, arsenic trioxide exceeding the sum of expected

addition of the single effects, but being less effective

in inducing DPCs than arsenite. The data presented here

indicate that the two arsenic compounds may interact

through different pathways in the cell.

Arsenicals (arsenite and arsenic trioxide) themselves

at non-toxic concentrations have only a very small effect

on apoptosis induction in TK6 cells which is consis-

tent with low-level induction of apoptosis by arsenite in

HL-60 cells [28] and by arsenic trioxide in HL-60 cells

and breast tumour cell lines [29]. Gamma-irradiation

caused the expected rate in apoptosis induction [20] due

to induction of direct DNA damage and ROS induction

[30]. The combination of arsenic trioxide and gamma-

radiation induced a synergistic apoptotic effect consis-

tent with data from human HeLa cells [31] and is also

described for the combination with quinones [32]. ROS

has been implicated as playing a pivotal role in arsenic-

induced apoptosis [33–35] dependent on the cellular

oxidation/reduction state [34,36,37]. One explanation

for different action of arsenic compounds might be their

differential influence on gluthathione redox status and

antioxidative enzymes [38] that might interfere with

radiation effects. The analysis of the proteome of TK6

cells after treatment with arsenite and gamma-radiation

showed that the combined exposure had significant

antagonising effects on the abundance of proteins such

as glutathione-S-transferase omega (hGSTO1-1), which

is identical with monomethylarsonic acid reductase, the

rate limiting enzyme in arsenic biotransformation [39],

proteasome and serine/threonine phosphatase PP1-A,

interfering with apoptotic or transformation pathways

[27]. At the same time, the induction of the ß4 precursor

of the proteasome seen after arsenite or gamma-radiation

alone was inhibited. An important role of the protea-

some is to degrade oxidised proteins especially under

conditions of oxidative stress. If arsenite is able to inter-

fere with proteasome activity induced by irradiation, the

cells may escape the apoptotic pathway. Other proteins

affected were serine/threonine phosphatase hPP-1A and

enzymes of the mitochondria, which also interfere with

apoptosis. The effect on these enzymes might be differ-

ent by arsenic trioxide.

Our results show that cadmium itself caused only a

low apoptosis induction in TK6 cells in contrast to a
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human T cell line [40]. Apoptosis induction by cad-

mium seems to depend strongly on the cell type used

[41]. The tendency of decreased apoptosis after higher

doses of gamma-radiation in the presence of non-toxic

cadmium concentrations is in agreement with results of

the combination with cadmium and other DNA dam-

aging agents such as chromium [42], gamma-radiation,

methylmethane sulphonate and H2O2 [43] or by induc-

ingmechanisms against oxidative damage [44]. Suppres-

sion of apoptosis induced by other noxes may be an

important non-genotoxic mechanism of cadmium car-

cinogenesis and explanation for co-carcinogenic effects.

The in vivo induction of micronuclei in human indi-

viduals by occupational or environmental arsenic expo-

sure is well documented [4], whereas cytogenetic effects

due to cadmium exposure are not yet fully elucidated

[45]. In general, it was found here that the formation of

micronuclei by non-toxic concentrations of arsenic com-

pounds and cadmium sulphate was very low. Arsenicals

at non-toxic 1mM concentration showed a significant

increase in combination with 3Gy gamma-radiation.

The effect of arsenic trioxide seemed to be more than

additive with an increase of approximately 60%. How-

ever, this synergistic effect was less pronounced after

treatment with 10mM arsenic trioxide than with arsen-

ite probably due to a high apoptotic rate or toxicity at

this concentration. Cadmium sulphate itself induced a

very low frequency of micronuclei in a concentration-

dependent manner, confirming data of other human cell

lines [46,47]. In contrast to the effect of arsenicals, 1mM

cadmium in combination with a dose of 1Gy increased

micronucleation significantly, but was less effective at

higher concentrations and higher radiation doses. This

effect might indicate that cadmium interferes with cell

cycle components in presence of radiation-inducedDNA

damage [43] and is consistent with the data presented

here on apoptosis induction.

The data on apoptosis and micronuclei induction are

consistent with the comet assay data. Arsenic and cad-

mium showed no significant genotoxic effects by the

compounds themselves. In contrast, it could be clearly

demonstrated, in experiments with combined exposure

of arsenicals and gamma-radiation, that arsenic induced

DNA-protein cross-links, the covalent binding of DNA

to proteins. The cross-linking effect was less significant

with arsenic trioxide. The data found with arsenite are

consistent with effects reported by other authors. A dose

related induction of DNA–protein cross-links (DPC) in

a similar dose range used here was observed in a human

hepatic cell line [48]. DPCs were also detected with the

comet assay in vivo in several organs of mice fed with

an arsenic-containing diet [49] and in lymphocytes of

mice treated with arsenic [50]. The results of arsenite

effects on DNA are not always consistent and seem to

be concentration-dependent. Whereas very low arsenic

concentrations (below 0.01mM) showed an increase in

DNA damage [51,52] and might be due to DNA repair

processes to remove oxidative DNA adducts and DPCs

[53], concentrations up to 5mM caused a decrease due

to DPCs [54], inducing an increase in micronucleation

at the same time [51,52]. This increase in micronuclei

is comparable to the micronuclei data presented here.

Higher arsenic concentrations again caused an increase

in DNA damage due to cytotoxicity [55,56]. However,

especially effects of arsenic seem to depend on the con-

centration used whether DNA strand breaks or DPCs are

formed.

Although no significant effects of cadmium on DNA

damage were found here, DNA strand breaks and DPCs

were detected in murine und human cells [56–58],

mainly at high cadmium concentrations. Fatur et al. [46]

found that the effect of cadmium at low concentrations

might be dependent on the preincubation time of the

cells and might be due to protective mechanisms of the

cell such as the induction of metallothionine [59]. These

results indicate that incubation time of the cells might be

important for the outcome of the experiments and might

explain inconsistent results.

Since the direct genotoxic effects of cadmium and

arsenic are rather weak and/or restricted to comparably

high concentrations, indirect genotoxic effects enhanc-

ing mutagenicity in combination with other DNA dam-

aging agents like UV, alkylating agents BP and to dis-

turbing DNA repair processes might be more relevant

at low, non-toxic concentrations and may well explain

comutagenic effects [60]. Thus, arsenic might enhance

mutagenicity of other compounds not only by inhibition

of DNA repair enzymes [61] but also by inducing DPCs

[19,62], whereas cadmium might disturb DNA–protein

interactions essential for the initiation of nucleotide exci-

sion repair most likely by the displacement of essential

metal ions like zinc [63]. Consistent with these results,

no significant effects on DNA repair in TK6 cells were

found here with the comet assay. However, one reason

may be that in the comet assay the total DNA repair is

measured by the time dependent decrease of DNA strand

breaks (predominantly single strand breaks). Effects on

one repair system or specific enzymes are not detectable

and fidelity of DNA repair cannot be controlled.

5. Conclusion

In summary the most pertinent findings were: (i)

the synergistic enhancement of apoptosis by interaction
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between arsenic trioxide and gamma-radiation, (ii) the

ability of the two different arsenic compounds to induce

DPCs despite of their low concentration and (iii) the

different action mechanisms for arsenite and arsenic tri-

oxide. Cadmium enhanced significantly the induction of

micronuclei. These findings support the co-carcinogenic

mechanisms of the compounds. In addition the interac-

tion of arsenic compounds with radiation-induced apop-

tosis could have a clinical applicability via a combination

therapy of cancer cells.
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Abstract

Since 1950 about 87 000 A-bomb survivors from Hiroshima and Nagasaki 

have been monitored within the framework of the Life Span Study, to 

quantify radiation-induced late effects. In terms of incidence and mortality, a 

statistically significant excess was found for leukemia and solid tumors. In 

another major international effort, neutron and gamma radiation doses were 

estimated, for those survivors (Dosimetry System DS02). Both studies 

combined allow the deduction of risk coefficients that serve as a basis for 

international safety regulations. As an example, current results on all solid 

tumors combined suggest an excess relative risk of 0.47 per Sievert for an 

attained age of 70 years, for those who were exposed at an age of 30 years. 

After exposure to an effective dose of one Sievert the solid tumor mortality 

would thus be about 50% larger than that expected for a similar cohort not 

exposed to any ionizing radiation from the bombs. 

1 Introduction 

After the atomic bomb explosions over Hiroshima and Nagasaki on August 6th and 9th 1945, both 

cities were almost completely destroyed. Those who were hit close to the hypocentres (the hypocentre 

is the vertical projection of the point of explosion (epicentre) to the ground) had almost no chance of 

survival. By end of 1945, about 200 000 inhabitants had died due to the detrimental health effects 

caused by the high doses of ionizing radiation, the blast wave and the heat.  

Acute effects such as epilation, diarrhoea, central nervous system syndrome, etc., however, were 

not the only consequences of the exposure to ionizing radiation: A few years after the explosions, the 

first studies indicated an increase of cataracts and leukemia among the A-bomb survivors [1,2]. In the 

early 1950s a census was initiated by the joint US-Japanese Atomic Bomb Casualty Commission 

which was later replaced by the Radiation Effects Research Foundation (RERF), and about 120 000 

survivors were identified. Based on these individuals, various studies have been made since 1950 to 

investigate any radiation-induced late effects on the health of these survivors. 

There are other cohorts that provide important information on radiation-induced late effects 

such as, for example, (1) the dial painters in the US who incorporated 226,228Rn and showed an excess 

in bone sarcomas [3], (2) the children in Russia, Belarus and the Ukraine who were exposed to 131I and 

showed and excess in thyroid cancer after the Chernobyl accident [4], (3) the uranium miners who 

were exposed to 222Rn and radon progenies and showed an excess in lung cancer mortality [5], (4) 

members of the tuberculosis Massachusetts cohort who were medically exposed to X-ray 

fluoroscopies and showed an excess in breast cancer [6], (5) the Mayak workers in Russia who 

incorporated 239,240Pu and showed an excess of lung cancer [7], (6) the patients who where treated with 
224Ra against tuberculosis and ankylosing spondylitis and who showed an excess in bone sarcomas [8], 

or (7) those who were medically exposed in utero to X-rays in the UK and showed and excess in 

leukemia and solid tumors [9]. However, the cohort of the A-bomb survivors from Hiroshima and 
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Nagasaki is unique for various reasons. Those reasons include, for example, (1) the large number of 

cohort members investigated, (2) the long follow-up period of about 50 years, (3) a composition 

including males and females, children and adults, (4) a whole-body exposure which is more typical for 

radiation protection situations than partial-body exposures typical for many medically exposed 

cohorts, (5) a large dose range from natural to lethal levels, and (6) the fact that the cohort includes an 

internal control group with negligible doses, i.e. those who survived at large distances to the 

hypocentres. In spite of these advantages it is noted, however, that some issues must be kept in mind 

before the results obtained from the A-bomb survivors can be used for general radiation protection: (1) 

The A-bomb survivors were exposed to a high dose rate which is contrary to the situation involving 

low dose rates that are typical for many occupational exposures; (2) The consequences of internal 

exposures cannot be investigated since the survivors were predominantly exposed externally; (3) The 

results obtained on the Japanese cohort can not necessarily be transferred to western-type populations; 

(4) Risk estimates for gamma radiation depend somewhat on the biological effectiveness assumed for 

the neutrons because the survivors were exposed to a mixed neutron and gamma radiation field. 

In general, any study on radiation-induced late-effects requires both, information on disease 

incidence and mortality in the investigated cohort, and information on the doses received by the 

affected individuals during the exposure to radiation. For the A-bomb survivors both are available – 

information on disease incidence and mortality is obtained within the framework of the Life Span 

Study (LSS) project [10-14], while individual doses are given in the dosimetry systems such as DS86 

[15] and, more recently, DS02 [16]. If the observed health data such as the number of deaths due to 

solid cancer are plotted on the y-axis versus dose on the x-axis, any radiation-induced effect would 

appear as a positive correlation (Fig. 1). The slope of a linear correlation can be interpreted as a risk 

coefficient, i.e. as radiation-induced effect per dose of ionizing radiation.

Below, the LSS and the dosimetry of the A-bomb survivors are described in some detail, 

resulting risk estimates are briefly discussed, and some of the ongoing scientific discussions are 

sketched. Other studies conducted by RERF such as the Adult Health Study (biennial medical 

examinations of about 24 000 A-bomb survivors), the In-utero Study (investigations on about 3300 

individuals who had been exposed in-utero), and the F1-Study (investigations on about 77 000 non-

exposed children of A-bomb survivors) also provide valuable information, but are not further 

discussed here. 

Fig. 1: Principle of a dose response relationship. The slope of a linear fit through the data 

represents a measure for the effect per dose. 

E
ff
e

c
t 

Dose 
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2 Y-axis: the data from the life span study 

In a continuous series of reports, RERF has published its findings on the incidence and mortality due 

to leukemia, solid cancer and other diseases, among the members of the LSS cohort. Report 12, for 

example, was based on the follow-up of 86 572 survivors from 1950-1990 [11]. During this period of 

time, 37 670 individuals died due to various reasons including 7578 individuals who died from solid 

cancer, and 249 who died from leukemia. While the number of radiation-induced excess cases was 

quite small compared to the spontaneous cases for solid cancer – in fact, about 334 of the total 7578 

cases corresponding to 4.4% (8.2% among those with a nonzero dose) were attributed to the ionizing 

radiation – it was considerably larger for leukemia (about 87 of the total 249 cases corresponding to 

35% [44% among those with a nonzero dose] were attributed to the radiation). Data given in the most 

recent RERF publication that is based on the follow-up 1950-2000 confirm this trend [14]: about 477 

of the total 10,085 deaths due to solid cancer, and about 93 of the total 296 deaths due to leukemia 

were attributed to the radiation. 

It is interesting to note that for leukemia, most of the radiation-induced excess cases occurred 

during the early phase of the follow-up in the 1950s and 1960s, due to the short latency period of this 

disease (Fig. 2). As mentioned above, extending the follow-up from 1990 to 2000 increased the 

number of observed leukemia cases from 87 to 93, i.e. by about 7%. Any new leukemia case observed 

in the LSS cohort today is thus rather spontaneous than due to the radiation. For solid tumors, however, 

the situation appears to be different: during the early phase of the follow-up the radiation-induced 

fraction of solid tumors was considerably smaller than that for leukemia, but did not decrease 

significantly in the following decades (Fig. 3). Extending the follow-up from 1990 to 2000 increased 

the number of excess solid tumor cases from 334 to 477, i.e. by about 43%. This may highlight why it 

is important to continue this study although more than half a century has already passed since its 

beginning: for solid tumors, a considerable number of radiation-induced cases is still to come. Those 

of the LSS cohort still alive (in fact, about 48% of the survivors were still alive in 1998 [13]) were 

exposed at very young ages. Thus, in the future the study is expected to provide new information on 

the late effects induced by ionizing radiation in children and adolescents. 

Fig. 2: Leukemia incidence in Hiroshima and Nagasaki, based on a follow-up 1950–1987 
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Fig. 3: Solid cancer mortality in Hiroshima and Nagasaki, based on a follow-up 1950–1990 

3 X-axis: the dosimetry of the A-bomb survivors 

While early dose estimates for the gamma and neutron radiation doses in Hiroshima and Nagasaki had 

been performed already in the 1950s and 1960s [17,18], it was in the early 1980s that extensive 

modelling allowed the estimation of organ doses to the survivors on an individual scale. The so-called 

DS86 model included, for example, calculation of the neutron and gamma radiation emitted by the 

exploding bombs (“source terms”), hydrodynamic simulation of the atmosphere disturbed by the 

explosions, coupled neutron and gamma ray transport calculations from the points of explosions 

(“epicentres”) to the ground, quantification of the shielding by Japanese houses and other structures, 

and calculation of the shielding by the human body itself [15]. Figure 4 shows, as an example, the 

location of about 58 000 survivors from Hiroshima at the time of bombing (atb). The color code 

represents DS86 colon doses for these survivors. Figure 4 demonstrates the wide dose range to which 

the LSS cohort was exposed: doses of a few mSv for those who were located beyond about 2500 m 

from the hypocenter on the one hand, and doses up to several Sv for those few who could survive at a 

distance of less than 1000 m from the hypocenter on the other. 

Results of various measurements that had been made in the 1950s and 1960s during test 

explosions on the Nevada Test Site proved the reliability of the DS86 methodology [15]. 

Measurements on environmental samples from Hiroshima containing quartz allowed the retrospective 

determination of the gamma radiation doses from the A-bomb by means of the thermoluminescence 

method. The results indicated somewhat lower experimental doses than calculated by DS86 close to 

the hypocenter, and slightly higher values at distances beyond 1000 m. For example, at a distance of 

about 1400 m from the hypocenter, the experimental data were about 20%-30% higher than those 

calculated [15]. In order to reconstruct the fast neutrons from the Hiroshima A-bomb that were 

responsible for the neutron doses to the survivors, early efforts concentrated on the detection of 32P

(half-life: 14.2 days) that was produced by fast neutrons in samples that contained sulfur [19,20]. 

Results of these studies showed reasonable agreement with DS86 calculations close to the hypocentre, 

but did not allow firm conclusion to be drawn at distances larger than about 700 m. Since these data 

were the only data on fast neutrons available until recently, an experimental corroboration of the 

neutron doses to the members of the LSS cohort who survived beyond about 1000 m from the 
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hypocenter (see Fig. 4) did not exist. From the 1960s until the mid 1990s, work on neutron fluence 

reconstruction concentrated on those radioisotopes that had been produced by thermal neutrons such 

as 60Co [21], 152Eu [22] and 36Cl [23-25], due to a lack of alternatives. See [26] for a more complete 

list of references. Similar to the results on gamma radiation, most of the experimental results on 

thermal neutrons were somewhat lower close to the hypocentre of Hiroshima, compared to DS86 

calculations. Contrary to the thermoluminescence data, however, the thermal activation measurements 

showed significantly higher results than DS86  approaching factors between 10 and 100 at distances 

beyond 1500 m. Interestingly, the few data available for Nagasaki appeared to support DS86 

calculations even at large distances. A detailed description of the situation as it appeared by 1998 is 

given in [26].   
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Fig. 4: Location of about 58 000 survivors in Hiroshima, at the time of bombing. The color code 

represents dose estimates for the colon obtained from the DS86 model (figure produced by M. 

Chomentowski, Radiobiological Institute, University of Munich, during a stay at RERF

Hiroshima). 

In the 1990s, the situation prompted major international efforts to improve the A-bomb 

dosimetry. Those efforts included novel approaches for measuring the radioisotope 63Ni produced by 

fast neutrons in copper samples from Hiroshima, additional measurements of radioisotopes produced 

by thermal neutrons, and a complete re-evaluation of all computational aspects of the DS86 dosimetry 

model.  

In a joint Japanese-US-German project, five copper samples could be identified in Hiroshima 

that had been exposed to fast neutrons from the A-bomb. The nickel in those samples was extracted by 

means of a specially developed chemical method [27], and the 63Ni measured at the Munich MLL 

Laboratory by means of accelerator mass spectrometry [28]. The results indicated, within their 

experimental uncertainties, good agreement for four samples that were located at distances beyond 

about 1000 m where people had survived (Fig. 5). Thus, a major discrepancy that had been reported in 

the literature for thermal neutrons was not confirmed for fast neutrons [29].  
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Fig. 5: Measured 63Ni nuclei per gram copper (symbols) compared to DS86 calculation (solid 

line), as a function of distance from the epicentre 

A joint Japanese-German collaboration was the first to show that new measurements of 36Cl

produced by thermal neutrons in Hiroshima were in agreement with DS86 calculations at distances 

beyond 1000 m from the hypocentre where previous measurements suggested a major discrepancy 

(Fig. 6) [30-33]. This finding was confirmed by other studies (for example, Ref. [16]). A detailed 

description of the work that was done to improve the dosimetry of the A-bomb survivors and that led 

to an updated Dosimetry System DS02 will soon be published [16]. 
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4 Dose-response relationships obtained from the LSS data 

4.1 Shape of the dose-response curve for solid cancer 

Recently, RERF published the results of a detailed follow-up of the LSS cohort, based on the period 

from 1950 to 1997 [13].  These results are summarized here in terms of the excess relative risk (ERR)

as a function of weighted colon dose. The ERR is defined as the difference between the number of 

observed solid cancer cases (O) in the cohort, and the number of solid cancer cases expected for the 

cohort (E) if no additional exposure due to A-bomb radiation was present, normalized to this number 

(see Eq. 1). The ERR is a function of dose, sex, age-at-exposure, and age-attained. All data given here 

were calculated for those aged 70 years who were 30 years old atb, and are gender-averaged.  

( )/ERR O E E= −   (1) 

where:

– Ο is the number of cases observed in the exposed cohort, 

– E is the number of cases expected in an identical (hypothetical) cohort not exposed to A-bomb 

radiation.

The weighted colon dose as used by RERF is the sum of the colon absorbed dose from the 

gamma radiation, and the ten fold colon absorbed dose from the neutrons (Eq. 2). The factor 10 

accounts for the increased relative biological effectiveness (RBE) of the densely-ionizing neutron 

radiation compared to that of the sparsely-ionizing gamma radiation.   

nDDD ⋅+= 10γ  (2) 

where:

– D is the weighted absorbed dose to the colon, 

– Dγ is the absorbed dose to the colon due to the gamma radiation, 

– Dn is the absorbed dose to the colon due to the neutrons radiation. 

It is important to note that with the chosen value of 10 for the neutron weighting factor, the 

contribution of the neutrons to the weighted colon dose is relatively small. Based on DS86 or DS02,

for example, the contribution of the neutrons is less than 10%, at a distance of 1000 m from the 

hypocenter in Hiroshima, and about 1% at a distance of 2000 m. In other words, the major fraction of 

the late effects observed in the LSS is attributed to the gamma radiation if a value of 10 for the neutron 

weighting factor is used. 

The dose-response relationship obtained by RERF for solid tumors is shown in Fig. 7. As a 

major finding is noted that for all solid cancer combined “There is little evidence against a simple 

linear dose response, with the only apparent curvature being a flattening for those with dose estimates 

above 2 Sv that is not statistically significant (p > 0.5)” [13]. Based on a linear dose-response curve, 

an ERR/Sv of 0.47 ± 0.06 is obtained for survivors who are 70 years old, and were exposed at an age 

of 30 years. Until recently, the linear dose-response curve was somewhat surprising since it was not 

observed for leukemia which showed a significant upward curvature [11]. Additionally, based on 

animal experiments, biological experiments and on theoretical considerations, a linear-quadratic rather 

than a pure linear dose-dependence was expected, for the sparsely-ionizing gamma radiation. 
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Fig. 7: Excess relative risk for all solid tumors combined versus weighted colon dose (Eq. 2). The 

linear fit through the data corresponds to a slope of (0.47±0.06)/Sv [13]. 

Preston and coworkers were able to find a statistically significant increase of the ERR with dose 

for those survivors whose doses were below 120 mSv. If the analysis was restricted to those whose 

doses were below 100 mSv, however, a statistically significant slope of the dose-response was not  

observed [13].  

About one year later, RERF published a further report that included an additional three years 

follow-up. While the motivation of this article was primarily to provide a first discussion of the new 

DS02 doses, it is also important for another reason: for the first time a significant upward curvature 

was found in the solid cancer mortality data [14]. This result was independently confirmed by Walsh 

and coworkers who used the earlier follow-up (1950-1997) for their analysis [34]   

4.2 The role of the neutrons 

As has been mentioned earlier, the chosen value of 10 for the RBE of the neutrons implies that most of 

the observed late effects are attributed to the gamma radiation. There are reasons to believe, however, 

that values greater than 10 provide a more realistic description of the biological effectiveness of the 

neutrons. In fact, animal experiments, chromosome aberrations measured in peripheral blood of about 

1800 A-bomb survivors, and recommendations published by the International Commission on 

Radiological Protection (ICRP) [35] would suggest higher values [36–38], as well as a detailed 

analysis of organ-specific risk estimates obtained for solid cancers [39].  

Qualitatively speaking, the use of higher RBE values for the neutrons implies that a larger 

fraction of the observed radiation-induced late effects (e.g. solid cancer or leukemia) is attributed to 

the neutrons. As a consequence, a smaller fraction is attributed to the gamma radiation and thus the 

risk estimates deduced from the LSS cohort for gamma radiation will also become smaller. This effect 

is demonstrated in Figs. 8 and 9. While Figure 8 shows the results of a conventional analysis of the 

solid cancer mortality data (1950-1990) with an assumed RBE value of 10 for the neutrons, Fig. 9 

shows the results based on RBE values of 20, 35, and 50.  
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Fig. 8: Excess relative risk for solid cancer mortality, versus weighted colon dose; a value of 10 is 

used for the neutron RBE [40]

Fig. 9: Excess relative risk for solid cancer mortality, versus weighted colon dose; values of 20, 

35, and 50 are used for the neutron RBE [40].
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5 Conclusion

Data obtained on the A-bomb survivors from Hiroshima and Nagasaki serve as a major basis for 

radiation protection regulations. For more than half a century, considerable efforts have been made to 

quantify the morbidity and mortality of initially about 100 000 individuals. Recently, a major 

international effort came to an end that included re-evaluation of all aspects of A-bomb dosimetry. It 

was concluded that – while previous measurements suggested a significant discrepancy between 

neutron activation measurements and calculations for thermal neutrons – results of more recent 

measurements turned out to be in agreement with these calculations. While current analyses attribute 

most of the observed radiation-induced effects such as leukemia and solid tumors to the gamma 

radiation, more recent analyses suggest the neutrons having contributed considerably to these effects. 

It is expected that a final decision on how to interpret the effect contribution of the neutrons will be 

made in the next couple of years. 
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THE SENSITIVITY OF THE ALKALINE COMET ASSAY
IN DETECTING DNA LESIONS INDUCED BY X RAYS,
GAMMA RAYS AND ALPHA PARTICLES
U. Rössler1, S. Hornhardt1, C. Seidl2, E. Müller-Laue1, L. Walsh3, W. Panzer3, E. Schmid4,
R. Senekowitsch-Schmidtke2 and M. Gomolka1,�
1Federal Office for Radiation Protection, Department Radiation Protection and Health,
Ingolstädter Landstrasse 1, 85764 Oberschleissheim, Germany
2Department of Nuclear Medicine, Technische Universität München, Ismaninger Strasse 22,
81675 Munich, Germany
3Institute of Radiation Protection, GSF-National Research Center for Environment and Health,
85764 Neuherberg, Germany
4Radiobiological Institute, University of Munich, 80336 Munich, Germany

Experiments were designed and performed in order to investigate whether or not the different cellular energy deposition
patterns of photon radiation with different energies (29 kV, 220 kV X rays; Co-60, Cs-137-g-rays) and alpha-radiation from
an Am-241 source differ in DNA damage induction capacity in human cells. For this purpose, the alkaline comet assay (single
cell gel electrophoresis) was applied to measure the amount of DNA damage in relation to the dose received. The comet assay
data for the parameters ‘% DNA in the tail’ and ‘tail moment’ for human peripheral lymphocytes did not indicate any
difference in the initial radiation damage produced by 29 kV X rays relative to the reference radiations, 220 kV X rays and
the gamma rays, whether for the total mean dose range of 0–3 Gy nor in the low-dose range. In contrast, when the ‘tail length’
data were analysed saturation of the fitted dose response curve appeared for X rays at about 1.5 Gy but was not apparent for
gamma rays up to 3 Gy. Preliminary data for alpha exposures of HSC45-M2 cells showed a significant increase in DNA
damage only at high doses (>2 Gy Am-241), but the damage at 2 Gy exceeded the damage induced at 2 Gy by Cs-137-g-rays
by a factor of 2.5. In contrast, other experiments involving different cell systems and DNA damage indicators such as
chromosomal aberrations have detected a significant increase in DNA damage at much lower doses, that is at 0.02 Gy for
Am-241 and depicte a higher biological effectiveness. These results indicate that differences in biological effects arise through
downstream processing of complex DNA damage.

INTRODUCTION

Several damage indicators such as cell death, neo-
plastic cell transformation, mutation induction and
chromosomal aberrations have shown that radia-
tions of low linear energy transfer (LET) (X rays
and gamma rays) differ in their biological effective-
ness(1–4). Alpha particles, which are considered as
high LET radiation show a high biological effective-
ness(5). Computational approaches for determining
the spectrum of DNA damage induced by ionizing
radiation have shown that the yield of strand breaks
per unit absorbed dose is nearly constant over a wide
range of LET(6). For induced DNA fragments, it
has been shown that DNA double-strand breaks
in photon-irradiated cells are randomly distributed,
whereas irradiation of intact K562 cells with high-
LET nitrogen ions produced an excess of non-
randomly distributed DNA fragments of 10 kbp–
1 Mbp in size(7). It has been postulated that this
non-random pattern of breaks results in a higher
complexity of induced breaks and finally leads to
misrepair which cause the cellular responses
mentioned above(8,9).

The comet assay provides an excellent method for
detecting direct DNA damage and its subsequent
repair at the single cell level(10). If alkaline conditions
are applied during electrophoresis, single strand
DNA breaks are detected regardless of whether
they result from DNA double strand lesions, abasic
sites, or original single strand breaks. In contrast, if
neutral conditions exist in the test system only DNA
double strand breaks and damage at doses >3 Gy
are detectable(11). To investigate a physiological
interesting dose range, the alkaline comet assay was
applied to see how different radiation qualities vary
in the initial radiation damage.

MATERIALS AND METHODS

Cell culture

Isolated human lymphocytes that had been stored
in liquid N2 were thawed quickly and incubated for
24 h at 37�C and 5% CO2 in RPMI (L-Glutamat)
and 10% FCS (1 million cells per ml medium). Cells
were washed in 0.9% NaCl twice and centrifuged
for 10 min at 300 g. Aliquots of 30,000–50,000 cells
in 10 ml of 0.9% NaCl were set on ice prior to
irradiation.�Corresponding author: mgomolka@bfs.de
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For alpha irradiation human gastric cancer cells
(HSC45-M2) or human lymphocytes were used.
About 2.0 million HSC45-M2 cells were grown in
special metallic ring devices with a bottom hostafan
foil of 2 mm thickness for two days in 3.5 ml of
DMEM medium with 10% FBS and 1% penicilin/
streptomycin at 37�C and 5% CO2 in an incubator.
In order to achieve a better attachment of the cells,
the foil was treated for 5 min with 3 ml of 0.8 mol
NaOH and subsequently rinsed with water before
sterilisation. Human lymphocytes were attached to
hostafan foil according to conditions described in
Schmid et al. (1996)(12). Lymphocytes were culti-
vated for 3 h on the same type of sterile ring devices
as used for HSC45-M2 cells but without alkaline
treatment of the foil at 37�C and 5% CO2 in an
incubator. Before irradiation, the medium was care-
fully drawn off and cells were washed twice with 1 ml
of PBS-solution.

Irradiation and dosimetry

Experiments involving the comparison of low LET
radiations, were performed with whole human
blood exposed either to X rays or to gamma rays.
The other experiments involving a comparison with
high LET alpha radiation were performed with
HSC45-M2 and isolated human lymphocytes
exposed to Am-241 alpha particles in a dose range
of 0.5–3.0 Gy. In parallel, HSC45-M2 cells were
irradiated with Cs-137-gamma rays applying the
same cell cultivation conditions as for alpha particle
irradiation. These experiments were only performed
once, but with triplet slides. Data from 10 indepen-
dent radiation experiments involving Cs-137-gamma
rays and frozen human lymphocytes from one donor
are shown as Cs-137-refer in Figure 3.

Low LET radiation

Whole blood was irradiated at room temperature
with low energy mammography X rays (29 kV),
220 kV X rays, 60Co gamma rays or 137Cs gamma
rays according to the conditions described in
Gomolka et al. (2005)(13). When 137Cs irradiation
was performed to compare the data with alpha irra-
diation, HSC45-M2 cells were grown on a hostafan
foil as described above, but before irradiation, the
medium was discarded, the cells were washed twice
with 1 ml PBS and scraped off the foil with 50 ml of
0.9% NaCl solution. The foil was washed again
with 50–100 ml of 0.9% NaCl-solution and cells
were diluted finally in a total volume of 100–150 ml
depending on cell density. Aliquots of 10 ml with
30,000–50,000 cells each were then irradiated on ice
in eppendorf cups in a closed HWM D2000 facility
(Wälischmiller 0.66 Gy per min) in a dose range of
0.5–3.0 Gy and subsequently subjected to the comet

assay. Aliquots of 30,000–50,000 cells in 10 ml of
0.9% NaCl of frozen lymphocytes were irradiated
on ice.

High LET radiation

HSC45-M2 cells were grown on hostafan foil as
described above. Before irradiation, the culture med-
ium was removed and the cells were washed twice
with 1 ml PBS to remove cells which had not
attached to the foil. Cells were irradiated with a
241Am source with a particle fluence of 5.2� 109

alpha-particle�minÿ1 mÿ2 which corresponds to
0.1025 Gy/min. The dosimetry and details of the
source are given elsewhere(14). Dosimetry is only
exact for cells <10 mm. In contrast to lymphocytes
HSC45-M2 cells vary in cell size from 10 to 15 mm.
At a distance of 15 mm the dose is only about 30%
of the defined surface dose. Therefore physical
dosimetry for this cell line is error prone. Experi-
ments were carried out with this cell line since exter-
nal alpha particle irradiation is compared with the
DNA damage induced by 213Bi labeled antibodies
against a cellular antigen of the HSC45-M2 cells in
future experiments. The cultivation ring was placed
with the foil directly on the irradiation window of
the source. Irradiation was performed on air, cells
were cooled with ice on top of the ring devices during
irradiation. After irradiation cells were scraped off
the foil with 50 ml of 0.9% NaCl-solution. After
washing the foil again with 50–100 ml of 0.9% NaCl-
solution, the washing suspensions were combined to
a final volume of 100–150 ml depending on cell den-
sity. Aliquots of 10 ml with 30,000–50,000 cells each
were used for the comet assay. For attached human
lymphocytes 241Am irradiation was performed in the
same way as described for HSC45-M2 cells.

Comet assay

The Comet Assay was performed as described in
Ref. (13). Aliquots of whole blood, frozen or on
freshly isolated lymphocytes and phythaemag-
glutinin (PHA) stimulated lymphocytes in case of
alpha irradiation were used. Peripheral blood was
taken with informed consent from healthy donors.
Results were compared only for those experiments
involving simultaneous irradiation, in order to
achieve similar blood quality and cell growth
conditions.

Hardware and software for image acquisition and
comet analysis

Data for low LET radiation (X rays; Cs-137 and
Co-60 gamma rays) were evaluated by a semiauto-
matic system as described in Ref. (13) using a special
software for evaluating comet images (VisCOMET,
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Impuls GmbH, Gilching, Germany). Fifty comets
were evaluated for each slide.
For high LET radiation and the corresponding

reference radiation Cs-137, data were evaluated by
a fully automatic system using the software of
Metafer-4 CometScan (Metasystems, Altlussheim,
Germany). With the automated system, between
100 and 200 cells per slide were analysed, depending
on the percentage of automatically detected false
positive cells, which were discarded after evaluation
of the comet image gallery. For a detailed descrip-
tion of the system see Ref. (15).

Statistical evaluation

Data were fitted and compared using a multiple
linear regression model. For detailed statistical
evaluation see Ref. (13).

RESULTS

Photon radiation

Comet assay experiments were performed with
whole blood exposed to X and gamma rays
(0.5 ÿ 3.0 Gy). Three DNA damage parameters
were evaluated for X (29 kV, 220 kV) and gamma
(137Cs, 60Co) irradiation: ‘% DNA in the tail’, ‘tail
moment (Olive)’ and the ‘tail length’. No difference
in the induced initial radiation damage was detected
for the parameters ‘% DNA in the tail’ and ‘tail
moment (Olive)’ (Figure 1). All radiation qualities
showed a linear dose-effect relationship with the
same slope when best-fit analyses were performed
with the data. However, differences were found if
the parameter ‘tail length’, in which the migration
of the fragments in the electric field is reflected, was
used. The X rays induced a significantly different

dose response than the gamma rays. At 1.0–1.5 Gy,
the X ray dose response showed saturation (Figure 2;
Table 1). The exponential term, which models the
bending over the dose response in the fit, was signifi-
cantly different from zero at the 90% level of confi-
dence for the X rays but not for the gamma rays.

Alpha particle irradiation

When irradiating confluently grown human gastric
cancer cells (HSC45-M2) on hostafan foil with an
Am-241 source, DNA damage is detectable at doses
�2 Gy (Figure 3). In contrast, DNA damage in atta-
ched lymphocytes can be visualised already at 1 Gy.
In lymphocytes irradiated with X and gamma rays in
suspension DNA damage is already visible at 0.5 Gy
(Figures 1 and 3). However, at 2 and 3 Gy the
damage induced by alpha particles is 2.6- and
2.5-fold higher, respectively, in comparison to
Cs-137 irradiation. Preliminary data following irra-
diation of attached lymphocytes with X and gamma
rays are in good agreement and show also a factor of
2- to 2.5 fold between alpha and gamma irradiation
experiments. Attached lymphocytes will be used for
future experiments, since the dosimetry here is very
precise. The cell sizes range from 4 to 7 mm(12).

DISCUSSION

This study has demonstrated that the amount of
DNA breaks detected with the Comet assay is simi-
lar among different photon radiations and different
by a factor of 2.0–2.6 between alpha particle and
gamma radiation. In contrast, other biological tests
for assessment of radiation damage such as cell
transformation or chromosomal aberrations indicate
a much higher biological effect of alpha rays

Figure 1. DNA damage induced by different low LET radiation is compared. Best fits from the multiple regression for
both the mean natural logarithm of tail moment and the mean percentage of DNA in tail as a function of the mean-blood
dose (Gy) from 5 independent experiments. The slopes are not significantly different for the four types of radiation. The
original data and a description of the multiple regression method and the corresponding fit parameters for the left-hand

diagram are given in Ref. (13).
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compared to photon radiation and of 29 kV X rays
compared to 60Co or 137Cs gamma rays(2–4,12). In
contrast to the Comet assay, where the initial DNA
damage is detected, the biological effects measured

in these test systems require DNA repair mechanism
and cell division. Thus the qualities of DNA repair
and further downstream processes have a major
impact on the biological effectiveness of the

Figure 2. Best fits for the DNA damage parameter ‘tail length’ are demonstrated from the same experiments as in
Figure 1. To correct for the experimental variance and to propagate errors systematically, the variance of the control
values was calculated. Then the mean of the four zero values was substracted from the dose response values and the errors
for each experiment were combined, to improve the signal to noise ratio of the five independent experiments. The four
curves show that the saturation effect at 1.5 Gy is significant for X rays (220 kV, 29 kV) on the 90% level of confidence but

not for gammas (Cs-137, Co-60). See Table 1.

Table 1. Results of the weighted least squares fits for the mean ‘tail length’ (Tl) dose response to the data shown in Figure 2.

Radiation type Linear dose response Exponentially modified linear dose response

Gradient
m (�SE)

Coefficient of
determination

a (�SE) b (�SE) Coefficient of
determination

29 Kv 31.0� 4.0 0.54 86.9� 25.4 0.47� 0.15 0.95
220 Kv 29.6� 3.6 0.43 85.9� 23.4 0.44� 0.13 0.98
Cobalt 25.6� 3.5 0.88 45.6� 17.0 0.22� 0.15 0.96
Caesium 22.0� 3.8 0.93 33.7� 16.8 0.18� 0.21 0.96

The fit functions were: Tl ¼ mx(not shown) and Tl ¼ ax.e(-bx) (shown in Figure 2) where x is the mean blood dose in Gy.
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radiation type. Another key result of the analysis is
that the complexity of the induced DNA breaks may
be indicated by investigation of the parameter ‘tail
length’ in the Comet assay and by a slightly different
repair kinetic of the biologically more effective 29 kV
X rays(13).
It was found that with the comet assay DNA

damage induced by different low and high LET
radiation types can be detected at the single cell
level. For photon radiation, it was demonstrated
by the parameters ‘% DNA in the tail’ and ‘tail
moment’ that the mere numbers of breaks do not
differ significantly among the various photon radia-
tion types used in this experiment. When the total
amount of breaks is measured by these parameters a
linear dose response curve can be fitted to the data.
For the parameter ‘% DNA in the tail’, the total
amount of damaged DNA is reflected by its intensity
compared to the total intensity of the comet. For
‘tail moment (Olive)’ migration distance of the DNA
fragments is included by the multiplication of the
intensity value with a migration distance value of
the fragments. In contrast to the ‘tail length’ parame-
ter, the total migration length of the DNA fragments
is not captured, since the measurement is performed
from the centre of gravity in the tail profile to the
centre of gravity in the head profile. Therefore
differences in DNA damage measured as ‘tail
moment (Olive)’ should only be visible if there is a

clear difference in the amount of induced DNA
breaks. This was not detected in the present study.
However, by considering ‘tail length’, DNA frag-
ments of both X rays showed an early saturation
effect in their dose effect relationship. These obser-
vations can be best explained if the fragments initi-
ated by X rays are different from the fragments
induced by gamma rays, either in length or in the
clustering of breaks close together, to change the
migration behaviour of the DNA. For the first time
it is demonstrated here, that ‘tail length’ indicates
that the quality of the breaks among photon radia-
tion with various LET may differ substantially. The
results from repair experiments are in good agree-
ment with these data(13) and show that 29 kV X rays
tend to slow down DNA repair more than the refer-
ence radiation types, indicating more complex
lesions induced by this radiation quality. However,
this effect was not statistically significant.
Alpha irradiation experiments showed a signifi-

cantly different dose response compared to gamma
rays, but the effectiveness to induce DNA damage is
lower than for chromosomal aberrations, where at
1 Gy the frequency of dicentric chromosomes was
0.277 compared to 137Cs where the frequency was
0.062(12). These results are consistent with data from
neutron energy-dependent initial DNA damage as
detected by the alkaline comet assay and chromoso-
mal aberrations(16). Chromosomal aberrations tend
to be 2–3 times more sensitive than the initial DNA
damage measured with the comet assay and they
were in good agreement with cell transformation
experiments. A striking difference between gamma
irradiation and alpha irradiation in terms of mean
‘tail moment’ was found in this investigation for
gastric cancer cells and for human lymphocytes
attached to an hostafan foil. Surprisingly, the detec-
tion limit of the Comet assay was much higher for
alpha irradiation than for gamma irradiation (2 Gy
vs 0.5 Gy, respectively). This may be due to errors in
dosimetry, because of the special growth conditions
of this gastric cancer cell line, which tend to form
cell foci, and the variation in cell size of the single
irradiated cells, since damage induced in attached
lymphocytes is already significant at 1 Gy. On the
other hand when compared to another type of alpha
particle irradiation, such as 213Bi bound to anti-
bodies against the cellular adhesion molecule
E-cadherin, DNA damage was also detected only at
high activity concentrations of 1.6 MBq 213Bi with
the comet assay (U. Rössler, Ch. Seidl and
M. Gomolka, unpublished data). But heavy chromo-
somal aberrations and reduced survival occurred
already at activities far below the detection limit of
the Comet assay by a factor of 10.
In summary, using the Comet assay initial

DNA damage can be detected for all investigated
radiation types. It shows essentially a linear dose

Figure 3. DNA damage of alpha particle irradiation
(Am-241) compared to Caesium-137 (Cs-137) in a parallel
experiment using human gastric cancer cells (HSC45-M2).
For each radiation source/dose triplet slides were prepared.
Median out of ‘tail moment’ of 100–200 cells was
calculated for each slide. Computed are mean and
standard deviation of the three measured median values.
For comparison, mean of the median of 10 different
radiation experiments with human frozen lymphocytes in
suspension after irradiation with Cs-137 (Cs-137 ref) are
given. Caesium irradiation experiments with HSC cells and
human lymphocytes result in similar DNA damage. At
doses >2 Gy damages induced by alpha particle
irradiation are significantly higher by a factor of 2.5 than

damages induced by caesium irradiation.
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effect relationship for the parameters ‘tail moment’
and ‘% DNA in the tail’. The results are in accor-
dance with other physical and biological investiga-
tions, indicating that the difference in the amount of
induced breaks by different LET radiations does not
explain the biological consequences as detected after
DNA repair and cell division. The parameters ‘tail
length’ and ‘DNA’ repair indicate for photon radia-
tion that the induced breaks differ by their quality.
For alpha particles, it was found that the quantity of
induced breaks is different when expressed in ‘tail
moment’ between alpha and gamma irradiation, but
the factor of 2.0–2.6 is lower than that found with
cell survival or chromosomal aberrations.
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Abstract The biophysical characteristics of heavy

ions make them a rational source of radiation for use in

radiotherapy of malignant tumours. Prior to radiother-

apy treatment, a therapeutic regimen must be precisely

deWned, and during this stage information on individ-

ual patient radiosensitivity would be of very great med-

ical value. There are various methods to predict

radiosensitivity, but some shortfalls are diYcult to

avoid. The present study investigated the induction of

chromatid breaks in Wve diVerent cell lines, including

one normal liver cell line (L02), exposed to carbon ions

accelerated by the heavy ion research facility in Lanz-

hou (HIRFL), using chemically induced premature

chromosome condensation (PCC). Previous studies

have reported the number of chromatid breaks to be

linearly related to the radiation dose, but the relation-

ship between cell survival and chromatid breaks is not

clear. The major result of the present study is that cel-

lular radiosensitivity, as measured by D0, is linearly

correlated with the frequency of chromatid breaks per

Gy in these Wve cell lines. We propose that PCC may

be applied to predict radiosensitivity of tumour cells

exposed to heavy ions.

Introduction

Radiotherapy is one of the most eVective methods for

the treatment of malignant tumours. GSI in Germany

and HIMAC in Japan have successfully treated hun-

dreds of patients with carcinomas by using accelerated

heavy ions [1]. Radiotherapy using heavy ions is

expected to bear some advantages as compared to

treatment involving X-rays and c-rays, due to biophysi-

cal characteristics of heavy ions, such as high linear

energy transfer (LET) at the Bragg peak region, low

side-scattering, etc. Before clinical treatment can

begin, the therapeutic regimen must be deWned and

during this stage information on individual patients’

radiosensitivity would be of great medical value.

In the present study, we Wrst evaluated the radiosen-

sitivity of tumour tissue cells, because diVerent cell

types have diVerent degrees of radiosensitivity depend-

ing on the source and type of radiation and associated

physical characteristics such as LET. The evaluation of

radiosensitivity in normal tissue cells is also important

with regard to predicting the possible side eVect of

radiotherapy. Such side eVects could limit the eVective

dose that should be delivered to the target volume.

Several methods have been developed to measure cell

radiosensitivity, for example, the colony assay [2–5]

and the cytoplasm-blocked micronuclei assay [6]. Pre-
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vious data have shown that these two methods are not

ideal. While the colony assay is a classic and precise

method for detecting radiosensitivity, the formation of

a colony takes at least 7 days. ConXicting views have

been held concerning the detection of cell radiosensi-

tivity with the cytoplasm-blocked micronuclei method.

Some scientists Wnd a good relationship between the

number of radiation-induced micronuclei and cell

radiosensitivity, but others do not agree [6, 7]. Conse-

quently the authors decided to test if a quick and pre-

cise method for detecting tumour cell radiosensitivity

could be developed based on chromatid damage scored

immediately after irradiation.

Many researchers have found that chromosome dam-

age is the main cause of cell death following irradiation

[8]. In recent years, the chemically induced premature

chromosome condensation (PCC) technique has been

used to observe chromosome damage. This technique is

eVective and precise [9], and a maximum of 24 h is long

enough to obtain the results. Durante et al. [10] and

Kawata et al. [11–13] reported that the exposure of nor-

mal cells to radiation from heavy ions produced chromo-

some breaks, which were mainly of the chromatid and

isochromatid types. The number of chromatid breaks

was found to be linearly correlated with the absorbed

dose of radiation. In comparison with experiments

involving X-rays or c-rays, more isochromatid breaks

were produced by exposure to heavy ions, but no infor-

mation was reported concerning the correlation between

the cell survival fraction and the number of chromatid

breaks. The reasoning behind the present study was that

if a reliable relationship between these two indicators of

cellular damage were to be found, then it may be possi-

ble to develop a quick method to quantify tumour radio-

sensitivity based on chromatid damage.

The heavy ion research facility in Lanzhou (HIRFL),

a research centre for radiobiology, is currently prepar-

ing to accept the Wrst cancer patients to receive radio-

therapy using heavy ions. In the present study, several

human cell lines of various tissues were selected for

exposure to carbon ions generated by the HIRFL. The

PCC technique was applied to investigate the quantity

and nature of chromatid breaks induced by the radia-

tion and the nature of relationship between the cell sur-

vival fraction and frequency of chromatid breaks.

Materials and methods

Cell culture and irradiation

Human hepatoma cell line SMMC-7721, normal liver

cell line L02, gastric cancer cell line BGC-823, cervix

carcinoma cell line HeLa, and melanoma cell line A375

(purchased from the Chinese Center for Type Culture

Collection [CCTCC]) were grown in RPMI-1640

medium supplemented with 10% fetal calf serum at

37°C in 5% CO2. For the L02 cell line 0.25 U/ml insulin

(Sigma production) was added to the culture medium.

Chromosome numbers of these cell lines were 46

(L02), 62 (SMMC-7721), 48 (BGC-823), 40 (HeLa),

and 60 (A375).

Exponentially growing cells in plastic culture dishes

were irradiated at room temperature with 12C6+ ion

beams generated by the HIRFL with a dose range from

0 to 8 Gy. The initial energy of 12C6+ ions was

80.55 MeV/U, which was decreased by 13.58 mm

Lucite (q = 1.2 g/cm3) to 20 MeV/U before it reached

the cells. The LET was calculated as 96 keV/lm at the

position where the carbon ions interacted with the cells

(Fig. 1). LET was calculated using the Trim Program

92, written by Bierstadt and Ziegler [14]. Dosimetry

was performed with an air-ionizing chamber where the

uniformity of the carbon ion beams was 85%, as mea-

sured by the CR39 technique.

Colony assay

After exposure to radiation, cells were washed three

times using PBS (pH 7.0), treated with trypsin, and

resuspended in 5 ml of culture medium; the cell titre

was determined with a light microscope. At each dose,

200, 400, and 600 cells were seeded in duplicate into

60 mm diameter culture dishes, then 5 ml of RPMI-

1640 medium supplemented with 10% fetal calf serum

was added to the culture dishes, which were incubated

Fig. 1 The relationship between the range and LET of carbon
ions generated from HIRFL, as calculated with TRIM
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at 37°C in 5% CO2 for 7–14 days to allow colony for-

mation. Experiments were repeated three times.

Results are given as mean § standard error. The data

were plotted using Origin 7.0 (Original lab, America).

D0 was calculated using S = exp ¡ (aD ¡ bD2).

Chromosome preparation

Calyculin A (BIOMOL America), used as the PCC

inducer, was dissolved in 100% ethanol as a 1 mM

stock solution. In order to induce PCC, calyculin-A

was added to cell cultures 5 min before irradiation at a

Wnal concentration of 50 nM [15]. After irradiation,

cells were incubated for a further 30 min at 37°C in 5%

CO2. For the chromosome spread cells were treated in

75 mM KCl for 20 min at 37°C and Wxed with Carnoy’s

Wxative. After a Wnal wash and Wxation with Carnoy’s

Wxative, cells were dropped onto a glass slide and dried

at 37°C and 85% relative humidity.

The cells were stained with 5% Giemsa (5 ml original

Giemsa solution diluted with 47.5 ml 0.067 M Na2HPO4

and 47.5 ml 0.067 M KH2PO4) for 20 min. According to

the standard criteria [16], more than 40 G2-phase cells

were scored for each dose level. Chromatid discontinu-

ities, misalignments of the region distal to the lesion,

and non-stained region longer than the chromatid width

were considered as chromatid breaks. An isochromatid

break was considered as two breaks that occurred at the

same position on each of two sister chromatids, i.e. a

lesion through the two q arms or p arms of the chromo-

some was regarded as an isochromatid break. A total of

20 non-irradiated cells were examined; Spontaneous

chromatid breaks (mean § SD) per cell were deter-

mined as: L02 (0 § 0), SMMC-7721 (0.5 § 0.01), BGC-

823 (1.0 § 0.01), HeLa (0.4 § 0.02), A375 (0.5 § 0.01).

The mean number of chromatid breaks in non-irradi-

ated cells was subtracted from the mean number

observed in irradiated cells to provide the experimental

data given in the next section.

Results

Cell survival fraction of Wve cell lines exposed 

to carbon ions

Figure 2 shows the survival curves of the Wve cell lines

after irradiation with 12C6+ carbon ions. An exponen-

tial survival curve without shoulder was observed.

Among the Wve cell lines, L02 showed the highest sur-

vival after exposure, followed by SMMC-7721, BGC-

823, HeLa, and A375. From the survival curves the D0

values were determined (Table 1).

Initial chromatid breaks induced by carbon ion 

irradiation

After exposure to carbon ion beams, both chromatid-

type and isochromatid-type breaks were induced in

chromosomes. The frequencies of chromatid and iso-

chromatid breaks per cell are given in Table 2. Figure 3

illustrates the relationship between chromatid breaks

and absorbed dose. The number of chromatid breaks

increased linearly with increasing dose. The average

number of isochromatid breaks at a given dose was

much higher than that of chromatid-type breaks in all

of the Wve cell lines; and the lowest number was seen

for the L02 cell line.

The relationship between D0 value and alpha 

coeYcient

To determine the relation between cellular radiosensi-

tivity and the frequency of chromatid breaks per cell

Fig. 2 Survival curves of Wve cell lines exposed to accelerated
carbon ions. Curves were Wtted with the Origin 7.0 software. The
error bars represent standard errors of the mean. All experiments
were repeated three times

Table 1 D0 values for the Wve cell lines exposed to carbon ions

Cell line D0 (Gy¡1) SD of D0 
(Gy¡1)

L02 1.38 0.033
SMMC-7721 0.98 0.044
BGC-823 0.95 0.047
HeLa 0.86 0.032
A375 0.77 0.038
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and per Gy, the alpha coeYcients (slopes) of the chro-

matid and isochromatid break induction curves shown

in Fig. 3 were plotted against the D0 values determined

in Fig. 2. The relevant data were Wtted and it was found

that D0 value of the Wve cell lines was highly linearly

correlated with alpha coeYcients; meanwhile, a nearly

linear relationship was also found when isochromatid

breaks were considered.

Discussion

Chromosomes are the key targets when cells are

exposed to radiation, and chromatid damage is linked

directly to the biological fate of the cells. The PCC

technique is one of the most reliable and sensitive

methods available for measuring radiation-induced

damage in cells. Recently, a chemically induced PCC

technique using calyculin-A was introduced by Gotoh

et al. [15] and Durante et al. [9]. Chromatid-type aber-

rations in G2-phase rodent cells have been studied

using this technique [17]. Kawata et al. [18] have stud-

ied human normal cells exposed to low LET radiation

and to accelerated heavy charged particles such as car-

bon ions and silicon ions. They found that heavy ions

were much more eVective than c-rays at inducing iso-

chromatid breaks. When one isochromatid break was

scored as two breaks, the ratio of the number of iso-

chromatid breaks to the total number of chromatid

breaks increased with increasing LET. This result led

them to conclude that increased induction of isochro-

matid breaks is a valid reXection of exposure to high-

LET radiation.

Near 100 keV/lm, heavy ions have the largest RBE

value. In the present study, the LET value of carbon

ions was 96 keV/lm; the ion beam induced the greatest

number of chromatid breaks, especially isochromatid

breaks. The results of chromatid breaks induced by car-

bon ions in the present study were in good agreement

with the results of Kawata et al. [11–13, 18]. Although

these authors studied human normal Wbroblast cells, the

type and number of chromatid breaks of the Wve cell

lines in the present study were nearly the same as in

their results. Previous studies have reported that radio-

sensitivity correlates with the induction of DNA dam-

age. Is there some inner relationship between the DNA

Table 2 Chromatid/isochromatid breaks of Wve cell lines exposed to carbon ions with diVerent dose

Dose 
(Gy)

Chromatid breaks per cell Isochromatid breaks per cell

L02 SMMC-7721 BGC-823 HeLa A375 L02 SMMC-7721 BGC-823 HeLa A375

0 0 § 0 0 § 0.01 0 § 0.01 0 § 0.02 0 § 0.01 0 § 0 0 § 0.01 0 § 0.01 0 § 0.02 0 § 0.01
0.5 1.0 § 0 1.2 § 0.01 1.5 § 0.01 1.7 § 0.02 2.1 § 0.02 2.0 § 0 3.0 § 0.01 5.0 § 0.1 7.0 § 0.01 10 § 0.02
1 1.8 § 0 1.6 § 0.02 2.9 § 0.01 3.2 § 0.2 4 § 0.02 4 § 0 6 § 0.2 9 § 0.01 12 § 0.2 15 § 0.02
2 4 § 0 5.4 § 0.01 6 § 0.02 6.5 § 0.02 7 § 0.02 9 § 0 12 § 0.02 17 § 0.04 21 § 0.04 25 § 0.02
4 9.2 § 0 13 § 0.04 15 § 0.1 17 § 0.02 16 § 0.03 20 § 0 26 § 0.04 27 § 0.02 29 § 0.1 38 § 0.06
6 14.6 § 0 22 § 0.03 24 § 0.02 27 § 0.2 32 § 0.06 36 § 0 40 § 0.1 44 § 0.5 49 § 0.3 55 § 0.02
8 19.5 § 0.01 29 § 0.02 32 § 0.1 35.2 § 0.04 39.6 § 0.2 45 § 0.02 54 § 0.05 58 § 0.2 61 § 0.06 70 § 0.04

Fig. 3 The relationship be-
tween chromatid breaks (left) 
and isochromatid breaks 
(right) and absorbed dose. 
The error bars are standard 
errors of the mean. Experi-
ments were repeated three 
times
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damage and chromatid breaks when cells are exposed

to diVerent types of radiation? It is well known that the

chromosome is the higher topological structure of

DNA, and that radiation interacts with DNA resulting

in chromatid breakages [19]. From Fig. 3 it can be seen

that most of the chromatid breaks were of the isochro-

matid type, occurring almost twice as frequently as the

chromatid-type breaks. Also, the relationship between

absorbed dose and survival fraction (Fig. 2) and

between absorbed dose and chromatid breaks (Fig. 3)

was linear. All the data mentioned above support the

suggestion that chromatid breaks exposed by the chem-

ically induced PCC technique could be considered as a

reXection of damage in cells exposed to heavy ions. In

this study the relationship between cell survival fraction

and chromatid breaks has been determined and found

to be of potential usefulness in predicting cell radiosen-

sitivity by the PCC method. While the D0 value is a

good marker reXecting the radiosensitivity of diVerent

cells to radiation, the alpha coeYcient of the linear rela-

tion between chromatid/isochromatid breaks and

absorbed dose reXects the capacity with which heavy

ions induce chromatid/isochromatid breaks in diVerent

cell lines. The results in the present study show (Fig. 4)

that the D0 values of the Wve cell lines correlated line-

arly with the alpha coeYcients. This result may lead to a

possible method for predicting radiosensitivity of

tumours exposed to heavy ions. More cell types will be

investigated in future work in order to conWrm and

extend these results.
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Abstract

Purpose: To determine whether computed tomography (CT) could enhance the chromosome aberration yields in paediatric
patients.
Material and methods: Blood samples were taken before and after CT scans from 10 children for whom the medical
justifications for CT examinations were accidental injuries and not diseases as investigated in earlier studies. Chromosome
analysis was carried out in lymphocytes by fluorescence plus Giemsa (FPG) staining exclusively in metaphases of the first cell
cycle in vitro.
Results: The mean blood dose of the 10 children was about 12.9 mGy which was determined by a newly developed dose
estimation. Based on more than 20,000 analyzed cells it was found that after CT examination the frequencies of dicentrics
(dic) and excess acentric fragments (ace) in lymphocytes were significantly increased. By subdividing the children into two
age groups, those with an age from 0.4 years to 9 years and from 10 – 15 years, it became obvious that the observed increase
in chromosome aberrations was mainly contributed by the younger age group. In this group the frequency of dicentrics was
significantly increased whereas in the older group the observed increase was not significant.
Conclusion: Our results demonstrate that CT examinations enhance the dicentrics yields in peripheral lymphocytes of
children aged up to 15 years. Since in particular significantly increased dicentric yields could be observed in children with an
age from 0.4 – 9 years, it can be assumed that children younger than 10 years may be more radiation sensitive than older
subjects.

Keywords: Children, CT, x-rays, chromosome aberrations, low level effects

Introduction

The rapidly increasing widespread use of computed

tomography (CT) in the past two decades has led to

scientific concern about its potential human health

hazards. Although CT scans, especially paediatric

examinations, have resulted in advantages in diag-

nostic radiology, it is well-known that they generally

produce higher radiation doses than other medical

x-ray examinations. Since the resulting organ doses

are higher in a child than in a larger adult, for a given

instrumental setting of a CT-machine, and due to

the increased lifetime risk of a child per unit dose,

Brenner (2002) suggested ‘as the best available risk

estimates that paediatric CT will result in signifi-

cantly increased lifetime radiation risk over adult

CT’.

Biological radiation effects induced by CT exam-

inations can therefore be expected to be more

pronounced in children than in adults. In particular,

chromosome aberrations are of great concern as they

are involved in the mechanism of cancer genesis. It

has been shown that an increased level of chromo-

some aberrations in peripheral lymphocytes may be

an indication of an enhanced cancer risk (Hagmar

et al. 1998). If such cytogenetic effects are produced

by CT examination, it is important to evaluate

whether they can be attributed to the calculated

blood dose in combination with the contrast medium

effect. Iodised contrast media has been shown to

enhance the radiation effect in a way that depends on

the concentration of the contrast medium and on the

energy of the x-rays (Hadnagy et al. 1982).
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Compared with the extensive results on the

induction of cytogenetic effects in human cells

obtained in vitro and in vivo when iodized contrast

media have been used concomitantly with medical

x-ray examinations (summarized by Joubert et al.

2005), relatively little information is available on

the corresponding effects of CT scans in vitro and

in vivo (Weber et al. 1995, M’kacher et al. 2003).

Moreover, up to now such an investigation of the

cytogenetic effects in children after CT examinations

in the presence of iodized contrast media has not

been published. Consequently, the purpose of the

present study was to investigate and quantify the

detrimental cytogenetic effects in children under-

going CT examinations, using especially the fre-

quency of dicentrics in peripheral lymphocytes as

the most sensitive and characteristic bioindicator of

human radiation exposure. A further important point

was to investigate for the first time only children for

whom the medical justifications for CT examinations

were accidental injuries and not diseases, i.e., CT

scans were considered necessary in order to establish

a proper treatment. Due to this selection the results

of such a study could be ranked higher than the

findings in the earlier cases because it was not

always determined whether similar biological effects

occurred also in patients without diseases.

Materials and methods

Patients and blood sampling

Chromosome aberrations were investigated before

and after the CT scan in 10 children (5 boys, 5 girls).

They were between 5 months and 15 years of age

(median: 8.4 years) and had no previous exposure to

ionizing radiation before the diagnostic CT scan. In

combination with the CT scan different contrast

media were used: Accupaque (Amersham, UK),

Solutrast 300 (Altana, Konstanz, Germany), Imago-

paque (Amersham, UK). Contrast medium of

between 2.1 ml and 3.1 ml per kg body weight was

administered intraveniously. The patient data and

CT exposure conditions are given in Table I. For

chromosome analysis, blood samples were taken

immediately before and after (about 20 min) the CT

scans. From all parents a written informed consent to

the participation of their children was obtained

according to the declaration of Helsinki, and the

design of the work has been approved by the ethical

committee of the Paediatric Hospital of the Uni-

versity of Munich.

Blood culture conditions and chromosome analysis

Blood cultures were set up within 3 h after sampling.

The technique used to culture the lymphocytes was

similar to our standard conditions which have been

fully described earlier (Stephan & Pressl 1999):

0.5 ml whole blood, 4.5 ml Roswell Park Memorial

Institute (RPMI)-1640 medium (Biochrom, Berlin,

Germany) supplemented with 10% (v/v) of foetal calf

serum (Biochrom, Berlin, Germany), 2 mM gluta-

mine and antibiotics (Biochrom, Berlin, Germany),

2% phytohaemagglutinin (PHA) (Biochrom, Berlin,

Germany). The cultures were incubated for 48 h in

the presence of 10 mM bromodeoxyuridine (BrdU)

(Sigma-Aldrich, Munich, Germany). The cultures

were incubated for 48 h at 378C. For the final 3 h,

0.1 mg ml71 Colcemid (Roche, Mannheim, Ger-

many) was present. After hypotonic treatment with

75 mM KCL (Merk, Darmstadt, Germany), the

cells were fixed in methanol-acetic acid (3:1).

These culture conditions ensured that the chro-

mosome analysis was performed exclusively in

metaphases of the first cell cycle in vitro. Chromo-

some preparation and fluorescence plus Giemsa

(FPG) staining were carried out according to our

Table I. Patient data and exposure conditions.

Patient

Age

(y)

Gender

(m, f)

Weight

(kg) Examination

CTa

scanner

Tube

voltage

(kV)

Qb

(mAs) Pitch

Length

of scan

(cm)

Contrast

medium m1

1 0.42 m 1.9 Thorax Aura 120 50 1 2 Solutrast 300 5

2 2 m 13 Thorax TS M 120 100 1 10 Accupaque 40

3 3 f 17 Thoraxc Aura 130 90 1 0.7 – 0

4 5 f 18 Thorax TS M 120 90 1.3 21 Solutrast 300 42

5 9 m 29 Abdomen TS M 120 60 1.5 27 Accupaque 75

6 11 m 43 Thorax Aura 120 40 1.5 24 Imagopaque 70

7 11 m 48 Abdomen Aura 120 60 1.5 35 Imagopaque 100

8 11 f 33 Thorax Aura 120 35 1.5 23 Imagopaque 80

9 12 f 37 Thorax TS M 120 60 1.5 22 Accupaque 85

10 15 f 41 Thorax TS M 120 60 1.5 24 Solutrast 300 80

aBoth multi slice spiral CT scanners were made by Philips; bQ¼ tube current6 time per tube rotation; chigh resolution CT, 7 slices with

slice thickness of 1 mm.
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laboratory procedures (Stephan & Pressl 1999) and

all slides were coded. Although the frequencies of

different structural aberrations of the chromosome-

type (dicentrics, centric rings, excess acentrics) and

of the chromatid-type (breaks, exchanges) were

determined, in the present study only the data

for dicentrics (dic) and excess acentrics (ace)

were used in the quantitative analysis. For scoring

of ace, only one acentric fragment (assuming a

complete exchange process) was assigned to each

exchange.

Statistical analysis

Statistical analysis was carried out for dicentrics and

excess acentrics. The Wilcoxon test for paired

observations (Wilcoxon & Wilcoxon 1964) was used

to test the null hypothesis that the values in two

populations are not different in level, or magnitude,

for two samples collected as paired observations. It is

a more powerful test than the sign test and can be

applied here to test a hypothesis connected with a

possible radiation effect on the cytogenetic status of

the paediatric patients before and after CT scans.

Statistical procedures associated with testing the

difference between the means of two populations

follows the basic steps in hypothesis testing where

the relevant standard error is the standard error of

the difference between two population means. Use

of the normal distribution for testing the difference

between mean aberration frequencies is appropriate

here even though the aberrations are usually Poisson

distributed because the central limit theorem can be

invoked.

Determination of mean dose to blood by CT scan

The dosimetric task in this study was, to estimate the

mean dose to the blood containing contrast medium

for individual patients of different age and size,

undergoing thorax or abdomen examinations under

different exposure conditions (Table I). The mean

dose to blood in this situation is the interesting

quantity, because at the time when the blood after

the CT-examination was withdrawn, a complete

mixture of irradiated blood with non- irradiated

blood had already occurred. A dosimetric approach

was developed to estimate mean dose to blood.

Blood in this approach is formally treated like an

organ. The blood in the thoracic region receives a

similar mean dose to the lungs and the blood in the

abdominal region receives a similar mean dose to the

small intestines. This is because lungs and small

intestines are extended organs, which cover wide

parts of the respective body regions and because the

depth dose profiles from scanners with 3608 tube

rotation are comparatively flat.

The mean dose D(blood,c) to blood containing

contrast medium was determined from Equation 1:

Dðblood; cÞ ¼ CTDIair=p� L� fcðorganÞm
� fblood � kCT � de

ð1Þ

where CTDIair is airkerma free in air on the axis of

rotation (mGy); p, pitch; L, length of the scan (cm);

fc(organ)m, mean organ dose conversion coefficient

per unit of CTDIair for the selected organ when the

patient is exposed to a single slice of 1 cm thickness

across this organ (cm71); fblood, portion of blood in

the body region (thorax, abdomen) in which the

examination occurred; kCT, correction factor typical

for the used CT scanner; and de, factor describes the

increase of absorbed dose in blood due to the

presence of contrast agent.

CTDIair was determined from Equation 2:

CTDIair ¼ nCTDIair �Q ð2Þ

nCTDIair is an apparatus specific quantity. It

amounts to 0.50 mGy/mAs for the CT scanner TS

M operated at a tube voltage of 120 kV and to

0.43 mGy/mAs or to 0.50 mGy/mAs for the scanner

Aura operated at 120 kV or 130 kV (Nagel et al.

2000, Stamm & Nagel 2002). Values for Q, the

product of tube current and time per tube rotation,

stem from the hospital records (Table I). The same

holds for the values for p and L in Equation 1.

The mean organ dose conversion coefficient

fc(organ)m was derived from data sets contain-

ing calculated organ dose conversion coefficients

fc(organ,z) from top to bottom for the mathematical

human phantoms BABY /4/, CHILD (Zankl et al.

1993) and EVA (Zankl et al. 1991). Values

fc(organ,z) express the mean organ dose per unit of

CTDIair, when the phantom is exposed to a 1 cm

slice at position z of the phantoms length axis.

fc(organ)m was formed by averaging fc(organ,z) over

those slices which contain more than 10% of the

organ volume (5% in case of the lungs of EVA). For

these slices the fc(organ,z) values vary only slightly,

thus justifying the average formation. Table II shows

the resulting values for fc(organ)m for the phantoms

Table II. Mean organ dose conversion coefficients fc(organ)m for a

single 1 cm slice. Tube voltage 125 kV, filtration 2.2 mm

Alþ0.2 mm Cu, focus to axis distance 75 cm, no beam shaping.

BABY

(4.2 kg)

CHILD

(21.7 kg)

EVA

(59.2 kg)

Organ fc(organ)m
Lungs 0.13 0.078 0.039

Small intestines 0.15 0.069 0.050
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BABY, CHILD and EVA. Since the patients age and

weight (Table I) differ from the phantoms, the

fc(organ)m required in Equation 1, had to be inter-

polated from exponential decay curves, fitted to the

fc(organ)m as a function of weight (Table II). The

values for the individual patients are listed in

Table III.

The portion of blood in the respective regions is

quantified by the factor fblood. The International

Commission on Radiological Protection (ICRP)

reports in publication 23 (ICRP 23, 1975) that for

adults 52% and 21% of the total blood volume can be

apportioned to the thoratic and splanchnic blood

pools, respectively. In ICRP publication 89 (ICRP

89, 2003) blood volumes in various organs and

vessels are quoted itself of regional blood pools.

Adding such blood volumes for adult thorax and

abdomen results in 36% and 26% of the total blood

volume being attributed to the thoracic and abdom-

inal pools, respectively. Kozlik-Feldmann et al.

(1998) report a thoracic blood volume of 30% for

children of weight between 7.5 and 23 kg. Consider-

ing these discrepancies, it was decided to use a fblood
value of 0.3 for both the thoracic and the abdominal

region.

The values for fc(organ,z) were calculated for a CT

scanner with a focus to axis distance of 75 cm, a

tube voltage of 125 kV and a filtration of 2.2 mm

Alþ 0.2 mm Cu, without beam shaping (Zankl et al.

1991, 1993). TS M (focus to axis distance 47.5 cm;

beam filtration 3 mm Al) and Aura (focus to axis

distance 51.5 cm; beam filtration 1.5 mm Alþ
0.07 mmCu) differ markedly from this scanner.

However, there are correction factors kCT available

(Stamm & Nagel 2002), taking into account differ-

ences in scanner geometry and the effects of

beam shaping and filtration for patient dose calcula-

tions. For TS M kCT amounts to 0.8 and for Aura to

0.7.

The determination of de is based on the funda-

mental dosimetric relation:

Dðblood; cÞ ¼
ðmen=rÞblood;c
ðmen=rÞblood

�DðbloodÞ ¼ de �DðbloodÞ

ð3Þ

with D(blood) the dose to blood without contrast

agent and (men/r)blood,c and (men/r)blood the respective

mass energy absorption coefficients of blood with

and without contrast agent. (men/r)blood,c can be

calculated from (men/r)blood along:

ðmen=rÞblood;c ¼ ð1ÿ CÞ � ðmen=rÞblood

þ C � ðmen=rÞiodine
ð4Þ

with (men/r)iodine the mass energy absorption coeffi-

cient of iodine and C the concentration of iodine in

blood. From Equations 3 and 4 follows:

de ¼ ð1ÿ CÞ þ C �
ðmen=rÞiodine
ðmen=rÞblood

ð5Þ

The values for C in Equations 4 and 5 result

from the amount of administered contrast medium

(Table I), the concentration of iodine in the contrast

agent (300 mg/ml for all the three agents) and the

total blood volume of the patients. Total blood

volume of the individual patients was derived

from the weight of the patients (Table I) and from

Linderkamp et al. (1977) where blood volumes per

kg body weight (ml/kg), are provided for children of

age 0 – 14 years and for both genders. The individual

total blood volumes and iodine concentrations C are

listed in Table III.

The mass energy absorption coefficients for blood

and iodine in Equation 5 represent average values,

which were calculated from the respective energy

dependent (m(E)en/r) values for blood and iodine

(Hubbell & Seltzer 1995) by integration over the

energy fluence spectra emitted by the CT-units.

These spectra are nearly identical, consequently the

ratio (men/r)iodine/(men/r)blood is the same for both

units. It amounts to 115. The individual values for

de, resulting from Equation 5, are listed in Table III.

The finally resulting mean doses to blood D(blood,c)

are presented in Table III. It should be mentioned,

that for patient 3 the application of Equations 1 and 2

leads to a D(blood) value of only 0.6 mGy instead of

the listed 1.2 mGy, but for such thin slices the

irradiated slice is commonly broader than the

recorded nominal slice thickness by a factor of 2.

Results

The results of the chromosome analysis of dicentrics

and excess acentrics in 10 children before and after

Table III. Mean organ dose conversion coefficients, fc(organ)m;

total blood volume; iodine concentration C in blood; absorbed

dose enhancement factor, de and mean dose to blood D(blood,c).

Patient fc(organ)m

Total blood

(l)

C

(g/g) de

D(blood,c)

(mGy)

1 0.139 0.15 0.0103 2.17 2.8

2 0.101 1.03 0.0117 2.33 28.3

3 0.090 1.34 – 1.00 1.2

4 0.088 1.39 0.0090 2.03 31.3

5 0.061 2.31 0.0097 2.11 16.7

6 0.050 3.20 0.0066 1.75 5.1

7 0.051 3.28 0.0092 2.04 13.3

8 0.061 2.25 0.0106 2.21 6.6

9 0.056 2.75 0.0093 2.06 12.3

10 0.052 3.05 0.0079 1.90 11.4
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CT examination are presented in Table IV. Centric

rings could not be observed. Applications of the

Wilcoxon procedure, described above, to test the

hypothesis that there was no cytogenetic detrimental

radiation effect at the 5% level of significance (a one-

tailed test) for both aberration types yielded the

following results. For dicentrics and excess acentric

fragments (sample size of 9, critical value of the

Wilcoxon statistic is 8) the calculated values of the

Wilcoxon test statistics are 3 and 7 respectively

leading to a rejection of the hypothesis. Note that the

sample sizes used was 9 even though there were 10

children because tied observations must be dropped

from the Wilcoxon test procedure and there were

tied observations in subject number 7 and 8 for

dicentric and acentric fragment data respectively.

There were some difficulties associated with the cell

sample size analysed for child number 1, where only

49 cells were examined before CT and 398 cells after

CT. Since these sample sizes are much smaller than

the others of about 1000 cells, the Wilcoxon test was

also performed excluding this child. In this case, the

test outcome did not change for dicentrics, but the

null hypothesis of no cytogenetic detrimental radia-

tion effect can not now be rejected at the 5% level of

significance for the excess acentric fragments.

A total of 10,313 cells were analyzed before the

CT examination (Table IV). The mean frequencies

of dicentrics and excess acentric fragments were

found to be 0.39+ 0.19 dic/1000 cells and

1.65+ 0.40 ace/1000 cells, respectively. All of the

results here are quoted with standard errors of the

mean, where these have been calculated by the usual

method of error propagation where differences or

quotients of aberration frequencies have been stated.

After the CT examination which has resulted in a

mean blood dose of about 12.9 mGy a total of

10,558 cells have been analyzed. The mean fre-

quency for dicentrics is 1.33+ 0.35 dic/1000 cells

and for excess ace fragments is 2.75+ 0.51 ace/1000

cells. In comparison to the corresponding frequen-

cies of aberrations observed before the CT scan, a

significant increase was only found for the dicentric

yield (p¼ 0.02). The difference in the mean dicentric

frequency observed before and after the CT scan

represents the dicentric frequency which is caused by

the CT examination, i.e., 0.94+ 0.4 dic/1000 cells.

The dose response curve for the individual differ-

ences in the dicentric yield observed before and

after the CT scan is given in Figure 1. The data have

been fitted by weighted least squares and give

the following dose response which is marked as

a dashed line: Mean number of dicentrics per

cell¼ (2.82+ 3.26)6 1075
6mean blood dose in

Table IV. Frequencies of chromosomal aberrations in children

who underwent computed tomography (CT).

D(blood,c)
Before CT After CT

Patient (mGy) Cells Dic Ace Cells Dic Ace

1 2.8 49 0 0 398 1 2

2 28.3 1520 0 4 1527 1 4

3 1.2 1634 1 2 1330 1 4

4 31.3 934 0 1 899 2 1

5 16.7 1079 0 2 1543 4 7

6 5.1 1011 0 1 1052 1 3

7 13.3 1010 0 0 1024 0 1

8 6.6 1059 1 0 1034 0 0

9 12.3 1012 2 3 1010 3 6

10 11.4 1004 0 4 741 1 1

mean 12.9 S 10313 4 17 10558 14 29

Dic, dicentrics; Ace, excess acentrics.

Figure 1. The difference in the mean number of dicentrics per cell as a function of mean blood dose with one standard error bars. For each

child, the mean number of dicentrics per cell before CT scan has been subtracted from the mean number after CT scan.
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mGyþ (3.04+ 6.06)6 1074. Note that the data for

child number 7 with a mean blood dose of 13.3 mGy

has been excluded from the plot and the weighted

least squares fit. This is because no dicentrics were

found before or after CT scan and so the Poisson

error associated with this measurement can only be

determined as zero and this would force the weighted

fit to pass exactly through the point (13.3, 0).

Although a tendency for increasing yields of di-

centrics with the applied dose is recognisable, a

significant increase could not be calculated.

When the 10 children, however, are subdivided

into age groups of older and younger than 10 years it

became clear that the younger age group show a

more pronounced increase in chromosomal aberra-

tions by CT scans than the older age group. In the

age group 10 – 15 years (5 children with a mean age

of 12 years), the increased frequency of dicentrics is

not significantly different from 0.59+ 0.34 dic/1000

cells to 1.03+ 0.46 dic/1000 cells. However in the

age group 0.4 – 9 years (5 children with a mean age of

3.9) a significant increase of the dicentric yield from

0.19+ 0.19 dic/1000 cells to 1.58+ 0.53 dic/1000

cells was observed (p¼ 0.013). In the frequencies of

excess acentric fragments before and after CT

examination there is no significant difference be-

tween the two age groups (older age group:

1.57+ 0.55 and 2.26+ 0.68; younger age group:

1.73+ 0.58 and 3.16+ 0.74). In consequence,

the observed significant increase in chromosome

aberrations produced by CT scan in all investigated

children is mainly influenced by the younger

age group. However, it has to be taken into account

that the children in the younger age group

have a calculated mean blood dose of 16.1 mGy,

which is higher by a factor of 1.7 than the mean

dose of 9.7 mGy for the children in the older age

group.

Discussion

Earlier data on chromosome aberrations in periph-

eral lymphocytes after CT scans have only been

obtained in adult patients. Unexpectedly high yields

of dicentrics and centric rings were observed in five

adult patients extensively exposed to diagnostic

x-rays, i.e., many photographs and fluoroscopies

were made in each case, partly combined with CT

examinations and the use of iodised contrast media

(Weber et al. 1995). Due to these combined

diagnostic examinations a direct comparison of the

chromosome aberration yields with those of the

present study appears to be not justified. However,

using premature chromosome condensation (PCC)

combined with fluorescence in situ hybridization

(FISH), a significant increase in the frequency

of chromosomal fragments in peripheral blood

lymphocytes of 10 adult patients with different

carcinomas was also observed immediately after

CT scans. In contrast, no significant increase in

structural chromosome aberration yields could be

observed by applying FISH technique to metaphase

spreads (M’kacher et al. 2003). This cell cycle stage-

dependent appearance of chromosome aberrations

indicates that, in fact, CT scans produce chromo-

some alterations in interphases, but many of them

may have been repaired before arriving at the

metaphase stage. Therefore, the significantly en-

hanced dicentric yields obtained in the blood of the

10 children, especially of the younger age group, are

not in agreement with the earlier results determined

by FISH staining in metaphase spreads after CT

examinations of adult patients.

The earlier observations together with the present

findings, in particular the findings determined for the

younger age group, require an additional considera-

tion that is related to the problem of radiation

sensitivity. There may be obviously a tendency that

children are more radiation sensitive than adults

undergoing CT examinations, even if one considers

that in the present study the calculated mean blood

dose of 16.1 mGy for children in the younger age

group was higher by a factor of 1.7 than the mean

dose of 9.7 mGy for the children in the older age

group. Controverse observations to this assumption

seem to be found by Leonard et al. (1995). They

gave chromosome aberration data in lymphocytes of

9 children (aged 5 – 12 years) with different types of

malignant diseases treated with total-body high-

energy photon irradiation, and corresponding data

in lymphocytes of 2 healthy adults and 2 children

exposed under the same irradiation conditions.

There was no significant difference in the dose-effect

relationships for dicentrics after irradiation of lym-

phocytes of children in vivo and in vitro and those of

the adults in vitro. However, these results should be

considered with some restrictions, because the mean

dicentric yield of 27.7+ 5.5 dic/1000 cells (25

dicentrics in 901 analysed cells) observed before

radiation exposure of the 9 children was extremely

high. In contrast, for our 10 children for whom the

medical justifications for CT examinations were

accidental injuries and not diseases, only a mean

dicentric yield of 0.39+ 0.19 dic/1000 cells was

observed before CT. This control value is only half

of that previously observed in our laboratory in an

adult control group, 0.95+ 0.14 dic/1000 cells

(Stephan & Pressl 1999). For example, similar low

control values for children could be observed by

Padovani et al. (1993). However, it should be taken

into account that such low control values were found

even in adults, as it was discussed by Stephan and

Pressl (1999) by summarizing control values of the

literature.
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Conclusion

Our results demonstrate that CT examinations

enhance the dicentrics yields in peripheral lympho-

cytes of children aged up to 15 years. Since in

particular significantly increased dicentric yields

could be observed in children with an age from

0.4 – 9 years, it can be assumed that children younger

than 10 years may be more radiation sensitive than

older subjects. Consequently, the investigated chil-

dren510 years of age may be a group with an

increased potential risk in accordance with Hagmar

et al. (1998) and as proposed by ICRP 68 (1994),

since the children show an increased level of

chromosome aberrations and they have many pro-

liferating tissues, which are necessary for the

manifestation of a mutation to give rise of the

development of a carcinoma.
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CURRENT RISK ESTIMATES BASED ON THE A-BOMB
SURVIVORS DATA – A DISCUSSION IN TERMS OF THE ICRP
RECOMMENDATIONS ON THE NEUTRON WEIGHTING FACTOR
W. Rühm* and L. Walsh
Institute of Radiation Protection, GSF National Center for Environment and Health, Ingolstädter
Landstraße 1, D-85764 Neuherberg, Germany

Currently, most analyses of the A-bomb survivors’ solid tumour and leukaemia data are based on a constant neutron relative
biological effectiveness (RBE) value of 10 that is applied to all survivors, independent of their distance to the hypocentre at
the time of bombing. The results of these analyses are then used as a major basis for current risk estimates suggested by the
International Commission on Radiological Protection (ICRP) for use in international safety guidelines. It is shown here that
(i) a constant value of 10 is not consistent with weighting factors recommended by the ICRP for neutrons and (ii) it does not
account for the hardening of the neutron spectra in Hiroshima and Nagasaki, which takes place with increasing distance from
the hypocentres. The purpose of this paper is to present new RBE values for the neutrons, calculated as a function of distance
from the hypocentres for both cities that are consistent with the ICRP60 neutron weighting factor. If based on neutron
spectra from the DS86 dosimetry system, these calculations suggest values of about 31 at 1000 m and 23 at 2000 m ground
range in Hiroshima, while the corresponding values for Nagasaki are 24 and 22. If the neutron weighting factor that is con-
sistent with ICRP92 is used, the corresponding values are about 23 and 21 for Hiroshima and 21 and 20 for Nagasaki,
respectively. It is concluded that the current risk estimates will be subject to some changes in view of the changed RBE values.
This conclusion does not change significantly if the new doses from the Dosimetry System DS02 are used.

INTRODUCTION

The survivors of the A-bomb explosions over
Hiroshima and Nagasaki were exposed to a mixed
neutron and gamma radiation field. The resulting
doses are strongly inversely correlated with the dis-
tance of the survivors from the hypocentres, at the
time of exposure. In the analyses of the solid cancer
data performed by the Radiation Effects Research
Foundation (RERF), the colon is used as the refer-
ence organ. Figure 1 shows the ratio of the colon
absorbed doses due to neutrons and gamma radi-
ation, based on the Dosimetry System DS86(1).

At first glance, Figure 1 seems to suggest the neu-
trons to be of minor importance compared to the
gamma radiation, as far as any radiation-induced
health effect is concerned. However, as neutron radi-
ation is biologically much more effective than
gamma radiation, neutron absorbed doses must be
multiplied by their relative biological effectiveness
(RBE), before their role on the health effects
observed among the A-bomb survivors can be
assessed. Currently, most of the analyses of the Life
Span Study (LSS) incidence and mortality data are
based on a neutron RBE value of 10 that is applied
to all survivors independent of their distance to
the hypocentre(2–5). Even with an RBE value of 10,
the effect contribution of the neutrons would be
,10% at a distance to the hypocentre of 1000 m,
and only �1% at a distance of 2000 m, for

Hiroshima (see Figure 1, if the neutron curve is mul-
tiplied by a factor of 10).

There is an ongoing discussion on the proper
weighting of the neutron dose in the analysis of the
A-bomb data. It has already been shown that the
accustomed use of the low weighting factor 10 for
the neutrons and, in addition, that the reference to
the colon as the organ with the lowest neutron dose
contribution suggest a very minor role of the neu-
trons. In a series of recent publications it has been
suggested to use higher constant values for the
neutron RBE than 10—either based on evidence
from animal experiments(6) or based on analyses of
the LSS data(7–9). As a result of higher RBE values,
the effect contribution of the neutrons would be
further increased and, for minimally shielded organs
close to the body surface, such as the female breast,
neutron effect contributions of up to 40% could not
be ruled out(10).

In view of the desired continuity of the studies on
the A-bomb survivors, there is understandable
reluctance to abandon earlier conclusions before all
relevant radiobiological evidence is thoroughly
reexamined. But even at this point it is useful to
judge the issue in light of the common agreement
that is reflected in the recommendations of the
International Commission on Radiological
Protection (ICRP).

The radiation weighting factors, wR, are of course
designed for simple use in the practice of radiation
protection and not for application in rigorous risk
assessment. They represent, nevertheless, the
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summary of all essential information, and for this
reason they will here be related to the weighting of
neutrons in the analysis of the A-bomb data. As will
be seen, there is considerable discrepancy. The ICRP
weighting factor for neutrons imply a larger contri-
bution role of the neutrons in the health effects to
the A-bomb survivors than currently assumed.

In addition, the issue of a distant-dependent
neutron RBE value in the LSS data analyses has—
to the authors’ knowledge—not been directly investi-
gated before. There is at least one strong reason for
questioning the use of a constant RBE for the LSS
cohort: The RBE for neutrons is a function of
neutron energy. In ICRP Report 60(11), a weighting
factor wR for neutrons at low doses was introduced.
Given the energy dependence of wR, it is interesting
to note that the neutron spectra in Hiroshima and
Nagasaki change with distance from the hypocen-
tres. This is illustrated in Figure 2 which permits a

quantification of the percentage of neutrons below a
specified energy. For example, it can be seen that
only 3% of the neutrons had an energy above
1 MeV, at a distance of 1000 m to the hypocentre in
Hiroshima, while this fraction increases to 10% at
2000 m, respectively.

Both the hardening of the neutron spectra in
Hiroshima and Nagasaki with increasing distance
from the hypocentres and the dependence of the
neutron weighting factor wR on neutron energy
could result in the necessity of applying different
values for wR in the dose calculations for survivors
whose locations at the time of bombing were differ-
ent. This issue is quantified in more detail next.

RESCALED ICRP NEUTRON WEIGHTING
FACTORS TO BE APPPLIED TO THE
NEUTRON ABSORBED DOSE IN
HIROSHIMA AND NAGASAKI

ICRP neutron weighting factors as a function of
neutron energy

Although ICRP Report 60 introduced a step func-
tion for the radiation weighting factor wR for neu-
trons at low doses, with a maximum value of 20 at
an energy between 100 keV and 2 MeV(11), it gave
also a smooth fit (Equation 1 and Figure 3) to the
wR values as function of energy of the incident neu-
trons that is more suitable for detailed calculations.

wRðEnÞ ¼ 5þ 17 � exp
ÿðlnð2EnÞÞ

2

6

 !

ð1Þ

where En is the energy of the incident neutrons in
units of MeV.

In the more recent ICRP Report 92(12), this
approach was modified and Equation 2 was

Figure 2. The fraction of free-in-air neutron fluence below specified energy, one meter above the ground, for (a) 1000 m
(left panel) and (b) 2000 m (right panel) from the hypocentre in Hiroshima(1).

Figure 1. Ratio of neutron and gamma radiation absorbed
dose for the colon versus distance to the hypocentre,

Hiroshima(26).

W. RÜHM AND L. WALSH

424

 at B
u

n
d

esam
t fu

er S
trah

len
sch

u
tz - Z

en
tralb

ib
lio

th
ek

 o
n

 Jan
u

ary
 4

, 2
0

1
2

h
ttp

://rp
d

.o
x

fo
rd

jo
u

rn
als.o

rg
/

D
o

w
n

lo
ad

ed
 fro

m
 



proposed as a better alternative to Equation 1 (see
also Figure 3)(13).

wRðEnÞ ¼ 2:5 � 2ÿ expðÿ4 �EnÞð

þ6 � exp
ÿðlnðEnÞÞ

2

4

 !

þ exp
ÿðlnðEn=30ÞÞ

2

2

 !!

ð2Þ

The analysis described next involves the appli-
cation of both functions.

Calculation of neutron weighting factors based on
ICRP recommendations, corrected for secondary
gamma-rays

The wR is defined in terms of the incident neutron
spectrum(12,13) and depends on the energy of the
incident neutrons (Figure 3); however, wR also
includes an additional contribution from secondary
gamma-rays produced by neutron capture reactions
in the body. In contrast, the neutron absorbed doses
specified for the A-bomb survivors are based on the
neutron spectrum at the site of the investigated
organ, excludes the contribution from the secondary
gamma-rays. It is for this reason that wR (Figure 3)
must not be applied directly to the DS86 neutron
absorbed doses in the calculation of the correspond-
ing neutron effective doses Dn. The correct approach
for the calculation of Dn involves the application of
rescaled wR values that take only the genuine contri-
bution from the neutrons (recoils alone) into
account.

The fractional contribution, Fn,iso, of the neutrons
to the total absorbed dose (recoils alone) for an

anthropomorphic adult phantom that is isotropically
irradiated with neutrons of the specified energy is
shown in Figure 4(14,15). It can be inferred from this
figure, for example, that after an isotropic irradiation
of an anthropomorphic adult phantom with 1-MeV
neutrons, �25% of the total absorbed dose is from
secondary gamma-rays and 75% is from the
neutrons.

The values for Fn,iso that are visualised in Figure 4
were used to calculate a rescaled radiation weighting
factor wR,recoil (recoils alone) (The term ‘recoils’
used here also includes the protons which are pro-
duced due to the 14N(n, p)14C reaction, on nitrogen
in tissue.) that does not include any contribution
from the secondary gamma-rays (Equation 3 and
Figure 5).

wR;recoil ¼
wR þ Fn;iso ÿ 1

Fn;iso
ð3Þ

Although the rescaled wR,recoil is close to that
used by the ICRP for neutron energies above
�5 MeV, it is significantly higher for neutron ener-
gies below �1 MeV and can assume values which
are even larger than 60 below �100 keV, for the
weighting factor based on the ICRP Report 60
(Figure 5a).

The pronounced increase of the rescaled ICRP60
neutron weighting factor as shown in Figure 5a is
due to the fact that the ICRP60 neutron weighting
factor approaches a value of 5, for low energies,
while the recoil contribution of the neutrons to the
total absorbed dose becomes very small, for these
energies (see Figure 4).

Figure 3. The neutron weighting function wR as
recommended by the ICRP Report 60 (black line) and the

ICRP Report 92 (grey line).

Figure 4. The fractional contribution, Fn,iso, of neutrons
(recoils alone) to the total absorbed dose, for an adult
anthropomorphic phantom under isotropic irradiation
conditions with mono-energetic neutrons of the specified

energy(14,15).
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EFFECT OF NEUTRON SPECTRUM
HARDENING ON THE RESCALED
MEANWEIGHTING FACTORS FORTHE
NEUTRONS IN HIROSHIMA AND NAGASAKI

Neutron fluence spectra used

Figure 6 shows an example of the DS86 free-in-air
(fia) neutron fluence spectra at 1 m above ground for
Hiroshima, at distances to the hypocentres of 1000
and 2000 m(1). In this figure, the ordinate quantity,
lethargy, is defined as the ratio of the neutron
fluence, w, and the difference in the natural logar-
ithm of the top and bottom of each neutron energy
group. In the chosen lethargy versus neutron
energy presentation, equal areas below the curve rep-
resent equal neutron fluences (numbers of neutrons
per cm2 and kt). Neutron spectra for additional
distances and those for Nagasaki are given
elsewhere(1,16).

Figure 6 demonstrates that most of the neutrons
per cm2 and kt had an energy below 1 MeV.
However, the fraction of neutrons with energy higher
than �1 MeV becomes greater at large distances
from the hypocentre (see also Figure 2). In any case,
the fraction of neutrons below 1 MeV is not negli-
gible. Whether these neutrons need to be included
into the calculation of average wR,recoil values and
whether they would thus contribute towards
increased wR,recoil values for those who survived
close to the hypocentres, however, depends on the
extent of their contribution to genuine neutron
absorbed dose.

The fluence-to-neutron absorbed dose conversion
coefficients

The following considerations are based on the
reference conversion coefficients of effective dose as

Figure 5. The neutron weighting factors used in this work: Left panel (a) wR as suggested by (ICRP60)(11) which includes
contributions due to neutron-induced secondary gamma rays (lower curve, following Equation 1 and shown in Figure 3),
and wR,recoils, which only includes the contribution due to recoils (upper curve); right panel (b) same for wR as suggested

by (ICRP92)(12).

Figure 6. DS86 neutron fluence spectra, 1 m above ground and free-in-air, for (a) 1000 m (left panel) and (b) 2000 m
(right panel) from the hypocentre in Hiroshima(1).
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a function of neutron energy, c(En)effdose, for an
isotropic neutron exposure of an adult anthropo-
morphic phantom(17). These coefficients specify the
contribution of neutrons to effective dose (includ-
ing the contribution due to secondary gamma-rays
produced in the body) per incident neutron fluence.
Since wR,recoil has to be averaged over the genuine
neutron absorbed dose (see earlier), the ICRU
reference conversion coefficients were first divided
by the ICRP60 wR to obtain the reference conver-
sion coefficients of absorbed dose, c(En)absdose, as a
function of neutron energy. Because the c(En)absdose
values obtained in this way still include the contri-
bution from secondary gamma-rays to absorbed
dose, they were multiplied with the Fn,iso values
(Figure 5) to calculate the corresponding conver-
sion coefficients of genuine neutron absorbed dose
per neutron fluence, c(En)absdose,recoils (Figure 7).

If the resulting neutron absorbed dose is given in
terms of neutron energy fluences instead of the
neutron fluences, Figure 7 changes to Figure 8. The
plateau between 0.1 and 5 MeV represents the
energy range in which the neutron energy is directly
deposited into the tissue volume of interest and thus
the absorbed neutron dose is directly proportional to
the neutron energy fluence.

Distant-dependent mean neutron weighting factors
for Hiroshima and Nagasaki

Multiplication of c(En)absdose,recoils (Figure 7) with
the DS86 neutron fluence spectra leads then to the

genuine contribution of neutrons to absorbed dose
as a function of energy (Equation 4), for survivors
exposed in Hiroshima or Nagasaki, at different dis-
tances from the hypocentres.

Dn;iðEn;iÞ ¼ cðEn;iÞabsdose;recoils � fn;iðEn;iÞ

¼
cðEn;iÞeffdose � FðEn;iÞn;iso

wRðEn;iÞ
� fn;iðEn;iÞ ð4Þ

where the subscript i refers to the DS86 neutron
energy group, Dn,i is the contribution of the incident
neutrons to the genuine neutron absorbed dose, En,i

is the mean neutron energy, c(En,i)effdose is the refer-
ence conversion coefficient of effective dose(17), Fn,iso
is the fractional contribution of the neutrons to the
total absorbed dose due to recoils (Figure 4), wR is
the ICRP neutron weighting factor (Equation 1)
and Fn is the DS86 neutron fluence (see Figures 2
and 6).

Figure 9 presents the results of these calculations
in terms of the fraction of genuine neutron absorbed
dose due to recoils, from neutrons below the speci-
fied energy. For example, it can be inferred from the
figure that �50% of the absorbed dose due to recoils
is due to incident neutrons with an energy below
1 MeV, in Hiroshima at 1000 m from the hypocentre
(Figure 9a), while it is only �20% at 2000 m from
the hypocentre (Figure 9b).

On the basis of Equation 4, the average weighting
factor for the neutrons was then calculated according
to Equation 5, for DS86 neutron spectra for
Hiroshima and Nagasaki at distances to the hypo-
centres of 5, 500, 1000, 1500 and 2000 m (Tables 1
and 2). Because the corresponding DS02 neutron
spectra are not available in the DS02 final report(18),
they were obtained from(19). Accordingly, the
average weighting factor for the neutrons was also
calculated based on DS02 neutron spectra, and the
results are also given in Tables 1 and 2 for the sake

Figure 7. Conversion coefficients c(En)absdose,recoils (genuine
neutron absorbed dose per neutron fluence) as a function
of neutron energy, for an isotropic exposure of an adult
anthropomorphic phantom (based on the reference
conversion coefficients for effective dose for neutrons given
in (ICRU57)(17), the ICRP60 radiation weighting factor for
neutrons, wR,

(11) and the fractional contribution Fn,iso
(Figure 5) of neutrons due to recoils to the total absorbed

dose).

Figure 8. Similar to Figure 7, except that the neutron
conversion coefficients c(En)absdose,recoils are given in terms

of the neutron energy fluence.
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of completeness.

wR;recoils ¼

P

i wR;recoilðEn;iÞ �Dn;iðEn;iÞ
P

i Dn;iðEn;iÞ
ð5Þ

The results in Table 1 indicate that the mean
weighting factors for neutrons to be applied to the
neutron absorbed doses of the A-bomb survivors
depend somewhat on the distance to the hypocentre,
being �30% larger at 1000 m compared to 2000 m
in Hiroshima, and �10% larger at Nagasaki. This is
due to a hardening of the neutron spectrum, as the
distance to the hypocentres increases. As a result,
the contribution of neutrons (recoils alone) with an
energy below 1 MeV becomes less important at
large distances and, correspondingly, the mean
weighting factors decrease with increasing distance.
From Table 1 one might deduce that the use of a
constant neutron weighting factor is not justified at
least for Hiroshima, and that a higher value than
that of 10 used in the LSS risk analyses should be

applied if the analysis of the A-bomb life span study
health data is to be consistent with current ICRP
recommendations.

Compared to Hiroshima, the mean weighting
factors deduced for Nagasaki are consistently lower
at the same distance. This is because the Nagasaki
neutron spectra are generally harder than those in
Hiroshima, and include a higher fraction of MeV
neutrons(1,16). However, this difference in the mean
weighting factors is not very large, and it may be
considered acceptable to apply a mean weighting
factor deduced from both cities in any quantitative
analysis based on data from Hiroshima and
Nagasaki combined.

The same procedure was also applied to calculate
wR,recoils values based on a modified neutron weight-
ing factor(13,20) proposed in a recent ICRP publi-
cation(12) (Table 2).

While the general trend of increasing neutron
weighting factors with decreasing distance from the
hypocentre is still observable for both cities, it is
somewhat smaller than that observed based on the
ICRP Report 60 values (Table 1).

Finally, it should be noted that the mean weight-
ing factors given in Tables 1 and 2 are based on

Figure 9. Fraction of neutron absorbed dose due to recoils, from incident neutrons below specified energy; the calculation
was performed on the basis of the DS86 neutron spectra for Hiroshima given in Figures 2 and 6; for details see text.

Table 1. Average wR,recoils values (see Figure 5) based on
ICRP Report 60 recommendations and on DS86 and DS02
prompt neutron spectra, as a function of distance from the

hypocentres.

Averaged wR,recoils 5 m 500 m 1000 m 1500 m 2000 m

Hiroshima, DS86 44.0 38.7 30.6 25.8 23.1
Nagasaki, DS86 30.1 25.2 24.0 22.7 21.5

Hiroshima, DS02 44.8 40.2 33.2 28.1 25.1
Nagasaki, DS02 29.3 25.9 24.9 23.9 22.9

Note: For details see text.

Table 2. Same as Table 1, but for a rescaled wR for the
recoils as suggested in (ICRP 92(12), see also Ref. 20).

Averaged wR,recoils 5 m 500 m 1000 m 1500 m 2000 m

Hiroshima 25.5 24.9 23.3 21.8 20.7
Nagasaki 22.4 21.9 21.3 20.6 20.0

Hiroshima, DS02 25.8 25.3 24.0 22.7 21.6
Nagasaki, DS02 22.6 22.1 21.7 21.2 20.7
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survivors who were located in the open air at the
time of the bombing. This is because DS86 fia
neutron spectra, published in the DS86 final
report(1), had been used. Unfortunately, correspond-
ing neutron spectra for typical shielding situations
are not publicly available and, consequently, this
issue could not be further investigated within the
frame of the present study.

POTENTIAL IMPLICATIONS ON RISK
ESTIMATES

Recently it was pointed out that the colon dose is
not the best choice for analyses with all solid cancers
combined, as it is one of the deepest lying organs in
the human body. The human body shields the colon
much more effectively against the neutrons than the
gamma radiation. For example, colon neutron and
gamma radiation absorbed doses must be multiplied
by factors 2 (for the neutrons) and 1.08 (for the
gamma rays) to calculate organ-averaged doses(21). If
the data shown in Figure 1 are plotted in terms of
organ-averaged doses [i.e. multiplied by factors 2 (for
the neutrons) and 1.08 for the gamma rays)], and if
the neutron absorbed dose is multiplied by the aver-
aged neutron weighting factors as given in Tables 1
and 2, the neutrons contribute significantly to the
total weighted dose of the survivors (Figure 10).

Figure 10 suggests that, compared to standard
RERF evaluation, the use of mean wR values based
either on ICRP Reports 60 or 92 applied to organ-
averaged doses, the neutrons could contribute much
more to the total weighted dose than has been pre-
viously assumed. As a result, current risk estimated
for gamma radiation would decrease(8,21). It should

be emphasised, however, that the investigations
described earlier are not final. The best possible
analysis of any distant-dependent RBE values would
require the individual data from the LSS cohort.
Since these individual data are not publiclly avail-
able, the analysis presented here was based on
grouped data. It is therefore recommended that a
more detailed analysis of the mechanisms mentioned
earlier, based on the individual LSS data, should be
performed before final conclusions can be drawn.

The analysis presented here is largely based on the
dosimetry system DS86. Recently, this system was
thoroughly revised to include all aspects of survivor
dosimetry and involved different teams from Japan,
the USA and Germany. The results published
indicate �8% higher gamma radiation doses and
3–20% lower neutron doses for Hiroshima, and
7–11% higher gamma radiation doses and 25–40%
lower neutron doses for Nagasaki, respectively,
depending on distance from the hypocentres(18). The
resulting risk estimates for solid cancer and
leukaemia, however, do not change significantly(22).
If further calculations are performed, which are
based on the modified colon gamma and neutron
absorbed doses as suggested by DS02 and the
rescaled averaged wR,recoils values given in Tables 1
and 2 for Hiroshima, Figure 10 changes to Figure 11.
It is evident that even with DS02, the neutrons would
account for an appreciable effect contribution.

OTHER EVIDENCE FOR AN RBE VALUE
HIGHER THAN 10

A striking trend of decreasing radiation sensitivity of
various human tissues has been found with increas-
ing depth in the human body, in the RERF risk esti-
mates for different organs(8). In the absence of any
biological reason, this trend was suggested to be due
to the choice of an RBE value of 10. Although there
remained statistically significant differences between
the different tissues, the trend with depth in the body
could be made statistically insignificant if an RBE
value for the neutrons of 100 was chosen. In the
same publication it was also shown that if the RBE
for the neutrons was treated as a fit parameter, the
best fit of the solid cancer mortality data could be
obtained for a neutron RBE of 100.

It was also shown recently that the striking inter-
city difference, i.e. different induction of chromo-
some aberrations in peripheral blood samples from
survivors in Hiroshima and Nagasaki, which had
been observed and discussed in several previous
papers(23–25) becomes insignificant, if higher RBE
values for the neutrons are chosen that were based
on the invitro induction of chromosome aberrations
by neutron and gamma radiation(9).

Finally, studies on animal models also suggest
high RBE values for the neutrons. For example, the

Figure 10. Similar to Figure 1, Hiroshima; dashed line: for
colon and an RBE value of 10 (standard RERF approach);
grey line: for organ-averaged doses (i.e. neutron absorbed
doses for the colon multiplied by a factor 2, and gamma
radiation absorbed doses for the colon multiplied by a
factor 1.08, respectively) and mean wR based on ICRP
Report 92 (Table 2); black line: same as grey line, but for

mean wR values based on ICRP Report 60 (Table 1).
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effectiveness of fission neutrons was compared to
that of X-rays and gamma rays, in terms of the
induction of malignancies in male Sprague-Dawley
rats. This study suggested a value for the RBE of
fission neutrons of about 50, at neutron doses
between 20 and 60 mGy(6).

CONCLUSION

Currently, most of the analyses of the LSS solid
tumour incidence and mortality data are based on a
constant neutron RBE value of 10(2–5).

Although there are various other reasons why a
neutron RBE value of 10 might be too low, it is
shown here that current ICRP recommendations on
the neutron weighting factor for neutrons also
suggest higher values. The ICRP radiation weighting
factors are of course designed for simple use in the
practice of radiation protection and not for appli-
cation in rigorous risk assessment. They represent,
nevertheless, the summary of all essential infor-
mation, and for this reason they were here related to
the weighting of neutrons in the analysis of the
A-bomb data. Additionally, it was demonstrated here
that the neutron RBE might depend on distance
from the hypocentres, due to the hardening of the
neutron spectra in Hiroshima and Nagasaki with
increasing distance from the hypocentres. If the inves-
tigation is based on current ICRP recommendations
for the RBE of neutrons(11), e.g. an RBE of about 31
should be applied to those who survived at a distance
of 1000 m in Hiroshima, whereas an RBE of about
23 should be applied to those who survived at a

distance of 2000 m in Hiroshima (Table 1). This
dependence on distance decreases if radiation weight-
ing factors of the neutrons are used based on
ICRP92. In any case, however, the resulting numeri-
cal values of the neutron RBE to be applied in
Hiroshima and Nagasaki are at least twice as large as
that currently used by the RERF for its analyses of
the LSS data. Although slightly different results were
obtained numerically, for the new dosimetry system
DS02, the basic conclusions of the present analysis
did not change. Finally, it is important to note that
increasing the neutron RBE in the LSS analyses
would result in decreased risk coefficients for gamma
radiation.

The approach described here is suitable for further
improvement by including small refinements in the
ICRP92 model for the radiation weighting factor
and applying these to the new RERF incidence
data. However, since both the new ICRP model and
the new epidemiological data are not yet finalised
and are due for publication in the near future, such
an improved analysis will need to be the subject of
future work.

ACKNOWLEDGEMENTS

S. Egbert (Science Applications International
Corporation, San Diego, USA) is gratefully acknowl-
edged for providing DS02 neutron fluence spectra.
The authors thank A.M. Kellerer for many stimulat-
ing discussions. This paper makes use of the data
obtained from the Radiation Effects Research
Foundation (RERF) in Hiroshima, Japan. RERF is

Figure 11. Similar to Figure 10, but based on DS02 colon doses, Hiroshima; dashed line: for colon and an RBE value of
10 (standard RERF approach); grey line: for organ-averaged doses (i.e. neutron absorbed doses for the colon multiplied by
a factor 2, and gamma radiation absorbed doses for the colon multiplied by a factor 1.08, respectively) and mean wR

based on ICRP Report 92 (Table 2); black line: same as grey line, but based on ICRP Report 60 (Table 1).
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Abstract A common type of statistical challenge, wide-

spread across many areas of research, involves the selec-

tion of a preferred model to describe the main features and

trends in a particular data set. The objective of model

selection is to balance the quality of fit to data against the

complexity and predictive ability of the model achieving

that fit. Several model selection techniques, including two

information criteria, which aim to determine which set of

model parameters the data best support, are reviewed here.

The techniques rely on computing the probabilities of the

different models, given the data, rather than considering the

allowed values of the fitted parameters. Such information

criteria have only been applied to the field of radiation

epidemiology recently, even though they have longer tra-

ditions of application in other areas of research. The pur-

pose of this review is to make two information criteria

more accessible by fully detailing how to calculate them in

a practical way and how to interpret the resulting values.

This aim is supported with the aid of some examples

involving the computation of risk models for radiation-

induced solid cancer mortality fitted to the epidemiological

data from the Japanese A-bomb survivors. These examples

illustrate that the Bayesian information criterion is partic-

ularly useful in concluding that the weight of evidence is in

favour of excess relative risk models that depend on age-at-

exposure and excess relative risk models that depend on

age-attained.

Introduction

Poisson regression, involving a multivariate analysis of

numbers of uncommon events (e.g., the incidence of cancer

or the mortality from cancer) in cohort studies, is often

applied to the field of radiation epidemiology. With this

method it is possible to determine several theoretical

models given relevant epidemiological data, for example,

for the relative risk of dying from lung cancer for smokers

who live in areas associated with high radon levels. The

decision concerning which of these models is the most

plausible, without necessarily considering the preferred

values of the model parameters, can be made with model

selection techniques. Within each model, the parameters

indicate the importance of particular effects, for example,

the age dependence of the spontaneous death rate in the

absence of radon and smoking, or the change in the death

rate with radon exposure levels and/or smoking levels.

Such parameters are not usually predicted by prior

knowledge, but need to be estimated from the data in order

to determine which combination of (explanatory) covari-

ables, if any, is capable of adequately describing the total

detrimental health risks. Current data may not be statisti-

cally powerful enough to constrain the parameters of the

model at the required level. Alternatively, although less

common in epidemiology than in other fields, the presence

of good data may lead to the very different problem of

determining when to stop adding extra useful parameters,

or when to stop re-parameterisation procedures. In this

case, it is possible then to arrive at several competing

models that seem to fit the data approximately equally well.

Occam’s razor (also known as the principle of parsimony)

provides a solution to model selection here—the simpler

model should be preferred. A complicated model that ex-

plains the data slightly better than a simpler model needs to
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be penalised for the extra parameters which tend to de-

crease the overall power of a model in making predictions.

In contrast, a model that is too simple and unable to fit the

data well needs to be discarded. Such considerations and

problems associated with preferred model selection are

widespread across many areas of research and form a

common type of statistical challenge.

The standard approach to model fitting usually involves

choosing one initial set of parameters to be varied and then

using a likelihood method to determine the best-fit model

and associated parameter confidence intervals. Eventually,

the initial parameter set may be replaced by another set

chosen ad hoc and the whole process repeated an ad hoc

number of times. Typically, the introduction of extra

parameters will often improve the fit to the data set,

regardless of the relevance of these new parameters, and so

a simple comparison of maximum likelihoods will gener-

ally tend to favour the model with the most parameters1. A

less commonly adopted approach, which compensates for

this effect by penalising models which have more param-

eters, and therefore counterbalances the improvement in

maximum likelihood that the extra parameters may allow,

is that of model selection.

A considerable wealth of the statistical literature is de-

voted to model selection (excellent text book accounts have

recently been given [1–3]) and its use is widespread in

many branches of science. In model selection, the data are

involved in allowing the determination of which combi-

nation of parameters gives the preferred fit. Here, the

emphasis is placed on the application of information cri-

teria to aid in the elimination of parameters that do not play

a sufficient role in improving the fit to the available data.

These information criteria have led to considerable ad-

vances in the understanding of how statistical inference is

related to information theory.

The model selection techniques reviewed here aim to

determine which set of parameters the data support by

computing the probabilities of the different models, given

the data, rather than considering the allowed values of the

fit parameters. Choice of the technique depends on the

nesting properties of the competing models. Nested models

are those where the more complicated model has additional

parameters to those in the simpler model and where the

latter may be interpreted as a particular case of the former

with the additional parameters kept fixed at some fiducial

values. Several techniques are reviewed that apply to linear

and non-linear models including: ‘‘Likelihood ratio’’ tests,

which require the models to be nested and were originally

proposed by Neyman and Pearson [4] (see, however, [5] for

a modern textbook explanation); and two likelihood based

information criteria [1–3] which do not require the models

to be nested. These information criteria due to Akaike [6,

7] and Schwarz [8] arise from extending the likelihood-

based methods by information theoretical and Bayesian

considerations, respectively. These criteria have only re-

cently been applied to the field of radiation epidemiology

[9, 10], even though they have longer traditions of appli-

cation in other areas of research (e.g. [11, 12]). Although

the underlying theoretical considerations associated with

information criteria are very involved (and are not covered

in detail here—but just described and cited), the actual

criteria have very simple expressions and are easy to derive

from the standard output of most optimisation software.

The purpose of this review is to promote the application of

these techniques in the field of radiation epidemiology by

aiming to increase their accessibility and by fully

describing how to calculate them and how to interpret the

resulting values. This is done with the aid of some practical

examples involving the epidemiological data from the

Japanese A-bomb survivors.

Model selection statistics

In Poisson regression, it is possible to specifically model

rate functions for grouped survival data. Let di, Pi and xi
denote the number of deaths (or cases), the total number of

person–years at risk and covariates (e.g., age and dose) for

the ith data cell, respectively. Then the model for the ex-

pected number of deaths E(di) in the cell can be written as:

EðdiÞ ¼ Pikðb; xiÞ;

where k(b, x) is the rate function model and b is the chosen

set of fit parameters.

If b̂ represents the computed optimised values of the fit

parameter set, then the contribution of the ith data cell to

the log likelihood is

Li ¼ di lnðPikðb̂; xiÞÞ ÿ Pikðb̂; xiÞ

and the log likelihood is simply the sum of Li over the i

data cells, SLi.

The overall quality of a model fit to the data in Poisson

regression is often quantified by the deviance, dev. The

deviance contribution from the ith data cell is computed as

twice the difference between the likelihood contribution,

when di is used as the estimate of the cell mean, and the

value of Li for the current model. Thus, the total deviance is

minus twice the natural logarithm of the maximum likeli-

hood, M = max(SLi).

1 However, this should not give the impression that the standard

model selection approach involving maximum likelihoods pays no

attention to the number of fit parameters, which, in fact, determines

the number of degrees of freedom, as explained below.
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As indicated above, the general problem of choice of the

procedure to use for selection of a preferred model in

Poisson regression usually depends on whether the com-

peting models are ‘‘nested’’. Model A is nested within

model B, if model A is a special case of model B, i.e., if

both contain the same model parameters and model B has

at least one additional parameter.

Nested models

When two models are nested, it is known that the difference

between their deviances, dev(B) – dev(A) is chi-square (v2)

distributed [4, 5]. In this case, the degrees of freedom for the

difference is equal to the difference in degrees of freedom

for the two original test statistics, df(B) – df(A). This sug-

gests the most commonly used method for comparing the fit

of two nested models to see if a particular parameter can be

dropped from a model without substantially reducing the

explanatory power of the model: one tests whether the

resulting difference in deviance, dev(B) – dev(A) is sig-

nificant or not, for the given degrees of freedom and a

chosen level of statistical significance. If the difference is

significant, then the extra parameters associated with model

B are retained. This method is also known variously as

partitioning the deviance and applying likelihood ratio tests

[4, 5] and is not strictly applicable to non-nested models.

Correspondingly, model B with one additional fit parameter

than model A is considered to be an improvement over

model A with 95% probability, if the deviance is reduced by

more than 3.84 points. This is because the v2-probability

distribution with one degree of freedom leaves 5% of the

total probability excluded, and consigned to the tail of the

total distribution, at v2 = 3.84. This and a few other

examples are given in Table 1.

Non-nested models

It is sometimes possible, with a little ingenuity, to create

nested models from non-nested models in order to test

whether a particular parameter can be dropped from a

model without substantially reducing the explanatory

power of the model. However, in the situation of fitting

different types of models to the same data set, for example,

when fitting biologically based mechanistic models,

empirical excess relative risk models and excess absolute

risk models all to the same A-bomb data set, this is often

not possible. The AIC and BIC information criteria (as

explained below) allow many more inter-comparisons be-

tween totally different model types and provide guidance,

for example, on whether biologically based models fit the

data more economically, i.e., with fewer parameters, than

the empirical models, or whether the ERR model fits better

than the EAR model.

In general, if the models are not nested and cannot be

reformulated as nested models, there is a tendency, in the

field of radiation epidemiology, to just quote the change in

deviance without interpretation (e.g. [13, p. 390]). This

approach can be improved on by the application of infor-

mation criteria.

The more general problem of choosing among non-

nested models, with different numbers of parameters, can

be approached with an information theoretic extension of

the maximum likelihood principle, as originally suggested

by Akaike [6, 7] and fully described in a dedicated text-

book to Akaike information criterion statistics [14] and in

[1]. Another information criterion involves evaluating the

leading term in the asymptotic expansion of the Bayes

solution as suggested by Schwarz [8]. An informative

description of both methods has recently been given [15].

Akaike’s [6, 7] suggestion amounts to maximising the

likelihood function separately for each model j, obtaining

the likelihood Mj and then choosing the model that mini-

mises the Akaike information criterion (AIC),

AIC ¼ ÿ2 lnðMjÞ þ 2kj; ð1Þ

where kj is the number of fit parameters in the model (i.e.,

the number of values that are estimated from the data) and

the first term on the right-hand side of Eq. 1 is just the

familiar deviance.

The AIC is derived by an approximate minimisation of

the Kullback–Leibler information entropy, which measures

the difference between the true data distribution and the

model distribution. The full statistical justification is given

in the original Akaike papers [6, 7] and in [1].

Adopting this formulation of AIC, the probability P for

a model improvement can then be computed by the fol-

lowing equation [16]:

P ¼ 1ÿ expðÿ0:5 DAICÞ=ð1þ expðÿ0:5 DAICÞÞ ð2Þ

where DAIC is the change in AIC between two competing

models.

Thus, an arbitrary model A is considered to be an

improvement of another model B with 95% probability, if

the AIC for model A is smaller than the AIC for model B

by 5.9 points, i.e. DAIC = –5.9 (see Table 2 for this and

other examples).

Table 1 Probability and

evidence ratio (ER) values

connected with various model-

to-model changes in deviance

(i.e. DDeviance)

DDeviance

(P = 0.05)

Dnumber

of parameters

3.84 1

5.99 2

7.81 3

9.49 4
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When comparing two models A and B, the probability

that model A fits the data better than model B can be di-

vided by the probability that model B fits better than model

A (by invoking complementary probabilities) to obtain the

evidence ratio, ER as given in Table 2, where

ER ¼ 1= expðÿ0:5 DAICÞ: ð3Þ

The other criterion for model selection, mentioned

above, is a later product of early work on a Bayesian ap-

proach for comparing predictions made by two competing

scientific theories [17, 18] and involves Bayes factors. If

the prior probabilities of two competing models are equal,

then the Bayes factor is just the posterior probability of one

of these models. It is possible to avoid the introduction of

the prior probabilities, and the associated numerical inte-

grations associated with the full Bayesian method (as in

[19] for example), by using a rough asymptotic approxi-

mation to the Bayes factors developed by Schwarz [8].

Then the relevant procedure for model selection involves

choosing the model that minimises the Bayes Information

Criterion (BIC), where the BIC is often defined to be minus

twice the Schwarz criterion [8]:

BIC ¼ ÿ2 lnðMjÞ þ kj lnðnÞ; ð4Þ

where n is either the number of data points (for individual

data) or the number of data groups or cells (for binned data).

In contrast to the AIC, the BIC involves an asymptotic

approximation and does not have an information-theoretic

justification—despite the name. The factor of two, just

mentioned, has the function of putting the BIC on the same

scale as the familiar deviance and likelihood ratio test

statistic [4, 5] and so here again, the first term on the right-

hand side of Eq. 4 is just the deviance. The evidence for

model improvement is positive, strong or very strong, if the

difference in the BIC values, between two competing

models, lies in the ranges of 2–6, 6–10, and 10 and above,

respectively [20] (Table 3).

Although approximate minimum t values for the dif-

ferent grades of evidence and sample size have been given

in Table 2 of [20], the basic idea presented here is to rely

on the BIC ranges for grades of Bayesian evidence for

model selection among non-nested models, rather than on

P or t values.

The presence of different information criteria in the lit-

erature naturally leads to the question of which one is best.

Monte Carlo tests have indicated that the AIC has a tendency

to favour models which have more parameters than the true

model [20]. A formal proof [21] has shown the AIC to be

‘‘dimensionally inconsistent’’. This means that the proba-

bility of AIC favouring an over-parameterised model does

not tend to zero even as the data set size tends to infinity.

Nevertheless, the AIC has been considered here in addition

to the dimensionally consistent BIC, which penalises over-

parameterised models more harshly than AIC, as the data set

size increases (due to the second term in its definition, Eq. 4).

Other statistics for model selection that are of general

interest, but not applied to the examples of the next section,

include: Mallows Cp [22]; the shortest length description

principle [23, 24]; stochastic complexity (of a data string

relative to a class of probabilistic models) [25]; the shortest

data description [26]; and the deviance information criterion

[27].

An example of applications of model selection:

the A-bomb survivors

Data on cancer mortality

The cohort of the atomic bomb survivors from Hiroshima

and Nagasaki is unique due to the large number of cohort

members; the long follow-up period of more than 50 years;

a composition that includes males and females, children and

adults; whole-body exposures (which are more typical for

radiation protection situations than the partial-body expo-

sures associated with many medically exposed cohorts); a

large dose range from natural to lethal levels; and an

internal control group with negligible doses, i.e. those who

survived at large distances (>3 km) from the hypocentres.

The most recent data set on cancer mortality for the follow-

up time periods from 1950 to 2000 with the new dosimetry

system DS02 [28, 29] (data file: DS02CAN.DAT from

http://www.rerf.or.jp) has been selected for the analysis

here. DS02 was developed by a large international team of

Table 2 Probability and evi-

dence ratio (ER) values con-

nected with various model-to-

model changes in AIC (i.e.

DAIC)

The bold values are for the

95% probability of model

improvement

DAIC Probability Evidence

ratio

–1.0 0.622 1.65

–2.0 0.731 2.72

–3.0 0.818 4.48

–4.0 0.881 7.39

–5.0 0.924 12.18

–5.9 0.950 19.11

–6.0 0.953 20.09

–7.0 0.971 33.12

–8.0 0.982 54.60

Table 3 Probability and evi-

dence ratio (ER) values con-

nected with various model-to-

model changes in BIC (i.e.

DBIC)

Source [20]

|DBIC| Evidence

0–2 Weak

2–6 Positive

6–10 Strong

>10 Very strong
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scientists and included the calculation of the neutron and

gamma radiation transport from the point of A-bomb

explosion through the atmosphere, accounting for shielding

due to buildings and the human body. Validation of these

calculations involved neutron activation measurements

performed on environmental samples from Hiroshima (e.g.

[28–33]). The mortality data are in a grouped form and are

categorised by sex, city, age-at-exposure, age-attained, the

calendar time period during which the health checks were

made and weighted survivor colon dose. This data set

provides an opportunity for conducting analyses of the data

with various risk models, e.g., for radiation induced all-

solid-cancer mortality, as applied in the next section.

Weighted doses

Weighted organ doses are defined by

d ¼ dc þ RBE dn; ð5Þ

where dc and dn are organ absorbed doses from c-rays and

neutrons, respectively. For RBE, the relative biological

effectiveness of neutrons, the value 10 has been used.

Only the data groups with mean weighted colon dose

categories corresponding to < 2 Sv were used. The two data

subsets chosen for the modelling, the associated number of

cancer deaths and the number n of data cells, are given in

Table 4.

Since this analysis involves all types of solid cancers

grouped together, weighted organ-averaged doses [34] are

used in a place of the weighted colon dose. The organ-

averaged doses are calculated with weighting factors

accounting for the risk contribution of individual tumour

sites. The weighted organ-averaged doses are larger than

the colon doses (which are used in the radiation effects

research foundation analyses) by factors of 1.085 and 2 for

the gamma and neutron contributions, respectively [34].

The risk models

The risk models applied here, for radiation-induced solid

cancermortality, are very similar to those already considered

and explained in detail [9, 13]. In the present work, all

analyses are sex-specific in order to facilitate the model-to-

model comparisons here and to explore different functional

forms for the age-related parameters, whichmay be different

for males and females (an aspect to be included in a future

paper). This approach deviates slightly from that in [13],

where the analysis pertains to both sexes together but where

the baseline model contains fit parameter values that are all

sex-specific, with the only fit parameters that are really

treated as common to both males and females, relating to the

explanatory covariables of age-attained and age-at-expo-

sure. Use ismade of a general rate (hazard)model of the form

kðd; a; eÞ ¼ k0ða; eÞ½1þ ERRðd; a; eÞ�; ð6Þ

for the excess relative risk (ERR) and

kðd; a; eÞ ¼ k0ða; eÞ þ EARðd; a; eÞ ð7Þ

for the excess absolute risk (EAR), where k0(a, e) is the

baseline cancer death rate, a is age-attained and e is age-at-

exposure.

The ERR is factorised into a linear function of dose and

a modifying function that depends either in terms of the

age-attained model, ERR(d, a), [35, 36] or in terms of the

traditionally applied age-at-exposure model, ERR(d, e),

(which postulates an ERR that does not decrease in time).

A more complicated mixed model which includes both age

variables, ERR(d, a, e), can also be considered as a third

alternative. The functional form is exponential for age-at-

exposure in ERR(d, e) or a power function for age-attained

in ERR(d, a) and the modifying factors (see, Eq. 6) have

been modelled as

ERRðd; a; eÞ ¼ kdd expðÿgeðeÿ 30Þ þ ga lnða=70ÞÞ; ð8Þ

where kd is the ERR per unit dose for an age-at-exposure of

30 years and an age-attained of 70 years, and ge, ga are fit

parameters.

The model centering at age-at-exposure of 30 years and

an age-attained of 70 years was chosen to match that

adopted in previous analyses, e.g. [13]. Note that here

ERR(d, e) and ERR(d, a) are nested within ERR(d, a, e);

however, ERR(d, e) and ERR(d, a) are not nested models.

Similarly, the EAR is also factorised into a linear

function of dose and a modifying function that depends

either exponentially on age-at-exposure or on the natural

logarithm of age-attained or on both age variables:

EARðd; a; eÞ ¼ kdd exp½ÿgeðeÿ 30Þ þ galnða=70Þ� ð9Þ

where kd, ge and ga are fit parameters. However kd is now

the EAR in units of number of excess cases per 10,000

person years per Sv, for an age-at-exposure of 30 years and

an age-attained of 70 years.

Table 4 Some characteristics of the data sets of atomic bomb sur-

vivors with mean weighted colon doses <2 Sv: number of cancer

deaths from all types of solid cancer and number of data cells (n,

required in the calculation of BIC using Eq. 4) in the grouped mor-

tality data which covers the time from 1950 to 2000

Data set Number

of deaths

Number of data

cells (n)

Male, all solid, DS02 4,779 14,803

Female, all solid, DS02 5,234 15,139
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The nesting properties of the EAR models are also

analogous to those of the ERR models.

Although the baseline rates can be dealt with by strati-

fication, the main calculations in the next section adopt a

fully parametric model:

k0ða; eÞ ¼ expfb0 þ b1 lnða=70Þ þ b2 ln
2ða=70Þ

þ b3max2ð0; lnða=40ÞÞ þ b4 max2ð0; lnða=70ÞÞ

þ b5ðeÿ 30Þ þ b6ðeÿ 30Þ2g; ð10Þ

where b0,…,b6 are fit parameters.

This is a simplified version of the model of Preston et al.

[13]. Some terms, including a city parameter relating to

differences in baseline cancer rates between Hiroshima and

Nagasaki, were dropped from the full model of Preston

et al. [13] in arriving at Eq. 10. This was because an

application of the likelihood ratio test for nested models [4,

5], as described above, indicated that the extra terms did

not significantly improve the fit in the current analysis.

Estimation of fit parameters and statistical analysis

The maximum likelihood technique is used to fit the models,

as described in [37, 38]. Best estimates uncertainty ranges

and correlations of the fit parameters were determined by

minimising the deviance using the MIGRAD minimisation

subroutine from the CERNLIBRARYMINUIT software for

optimisation. MIGRAD implements a stable version of the

Davidon–Fletcher–Powell variable-metric (a quasi-Newton

method) [37]. Themodels were also computed in EPICURE/

AMFIT [38] as a double check on the numerical methods,

associated convergence properties, resulting parameter val-

ues and uncertainty ranges. No inconsistencies were found.

The number of parameters in the age-at-exposure model,

for example, was assumed to be equal to the number of

parameters actually optimised (9 parameters) plus the two

spline joins in the b3 and b4 parameters at 40 and 70 years,

respectively, in the baseline model (Eq. 10), thus a total of

11 parameters.

The quality of model fits and associated information

criterion values

Full details of the properties of interest in radiation

epidemiology, i.e., ERR dose response curves with age

effect-modifications and central estimates for the ERR/Sv,

have already been given for these types of models [9, 13]

and are not discussed here. However, for completeness, the

parameter sets for four preferred models are given in Ta-

ble 6, in the Appendix. Since the purpose here is to illus-

trate model selection techniques, the main results of

relevance are given in Table 5. All inferences made in this

section come from an evaluation of model-to-model

changes in the quantities given in Table 5 with the aid of

Tables 1, 2, 3 for interpretation. Table 5 gives the values of

Deviance, BIC and AIC associated with the two classes

(ERR, EAR) of models considered here. The borderlines

necessary for interpreting the model-to-model changes in

these values can be seen from Tables 1, 2, 3. Among these

models, comparisons can be made between two nested

models in the same class (where the nesting properties have

been explicitly given above) using the change in deviance,

and between any two models using the model-to-model

changes in AIC and BIC.

The full process of model selection would normally start

with adding the explanatory variables one-by-one to the

model i.e., add dose, then add one age related variable and

then the other age related variable. However, the full pro-

cess has not been described here since the aim is one of

illustrations of model selection techniques rather than of

detailing the complete model selection process. There are

also intrinsic difficulties involving the evaluation of time-

related effect-modification factors which are caused by

collinearity (i.e. correlations) in the variables [39], but

these are not considered here.

Considering the ERR age-at-exposure model, it can be

seen from Table 5 that when the age-attained parameter is

added to the model the deviance is reduced by 3 and 2

points for the male and female data sets, respectively. Here,

the likelihood ratio test would indicate that inclusion of

age-attained does not lead to a significant improvement in

model fit. However, if one happened to start with the ERR

age-attained model and then added the age-at-exposure

parameter, the deviance is reduced by 4 and 9 points for the

Table 5 Preferred models

Data set Model Number of

parameters

Deviance BIC AIC

Male ERR(d, e) 11 6,419 6,525 6,441

ERR(d, a) 11 6,420 6,526 6,442

ERR(d, a, e) 12 6,416 6,531 6,440

EAR(d, e) 11 6,447 6,553 6,469

EAR(d, a) 11 6,422 6,528 6,444

EAR(d, a, e) 12 6,417 6,532 6,441

Female ERR(d, e) 11 6,697 6,803 6,719

ERR(d, a) 11 6,704 6,810 6,726

ERR(d, a, e) 12 6,695 6,811 6,719

EAR(d, e) 11 6,742 6,848 6,764

EAR(d, a) 11 6,695 6,801 6,717

EAR(d, a, e) 12 6,693 6,809 6,717

The bold text indicates the preferred models (i.e., minimum BIC

value for each of the data sets). The models and numbers that are

italicised indicate the models that are a particularly bad choice in

terms of model-to-model changes in deviance or AIC or BIC
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male and female data sets, respectively, which does lead to

a significant improvement in an overall model fit. This

indicates the main problem in this type of model fit-

ting—which age covariable describes the data best? Is it

the age-at-exposure or the age-attained? This clearly can-

not be answered with the conventional method of just

looking for the change in deviance (because non-nested

models are involved) and it is exactly here where the

information criteria are of greatest value. It is also impor-

tant to reiterate here that the inability to distinguish be-

tween two models could also arise because the data are not

intrinsically powerful enough to fulfil this purpose.

There are several cases of model-to-model comparisons

in Table 5 where the changes in deviance and AIC are very

small (and therefore do not indicate model preferences) but

where the changes in BIC indicate strong Bayesian evi-

dence in favour of one model. For example, the compari-

sons between the ERR(d, e) and ERR(d, a, e) models for

the female data set yield DDeviance = 2, DAIC = 0 and

DBIC = 8. Given the theoretical considerations of the

dimensional consistency of BIC mentioned above, this

seems to be the more credible measure here and indicates

strong Bayesian evidence in favour of ERR(d, e).

Comparisons between the three ERR models or between

the three EAR models, for the male data generally yielded

changes in AIC of 4 or less—except in the case of the

EAR(d, e) model which stands out as a particularly poor

choice. This is also true for the female data set with the

additional qualification that ERR(d, a) is also a poor choice

because AIC, in this case, is seven points more than the

other two models in this class.

The preferred models in terms of BIC for both sets of

data are ERR(d, e) and EAR(d, a). The female data supports

the ERR(d, e) (DBIC = 7 and 8) and EAR(d, a) (DBIC = 8

and 47) models with strong to very strong Bayesian evi-

dence (Table 3). However, the male data support the

ERR(d, e) and EAR(d, a) models with Bayesian evidence

that encompasses all four categories (in Table 3) for the

various model-to-model comparisons that are possible in

Table 5. The Bayesian evidence does not provide support

for the mixed age models, ERR(d, a, e), EAR(d, a, e) in

either data set, since the addition of a second age-related fit

parameter was penalised with positive and strong evidence

for the male and female data, respectively.

It is also possible to determine the relative quality of fit

between the two model types ERR and EAR using AIC and

BIC. Considering the changes in AIC and BIC between the

preferredmodels in each class, i.e. ERR(d, e) and EAR(d, a),

it can be seen from Table 5 that for males, DAIC = 3, indi-

cating that ERR(d, e) is an improvement over EAR(d, a)with

82% probability (according to Table 2), and DBIC = 3,

indicating positive Bayesian evidence in favour of ERR(d, e)

(Table 3). For females, DAIC = 2 indicating that EAR(d, e)

is an improvement over ERR(d, a) with 73% probability

(Table 2) andDBIC = 2, indicatingweakBayesian evidence

in favour of EAR(d, e) for the female data set (Table 3).

Conclusion

An effort here has concentrated on explaining, applying and

interpreting the outcomes of several techniques in the area

of ‘‘goodness of fit evaluations’’ so that main conclusions

drawn from model selection do not depend on just one type

of statistical test, which could be associated with stringent

assumptions (e.g. nested models). The usual comparison of

deviance values and number of model parameters has been

applied along with two other measures: two information

criteria (AIC and BIC), not usually applied to radioepi-

demiology. The BIC appears to be the best method from

theoretical considerations of dimensional consistency.

As examples, to illustrate the application of theses

techniques, several types of radiation risk models have

been fitted to the most recent mortality data for all solid

cancers occurring in the Japanese A-bomb survivors.

Model-to-model changes in the BIC have been seen, from

these examples, to display more decisive properties in

model selection than changes in AIC or changes in devi-

ance considerations. Considering the results from all

techniques together, the weight of evidence was in favour

of excess relative risk models that depend on age-at-

exposure and excess absolute risk models that depend on

age-attained. There was positive Bayesian evidence that

the excess relative risk models that depend on age-at-

exposure fitted the male data better than the excess absolute

risk models that depend on age-attained. However, the

reverse trend was found with weak evidence for the female

data. It has been demonstrated here that application of the

two information criteria allows interpretable comparisons

between non-nested models and indeed between different

model types, which are not allowed by standard methods of

likelihood ratio testing for nested models. This feature

renders the information criteria to be particularly useful in

the field of radiation epidemiology. Finally, it is probably

of some importance to follow Box [40] in believing that

‘‘all models are wrong, but some are useful’’; actually,

some are more useful than others.
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33. Huber T, Rühm W, Kato K, Egbert S, Kubo F, Lazarev V, Nolte

E (2005) The Hiroshima thermal neutron discrepancy for 36Cl at

large distances; Part I: New 36Cl measurements in granite sam-

ples exposed to a-bomb neutrons. Radiat Environ Biophys 44:75–

86

34. Kellerer AM, Walsh L (2001) Risk estimation for fast neutrons

with regard to solid cancer. Radiat Res 156:708–717

35. Kellerer AM, Barclay D (1992) Age dependences in the model-

ling of radiation carcinogenesis: age-dependent factors in the

biokinetics and dosimetry of radionuclides. Radiat Prot Dosim

41:273–281

36. Pierce DA, Mendelsohn ML (1999) A model for radiation related

cancer suggested by atomic bomb survivor data. Radiat Res

152:642–654

37. James F (1994) Minuit function minimization and error analysis,

Version 94.1. Technical report, CERN

38. Preston DL, Lubin JH, Pierce DA (1993) Epicure User‘s Guide.

HiroSoft International Corp., Seattle

39. Lagarde F (2006) Understanding estimation of time and age ef-

fect-modification of radiation-induced cancer risk among atomic-

bomb survivors. Health Phys 91(6):608–618

40. Box GEP (1976) Science and statistics. J Am Stat Assoc 71:791–

799

Radiat Environ Biophys (2007) 46:205–213 213

123



 



113�
�

22. Schneider U & Walsh L.  Cancer risk estimates from the combined Japanese 
A-bomb and Hodgkin cohorts for doses relevant to radiotherapy. Radiat. 
Environ. Biophys. 47, 253-263, 2008 



 



ORIGINAL PAPER

Cancer risk estimates from the combined Japanese A-bomb
and Hodgkin cohorts for doses relevant to radiotherapy

Uwe Schneider Æ Linda Walsh

Received: 1 November 2006 / Accepted: 6 December 2007 / Published online: 21 December 2007

Ó Springer-Verlag 2007

Abstract Most information on the dose–response of

radiation-induced cancer is derived from data on the

A-bomb survivors who were exposed to c-rays and neu-

trons. Since, for radiation protection purposes, the dose

span of main interest is between 0 and 1 Gy, the analysis of

the A-bomb survivors is usually focused on this range.

However, estimates of cancer risk for doses above 1 Gy are

becoming more important for radiotherapy patients and for

long-term manned missions in space research. Therefore in

this work, emphasis is placed on doses relevant for radio-

therapy with respect to radiation-induced solid cancer. The

analysis of the A-bomb survivor’s data was extended by

including two extra high-dose categories (4–6 Sv and

6–13 Sv) and by an attempted combination with cancer

data on patients receiving radiotherapy for Hodgkin’s dis-

ease. In addition, since there are some recent indications

for a high neutron dose contribution, the data were fitted

separately for three different values for the relative bio-

logical effectiveness (RBE) of the neutrons (10, 35 and

100) and a variable RBE as a function of dose. The data

were fitted using a linear, a linear-exponential and a pla-

teau-dose–response relationship. Best agreement was found

for the plateau model with a dose-varying RBE. It can be

concluded that for doses above 1 Gy there is a tendency for

a nonlinear dose–response curve. In addition, there is

evidence of a neutron RBE greater than 10 for the A-bomb

survivor data. Many problems and uncertainties are

involved in combing these two datasets. However, since

very little is currently known about the shape of dose–

response relationships for radiation-induced cancer in the

radiotherapy dose range, this approach could be regarded

as a first attempt to acquire more information on this area.

The work presented here also provides the first direct

evidence that the bending over of the solid cancer excess

risk dose response curve for the A-bomb survivors, gen-

erally observed above 2 Gy, is due to cell killing effects.

Introduction

The dose–response relationship for radiation carcinogenesis

up to 1 or 2 Gy has been quantified in several major analyses

of the atomic bomb survivors data; recently papers have

been published, for example, by Preston et al. [1, 2] and

Walsh et al. [3, 4]. This dose range is important for radiation

protection purposes where low doses are of particular

interest. However, it is also important to know the shape of

the dose–response curve for radiation-induced cancer for

doses above 1 Gy. In patients who receive radiotherapy,

parts of the patient volume can receive high doses and it is

therefore of great importance to know the risk for the patient

to develop a cancer which could have been caused by the

radiation treatment. In addition, the health risk to astronauts

from space radiation is recognized as one of the limiting

factors for long-term space missions. During solar events

astronauts can receive doses which are above 1 Gy [5, 6].

The shape of the dose–response curve for radiation-

induced cancer is currently of much debate [7–16]. It is not
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known whether cancer risk as a function of dose continues

to be linear or decreases at high dose due to cell killing or

levels off due to, for example, a balance between cell

killing and repopulation effects. The work presented here,

aims to clarify the dose–response shape for doses above

1 Gy. In this dose range, data are available from the atomic

bomb survivors from Hiroshima and Nagasaki, although

the data pertaining to doses above 4 Gy have not usually

been included in previous analyses, due to the associated

large uncertainties. In addition, data are available from

about 30,000 patients with Hodgkin’s disease who were

irradiated with localized doses of up to around 40 Gy. The

aim of this paper is to attempt a combination of the epi-

demiological data from the atomic bomb survivors and the

Hodgkin data, in order to determine a possible dose–

response relationship for radiation-induced solid cancer for

radiotherapy doses. Many problems and uncertainties (see

‘‘Discussion’’ section) are involved in combing these two

datasets. However, since very little is currently known

about the shape of dose–response relationships for radia-

tion-induced cancer in the radiotherapy dose range, this

approach could be regarded as a first attempt to acquire

more information on this area.

Materials and methods

Modeling of the atomic bomb survivors data

The most recent data for all solid cancers incidences

relating to the follow-up period from 1958 to 1998 and

with DS02 doses (which is publicly available from the

Radiation Effects Research Foundation—RERF, web site:

http://www.rerf.or.jp) were analyzed here [1]. Computa-

tions were performed with respect to the organ-averaged

weighted doses because reference to the colon weighted

dose, which is supplied in the standard dataset for use in

the analysis of all solid cancers combined, is known to

underestimate the average dose to all organs [17]. The

organ-averaged doses are calculated with weighting factors

accounting for the risk contribution of individual tumor

sites. The weighted organ-averaged doses are greater than

the colon doses (which are used in the RERF analyses) by

factors of 1.085 and 2 for the gamma and neutron contri-

butions, respectively.

Data of 281 survivors (out of a total of 86,611) with

doses varying from 4 to 13 Gy were included with the main

data of doses between 0 and 4 Gy in the present analysis.

The high-dose data were regrouped into organ-averaged

absorbed dose categories of 4–6 Gy and 6–13 Gy. All

doses were adjusted to allow for random errors in dose

estimates by the method of Pierce et al. 1990 [18].

The excess absolute risk (EAR) models were optimized

against the epidemiological data, by the maximum likeli-

hood Poisson regression method employing the EPICURE-

AMFIT software [3]. Although the baseline rates can be

dealt with stratification, the main calculations here adopt

the fully parametric baseline model of Preston et al. [1].

Since there are some recently discovered indications of a

high neutron dose contribution [19, 20], the data were fitted

separately for three different values for the relative bio-

logical effectiveness of neutrons (10, 35 and 100). In

addition, a dose dependent RBED for neutrons determined

by Sasaki et al. [21] using the kerma-weighted chromo-

somal effectiveness of A-bomb spectrum energy photons

was used (Eq. 9 in [21]). When applying Sasaki’s equation

the maximum RBE of the neutrons at the low-dose limit is

75.1.

The EAR models applied here were the same as those

already considered and explained in detail [1, 2]. Here

organ-averaged weighted dose D is the sum of the c-ray

dose and the RBE-weighted neutron dose. The differences

between the previous [2] and present work are that the input

data include two extra high-dose categories; organ-average

weighted doses are applied instead of colon-weighted

doses; a range of neutron weighting factors (RBEs) are

considered; and different forms of dose–response relation-

ships, which are more suitable for the high-dose data, i.e. a

linear-exponential and a plateau model are employed.

The excess absolute risk is factorized into a function of

dose f(D) and a modifying function that depends on the

variables gender (s) and age at exposure (e) and age

attained (a):

EAR D; e; a; sð Þ ¼ bf Dð Þl e; a; sð Þ ð1Þ

where b is the initial slope and l the modifying function

containing the population dependent variables:

l e; a; sð Þ ¼ exp ce eÿ 37ð Þ þ ca ln
a

46

� �� �

1� sð Þ

þfor females;ÿfor malesð Þ
ð2Þ

In this form the fit parameters are gender-averaged and

centered at an age at exposure (e) of 37 years and an attained

age (a) of 46 years, since these are the characteristic ages of

the Hodgkin’s patient population as described in the next

section. However, the centering is not critical to the fitting

procedure and the resulting risks can be scaled to gender-

specific values for any values of the two age variables.

It should be noted here that the dose-dependent part f(D)

of Eq. (1), which is, to a first approximation, population-

independent is sometimes called organ equivalent dose

(OED) [13], when averaged over the whole body volume.

For highly inhomogeneous dose distributions, cancer risk is

proportional to average dose only for a linear dose–

response relationship. For any other dose–response
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relationship the OED in the body is proportional to cancer

risk, if it is defined as

OED ¼
1

V

X

i

Vif Dið Þ ð3Þ

where V is the total body volume and the sum is taken over

all volume elements Vi with homogenous dose. The OED is

hence a dose–response weighted dose variable, which is

proportional to cancer risk in one population (same gender,

age at exposure and age attained). This quantity allows

comparisons of, e.g. dose distributions in a radiotherapy

patient with respect to radiation induced cancer.

Three different dose–response relationships are consid-

ered here. The first is a linear response over the whole dose

range:

OED ¼
1

V

X

i

ViDi ð4Þ

The second is a linear-exponential dose–response

relationship of the form:

OED ¼
1

V

X

i

ViDi exp ÿaDið Þ ð5Þ

and the third is a dose–response, which is flattening at high

dose, a so-called plateau dose–response [9] described by:

OED ¼
1

V

X

i

Vi

1ÿ exp ÿdDið Þð Þ

d
ð6Þ

All of the dose–response curves defined by Eqs. (4)–(6)

become, in the limit of small dose:

lim
D!0

OED ¼
1

V

X

i

ViDi ¼ D ð7Þ

Hence the OED is, in the case of a homogenous distribution

of small dose, average absorbed organ dose, which is

consistent with radiation protection schemes.

It should be noted here that it is possible to define a

homogenous organ dose, OHD, which would result in the

same radiation-induced cancer rate as the inhomogenous

dose distribution. OHD is then, for the linear-exponential

model, simply the inverse function of Eq. (5):

OHD ¼ ÿ
1

a
LambertW ÿaOEDð Þ ð8Þ

where LambertW is the Lambert-function. For a plateau

dose–response relationship, the corresponding homogenous

dose is:

OHD ¼ ÿ
1

d
ln 1ÿ dOEDð Þ ð9Þ

When applying a dose–response model which is linear

in dose, even for large doses Eq. (4), the OHD is simply the

mean dose.

The data were also test-fitted using a linear-quadratic-

exponential EAR model. However, the fit parameters

relating to the quadratic term in dose were not found to be

statistically significantly determined (in contrast to previ-

ous results for the lower dose range of 0–2 Sv for excess

relative risk models, [3]) indicating that a linear-exponen-

tial dose–response curve may be a better representation of

the dose response than a linear-quadratic-exponential

dose–response, when the data pertaining to high doses are

included in the analysis.

Modeling of the Hodgkin’s patients

Cancer risk is only proportional to average organ dose as

long as the dose–response curve is linear. At high dose it

could be that the dose–response relationship is nonlinear and

as a consequence, OED replaces average dose to quantify

radiation-induced cancer. In order to calculate OED in

radiotherapy patients, information on the three-dimensional

dose distribution is necessary. This information is usually not

provided in epidemiological studies on second cancers after

radiotherapy. However, in Hodgkin’s patients the three-

dimensional dose distribution can be reconstructed.

For this purpose data on secondary cancer incidence

rates in various organs for Hodgkin’s patients treated with

radiation were also included in this analysis. Data on

Hodgkin’s patients treated with radiation seem to be ideal

for an attempted combination with the A-bomb data. These

patients were treated at a relatively young age, with cura-

tive intent and hence secondary cancer incidence rates for

various organs are known with a good degree of precision.

Since the treatment of Hodgkin’s disease with radiotherapy

has been highly successful in the past, the treatment tech-

niques have not been modified very much over the last

30 years. This can be verified, for example, by a compar-

ison of the treatment planning techniques used from 1960

to 1970 [22] with those used from 1980 until 1990 [23].

Additionally, the therapy protocols do not differ very much

between the institutions that apply this form of treatment.

These factors make it possible to reconstruct a statistically

averaged OED distribution for each dose–response model

f(D), which is characteristic for a large patient collective of

Hodgkin’s disease patients.

The overall risk of selected second malignancies of

32,591 Hodgkin’s patients after radiotherapy has been

quantified by Dores et al. [24]. They found, for all solid

cancers after the application of radiotherapy as the only

treatment, an excess absolute risk of 39 per 10,000 patients

per year (with a 95% confidence interval ranging from 35.4

to 40.5). The total number of person years in these studies

was 92,039 with a mean patient age at diagnosis of

37 years. In combining the Hodgkin data with the A-bomb
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survivor data ‘‘age at diagnosis of Hodgkin’s disease’’ was

equated to ‘‘age at exposure to the A-bomb’’, and ‘‘age at

diagnosis of Hodgkin’s disease + follow-up-time’’ was

equated to ‘‘attained age of A-bomb survivors’’. The fol-

low-up time distribution of the Hodgkin’s patients [24] can

be used with the temporal patterns of the atomic bomb data

of Eq. (2) to obtain the mean attained age (a = 46 years).

The mean age at exposure and mean attained age for the

Hodgkin population was then used to center the fit of the

A-bomb survivor data.

In several studies, no increased risk of solid cancers

overall was observed after the application of chemotherapy

alone. Dores et al. calculated the solid cancer risk both, after

radiotherapy alone and combined modality therapy, and

found an excess absolute risk of 43 per 10,000 patients per

year for the latter. As a consequence, the difference in risk

between combined modality treatment and radiotherapy

alone (4 per 10,000 patients per year) can be tentatively

attributed to either chemotherapy or a genetic susceptibility

of the Hodgkin patient population with regard to cancer or

both. For this reason, we used this risk difference as an error

estimate for the subsequent analysis.

A statistically averaged dose distribution was recon-

structed, which is characteristic for a large patient

collective of Hodgkin’s disease patients in the Zubal

Phantom, a voxel-based anthropomorphic phantom [25].

Different treatment plans for the various patterns of lymph

nodes involvement [26] were obtained. The dose distribu-

tions were converted into OED according to Eqs. (4)–(6),

assuming a mechanistic approach of cancer risk, where it is

assumed that the total risk is the volume-weighted sum of

the risks of the partial volumes. A statistically averaged

OED distribution was then obtained by combining the OED

from different plans with respect to the statistical weight of

the involvement of the individual lymph nodes [26].

Details of the treatment plans were taken from the review

by Hoppe [23]. The Eclipse External Beam Planning sys-

tem version 6.5 (Varian Oncology Systems, Palo Alto, CA)

was used for treatment planning with corrected dose dis-

tributions for head-, phantom- and collimator-scatter also

including the extremities. Three different treatment plans

were computed which included a mantle field, an inverted-

Y field and a para-aortic field. All plans were calculated

with 6 MV photons and consisted of two opposed fields.

The prescribed dose was 36 Gy. The OED representing the

risk for all solid cancers was finally determined as the

average OED in the whole Zubal phantom.

Combined fit of A-bomb survivor and Hodgkin’s

patients

Since the dose distribution in a Hodgkin’s patient is highly

inhomogenous and the dose–response relationships as

described by Eqs. (5)and (6) are nonlinear, it is not

appropriate to apply a straight forward fit to the data. An

iterative fitting procedure needs to be used instead. For this

purpose, as described in the last section, the whole three-

dimensional dose distribution used for Hodgkin treatment

was converted into an OED-distribution for given model

parameters a or d. In addition, the dose data of the atomic

Table 1 Population-dependent variables with one standard deviation in brackets applying the EPICURE-AMFIT code to the atomic survivor

data

RBE

10 35 100 RBED

Gender s 0.1686 (0.070) 0.1707 (0.070) 0.1742 (0.071) 0.1704 (0.071)

Age at exposure ce -0.0285 (0.006) -0.0280 (0.006) -0.0273 (0.006) -0.0277 (0.006)

Attained ca 2.408 (0.273) 2.423 (0.274) 2.432 (0.277) 2.409 (0.274)

Table 2 Results of the fit to the atomic bomb data only. In brackets

one standard deviation is given

RBE Model

parameter

Linear Linear-

exponential

Plateau

10 bb 9.572 (3.84) 14.201 (0.95) 14.348 (0.94)

aa – 0.089 (0.024) –

da – – 0.206 (0.027)

P value [0.5 [0.5 \0.01

35 bb 7.093 (4.08) 11.815 (0.84) 12.259 (0.81)

aa – 0.082 (0.021) –

da – – 0.202 (0.023)

P value [0.5 [0.5 \0.01

100 bb 4.030 (3.83) 8.365 (0.66) 8.873 (0.65)

aa – 0.066 (0.017) –

da – – 0.178 (0.018)

P value [0.5 [0.5 0.751

RBED bb 8.813 (2.33) 11.710 (0.74) 11.790 (0.76)

aa – 0.064 (0.020) –

da – – 0.143 (0.021)

P value [0.5 0.477 \0.01

The P value was calculated using a v2-statistic with 21 degrees of

freedom
a in Gy-1

b in (10,000 PY Gy)-1
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bomb survivors were converted to OED using Eqs. (5) and

(6), and a homogenous whole body irradiation of the sub-

jects was assumed. Since EAR as a function of OED is by

definition linear Eq. (1), a linear curve was fitted to the

combined dataset. The fitted EAR values were compared to

the original data and weighted with the inverse of their

variances. The a- and d-values were fitted iteratively by

minimizing v2

Fig. 1 Plot of cancer incidence

per 10,000 persons per year as a

function of organ equivalent

dose (OED) of the A-bomb

survivors (as squares) and the

Hodgkin’s patients (as a

diamond). a, c, e and g show the

fit to the A-bomb survivor data

using a linear-exponential

model and b, d, f and h using a

plateau-dose model. The data

and fits are presented for four

different neutron RBE models

and for age at exposure of

37 years and attained age of

46 years
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v2 ¼
X EARj ÿ EARfit

j

rj

 !2

ð10Þ

where rj is the standard deviation of each data point and

the sum includes both the A-bomb and the Hodgkin data.

The combination of the A-bomb survivor data with the

Hodgkin’s patients data made it necessary to use a fitting

procedure other than the EPICURE-AMFIT software. To

be consistent throughout b, a and d for the A-bomb sur-

vivors data were re-fitted using the above-mentioned fitting

routine. Since the re-fitted parameters agree within their

standard errors with results using the EPICURE-AMFIT

software, only the results of the re-fits are given here.

Results

Fits to A-bomb survivors data alone

Fitting the EAR model dose modifying function Eq. (2)

with EPICURE-AMFIT to the atomic survivor data yields

the population-dependent variables listed with the standard

deviations in Table 1.

If a simple linear fit is optimized against the data, it is

possible to determine the initial slope b for a neutron

RBE = 10, 35, 100 and RBED. The data are listed together

with the corresponding standard deviations and P values in

Table 2. The P values were obtained by applying a v2-

statistic with 21 degrees of freedom applied to the com-

plete dataset (A-bomb survivors and Hodgkin data). Values

for b for a linear-exponential fit and for plateau-fit to the A-

bomb survivors are also given in Table 2. The linear-

exponential and plateau-fits for all four neutron RBE val-

ues considered here are plotted in Fig. 1.

Fits to the Hodgkin’s data alone

Since in the limit of small dose both, the linear-exponential

and the plateau-dose–response curve, as described by Eqs.

(5) and (6), respectively, become linear with dose, the

initial slope b is by definition the same as that required for

application with small doses in radiation protection. For

this reason, the initial slope is taken from the fits to the A-

bomb survivors of Table 2. The remaining model param-

eters a and d, were then determined by an iterative fit to the

Hodgkin’s data point. For the linear fit, an initial slope of

3.016 is obtained independently of the neutron RBE. The

linear-exponential fit results in a and d values, which are

listed in Table 3 and plotted in Fig. 2 for the different

values of the neutron RBE considered here.

Fits to A-bomb and Hodgkin’s data combined

The combined dataset of A-bomb survivors data and

Hodgkin’s patients were fitted iteratively. The model

parameters together with their standard deviations and the

P values are listed in Table 4. The fitted functions are

plotted in Fig. 3.

Discussion

The epidemiological data from the A-bomb survivors and

the Hodgkin’s patients are associated with large errors as

discussed below. Nevertheless, some basic conclusion can

be tentatively drawn from the analysis presented here. The

quality of the applied fits measured by the P value (listed in

Tables 2–4) shows that the linear model does not describe

the data as well as the two other models. It seems that for

doses above 4 Gy, the dose–response relationship is flat-

tening. However, there is not much difference between the

linear-exponential and the plateau-dose–response relation-

ships, regarding their quality of fit. Both models fit the data

well with a slight advantage for the plateau model.

It has been observed [17, 27] that cancer risks for

patients exposed to ionizing radiation in the treatment of

Table 3 Results of the fit to the Hodgkin’s data only

RBE Model

parameter

Linear Linear-

exponential

Plateau

10 bb 3.016 (0.31) 14.201 (0.82) 14.378 (0.90)

aa – 0.055 (0.018) –

da – – 0.180 (0.023)

P value [0.5 \0.01 \0.01

35 bb 3.016 (0.31) 11.815 (0.69) 12.259 (0.75)

aa – 0.047 (0.014) –

da – – 0.150 (0.018)

P value [0.5 \0.01 \0.01

100 bb 3.016 (0.31) 8.365 (0.51) 8.873 (0.54)

aa – 0.034 (0.010) –

da – – 0.100 (0.011)

P value [0.5 0.061 0.013

RBED bb 3.016 (0.31) 11.710 (0.70) 11.790 (0.75)

aa – 0.047 (0.018) –

da – – 0.140 (0.020)

P value [0.5 \0.01 \0.01

For the linear-exponential and the Plateau-model the initial slope of

the atomic bomb data fit is used (Table 2). In brackets one standard

deviation is given. The P value was calculated using a v2-statistic

with 22 degrees of freedom
a in Gy-1

b in (10,000 PY Gy)-1
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cancer, are generally lower (when plotted against average

absorbed dose, not OED) than those estimated from the

A-bomb survivors. It was suggested that cell sterilization,

dose fractionation or a larger neutron RBE in the A-bomb

data could account for this difference. The present anal-

ysis using OED, which includes cell sterilization effects,

shows good agreement with the A-bomb data which are

plotted as a function of absorbed dose for a RBE of 10

Fig. 2 Plot of cancer incidence

per 10,000 persons per year as a

function of organ equivalent

dose (OED) of the atomic bomb

survivors (as squares) and the

Hodgkin’s patients (as a

diamond). a, c, e and g show the

fit to the Hodgkin’s patients

using a linear-exponential

model and b, d, f and h using a

plateau-dose model. The data

and fits are presented for four

different neutron RBE models

and for age at exposure of

37 years and attained age of

46 years
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and for Sasaki’s RBE in Fig. 4. It has often been

hypothesized that the bending-over, of the solid cancer

excess risk dose–response curve for the A-bomb survi-

vors, that has been observed to occur above 2 Gy, could

be due to cell killing effects. The work presented here

might provide the first direct evidence for this. The

impact of dose fractionation and repopulation is not

included in the present analysis.

The average doses in the two highest-weighted dose

categories are increased from 5.4 and 8.9 Sv for a RBE 10

up to 12.7 and 22.1 Sv for a RBE of 100, respectively.

Since the data in these high dose categories are subject to

very large errors (standard deviation 0.8 and 2.3 Sv for

RBE = 10, and 6.1 and 12.3 Sv for RBE = 100), it is not

possible to assess the degree of dependability of the

assumption of a large neutron RBE values such as 100, if

the mean doses in these dose categories are compared with

the lethal doses for humans (LD50). Additionally, it is

worth noting that the last dose category employed here has

been omitted in all previous analyses of these data, since

the small chance of survival suggests that estimates of

doses in this upper group could possibly be too large [18].

Sasaki’s formulation of a neutron RBE which is variable

with dose results in a dose–response curve which fits the

data well and the average dose in the two highest dose

categories is only increased to 5.7 and 9.0 Sv. This could

be an additional indication for a dose-dependent neutron

RBE.

Increased risks of solid cancers after Hodgkin’s disease

have been generally attributed to radiotherapy. An impor-

tant question is whether chemotherapy for Hodgkin’s

disease also adds to the solid cancer risk, and if so, at which

sites. If chemotherapy indeed affects induction of solid

tumors, one would expect that patients receiving combined

modality treatment would have a greater relative risk than

patients treated with radiotherapy alone. Only one study

has reported a significantly greater risk for solid cancers

overall after combined chemo- and radiotherapy compared

with irradiation alone [28], whereas no such difference has

been found in the majority of investigations [28]. However,

for selected solid cancer sites larger (e.g. lung) or lower

(e.g. breast) risks were observed after combined modality

treatment than after irradiation alone [28]. It can be ten-

tatively hypothesized, for the analysis presented here, that

cancer risk after chemotherapy of disparate sites is bal-

anced in such a way that the risk for all solid tumors is not

affected [28].

It is well known that genetic susceptibility underlies

Hodgkin’s disease [29]. It is not clear whether this genetic

susceptibility would also affect the development of other

cancers. There is the possibility of a cancer diathesis, the

prospect that, for some reasons related to genetic makeup, a

person who developed one cancer has an inherently

increased risk of developing another. However, such cancer

susceptibility would result in a minimal excess cancer

incidence compared to the incidence of radiation related

tumors, since such an excess cancer incidence of solid

tumors should also be seen in Hodgkin’s patients after

treatment with chemotherapy alone. However, there is no

statistically significant increase for all solid tumors com-

bined. Therefore, such an effect will be hidden in the 95%

confidence interval of the observed cancer incidence after

chemotherapy.

In this work, EAR has been used to quantify radiation-

induced cancer. Usually ERR is recommended for trans-

ferring risk from the Japanese population to other

populations. EAR is used here, since the risk calculations

of the Hodgkin’s cohort are based on extremely inhom-

ogenous dose distributions. It is assumed that the total

absolute risk in the whole body is the volume-weighted

sum of the risks of the partial volumes which are irradiated

homogenously. Currently, there is no available method for

obtaining analogous whole-body risk using ERR. Since the

difference between the Japanese and the US population in

EAR for all solid tumors is less than 10% and only all solid

tumors together were analyzed here, the use of EAR is

probably justifiable.

Table 4 Results of the fit to the atomic bomb data and the Hodgkin’s

data combined

RBE Model

parameter

Linear Linear-

exponential

Plateau

10 bb 4.170 (9.01) 12.367 (0.81) 13.824 (0.90)

aa – 0.050 (0.018) –

da – – 0.179 (0.023)

P value [0.5 \0.01 \0.01

35 bb 4.140 (6.86) 9.877 (0.68) 10.966 (0.75)

aa – 0.043 (0.014) –

da – – 0.146 (0.018)

P value [0.5 \0.01 \0.01

100 bb 3.522 (4.20) 6.689 (0.51) 7.205 (0.56)

aa – 0.034 (0.010) –

da – – 0.111 (0.012)

P value [0.5 0.053 0.168

RBED bb 4.184 (6.72) 10.774 (0.70) 11.677 (0.70)

aa – 0.044 (0.017) –

da – – 0.139 (0.019)

P value [0.5 \0.01 \0.01

In brackets one standard deviation is given. The P value was calcu-

lated using a v2-statistic with 22 degrees of freedom
a in Gy-1

b in (10,000 PY Gy)-1
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Conclusions

A comparison of dose distributions in humans, for example

in radiotherapy treatment planning, with regard to cancer

incidence or mortality can be performed by computing

OED, which can be based on any dose–response relation-

ship. In this work, OED was defined for a linear Eq. (4), a

linear-exponential Eq. (5) and a plateau dose–response

relationship Eq. (6). The model parameters (a and d) were

obtained by a fit of these OED models to A-bomb survivors

Fig. 3 Plot of cancer incidence

per 10,000 persons per year as a

function of organ equivalent

dose (OED) of the atomic bomb

survivors (as squares) and the

Hodgkin’s patients (as a

diamond). a, c, e and g show the

fit to the combined dataset of A-

bomb survivor data and

Hodgkin’s patients using a

linear-exponential model and b,

d, f and h using a plateau-dose

model. The data and fits are

presented for four different

neutron RBE models and for

age at exposure of 37 years and

attained age of 46 years
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and Hodgkin’s patients data and are listed in Table 3. For

any three-dimensional inhomogenous dose distribution,

cancer risk can be compared by computing OED using the

coefficients obtained in this work.

For absolute risk estimates, EAR can be determined by

taking additionally the fitted initial slope b from Table 3

and multiplying it with the population-dependent modify-

ing function Eq. (1) using the fitted coefficients of Table 1.

However, absolute risk estimates must be viewed with

care, since the errors involved are large.

It has often been hypothesized that the bending over, of

the solid cancer excess risk dose response curve for the A-

bomb survivors, that has been observed to occur above

2 Gy, could be due to cell killing effects. The work pre-

sented here might provide the first direct evidence for this.
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Abstract The two-stage clonal expansion (TSCE) model

of carcinogenesis has been applied to cancer mortality data

from the atomic bomb survivors, to examine the possible

influence of radiation-induced cell inactivation on excess

relative risk (ERR) and excess absolute risk (EAR) esti-

mates. Cell survival curve forms being either conventional

or allowing for low-dose hypersensitivity (LDH) were

investigated. Quality-of-fit tests for non-nested models

were used in comparisons with the types of empirical risk

models applied at the Radiation Effects Research Foun-

dation (RERF) in Hiroshima. In general the TSCE model

was found to represent the data more economically (i.e.,

with fewer parameters for a similarly good description of

the data) than the empirical risk model. However, the data

are not strong enough to give a clear preference to one of

the very different model types used. Central ERR and EAR

estimates (at 1 Sv, for age at exposure 30 and age attained

70) from TSCE and empirical models were in good

agreement with each other and with previously published

estimates. However, the TSCE models including radiation-

induced cell inactivation resulted in a lower estimate of the

relative risk at young ages at exposure (0–15 years) than

the empirical model. Also the TSCE model allowing for

radiation-induced cell inactivation with a conventional cell

survival curve resulted at 0.2 Sv in significantly lower

risk estimates than the model with LDH. These model

differences have been used here to suggest risk estimates

which include model uncertainty as well as the usual sta-

tistical uncertainty. Model uncertainties were small for

central estimates and larger for other values of the vari-

ables. Applying the proposed method to excess risk for all

solid cancer at 1 Sv, age at exposure 10 and age attained

70, results in total uncertainty ranges that are wider than

the pure statistical uncertainty range by about 30% for both

ERR and EAR.

Introduction

The cohort of the atomic bomb survivors from Hiroshima

and Nagasaki is unique for various reasons: the large

number of cohort members; the long follow-up period of

50 years; a large dose range from natural to lethal levels;

and an internal control group with negligible doses. Cancer

mortality data from the atomic bomb survivors have a

follow-up period beginning in 1950, i.e. 5 years after

exposure and 7 years before the start of the corresponding

cancer incidence data. Site-specific cancer mortality data

are available for a follow-up period up to 1997 with the

dosimetry system DS86 [1], all cancer mortality data for a

follow-up up to 2000 with the recently revised dosimetry

system DS02 [2, 3].

Epidemiological data-sets concerning the atomic bomb

survivors provide an opportunity for conducting analyses

of the data with biologically motivated models of carci-

nogenesis. The standard two-stage clonal expansion

(TSCE) model for carcinogenesis [4, 5] has already been

shown to model several important epidemiological datasets

rather well, and is therefore an ideal candidate for further

development to include non-linear low-dose effects.
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For acute exposures to c radiation, such as those

received by atomic bomb survivors, low-dose hypersensi-

tivity in the cell survival response has been seen in many

cell lines [6, 7]. For most cell lines, the number of inacti-

vated cells per unit dose is higher for low doses (up to a

few hundred mGy) than for high doses where an increase in

radio-resistance is observed.

The purpose of this paper is to analyze the mortality

from all solid cancers combined, stomach and liver cancer

with the TSCE model, in order to examine the possible

influence of radiation-induced cell inactivation on excess

risk estimates. Conventional cell survival curves and

curves with low-dose hypersensitivity are considered.

Stomach cancer is the most frequently occurring cancer

in this cohort, with lung and liver cancer occupying

second and third place in the frequency ranking, respec-

tively. An analysis for lung cancer incidence that included

consideration of low-dose hypersensitivity has already

been presented [8]. Both statistical and biological con-

siderations lead to the choice of stomach and liver for the

special site-specific analysis presented here. New data for

cell inactivation in liver cells has recently been published

[9] and somewhat older data on cell inactivation in

stomach cells [10] was found to be suitable for integration

into the TSCE model with cell inactivation. Since no

specific data for the low-dose hypersensitivity of liver or

stomach cells are currently available, some general

characteristics of the associated biological data for 26

different human cell types [7, 11] were integrated into the

TSCE modeling procedure. All solid cancers together

were also investigated because of the better statistical

power.

Materials and methods

The data on cancer mortality on the atomic bomb survivors

from Hiroshima and Nagasaki are analyzed with four types

of models:

• TSCE models without explicit modeling of radiation-

induced cell inactivation

• TSCE models with explicit modeling of radiation-

induced cell inactivation in the form of a classical cell

survival curve

• TSCE models with explicit modeling of radiation-

induced cell inactivation taking account of low-dose

hypersensitivity

• empirical risk models as used at the Radiation Effects

Research Foundation (RERF) in Hiroshima.

Quality of fit criteria for non-nested models were applied in

order to compare the preferred models of the four model

types.

Data on cancer mortality

The two most recent datasets on cancer mortality in the

cohort of atomic bomb survivors in Hiroshima and Naga-

saki have been analyzed here. These cover the follow-up

time periods from 1950 to 1997 and from 1950 to 2000

with the dosimetry systems DS86 and DS02, respectively

(data files: R13MORT.DAT and DS02CAN.DAT from

http://www.rerf.or.jp). Concerning all cancers combined,

our analyses of the two data sets resulted in similar

findings as they were reported for analyses with conven-

tional excess risk models [3]. Therefore, we report

here only results on the most recent data set. This data

set, however, does not contain any details of organ spe-

cific cancer mortality. Therefore, the stomach and liver

cancer modeling could only be performed with the DS86

dataset.

The data are in grouped form and are categorized by

gender, city, age at exposure, age attained, calendar time

period during which the mortality checks were made and

weighted survivor colon dose. For each data group i, the

record contains the mean age attained ai, the mean age at

exposure ei, the mean colon weighted dose di, the number

of person years PYi and the number of cancer cases.

Weighted doses

Weighted organ doses are defined by

d ¼ dc þ RBE dn; ð1Þ

where dc and dn are organ doses from c-rays and neutrons,

respectively. For RBE, the relative biological effectiveness

of neutrons, the value 10 has been used if not otherwise

specified.

Only the data groups with mean weighted colon dose

categories corresponding to B2 Sv were used, in order to

avoid the flattening of the dose response in the dose region

[2 Sv. Age-attained and age-at-exposure dependences

were found to be rather insensitive to the dose cut-off.

The colon doses were transformed to doses in other

organs by applying conversion factors supplied in a sepa-

rate RERF data set. The actual six data sets chosen for the

modeling, the associated number of cancer deaths and the

number n of data cells are given in Table 1.

In the calculations for all solid cancers combined,

weighted organ-averaged doses [12] are used in place of

the weighted colon dose. The organ-averaged doses are

calculated with weighting factors accounting for the risk

contribution of individual tumor sites. The weighted

organ-averaged doses are larger than the colon doses

(which are used in the RERF analyses) by factors of

1.085 and 2 for the gamma and neutron contributions,

respectively.
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Cell inactivation

Conventional cell survival curves

The dose response of cell inactivation after exposure to

low-LET radiation is conventionally modeled by cell sur-

vival curves of the form

SðdÞ ¼ exp½ÿard ÿ brd
2�; ð2Þ

where d is absorbed dose, and ar and br are the parameter

values of the linear and quadratic dose terms, respectively.

Cell survival curves for liver cells, stomach cells, and a

mixture of cells from various organs used in the present

analysis are shown in Fig. 1.

Cell survival curves with low-dose hypersensitivity

Low-dose hypersensitivity (LDH), observed for a number

of cell lines for cell inactivation after exposure to low-LET

radiation [7], has been modeled with the form

SðdÞ ¼ exp½ÿarð1þ ðas=ar ÿ 1Þ expðÿd=dcÞÞd ÿ brd
2�;

ð3Þ

where as is the coefficient of the linear dose term in the

low-dose (sensitive) regime and dc a dose characteristic for

the transition from the low-dose to the high-dose regime.

Low-dose hypersensitivity is expressed by as[ ar
(Fig. 1). In the present analysis, the mortality data of the

atomic bomb survivors do not have enough power to

determine these additional parameters. Therefore, the

parameters were estimated from experimental data.

No specific data for the low-dose hypersensitivity of

liver or stomach cells are currently available. Therefore,

general characteristics of the associated biological data

obtained from more than 26 different human cell lines [7]

were integrated into the modeling procedure: character-

istic values for the ratio as/ar were judged to be 5 and 20

(from Fig. 2 of [7]), whereas characteristic values for the

dc were judged (from Table IV of [11]) to be 0.1 and

0.2 Gy. All four combinations of these values for as/ar
and dc were applied in the present analysis. The influence

of the actual values of these parameters on the results is

negligible.

In the present application the absorbed dose in Eqs. 2

and 3 has been replaced by the weighted dose according to

Eq. 1.

The TSCE model

The TSCE model (Fig. 2) gives a stochastic description of a

simplified temporal process of carcinogenesis. It is assumed

that at age a a set of mutations and/or epigenetic events

initiates healthy stem cells with a rate m(a) into intermediate

cells. Intermediate cells can form clones as a net result of

cell division with a rate a(a) and of differentiation or

inactivation with a rate b(a). A further set of mutations

and/or epigenetic events converts intermediate cells with

a rate l(a) into malignant cells. Once a malignant cell is

Table 1 Data sets of atomic bomb survivors with colon doses B2 Sv:

number of cancer deaths and data cells

Data set Number of

cancer deaths, n

Number of

data cells

Male, all solid, DS02 4,779 14,803

Female, all solid, DS02 5,234 15,139

Male, stomach, DS86 1,544 16,928

Female, stomach, DS86 1,298 16,764

Male, liver, DS86 719 16,928

Female, liver, DS86 511 16,764

0.7

0.8

0.9

1

0 0.5 1 1.5

dose (Gy)

S
u

rv
iv

in
g

 f
ra

c
ti

o
n

Liver 

Mixture

Stomach 

Mixture (LDH)

Fig. 1 Cell survival curves for liver cells (dashed line:

ar = 0.0399 Gy-1, br = 0.0500 Gy-2 [9]), stomach cells (dotted

line: ar = 0.1252 Gy-1, br = 0.0624 Gy-2 [10]), and combined sites:

liver, stomach, colon and lung (dot-dashed line: ar = 0.0859 Gy-1,

br = 0.0520 Gy-2[9-11]), computed with the method of Hawkins

[13]. The solid curve is for the combined sites with LDH, shown here

for values of as/ar = 5 and dc = 0.2 Gy in Eq. (3)
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Fig. 2 Schematics of the two-stage clonal expansion (TSCE) model
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produced, it causes death due to cancer after some lag time

tlag. As in previous analyses [8, 14, 15], the lag time was

found not to have a major influence on the results. In the

main calculations, the lag time is fixed to 5 years.

It is convenient to introduce a parameter X(a), which is

the product of the age-dependent creation rate of clones of

intermediate cells and the malignant conversion rate l0 in

the absence of any exposure:

X ¼ l0mNs ð4Þ

Baseline cancer mortality in the TSCE model

Under the assumption that the five biological parameters

(number of susceptible stem cells Ns, initiation rate m,

division rate a, differentiation and inactivation rate b, and

malignant conversions rate l) are independent of age, the

TSCE model can be solved analytically [16, 17]. The

cancer mortality rate can be determined from three

parameters X0, a0 and b0. The values of a0 and b0, how-

ever, depend on the value of l0 [18], which is set in the

present calculations to 10-6 year-1.

Secular trends in baseline cancer rates were described by

a multiplicative factor for X0.

Radiation action on parameters of the TSCE model

The radiation action was described by immediate actions

on the initiation rate m and on the malignant conversion rate

l, and by delayed actions by taking account of cell inac-

tivation effects on the division rate a and the differentiation

or inactivation rate b of intermediate cells. Spontaneous

baseline parameters are used before and after these two

time periods (Fig. 3). Within these four time periods the

TSCE model parameters were assumed to be constant so

that the exact hazard function could be calculated by a

recursion formula [19].

The short-term action is assumed to last for

DaI = 1.14 9 10-4 years (1 h), which is short compared

to all other time periods in the model. In the TSCEIT model

(i.e. the TSCE model with a linear effect of the radiation on

the initiation and conversion rates) the parameters values

during the first hour after exposure are expressed by:

X ¼ exp b5 eÿ teð Þ þ b6 eÿ teð Þ2
n o

X0 þ Xdd=DaI½ �

l=l0 ¼ 1þ ldd;
ð5Þ

where e is the age at exposure, te is 30 years, and b5, b6, Xd

and ld are fit parameters.

The delayed action is assumed to last for

DaP = 1.92 9 10-2 years (1 week), which is the time

period typically chosen in cell inactivation experiments

between exposure and scoring. The effect of the radiation-

induced cell killing is expressed by a change of a and b,

assuming a dose dependence, which is proportional to the

number of inactivated cells in in vitro experiments divided

by the time of the observation period

Da ¼ ad 1ÿ SðdÞ½ �=DaP
Db ¼ bd 1ÿ SðdÞ½ �=DaP;

ð6Þ

where ad and bd are fit parameters.

The cell survival function S(d) can either have the

conventional form (Eq. 2) in the TSCEC model or the

form for low-dose hypersensitivity (Eq. 3) in the TSCEL

model. The hazard turned out to depend mainly on ad–bd,

whereas the specific values of ad and bd have little

influence on the hazard and could not be determined from

the data. In the calculations the value of 1 was assumed

for bd. A cell killing effect on the number Ns of healthy

stem cells has not be included in the model, because the

killed fraction of cells is relatively small (see Fig. 1) and

homeostasis is assumed to reconstitute the number of

healthy stem cells.

In addition to the models described above, a TSCEP

model, similar to what has been used in previous papers

[e.g. 15] is considered. In the TSCEP model the delayed

radiation action on a promotion rate of intermediate cells

c ¼ aÿ bÿ l ð7Þ

is defined in the first week after the short-term radiation

action by

Dc ¼ cdd=DaP; ð8Þ

while keeping q ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

c2þ 4al
p ÿ cð Þ=2 constant; cd is a fit

parameter. It may be noted that the TSCEP model can be

derived from the models with radiation-induced cell inac-

tivation (Eq. 8) by assuming that 1 - S(d) is proportional

Fig. 3 Schematic representation of the TSCE model parameters X

and a–b in four time periods: before exposure, during the first hour

after exposure, during the following week after the exposure, and later
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to d, and by neglecting the effect of the radiation-induced

cell inactivation on the parameter q.

The empirical models

Use is made of a general rate (hazard) model of the form

kða; e; dÞ ¼ k0ða; eÞ 1þ ERRðd; eÞ½ �; ð9Þ

for the excess relative risk (ERR) and

kða; e; dÞ ¼ k0ða; eÞ 1þ EARðd; a; eÞ½ � ð10Þ

for the excess absolute risk (EAR), where k0(a, e) is the

baseline cancer death rate. The ERR is factorized into a

linear function of dose and a modifying function that

depends exponentially on age at exposure (EMPE model):

ERRðd; eÞ ¼ jdd exp ÿx eÿ teð Þð Þ; ð11Þ

where jd, the ERR per dose for age at exposure 30, and x

are fit parameters

Alternatively, models without an age-at-exposure mod-

ifier (EMP0 model) were tested. It is also possible to fit an

analogous age-attained model, however, a previous analy-

sis concluded that the age-at-exposure model fitted the data

somewhat better [20].

Similarly, the EAR is factorized into a linear function of

dose and a modifying function that depends exponentially

on age at exposure and the natural logarithm of attained

age (EMPEAR model):

EARðd; a; eÞ ¼ jdd exp ÿx eÿ teð Þ þ xa ln a=ta1ð Þ½ �;
ð12Þ

where ta1 is 70 years.

Although the baseline rates can be dealt with by strati-

fication, the main calculations here adopt a fully parametric

model:

k0ða;eÞ¼exp
n

b0þb1 ln a=ta1ð Þþb2 ln
2 a=ta1ð Þ

þb3 max 0;ln a=ta2ð Þð Þð Þ2þb4 max 0;ln a=ta1ð Þð Þð Þ2

þb5 eÿteð Þþb6 eÿteð Þ2
o

;

ð13Þ

where b0, …, b6 are fit parameters, and ta2 is 40 years. This

is a simplified version of the model of Preston et al. [1], in

which some terms were dropped, because they were not

found to significantly improve the fit in the current

analysis.

Estimation of parameters and statistical analysis

The TSCE and the empirical models contain sets of

parameters from which the cancer mortality rate ki can be

computed in each data cell as a function of age ai, age at

exposure ei and dose di. The models predict the number of

fatal cancers as a Poisson random variable with an expec-

tation value of PYi ki. In order to estimate the parameters in

the model, the maximum likelihood technique is used, as

described in a previous work [15]. Best estimates, uncer-

tainty ranges and correlations of the parameters were

determined by minimizing the deviance (minus twice the

natural logarithm of the likelihood) using the CERN

LIBRARY MINUIT minimizer called MIGRAD which

implements a stable variation of the Davidon-Fletcher-

Powell variable-metric (a quasi-Newton method) [21]. The

empirical models were also computed in EPICURE/AMFIT

[22] as a double check on the numerical methods.

The magnitude of the deviances and the number of

parameters were used to assess the relative quality of the

model fits. The number of parameters in the age-at-expo-

sure model was assumed to be equal to the number of

parameters actually optimized plus two for the spline joins

ta1 and ta2 in the b3 and b4 terms of the baseline model

(Eq. 13) (a total of 11 parameters for the EMPE model).

The number of TSCE model parameters was assumed to be

equal to the number of parameters actually optimized plus

the lag time. For the TSCE models with an explicit mod-

eling of cell inactivation, the parameter bd, which was set

to 1.0, was counted as a further model parameter.

For nested models, the likelihood ratio test was used to

determine the preferred model. The quality of fit of the

preferred models, which were non-nested, was assessed by

two methods [23].

Based on information theory, Akaike [24] proposed to

choose the model with a minimal value of the Akaike

Information Criterion, AIC,

AIC ¼ devþ 2k; ð14Þ

where dev is the deviance of the model and k the number of

fit parameters.

The probability for a model improvement can then be

computed by the following equation [25],

prob ¼ 1ÿ exp ÿ0:5DAICð Þ= 1þ exp ÿ0:5DAICð Þð Þ:
ð15Þ

Thus, a model A is considered to be an improvement of

another model B with 95% probability, if the AIC for

model A is smaller than the AIC for model B by 5.9 points.

Based on the Bayesian approach of Schwarz [26], we

also use the Bayes Information Criterion,

BIC ¼ devþ k lnðnÞ; ð16Þ

where n is the number of deaths from cancer, as proposed

by Volinsky and Raftery [27].

The evidence for a model improvement is positive,

strong or very strong if the difference in the BIC values is

larger than 2, 6 and 10 points, respectively [28].
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The BIC imposes a stricter penalty against extra model

parameters than the AIC. A formal proof [29] has shown

the AIC to be ‘‘dimensionally inconsistent’’, meaning that

the probability of AIC favoring an over-parameterized

model does not tend to zero even as the dataset size tends

to infinity. Since, however, the AIC is closer to the maxi-

mum likelihood test for nested models than the BIC, the

AIC has been considered here in addition to the dimen-

sionally consistent BIC.

All significance tests reported here were performed as

two sided.

Calculation of excess risk values

Parametric calculations

In the empirical models, central estimates of the ERR or

the EAR, for example for age at exposure 30, are

obtained directly by the fit procedure. Estimates and

uncertainty ranges of the ERR or the EAR for other

variable values, for example for other ages at exposures,

were also obtained directly from the fit procedure by

adjusting the centering (i.e. the values of te and ta1 in

Eq. 12) and re-optimizing accordingly. In the TSCE

models, none of the excess risk values are directly

obtained by the fit procedure. The excess risk values are

calculated here by a method already fully described by

[8]. The best estimates are calculated from the optimized

parameter values obtained from fitting the mortality data.

The uncertainty bounds are calculated from the distri-

butions and correlations of the model parameters. Crystal

Ball (Crystal Ball. Forecasting and Risk Analysis for

spreadsheet users, 1998, Decisioneering, Denver, Co,

USA) is used to calculate 10,000 Monte-Carlo realiza-

tions from the parameter distributions. Alternative

realization sets including correlation accounting and

Latin hypercube sampling [30] were also computed using

a computer program written by one of the coauthors

(M.E.) as a double check. For each realization of the

parameters a baseline mortality rate and a mortality rate

at e.g. 1 Sv can be calculated which together provide a

realization of either the ERR or EAR at 1 Sv. Uncer-

tainty bounds are then obtained from the corresponding

percentiles of the ordered set of the 10,000 ERR or EAR

realizations.

Non-parametric calculations

Non-parametric estimates of the ERR in dose categories

have been obtained by adjusting for age at exposure and

age attained. Further adjustments for city (Hiroshima or

Nagasaki) were not found to be necessary. These calcula-

tions have been performed with AMFIT/EPICURE.

Results

Preferred models for the four types of models

For each of the six data sets, all three types of preferred

TSCE models included a radiation effect on the initiation

rate (Table 2). For the preferred models with an explicit

modeling of radiation-induced cell inactivation, allowing

for an action of the radiation on other parameters generally

did not improve the fit. Only for one data set (all solid

cancer types among males) an additional effect of the

radiation on the malignant conversion rate (TSCEICT and

TSCEILT models) improved the fit (Table 2). In the models

with low-dose hypersensitivity, the choices of different

values for the ratio as/ar and for the dc had only minor

influence on the deviance and on the parameters.

Among the empirical models, the exponential form of

the age-at-exposure risk effect modifier of the ERR

(Eq. 11) fitted the data for all cancer best (Table 2).

However, the data on stomach cancer among males and for

liver cancer for both sexes were best fitted with an

empirical model without an age-at-exposure risk modifi-

cation. Concerning the EAR models, all six data sets could

be fitted equally well with either a linear age-at-exposure

EAR effect modifier or with the exponential form (Eq. 12).

The maximum observed change in deviance on switching

between the two functional forms was only one point. The

quality of the EAR model fits was not improved by the

inclusion of an age-at-exposure risk modification in the

cases of stomach cancers for both sexes and liver cancers

among females.

A comparison of the ERR and EAR preferred models

generally yielded changes in AIC of less than six, except in

the case of male liver cancer where the ERR risk model

fitted significantly better than the EAR model. The same

type of comparison in terms of BIC yielded strong to very

strong Bayesian evidence in favor of the ERR model, since

the extra age-attained fit parameter in the EAR model was

strongly penalized here.

Comparison of preferred models

The weight of evidence accumulated from the changes in

BIC values given in Table 2 indicates that the TSCE

models without an explicit modeling of radiation-induced

cell inactivation generally fit the data better than the other

TSCE models. The reason is that the BIC imposes a strict

penalty on the inclusion of the additional parameter bd in

the model with explicit radiation-induced cell inactivation.

It may, however, be argued that bd should not be counted

as a parameter, because in a wide range of values it does

not influence the hazard. The differences of the AIC values

for the various TSCE model types were generally small.
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There is very strong evidence according to the BIC

(DBIC C 10) for five of the six data sets that the quality of

fit is better for the preferred TSCE models than for the

preferred empirical models. The reason is the smaller

number of parameters in the TSCE models. There were

generally only small differences in the quality of fit

according to the AIC. For the remaining data set (all solid

cancer among females), the BIC values are similar for all

four types of models. The changes in AIC indicate that the

empirical model fits this data set better than the TSCE

models with more than 95% probability.

The all-cancer mortality as predicted by the four pre-

ferred models agreed well with the raw mortality rates for

the atomic bomb survivors with doses smaller than 20 mSv

(Fig. 4). The very small differences for males indicate that

the baseline is slightly better described by the empirical

model. On the other hand, there is a tendency that the TSCE

models describe the data for the higher-dose group better.

The quality of fit was also evaluated by comparing the

calculated number and the observed number of cancer

fatalities in nine dose/age-at-exposure and in nine dose/

age-attained data categories. The actual v2 values are

generally below the critical value of 15.5 (Tables 3, 4).

The TSCE and empirical models were also refitted with

higher neutron RBE values of 35 and 100 [31], but only

one of the data subsets (female, all solid) fitted to the

empirical model showed an improvement in deviance of 6

points in the transition from an RBE of 10 to 100. Other-

wise, the deviance profiles in this range of RBE values

were found to be generally rather flat.

Parameters

The parameters which describe the baseline cancer mor-

tality rates in the TSCE model (X0, b5, b6, a0, b0) clearly

depend on gender and on cancer site (Table 5). This may

be related to differences in the processes of carcinogenesis.

The division and inactivation rates of intermediate cells are

the best determined parameters. Their difference, a0–b0, is

about 0.1 year-1, which is by five orders of magnitude

larger than the assumed value of l0 (10-6 year-1). This

difference is independent of l0, as long as l0 is small. The

values of a0 and b0, however, are approximately propor-

tional to (l0)
-1 [18, 32].

The effect of the radiation on the initiation rate, expressed

by Xd, is significant (Table 5). The dose which creates the

same number of clones as spontaneous processes during

1 year (i.e., X0(1 year)/Xd) is in the range of 0.02 to 0.2 Sv.

A positive value of ad–bd indicates that the number of

intermediate cells inactivated by the radiation is over-

compensated by a stimulation of the proliferation of

intermediate cells. The parameter ad–bd in the TSCE

models with radiation-induced cell inactivation is signifi-

cantly positive for all solid cancer among males and for

liver cancer among females (Table 5). For the other four

data sets, however, no significant result about a growth or

anti-growth stimulating effect of the radiation could be

obtained.

For one data set (male all solid cancers) the preferred

among the models with radiation-induced cell inactivation

contains an action of the radiation on the malignant

Table 2 Preferred models: empirical EMP (index ‘‘E’’/‘‘0’’: with/

without age-at-exposure modifier), TSCE without explicit radiation-

induced cell inactivation (index ‘‘I’’ for radiation action on initiation

rate, index ‘‘P’’ for radiation action on promotion rate, c; index ‘‘T’’

for radiation action on malignant conversion rate), TSCE with

radiation-induced cell inactivation with a conventional cell survival

curve (index ‘‘C’’), and TSCE with radiation-induced cell inactivation

with low-dose hypersensitivity (index ‘‘L’’)

Data set Model Number of

parameters

Deviance BIC AIC Data set Model Number of

parameters

Deviance BIC AIC

Male, all solid DS02 EMPE 11 6,419 6,512 6,441 Female, stomach DS86 EMPE 11 3,870 3,949 3,892

TSCEIP 8 6,424 6,492 6,440 TSCEI 7 3,878 3,928 3,892

TSCEICT 10 6,420 6,505 6,440 TSCEIC 9 3,877 3,942 3,895

TSCEILT 10 6,422 6,507 6,442 TSCEIL 9 3,877 3,942 3,895

Female, all solid

DS02

EMPE 11 6,697 6,791 6,719 Male, liver DS86 EMP0 10 2,679 2,745 2,699

TSCEIT 8 6,717 6,786 6,733 TSCEIP 8 2,678 2,731 2,694

TSCEIC 9 6,714 6,791 6,732 TSCEIC 9 2,683 2,742 2,701

TSCEIL 9 6,712 6,789 6,730 TSCEIL 9 2,683 2,742 2,701

Male, stomach DS86 EMP0 10 3,959 4,032 3,979 Female, liver DS86 EMP0 10 2,137 2,199 2,157

TSCEI 7 3,961 4,012 3,975 TSCEI 7 2,140 2,184 2,154

TSCEIC 9 3,960 4,026 3,978 TSCEIC 9 2,139 2,195 2,157

TSCEIL 9 3,960 4,026 3,978 TSCEIL 9 2,140 2,196 2,158

For each of the data sets, models with the minimum BIC value and models without strong evidence against them are indicated by bold letters
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conversion rate. The value of the corresponding parameter

ld, however, is not significant and has only a small influ-

ence on the excess risk.

The results obtained for the empirical models with

EPICURE/AMFIT were practically the same as the results

obtained with MINUIT.

Central estimates of ERR

Central estimates (age at exposure 30 and age attained 70)

of the ERR at 1 Sv of all four model types are fully con-

sistent with each other (Table 6). There is a tendency for

the TSCE models to result in lower ERR at 1 Sv estimates

than the empirical models but this effect is in general not

statistically significant.

Estimates for the ERR at lower doses are more influ-

enced by the modeling. Central estimates of the ERR at

0.2 Sv in TSCE models with a conventional dose depen-

dence of cell inactivation tend to give lower risk estimates

than TSCE models with low-dose hypersensitivity. For the
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Fig. 4 Baseline all-cancer mortality rates a for males and b for

females as predicted by the four preferred models, and raw rates

among atomic bomb survivors with doses below 20 mSv

Table 3 Observed and calculated number of solid cancer fatalities in

subsets of male atomic bomb survivors

Data subset Dose (Sv) All solid cancer fatalities, males

Observed EMPE model TSCEIP model

e = 0–29 \0.005 692 699 705

0.005–0.25 696 681 683

0.25–2 272 259 253

e = 30–59 \0.005 1,295 1,254 1,252

0.005–0.25 1,190 1,230 1,228

0.25–2 396 403 406

e = 60+ \0.005 102 112 110

0.005–0.25 116 115 114

0.25–2 20 26 28

v2 – 6.2 7.6

a = 0–29 \0.005 1 3 6

0.005–0.25 4 3 6

0.25–2 1 1 2

a = 30–59 \0.005 418 444 424

0.005–0.25 444 437 418

0.25–2 166 158 157

a = 60+ \0.005 1,670 1,618 1,638

0.005–0.25 1,554 1,586 1,601

0.25–2 521 529 527

v2 – 6.0 9.1

Table 4 Observed and calculated number of solid cancer fatalities in

subsets of female atomic bomb survivors

Data subset Dose (Sv) All solid cancer fatalities, females

Observed EMPE model TSCEIT model

e = 0–29 \0.005 703 713 713

0.005–0.25 681 697 696

0.25–2 298 310 306

e = 30–59 \0.005 1,375 1,388 1,395

0.005–0.25 1,531 1,454 1,458

0.25–2 419 422 417

e = 60+ \0.005 103 113 110

0.005–0.25 93 115 112

0.25–2 31 23 27

v2 – 13.2 9.1

a = 0–29 \0.005 8 6 13

0.005–0.25 2 6 14

0.25–2 1 3 8

a = 30–59 \0.005 457 479 462

0.005–0.25 534 490 473

0.25–2 220 197 188

a = 60+ \0.005 1,716 1,730 1,743

0.005–0.25 1,769 1,769 1,780

0.25–2 527 555 554

v2 – 13.6 33.4
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analysis of all female solid cancer combined, e.g., the ERR

value of 0.07 (95% CI: 0.05, 0.09) in the model with

conventional cell inactivation differs significantly from

0.11 (95% CI: 0.08, 0.14) in the model with LDH

(p = 0.02). The results of the empirical relative risk model

and of the TSCE model without an explicit modeling of the

radiation-induced cell inactivation are generally interme-

diate to the results of the TSCE models with conventional

and with LDH cell survival curves.

The ERR is by construction proportional to dose in

the empirical models and essentially proportional to

dose in the TSCE models without radiation-induced cell

inactivation (Figs. 5, 6). The fit of the TSCE models with

radiation-induced cell inactivation for all solid cancer types

together, however, shows an upward curvature of the ERR

in the dependence of dose, which is modulated by a

downward curvature in the low-dose range in the models

with low-dose hypersensitivity. In general, the deviations

from a linear dose response are small. Most of the non-

parametric estimates agree within one standard deviation

either with all four of the model types, or with none of the

models. Thus, compared to the uncertainty of the non-

Table 5 Best estimates and 95% confidence intervals of parameters in the preferred TSCE models with radiation-induced cell inactivation

(l0 = 10-6 year-1)

Parameter Male, all solid, DS02 Female, all solid, DS02 Male, stomach, DS86

TSCEICT TSCEIL
a TSCEIL

b

a0 (year
-1) 3.515 (3.505; 3.525) 10.70 (10.65; 10.74) 15.69 (15.67; 15.71)

X0 (year
-2) 0.78 (0.68; 0.88) 9 10-6 4.68 (3.71; 5.66) 9 10-6 0.789 (0.591; 0.988) 9 10-6

b0 (year
-1) 3.389 (3.379; 3.399) 10.63 (10.59; 10.67) 15.58 (15.56; 15.60)

Xd (year Sv)
-1 4.1 (1.1; 13.7) 9 10-6 91 (50; 167) 9 10-6 11.2 (2.3; 55.5) 9 10-6

ad–bd 2.3 (0.5; 4.2) 1.0 (-0.2; 2.2) -1.2 (-2.6; 0.2)

ld (Sv
-1) 12.9 (-4.5; 34.1) – –

b5 (year
-1) -0.04 (-0.3; 0.21) 9 10-2 1.30 (1.01; 1.60) 9 10-2 2.82 (2.25; 3.4) 9 10-2

b6 (year
-2) -2.81 (-3.53; -1.69) 9 10-4 -4.40 (-5.48; -3.32) 9 10-4 -5.42 (-7.35; -3.52) 9 10-4

Parameter Female, stomach, DS86 Male, liver, DS86 Female, liver, DS86

TSCEIC TSCEIC TSCEIC

a0 (year
-1) 30.63 (30.61; 30.64) 1.86 (1.30; 2.42) 4.68 (4.44; 4.93)

X0 (year
-2) 3.01 (2.05; 3.96) 9 10-6 0.03 (0.020 0.04) 9 10-6 0.063 (0.033; 0.093) 9 10-6

b0 (year
-1) 30.58 (30.57; 30.60) 1.70 (1.13; 2.26) 4.56 (4.32; 4.81)

Xd (year Sv)
-1 136 (37; 553) 9 10-6 0.37 (0.09; 1.52) 9 10-6 0.75 (0.09; 6.14) 9 10-6

ad–bd -1.6 (-4.4; 1.2) 1.8 (-3.7; 7.2) 5.9 (1.2; 10.5)

b5 (year
-1) 3.76 (3.09; 4.42) 9 10-2 -2.64 (-3.31; -1.96) 9 10-2 -0.00 (-0.98; 1.00) 9 10-2

b6 (year
-2) -4.29 (-6.39; -2.22) 9 10-4 0.24 (-2.63; 3.07) 9 10-4 -4.32 (-8.17; -0.59) 9 10-4

a
as/ar = 5; dc = 0.2 Sv

b
as/ar = 20; dc = 0.1 Sv

Table 6 Central ERR estimates (±1 standard deviation) at 1 or 0.2 Sv for age at exposure e = 30 and age attained a = 70. The 95% confidence

intervals were generally symmetrical around the best estimates

Data set Empirical model TSCE model without

cell inactivation

TSCE model with conventional

cell inactivation

TSCE model with LDH

at 1 Sv at 1 Sv at 0.2 Sv at 1 Sv at 0.2 Sv* at 1 Sv at 0.2 Sv*

Male, all solid, DS02 0.32 ± 0.07 0.23 ± 0.05 0.05 ± 0.01 0.26 ± 0.06 0.04 ± 0.01 0.26 ± 0.05 0.08 ± 0.02

Female, all solid, DS02 0.50 ± 0.09 0.40 ± 0.06 0.08 ± 0.01 0.46 ± 0.06 0.07 ± 0.01 0.47 ± 0.06 0.11 ± 0.01

Male, stomach, DS86 0.16 ± 0.11 0.12 ± 0.11 0.02 ± 0.02 0.12 ± 0.12 0.02 ± 0.03 0.11 ± 0.11 0.01 ± 0.04

Female, stomach, DS86 0.39 ± 0.23 0.55 ± 0.18 0.11 ± 0.03 0.56 ± 0.20 0.12 ± 0.06 0.54 ± 0.19 0.14 ± 0.07

Male, liver, DS86 0.64 ± 0.20 0.14 ± 0.47 0.04 ± 0.08 0.11 ± 0.07 0.02 ± 0.02 0.11 ± 0.08 0.03 ± 0.02

Female, liver, DS86 0.36 ± 0.21 0.11 ± 0.15 0.02 ± 0.03 0.21 ± 0.17 0.03 ± 0.02 0.19 ± 0.18 0.05 ± 0.05

* The differences between model types are generally largest here with p values of 0.03 and 0.01 for all solid cancer, male and female,

respectively
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parametric estimates the four model types give consistent

results.

Dependences of ERR on age

The TSCE models with conventional and with LDH cell

inactivation result in a similar dependence of the ERR at

1 Sv on age at exposure (results not shown). There is,

however, a systematic trend of lower age-at-exposure

effect modification at young ages at exposure (0–15 years)

in the TSCE models with radiation-induced cell inactiva-

tion than in the empirical model with an exponential age-

at-exposure dependence. For age at exposure 5 and age

attained 70, for example, the ERR at 1 Sv for all solid

cancer types among females is by a factor of 2.1 lower in

the TSCEIL model than in the EMPE model (p = 0.05).

The difference between the TSCE models with radiation-

induced cell inactivation and the empirical model is espe-

cially expressed for stomach cancer among females. For

age at exposure 5, the best estimate of the ERR at 1 Sv for

stomach cancer among females is lower in the TSCEIL

model than in the EMPE model by a factor of 8.6

(p = 0.05). The difference of the model types concerning

the ERR for young ages at exposures decreases with

decreasing age attained (results not shown).

Since the power of the data with regard to excess risks is

higher at 1 Sv than at lower doses, model differences in

ERR results are more expressed at lower doses. Again, for

an age-at-exposure of 5 years the ERR in the TSCE models

with radiation-induced cell inactivation is lower than in the

empirical model (Fig. 7). For a dose of 0.2 Sv, the differ-

ence amounts to a factor of 2.4 for all solid cancer among

females (p = 0.02).

Estimates of EAR

The empirical and the biologically based models result in

EAR at 1 Sv central estimates that are fully consistent with

each other (results not shown). Again, the modeling of

radiation-induced cell inactivation has the largest impli-

cations in the low-dose region. In general, cell inactivation

with conventional dose dependence causes a lower EAR

estimate at low doses, and cell inactivation with low-dose

hypersensitivity a higher EAR estimate. For females, all

solid cancer types combined an EAR at 0.2 Sv of 3.6 (95%

CI: 2.8, 4.4) cases per 104 PY Sv is obtained with a con-

ventional cell survival curve, which is smaller than 5.5

(95% CI: 4.1, 6.8) cases per 104 PY Sv as obtained with a

cell survival curve with low-dose hypersensitivity

(p = 0.014). The result of the empirical model of 4.7 (95%

CI: 3.3, 6.1) cases per 104 PY Sv is intermediate to the

results of the two TSCE models.

In contrast to ERR, the age-at-exposure effect modifi-

cation of EAR (at both 1 and 0.2 Sv) at young ages at

exposure (\15 years) are fully consistent between the

empirical and the TSCE model types with both forms of

radiation-induced cell inactivation.

Discussion

A major effort here has concentrated on applying four

techniques in the ‘‘goodness-of-fit evaluations’’ so that

the main conclusions did not depend on just one type of

statistical test: two information criteria (AIC and BIC)

for non-nested models, a Chi-squared type consideration

of observed and fitted values of the total number of

deaths in age- and dose-group categories, and a com-

parison of dose response curves with non-parametric

values of ERR in several dose groups. Considering all

Fig. 5 Excess relative risk of mortality from all solid cancer types as

a function of dose as calculated with the preferred models for age at

exposure e = 30 years and age attained a = 70 years, and non-

parametric estimations for dose groups and all ages together. The

error bars indicate one standard deviation ranges
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criteria together, none of the four model types studied

could be ruled out.

In general, the TSCE models turned out to be more

economical in terms of the total number of parameters

required as compared to the empirical models. With the

exception of the data set on all cancer types among

females, a comparable deviance was achieved by all four

types of models. Thus, the relatively small number

of parameters in the TSCE models indicates that these

models contain some plausible features of the process of

carcinogenesis.

Radiation-induced processes in carcinogenesis

Radiation action on the initiation rate is found to be relevant

for all six data sets. Effects on other processes of carcino-

genesis could not be identified unequivocally by the present

analysis of mortality data for the atomic bomb survivors

from Hiroshima and Nagasaki. It may also be noted that the

assumptions of the present analysis on the applicability of

measured cell survival curves to the complex process of

carcinogenesis in stem cells, which communicate in the

tissue in a complex manner with other cell types, are not

more then a simplified modeling approach. The approach is

only justified by the present lack of a better understanding

of the ongoing processes in the tissue.

For stomach cancer mortality, the dose required to ini-

tiate the same number of cells as spontaneous initiation

processes during one year as found in this analysis

(according to Table 5 the best estimate is for males 0.07 Sv

and for females 0.02 Sv) is very close to what has been

derived Kai et al. [14] from stomach cancer incidence data

among the atomic bomb survivors (for males 0.1 Sv, for

females 0.02–0.05 Sv, depending on age at exposure).

Also, the results of Kai et al. on the value of spontaneous

growth rate of clones of intermediate cells of stomach

cancer, c0, of 0.131 (95%CI: 0.115, 0.149) year-1 for males

and 0.066 (95%CI: 0.048, 0.090) year-1 for females are

very close to the results of the present analysis. Although

the results on stomach cancer have to be treated with

caution because of missing information on infections with

helicobacter pylori and on smoking, it is interesting to

observe that results of different analyses of epidemiologi-

cal data with models of carcinogenesis are converging.

Unfortunately, it is not yet possible to compare the models

with experimental results, because pre-carcinogenic lesions

in the stomach, which could be candidates for the clones of

intermediate cells, have not yet been identified [33].

In the models with radiation-induced cell inactivation, a

relatively strong effect of the kind of the survival curve

(Eqs. 2, 3) on the promotion rate of initiated cells is found

for all cancers combined. This promoting effect is assumed

to be proportional to the number of inactivated normal

cells. Since for cells with low-dose hypersensitivity, the

number of inactivated cells per dose is especially high for

low doses, this induces an especially high promotional

effect for initiated cells at low doses as well. This explains

why the slope of the dose-response curve is steeper at low

Fig. 6 Excess relative risk of

mortality from stomach and

liver cancer as a function of

dose as calculated with the

preferred models for age at

exposure e = 30 years and age

attained a = 70 years, and non-

parametric estimations for dose

groups and all ages together.

The error bars indicate one

standard deviation ranges
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doses than at higher doses in the models with low dose

hypersensitivity.

Implications for risk estimates

The inclusion of low-dose hypersensitivity in radiation-

induced cell inactivation did not improve the qualities of the

model fits but rather provided an alternative biologically

feasible model. In the models analyzed here, the implica-

tions of low-dose hypersensitivity on excess relative risk

estimates at 1 Sv are rather small. At lower doses, however,

risk estimates from the TSCE model with conventional cell

survival curves and the TSCE model with LDH differ sig-

nificantly from each other. This additional variation could

be regarded as an expression of model uncertainty in the

risk estimates, which in principle could be reduced by

experiments demonstrating whether or not LDH plays a role

in the radiation response of animals or humans.

One possible way to take the model uncertainty into

account is to define the uncertainty range of results by the

lowest and highest bounds of risk estimates in models with

comparably high quality of fit. If this is done for the four

preferred models, then according to Fig. 8

• the model uncertainty contributes only moderately to

the total uncertainty of the risk estimates for interme-

diate ages of exposure (25–40)

• for ERR the total uncertainty range extends the

uncertainty range of the empirical model for young

ages considerably to lower risk values and for older

ages at exposures mainly to higher risk values

• for EAR the total uncertainty range extends the

uncertainty range of the empirical model for younger

and for older ages at exposure mainly to higher risk

values.

Applying the method outlined above to excess risk for all

solid cancer at 1 Sv, age at exposure 10 and age attained 70

results in total uncertainty ranges that are wider than the

pure statistical 95% uncertainty range according to the

empirical model by about 30% for ERR and for EAR

(Table 7).

The main influence of the inclusion of cell inactivation

in the TSCE model was found to be a weakening of the

age-at-exposure effect modification of the excess relative

risk estimate as compared to the empirical model with an

exponential dependence of the ERR on age at exposure

(EMPE model). In this context it is notable, that except for

all solid cancer among females an empirical model with an

exponential age-at-exposure effect modifier did not

describe the data sets significantly better as empirical

models with a linear age-at-exposure effect modifier or

even without an age-at-exposure effect modifier.

The most recent ERR values at 1 Sv published by

Preston et al. [1] for age at exposure 30 in an age-constant

linear ERR model are statistically consistent with the val-

ues found in the analysis presented here where small

differences in risk estimation can be attributed to differ-

ences in modeling procedure (e.g. different dose cut-off

values, the application of the more suitable organ-averaged

doses applied here rather than colon doses in the analysis of

all solid cancers). There was also consistency between the

EAR values in [1] and those presented here. The TSCE

model relative risk estimates generally tended to be lower

than the risk estimates in the empirical models, the absolute

risk estimates, however, were quite close.

Conclusion

In the present analysis, a comparably good description of

the mortality data for the atomic bomb survivors was

Fig. 7 Age-at-exposure modification to excess risks at 0.2 Sv for an

age attained of 70 years for all solid cancer types. The error bars

indicate one standard deviation ranges. The TSCE models with cell

inactivation (TSCEC or TSCEL) indicate smaller risks at low age at

exposure than the empirical model (EMPE)
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achieved by application of TSCE models of carcinogenesis,

requiring less fit parameters than the conventional ERR

models. This may be taken as an indication that the TSCE

model indeed reflects some main characteristics of the

process of carcinogenesis.

The analyses with TSCE models that explicitly take into

account radiation-induced cell inactivation showed three

main effects:

• Radiation-induced cell inactivation resulted in an

increase of the number of precancerous cells. Thus,

radiation-induced cell inactivation is not necessarily a

protective effect concerning the induction of cancer.

• In these models, excess relative risks after exposure at

young age was smaller than in more conventional

models. At the present time, the diverging results of the

two model types express an unexpected uncertainty in

our knowledge. Further research, possibly with data

including a longer follow-up, is needed to clarify the

issue of cancer risks after radiation exposures at young

age.

• Excess relative risks at low doses were lower in models

with conventional cell survival curves than in models

with low-dose hypersensitivity. Both models described

the data equally well.

The results of the present study demonstrate the suitability to

analyze radio-epidemiological data with models of carcino-

genesis that explicitly take into account radiobiological

effects. This approach may also be used to investigate, how

radiation-induced genomic instability influences cancer

risks after exposures to ionizing radiation.
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Radon and risk of extrapulmonary cancers: results of the German

uranium miners’ cohort study, 1960–2003

M Kreuzer*,1, L Walsh1, M Schnelzer1, A Tschense1 and B Grosche1

1Federal Off ice for Radiation Protection, Department of Radiation Protection and Health, Neuherberg 85764, Germany

Data from the German miners’ cohort study were analysed to investigate whether radon in ambient air causes cancers other than

lung cancer. The cohort includes 58 987 men who were employed for at least 6 months from 1946 to 1989 at the former Wismut

uranium mining company in Eastern Germany. A total of 20 684 deaths were observed in the follow-up period from 1960 to 2003.

The death rates for 24 individual cancer sites were compared with the age and calendar year-specific national death rates. Internal

Poisson regression was used to estimate the excess relative risk (ERR) per unit of cumulative exposure to radon in working level

months (WLM). The number of deaths observed (O) for extrapulmonary cancers combined was close to that expected (E) from

national rates (n¼ 3340, O/E¼ 1.02; 95% confidence interval (CI): 0.98–1.05). Statistically significant increases in mortality were

recorded for cancers of the stomach (O/E¼ 1.15; 95% CI: 1.06–1.25) and liver (O/E¼ 1.26; 95% CI: 1.07–1.48), whereas significant

decreases were found for cancers of the tongue, mouth, salivary gland and pharynx combined (O/E¼ 0.80; 95% CI: 0.65–0.97) and

those of the bladder (O/E¼ 0.82; 95% CI: 0.70–0.95). A statistically significant relationship with cumulative radon exposure was

observed for all extrapulmonary cancers (ERR/WLM¼ 0.014%; 95% CI: 0.006–0.023%). Most sites showed positive exposure–

response relationships, but these were insignificant or became insignificant after adjustment for potential confounders such as arsenic

or dust exposure. The present data provide some evidence of increased risk of extrapulmonary cancers associated with radon, but

chance and confounding cannot be ruled out.
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Although it is well established that occupational exposure to the
radioactive gas, radon (222Rn), and its progeny increases the risk of
lung cancer (BEIR, 1999; Laurier et al, 2004; Tomasek, 2004;
Brüske-Hohlfeld et al, 2006; Grosche et al, 2006; Villeneuve et al,
2007; Tomasek et al, 2008; Vacquier et al, 2008), little is known
about any effects on other cancers (Tomasek et al, 1993; Darby
et al, 1995a; BEIR, 1999; Moehner et al, 2006; Rericha et al, 2006).
As it is estimated that doses from radon and its progeny to organs
other than the lung are approximately X100 times lower (Kendall
and Smith, 2002; Marsh et al, 2008), large-scale occupational radon
studies are required to investigate this possible relationship.
The largest and most informative study on this subject to date is

the pooled analysis of 11 miners’ cohorts published by Darby et al
(1995a). Overall, no statistically significant exposure–response
relationship was observed, except for pancreatic cancer. The
researchers concluded that high concentrations of radon in the air
do not cause a material risk of mortality from cancers other than
lung cancer. However, low statistical power, missing information
on potential confounders and heterogeneity among the 11 studies
were of concern. The aim of these analyses of the German Wismut
uranium miners’ cohort study is to further evaluate the relation-

ship between radon and extrapulmonary cancers. Compared with
the pooled study, the Wismut cohort has a comparable size (58 987
vs 64 209), a longer average follow-up period (35 vs 17 years), a
larger number of deaths from cancers other than lung cancer (3340
vs 1253), a longer mean duration of employment (12 vs 6 years) as
well as a higher average cumulative exposure to radon (279 vs 155
working level months (WLM)). Moreover, information on
occupational exposure to external g-radiation, long-lived radio-
nuclides (LRNs), arsenic, fine dust and silica dust is available.

MATERIALS AND METHODS

Cohort definition and follow-up

The cohort has been described earlier (Grosche et al, 2006; Kreuzer
et al, 2002, 2006). In brief, it represents a stratified random sample
of 58 987 males, employed for at least 6 months from 1946 to 1989
at the former Wismut uranium company in East Germany. The
first follow-up ran up to the end of 1998 (Grosche et al, 2006;
Kreuzer et al, 2006), and this study extends the follow-up by 5
years through 2003. Information on the vital status of individuals
was obtained from local registration offices, whereas death
certificates were obtained not only from the responsible Public
Health Administrations but also from central archives and the
pathology archive of the Wismut company. The underlying causes
of death from death certificates or the autopsy files were coded
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according to the 10th revision of the International Classification of
Diseases (ICD-10).

Information on exposure to radiation and other variables

Radiation exposure was estimated by using a job-exposure matrix
(JEM), which was originally generated for compensation purposes
by the Miners’ Institution for Statutory Accident Insurance and
Prevention (Lehmann et al, 1998). This JEM has been developed
further to meet scientific purposes (HVBG and BBG, 2005).
It includes information on exposure to radon and its progeny,
external g-radiation and LRNs (235U and 238U) for each calendar
year of employment (1946–1989), each place of work and each
type of job. More than 900 different jobs and 500 different working
places were evaluated for this purpose. Radon (222Rn) measure-
ments in the Wismut mines were carried out from 1955 onwards.
For the period 1946–1954, radon concentrations were estimated by
an expert group based on measurements from 1955, taking into
account ventilation rate, vein space, uranium content and so on
(Grosche et al, 2006; Kreuzer et al, 2006; Moehner et al, 2006).
Complete information on job type, type of mining facility and
periods of absence is available on a daily basis for all cohort
members. The cumulative exposure to each of the three radiation
sources was calculated as the sum of the annual exposures
estimated by the JEM weighted by the duration of work in days.
Exposure to radon and its progeny is expressed in WLM. One
working level is defined as the concentration of short-lived radon
daughters per litre of air that gives rise to 1.3� 105MeV of alpha
energy after complete decay. One WLM of cumulative exposure
corresponds to exposure to 1 WL during 1 month (170 h) and is
equivalent to 3.5mJhmÿ3. Exposure to LRNs is given in kBqhmÿ3,
and exposure to external g-radiation is given as an effective dose
in mSv.
Information on arsenic, dust and silica is based on a JEM similar

to that for radiation, providing annual dose values for each
calendar year, each place of work and each type of job (Bauer,
2000; HVBG and BBG, 2005). These annual values are given in
dust-years, where 1 dust-year is defined as an exposure to
1mgmÿ3 fine dust or silica dust and 1 mgmÿ3 for arsenic over a
time period of 220 shifts of 8 h. Differences in the number of shifts
and daily working hours in the different calendar years were
accounted for by multiplying with a correction factor. Cumulative
exposure to each of the three sources is expressed in dust-years.
Arsenic was present only in mines in Saxony. Thus, arsenic
exposure was calculated only for cohort members who worked in
areas with rock containing a sufficient concentration of arsenic.
The threshold value for arsenic is 10mgmÿ3 in air (inhaled particle
fraction), corresponding to one-tenth of the technical guideline
concentration value of arsenic, which was valid until 2004. Data on
smoking are not included in this analysis because the relevant
information is only available after 1972 from medical records for a
small proportion of the cohort.

Statistical methods

Two statistical methods were applied, external comparisons with
national rates and internal regression. In the first method, the
mortality rates of the cohort were compared with those of the
general male population in Eastern Germany, formerly the German
Democratic Republic. External rates were available only from 1960
onwards. For this reason, all analyses were limited to the follow-up
period 1960–2003, with the 236 cohort deaths before 1960 being
excluded. The number of man-years at risk for each miner was
calculated as the time between entry into and exit from the cohort.
In these analyses, the date of entry was defined as the start of
employment plus 180 days or 1 January 1960, whichever comes
later. The date of exit was defined as the earliest of the date of
death, emigration, loss to follow-up or the end of the period of

follow-up (31 December 2003). The expected mortality rate was
calculated by applying national mortality rates, grouped by
calendar year and 5-year age bins, to the person-years in the
grouped cohort data. The standardised mortality ratio (SMR) is
given by the ratio of O/E, where O is the number of observed
deaths in the cohort and E is the number expected from external
rates. In common with other miners’ studies (Tomasek et al, 1993;
Darby et al, 1995a), a 5-year lag was used to calculate the
cumulative exposure to radon for all sites of cancer other than
leukaemia and a zero lag for leukaemia. The confidence intervals
of the SMR were calculated on the basis of the poisson distribution
(Breslow and Day, 1987). SMRs were corrected for missing causes
of death by dividing O by the proportion of known causes of death,
P, which is binomial distributed. In practice, it was found to be
adequate to ignore the variability of P as, when methods were
applied to account for this variability (Rittgen and Becker, 2000),
the resulting SMR confidence intervals were not significantly
affected.
The cancer sites examined were defined according to the pooled

study by Darby et al (1995a), but the 10th ICD code was used
instead of the 9th ICD code. Earlier revisions of the ICD (8 and 9)
and the former codes of the German Democratic Republic were
recoded to ICD-10. As no separate external rates had been
available for the time period 1968–1979 for cancers of the tongue
and mouth, salivary gland and pharynx, these cancers were
combined in the external analyses. In a few cases, the external rates
were not available for certain years and cancer types and hence
were not included in the corresponding external analyses, which is
why the total numbers are sometimes lower than those in the
internal regression and do not sum to the total number of non-
lung cancers. A separate analysis for time periods o or 410 years
since first employment was performed, because earlier studies
(Tomasek et al, 1993; Darby et al, 1995a) showed a lower mortality
during the first period compared with the later period, most
probably because of the selection of healthy men for employment
in the mines. Owing to the long follow-up period in this cohort and
the restriction of the follow-up period to 1960 and later, the
proportion of cases occurring o10 years after the first employ-
ment was extremely low (1.7%) and thus did not affect the overall
risk estimate.
Poisson regression was used to test for an association between

cancer mortality risk and cumulative radon exposure. Tabulations
of person-years at risk and cancer deaths were created with the
DATAB module of the EPICURE software (Preston et al, 1998).
Cross-classifications were made by age, a, in 16 categories (o15,
15–19, 20–24,y, 85þ years), individual calendar year, y, in 58
categories and cumulative radon exposure, w, in seven categories
(0, 40–49, 50–99, 100–499, 500–999, 1,000–1,499, 1500þ
WLM). The WLM categories were defined to be comparable with
other studies (Darby et al, 1995a; Moehner et al, 2006), but with an
added category of 0 WLM. The tabulated data were fitted to the
following model – if r(a, y, w) is the age, year and exposure-
specific cancer mortality rate and r0(a,y)¼ r(a,y,0) is the baseline
disease rate for non-exposed individuals, w¼ 0 then

rða; y;wÞ ¼ r0ða; yÞ�f1þ ERRðwÞg ð1Þ

where ERR is the excess relative risk. A linear form for
ERR(w) ¼ bw, with no dependence of the slope b on a and y,
was used to investigate the exposure–response relationship.
In addition, a categorical analysis of the form ERR(w)¼Sj¼ 1,7bjwj

was performed, where j refers to the exposure class. To test for the
five potential confounders, LRN, external g-radiation, fine dust,
quartz fine dust or arsenic, each of these variables (zi), i¼ 1, 5 was
added separately to the model (1) with ERR(w, zi)¼ bwþ gzi.
Maximum likelihood with the AMFIT module of the EPICURE
software (Preston et al, 1998) was used for estimation of the fit
parameters: b, g, bj (j¼ 1, 7), and the internal baseline rates in
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strata. Internal regression analyses were restricted to individual
cancer sites with a total of 435 deaths.

RESULTS

In the follow-up period 1960–2003, a total of 57 199 persons were
under observation, resulting in 1 762 208 person-years at risk and a
mean duration of follow-up of 35 years. By the end of 2003, 35 294
(61.7%) men were alive, 20 684 (36.2%) had died, 233 (0.4%) had
emigrated and 988 (1.7%) were lost to follow-up. The underlying
cause of death was available for 19 501 (94.3%) of the deceased
men, among them 6341 deaths from malignant cancers (2999 lung
cancers plus two cancers of the trachea and 3340 non-lung
cancers). A total of 49 268 individuals were exposed to radon at
some time during Wismut employment, whereas 7931 had never
been exposed (Table 1). Those exposed received a mean
cumulative exposure to radon of 279.4 WLM (median¼ 30.8), a
mean cumulative exposure to external g-radiation of 48.6 mSv
(median¼ 16.5) and an average cumulative exposure to LRN of
4.2 kBqhmÿ3 (median¼ 1.05).
Figure 1 shows the annual mean exposure values for radon and

its progeny in WLM, and for external g-radiation in mSv and LRN
in kBqhmÿ3 for the exposed cohort members. Radon concentra-
tions decreased sharply after 1955 because of the introduction of
several ventilation measures, which led to conditions in accor-
dance with the international radiation protection standards after
1970. In contrast to this, external g-radiation and LRN show a
different pattern, because their concentration was not affected by
the improved ventilation. The annual mean exposure values for
fine dust, silica dust and arsenic are given in Figure 2. Owing to the
use of dry drilling, the concentrations of dust had been very high
until 1955 and then decreased steadily with the implementation of
wet drilling, reaching very low levels after 1970. A total of 17 554
miners were exposed to arsenic, with higher annual values in the
early years compared with the later years.
Table 2 gives the numbers of O and E deaths based on the male

Eastern German population, as well as the corresponding SMRs
(O/E) with 95% CIs for all cancers other than lung cancer
combined and for 24 individual cancer sites. The number of non-
lung cancer deaths combined was close to expectation (O/E¼ 1.02;
95% CI: 0.98–1.05). Among 24 individual non-lung cancer sites, a

significant excess was found for stomach (O/E¼ 1.15; 95% CI:
1.06–1.25) and liver cancers (O/E¼ 1.26; 95% CI: 1.07–1.48), as
well as a significant deficit of cancers of the tongue, mouth,
pharynx and salivary gland combined (O/E¼ 0.80; 95% CI: 0.65–
0.97) and those of the bladder (O/E¼ 0.82; 95% CI: 0.70–0.95).
Overall mortality was significantly higher than in the general
population (O/E¼ 1.03; 95% CI: 1.02–1.05), mainly because of
lung cancer (O/E¼ 2.03; 95% CI: 1.96–2.10).
In the internal regression analyses shown in Table 3, there is a

significantly increased mortality from all cancers other than lung
cancer with cumulative radon exposure (ERR/WLM¼ 0.014%;
95% CI: 0.006–0.023%). The two highest exposure categories
1000–1499 WLM and41500 WLM show a 1.2-fold (95% CI: 1.02–
1.38) and 1.16-fold (95% CI: 0.94–1.76) higher risk compared with
the reference category of 0 WLM, respectively. Among the 18
individual sites with 435 cases, a significant positive relation with
radon is observed for stomach cancer (ERR/WLM¼ 0.021%; 95%
CI: 0.0007–0.043%), whereas excesses with borderline statistical
significance were found for cancers of the pharynx (ERR/
WLM¼ 0.16%; 95% CI: ÿ0.045 to 0.37%) and liver (ERR/
WLM¼ 0.044%; 95% CI: ÿ0.008 to 0.096%). No association
between leukaemia and cumulative radon exposure is found.

Table 1 Characteristics of the German uranium miners’ cohort, 1960–

2003

Mean (minimum–maximum)

Duration of follow-up (years) 35 (0.5–50)

Duration of employment (years) 12 (0.5–40)

Radon exposed miners (n¼ 49.268)

Duration of exposure (years) 11 (1–44)

Age at first exposure (years) 22 (14–67)

Cumulative exposure (WLMa) 279 (40–3224)

Miners exposed to

External g-radiation (n¼ 49 256)

Cumulative exposure (mSv) 48.6 (40–908.6)

Long-lived radionuclides (n¼ 49 256)

Cumulative exposure (kBqhmÿ3) 4.2 (40–132.2)

Arsenic (n¼ 17 554)

Cumulative exposure (dust-yearsb) 122.5 (40–1417.4)

Fine dust (n¼ 56 914)

Cumulative exposure (dust-yearsc) 36.7 (40–315.2)

Silica dust (n¼ 56 878)

Cumulative exposure in (dust-yearsc) 5.8 (40–56.0)

aWLM¼working level months. bDust-year is defined as exposure to 1 mgmÿ3 for

arsenic over 220 shifts each at 8 h. cDust-year¼ 1 dust-year is defined as exposure to

1mgmÿ3 of fine dust or silica dust over 220 shifts each at 8 h.
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Figure 1 Mean annual exposure to radon and its progeny in working
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This is also true for all leukaemia except chronic lymphatic
leukaemia (non-CLL) (n¼ 87, ERR/WLM¼ 0.019%; 95% CI:
ÿ0.04 to 0.08%), CLL (n¼ 40, ERR/WLM¼ÿ0.013%; 95% CI:
ÿ0.067 to 0.040%) and acute myeloid leukaemia (n¼ 31, ERR/
WLM¼ 0.036%; 95% CI: ÿ0.076 to 0.149%).
Overall, there is a low correlation between exposure to radon

and exposure to external g-radiation, LRN or arsenic (Ro0.28),
whereas fine dust (R¼ 0.57) and silica dust (R¼ 0.63) are relatively
highly correlated with radon exposure. Additional adjustment for
each of the five factors showed no substantial modifying effect on
the overall ERR/WLM for all non-lung cancers combined. In
contrast, the adjustment led to a decreased risk for certain sites
(e.g., stomach, larynx and liver) (Table 4). Overall, none of the risk
estimates for the different cancer sites were significant after
adjustment for the potential confounders.

DISCUSSION

In this study, a statistically significant relation between cumulative
radon exposure and risk of extrapulmonary cancers combined is
observed (ERR/WLM¼ 0.014%). After adjustment for potential
confounders, such as exposure to arsenic, dust, LRN and
g-radiation, the ERR/WLM is only marginally modified, values of
the ERR/WLM ranging from 0.016 to 0.011%, with some of the
borderline significance. No earlier miners’ studies have reported a
statistically significant result for this relationship (Tomasek et al,
1993; Darby et al, 1995a; Vacquier et al, 2008), and hence a non-
causal chance result in our study cannot be ruled out. However, the
earlier studies may have been limited by low statistical power. For
example, in the pooled study by Darby et al (1995a) an ERR/WLM
of 0.01% for the time period 410 years after employment was
observed, in line with our findings, but it is not statistically
significant (Table 5). In both studies, an excess of non-lung

cancers seems to be present only for exposure categories above
1000 WLM.
Dosimetric calculations indicate that extrapulmonary organs

received very low doses compared with those received by the lung
(Kendall and Smith (2002); Marsh et al, 2008). Marsh et al (2008)
recently estimated the absorbed doses for specific organs for
several exposure scenarios in mines. For example, wet drilling,
medium ventilation and medium physical activities were asso-
ciated with the following doses in mGy/WLM: bronchial region 7.3,
red bone marrow 0.031, kidney 0.02 and liver 0.0065. In our
analyses, the ERR/WLM for lung cancer is approximately 14 times
higher (n¼ 2999; ERR/WLM¼ 0.20%; 95% CI: 0.16–0.22%) than
for non-lung cancers (n¼ 3,340; ERR/WLM¼ 0.014%), which is
compatible with the biokinetic models. For individual sites, the
majority showed a positive exposure–response relationship
(15 from 18), although this was significant only for stomach
cancer (Figure 3). After adjusting for the five potential con-
founders, however, no individual sites showed a significant
exposure–response relationship.

Specific sites

Liver The increased mortality of liver cancer in miners compared
with the general population (n¼ 158, O/E¼ 1.26; 95% CI: 1.06–
1.25) is consistent with other miners’ studies (Tomasek et al, 1993;
Darby et al, 1995a, b) and appears not to be a chance finding. It
may be because of the high consumption of alcohol among miners,
which, in the early years, was offered (with cigarettes) free of
charge. Alcohol abuse, or cirrhosis, was mentioned on the death
certificate for 8%, or 37%, of the liver cancers, respectively. The
principal two studies provided no evidence of a relationship with
increasing cumulative exposure to radon (Tomasek et al, 1993;
Darby et al, 1995a). In contrast, a non-significantly elevated
ERR/WLM of 0.044% (P¼ 0.09) is observed here. Adjustment for

Table 2 Number of deaths observed (O) and expected (E), ratio of observed to expected deaths (O/E), and 95% CI for selected cancer sites, 1960–

2003

Cancer site (ICD-10 code) O O* E O*/E 95% CI*

Tongue, mouth, salivary gland and pharynx (C00–C14) 99 105.0 131.8 0.80 0.65–0.97

Oesophagus (C15) 125 132.6 120.1 1.10 0.92–1.31

Stomach (C16)a 588 623.7 542.2 1.15 1.06–1.25

Colon (C17–C18) 299 317.1 310.9 1.02 0.91–1.14

Rectum (C19–C21) 241 255.6 267.9 0.95 0.84–1.08

Liver (C22)a 154 163.3 129.3 1.26 1.07–1.48

Gallbladder (C23–C24)a 76 80.6 75.4 1.07 0.84–1.34

Pancreas (C25)a 223 236.5 225.2 1.05 0.92–1.20

Nose (C30–C31)a 8 8.5 8.0 1.06 0.46–2.09

Larynx (C32) 75 79.5 67.2 1.18 0.93–1.48

Bone (C40–C41) 13 13.8 21.4 0.64 0.34–1.10

Malignant melanoma (C43)a 33 35.0 48.0 0.73 0.50–1.02

Other skin (C44) 9 9.5 12.5 0.76 0.35–1.45

Connective tissue (C47 and C49)a 14 14.8 21.6 0.69 0.38–1.16

Prostate (C61)a 262 277.9 314.4 0.88 0.78–1.00

Testis (C62) 25 26.5 25.3 1.05 0.68–1.55

Kidney (C64–C66)a 162 171.8 161.6 1.06 0.91–1.24

Bladder (C67–C68)a 173 183.5 224.4 0.82 0.70–0.95

Brain and other nervous system (C70–C72)a 110 116.7 124.2 0.94 0.77–1.13

Thyroid gland (C73)a 18 19.1 13.9 1.38 0.81–2.17

Hodgkin’s disease (C81)a 29 30.8 35.1 0.88 0.59–1.26

Non-Hodgkin’s disease (C82–C85 and C91.4)a 85 90.2 91.6 0.98 0.79–1.22

Myeloma (C90)a 51 54.1 52.6 1.03 0.77–1.35

Leukaemia (C91–C95, except C91.4) 127 134.7 150.9 0.89 0.74–1.06

Leukaemia excluding chronic lymphatic (C91–C95, except C91.1 and C91.4) 71 75.3 83.9 0.90 0.70–1.13

Other and unspecified 295 312.8 312.5 1.00 0.89–1.12

All cancers other than lung cancer (C00–C32 and C35–C97) 3340 3543.7 3488.2 1.02 0.98–1.05

aExclusion of some cases for specific years, as external rates are missing (in total 46 missing cases). O*, corrected for missing causes of death, O*¼O/0.943; E¼ expected cases

based on age and calendar year standardised national mortality rates from Eastern Germany.
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exposure to external g-radiation, LRN, arsenic and dust led to
some decrease in the ERR/WLM. Confounding from other factors
such as alcohol consumption cannot be ruled out.

Stomach A significantly elevated SMR for stomach cancer
(n¼ 590, O/E¼ 1.15; 95% CI: 1.06–1.25) was observed here, as in
other studies of radon-exposed miners (Kusiak et al, 1993; Darby
et al, 1995a), and among coal miners (Rockette, 1977). Although not
fully understood, it could be related to dust exposure (Cocco et al,
1996). In the pooled study, an elevated SMR (n¼ 217; SMR¼ 1.33;
95% CI: 1.16–1.52) was found with no exposure–response relation-
ship (Darby et al, 1995a), whereas in our study, the risk increased
significantly with increasing cumulative radon exposure (ERR/
WLM¼ 0.022%). The highest exposure category (1500 WLM or
more) was associated with a 1.8-fold (95% CI: 1.06–2.48) signi-
ficantly higher risk of death compared with the reference category of
0 WLM. Adjustment for each of the five confounders, however,
reduced the ERR/WLM by a factor of approximately 2, leading to
insignificant values. Thus, part of the proportionate increase in risk
because of radon might be explained by confounding.

Pharynx A significant deficit of cancers of the tongue, mouth,
salivary gland and pharynx combined (n¼ 99, SMR¼ 0.8; 95% CI:
0.65–0.97) may be a chance finding because of multiple testing.
There was a constant, but not significant, increase in pharyngeal
cancer risk with increasing cumulative radon exposure (n¼ 53,
ERR/WLM¼ 0.16%; 95% CI: ÿ0.045 to 0.37%). It can be noted that
this value was nearly as high as for lung cancer (ERR/
WLM¼ 0.20%), but no such relationship was reported in other
studies on miners, although the number of pharyngeal cases was

small (Tomasek et al, 1993; Darby et al, 1995a). Additional
adjustment for the five possible confounders only led to a small
reduction of the ERR/WLM. Some studies have provided estimates
for organ doses after inhalation of radon and its progeny
separately for the extrathoracic airways, and have reported a
pharyngeal dose that was nearly as high as the lung dose (Kendall
and Smith 2002; Jacobi and Roth, 1995).

Larynx The combined 11 studies on miners showed a 1.21-fold
non-significantly increased SMR for larynx cancer that was not
related to cumulative radon exposure (Darby et al, 1995a), but
there were only 38 cases. In the first follow-up of the French
uranium miners’ study (1946–1985), a significantly increased SMR
of 2.35 was observed on the basis of 17 cases (Tirmarche et al,
1993), which became insignificant after extension of the follow-up
period to 1999 (SMR¼ 1.24, n¼ 29) (Vacquier et al, 2008). The
SMR in this study (n¼ 75, SMR¼ 1.18; 95% CI: 0.93–1.48) is
comparable with the findings of the pooled study (Darby et al,
1995a). ERR/WLM was elevated, but not significantly. Adjustment
for the five potential confounders led to a substantial decrease in
the observed ERR/WLM.

Kidney Animal experiments suggest an increased mortality of
kidney cancer after inhalation of radon (Masse et al, 1992), but
none of the miners’ studies found any such excess (Tomasek et al,
1993; Darby et al, 1995a), apart from the French study (n¼ 20,
SMR¼ 2.0; 95% CI: 1.22–3.09) (Vacquier et al, 2008). Moreover,
none of these studies observed a trend with cumulative radon
exposure. The same holds true in our data, there being no excess
(n¼ 162, SMR¼ 0.91) or an exposure–response relationship.

Table 4 Excess relative risk (ERR) per 100 WLM for specific cancer sites after accounting for various potential confounding factors, 1960–2003 – analyses

restricted to individuals with available information on all considered confounders (n¼ 56 278)

ERR/WLM (95% Confidence limits)

Poisson regression model All non-lung cancers Stomach cancer Larynx cancer Liver cancer

Without adjustment 0.015 (0.006; 0.023) 0.022 (0.001; 0.043) 0.020 (ÿ0.038; 0.078) 0.042 (ÿ0.009; 0.092)

Adjusted for exposure to

g-Radiation 0.016 (0.007; 0.026) 0.012 (ÿ0.011; 0.035) ÿ0.009 (ÿ0.067; 0.050) 0.041 (ÿ0.015; 0.098)

LRN 0.016 (0.007; 0.026) 0.011 (ÿ0.013; 0.034) ÿ0.018 (ÿ0.077; 0.014) 0.047 (ÿ0.009; 0.103)

Arsenic 0.014 (0.005; 0.024) 0.009 (ÿ0.013; 0.031) 0.009 (ÿ0.053; 0.072) NC

Fine dust 0.011 (ÿ0.0002; 0.023) 0.007 (ÿ0.022; 0.036) ÿ0.033 (ÿ0.129; 0.063) 0.022 (ÿ0.045; 0.09)

Silica dust 0.012 (ÿ0.005; 0.024) 0.012 (ÿ0.018; 0.043) ÿ0.055 (ÿ0.161; 0.050) 0.034 (ÿ0.035; 0.101)

ERR/WLM¼ excess relative risk per working level months; NC¼ not calculable.

Table 5 Risk of deaths from cancers other than lung cancer combined by cumulative radon exposure in WLM in the pooled 11 miner study and this study

(categorical analyses and excess relative risk per WLM)

11 miners’ cohort study

(Darby et al, 1995a)a Cumulative exposure

to radon in WLM
Present Wismut study

Cumulative exposure

to radon in WLM Person-years

No. of

cases SMRb Person-years

No. of

cases

Relative

risk

95%

CI

— — — 0 363 845 522 1.00
o50 295 078 405 0.98 40–50 693 782 843 0.89 0.79–0.99

50–99 87 286 183 1.04 50–99 95 229 188 0.94 0.77–1.10

100–499 222 305 515 0.99 100–499 287 756 753 1.00 0.88–1.12

500–999 42 231 93 1.02 500–999 191 037 549 0.99 0.86–1.11

1000–1499 10 686 25 1.11 1000–1499 86 643 326 1.20 1.02–1.37

1500+ 12 108 32 1.10 1500+ 43 913 159 1.16 0.94–1.76

Total 669 694 1253 1 762 208 3340

ERR/WLMc (95% CI) 0.01% (ÿ0.01 to 0.02%) 0.014% (0.006%–0.023%)

aRisk estimates based on comparisons with external mortality rates for the time period of more than 10 years since employment. bSMR¼ standardised mortality ratio, no

confidence limits had been given in the original publication. cERR/WLM¼ excess relative risk per working level months.
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Leukaemia In our study, no association between cumulative
radon exposure and leukaemia is found, or with CLL, non-CLL or
AML, consistent with earlier studies (Tomasek et al, 1993; Darby
et al, 1995a; Laurier et al, 2001; Vacquier et al, 2008), including a
recent large case–control study with 377 leukaemia cases among
former Wismut employees (Moehner et al, 2006). In contrast,
Rericha et al (2006) noted, in a Czech uranium miner case–cohort
study, a significantly increased relative risk of 1.75 (95% CI: 1.10–
1.75) for leukaemia incidence in the highest quintile of cumulative
radon exposure (4100 WLM) compared with the lowest (o3
WLM). However, there was a very high correlation in the mines,
between radon and exposure to g-radiation, which could have
introduced confounding bias.

Strengths and limitations

The major strengths of our study are the large cohort size, the large
number of extrapulmonary cancers, the long follow-up period, the
wide range of radon exposures and particularly the information
available on other exposures such as arsenic, fine dust, silica,
external g-radiation and LRN. These advantages allowed the
independent replication of the analysis of the 11 miners’ cohort
studies (Darby et al, 1995a), which may have suffered from
heterogeneity problems. The potential limitations of this study
include the accuracy of the underlying causes of death on death
certificates, missing causes of death, exposure misclassification
particularly in the early years of mining activities as well as
missing information on other potential confounders such as
alcohol consumption, smoking, occupational exposure to diesel
exhaust or asbestos. Moreover, despite the large number of cancer
cases overall, there is a low statistical power with respect to certain
sites, and multiple testing could have led to some spurious
findings.

Confounding

Within a nested case–control study of lung cancer in the Wismut
cohort, information on smoking was collected from miners, their
relatives and the medical Wismut archive. Most of the former
Wismut employees had been smokers. Overall, the low correlation
between smoking and cumulative radon exposure makes smoking
an unlikely major confounder. It is known that Wismut employees
in the early years had a relatively high alcohol consumption

compared with the male general population. For approximately 5%
of the deceased cohort members, alcohol abuse was noted on the
death certificate. This rough surrogate for alcohol consumption
was slightly negatively correlated with cumulative radon exposure.

Exposure misclassification

Inevitably, exposures in the very early years are associated with
considerable uncertainty. To obtain some insight into potential
bias by misclassification, the cumulated radon exposure was
separated into two components according to other studies
investigating the effect of the quality of exposure (Tomasek
et al, 2008; Vacquier et al, 2008), one risk estimate for the period
1946–1954, the years with retrospectively estimated radon
concentrations and the other for when the JEM was based on
measurements in the shafts. As, for all non-lung cancers combined,
there was only a non-significant difference in the estimates for
these two periods, a major bias through misclassification of
exposure is unlikely, but cannot be excluded. Another potential
limitation is the use of the exposure to radiation instead of the
actual organ dose. Recently, it has been suggested that several
factors such as physical activity, ventilation in the mines, dry
or wet drilling may influence the individual doses (Marsh et al,
2008). Work on these dose calculations is currently in progress
within the European collaborative research project ALPHA-RISK
(European Commission, 2006), which will also provide a method
for calculating the dose to the various organs from combined
exposure to radon and its progeny, LRN and external g-radiation.

CONCLUSION

Some evidence of a very small radon-related risk of extrapulmonary
cancers was found, compatible with dosimetric calculations for
organ doses. However, the possibility of non-causal results because
of chance and confounding cannot be ruled out.
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and Prof G Newcombe for many valuable discussions during the last
few years. Part of this work was funded by the EC under contracts
FI4P-CT95-0031, FIGH-CT-1999–00013 and 516483 (FIP6).

REFERENCES

Bauer HD (2000) Studie zur retrospektiven Analyse der Belastungssituation
im Uranberzbergbau der ehemaligen SDAG Wismut mit Ausnahme der
Strahlenbelastung für die Zeit von 1946 bis 1990. Hauptverband der
gewerblichen Berufsgenossenschaften: Sankt Augustin

BEIR (1999) Committee on Biological Effects of Ionizing Radiation (BEIR
VI). Health effects of exposure to radon – BEIR VI. National Academy
Press: Washington DC

Breslow NE, Day NE (1987) Statistical Methods in Cancer Research. Volume
II – The Design and Analysis of Cohort Studies. Scientific publication 82
IARC: Lyon

Brüske-Hohlfeld I, Schaffrath Rosario A, Wölke G, Heinrich J, Kreuzer M,
Kreienbrock L, Wichmann HE (2006) Lung cancer risk among former uranium
miners of the Wismut company in Germany. Health Phys 90: 208–216

Cocco P, Ward MH, Buiatti E (1996) Occupational risk factors for gastric
cancer: An overview. Epidemiol Rev 18: 218–234

Darby SC, Radford EP, Whitley E (1995b) Radon exposure and cancers
other than lung cancer in Swedish iron miners. Environ Health Perspect
103(Suppl 2): 45–47

Darby SC, Whitley E, Howe GR, Hutchings SJ, Kusiak RA, Lubin JH,
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The use of CT scans has increased rapidly during the last years in adults and
children as well. CT involves larger radiation doses than the more common con-
ventional x - ray imaging procedures. To examine the biological effect in the pe-
ripheral blood of the paediatric patients chromosome analysis was carried out in 10
children for whom the medical justifications for CT examinations were accidental
injuries and not diseases as investigated in earlier studies. Blood samples were
taken before and after CT scans. Chromosome analysis was carried out in lym-
phocytes by fluorescence plus Giemsa (FPG) staining exclusively in metaphases
of the first cell cycle in vitro. The mean blood dose of the 10 children was about
12.9 mGy which was determined by a newly developed dose estimation. Based on
more than 20,000 analysed cells it was found that after CT examination the mean
frequencies of dicentrics and excess acentric fragments in lymphocytes were sig-
nificantly increased. By subdividing the children into two age groups, those with
an age from 0.4 years to 9 years and from 10 years to 15 years, it became obvious
that the observed increase in chromosome aberrations was mainly contributed by
the younger age group. In this group the frequency of dicentrics was significantly
increased whereas in the older group the observed increase was not significant.
Further investigations will be necessary to confirm these results.
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Background It is well established that lung cancer is caused by radon, while uncer-
tainty exists as to whether cancers other than lung might be related to exposure
from radon. To investigate further the risk of extra-pulmonary cancers, mortality
data from the German uranium miners cohort study are analysed.
Materials and methods The cohort includes 58,747 men who were employed for at
least 6 months between 1946 and 1989 at the former Wismut uranium company
in Eastern Germany. Exposure to radon and its progeny, long-lived radionuclides,
external gamma radiation as well as exposure to arsenic and dust was estimated
by using a detailed job-exposure matrix. A total of 20.680 deaths were observed
in the follow-up period 1960 to the end of 2003. The different causes of death
were compared with the age- and calendar-year specific national death rates of
Eastern Germany, formerly GDR. Standardized mortality ratios (SMR) with 95%
confidence limits (CI) were calculated. To investigate the exposure-response rela-
tionship an internal poisson regression using a linear model was applied and the
excess relative risk (ERR) per unit of cumulative exposure to radon in Working
Level Month (WLM) was calculated.
Results For 19.598 (94.3%) of the deceased cohort members causes of death had
been available, among them 2.999 lung cancer deaths and 3.341 deaths from can-
cers other than lung. After adjusting for missing causes of deaths, for all cancers
other than lung combined mortality in the cohort was close to that expected
from national rates (SMR=1.02, 95% CI: 0.98-1.05). Among 23 individual can-
cer categories, statistically significant increases in mortality for cancers of the
stomach (SMR=1.15, 95% CI: 1.06-1.25) and liver (SMR=1.26 , 95% CI: 1.07-
1.45) and statistically significant decreases for cancers of the tongue, mouth and
pharynx combined and bladder were observed. A statistically significant rela-
tion with cumulative exposure was observed for all non-lung cancers combined
(ERR/WLM=0.014%) and stomach cancer (ERR/WLM=0.021%).
Conclusion Our findings suggest a weak evidence for a relationship between ex-
posure to radon and mortality from cancers other than lung cancer. Chance,
confounding by unconsidered risk factors and bias due to missing causes of deaths
cannot be ruled out. If at all, the risk for extrapulmonary tumors associated with
radon is appreciably lower than that for lung cancer.
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Walsh, L., Jacob, P. and Kaiser, J. C. Radiation Risk

Modeling of Thyroid Cancer with Special Emphasis on the

Chernobyl Epidemiological Data. Radiat. Res. 172, 509–518

(2009).

Two recent studies analyzed thyroid cancer incidence in

Belarus and Ukraine during the period from 1990 to 2001, for

the birth cohort 1968 to 1985, and the related 131I exposure

associated with the Chernobyl accident in 1986. Contradictory

age-at-exposure and time-since-exposure effect modifications of

the excess relative risk (ERR) were reported. The present study

identifies the choice of baseline modeling method as the reason

for the conflicting results. Various quality-of-fit criteria favor a

parametric baseline model to various categorical baseline

models. The model with a parametric baseline results in a

decrease of the ERR by a factor of about 0.2 from an age at

exposure of 5 years to an age at exposure of 15 years (for a time

since exposure of 12 years) and a decrease of the ERR from a

time since exposure of 4 years to a time since exposure of 14

years of about 0.25 (for an age at exposure of 10 years). Central

ERR estimates (of about 20 at 1 Gy for an age at exposure of 10

years and an attained age of 20 years) and their ratios for

females compared to males (about 0.3) turn out to be relatively

independent of the modeling. Excess absolute risk estimates are

also predicted to be very similar from the different models. Risk

models with parametric and categorical baselines were also

applied to thyroid cancer incidence among the atomic bomb

survivors. For young ages at exposure, the ERR values in the

model with a parametric baseline are larger. Both data sets

cover the period of 12 to 15 years since exposure. For this

period, higher ERR values and a stronger age-at-exposure

modification are found for the Chernobyl data set. Based on the

results of the study, it is recommended to test parametric and

categorical baseline models in risk analyses. g 2009 by Radiation

Research Society

INTRODUCTION

Thyroid cancer incidence in Ukraine and Belarus was
observed to increase significantly in 1990 among subjects

who were children or adolescents at the time of the
Chernobyl accident in April 1986 (1, 2). Since then, the
incidence rate has increased further (3, 4). Detrimental
health effects of 131I exposures, which formed the main
component of post-accident thyroid doses, can be
assessed by analyses of epidemiological thyroid cancer
data relating to this accident.

The purpose of the present study was to examine the
influence of the methods applied for modeling the
baseline rates on the age and time effect modifications
on the thyroid cancer incidence risk after the Chernobyl
accident. A recent study by Jacob et al. (5) presented a
model with the feature of strongly decreasing excess
relative risk (ERR) with increasing attained age [see Fig.
6 of ref. (5)]. The results were given for various fixed
ages at exposure and thus expressed a decrease of the
ERR with time since exposure. In contrast to this result,
in the study of Likhtarov et al. (6), a trend of strongly
increasing ERR with increasing time since exposure [see
Table 6 in ref. (6)] was found.

Different types of risk models for the ERR that differ
mainly in the numerical treatment of the baseline risk
assessment were applied. The baseline forms are either
fully parametric as used by Jacob et al. (5), categorical
(i.e. stratified with nuisance stratum parameters), or of a
categorical form with a smaller number of subgroups
due to the inclusion of interaction effects of attained age
and gender (i.e., where each category has an explicit
associated fit parameter), as applied by Likhtarov et al.
(6). Comparisons of such models are also made here for
the most recent incidence data, covering the period from
1958 to 1998, from the survivors of the A-bombs over
Hiroshima and Nagasaki (7).

MATERIALS AND METHODS

Chernobyl Data

Data selected for the analysis presented here are the same as

applied previously in Jacob et al. (5) and pertain to 1.62 million

children inhabiting 1034 settlements in the countries of Ukraine and

Belarus. Only de-identified and aggregated records were used.

Individual dose estimates are based on a total of 174,000 measure-

1 Address for correspondence: BFS – Federal Office for Radiation

Protection, Ingolstaedter Landstrasse 1, D-85764 Oberschleissheim,

Germany; e-mail: lwalsh@bfs.de.
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ments of the 131I content in human thyroids, consisting of at least 10

measurements in each settlement taken during May/June 1986 (8).

Thyroid doses due to the Chernobyl accident were assessed for the
birth years 1968–1985 and relate to thyroid cancers that were

surgically removed during the period 1990–2001. The thyroid doses

associated with this period cover a wide range from 8 mGy to 18.3 Gy
with person-year weighted means of 0.19, 0.17, 0.09, 0.08 and 0.12 Gy

for Belarusian males, Belarusian females, Ukrainian males, Ukrainian

females and the total cohort, respectively. The data are in grouped

form and are categorized on country, settlement, gender, birth year
(with intervals of 2 years), and year in which thyroid surgery was

performed (also with intervals of 2 years), hereafter referred to as

operation year.

The analysis is based on a total of 1089 cases of thyroid cancer and

approximately 19.4 million person years (PY). To quantify uncer-
tainties in the modification of risk by age and time in the different

models two ratios were considered:

1. The ratio of the ERR at age at exposure 15 years to the ERR at
age at exposure 5 years for a fixed time since exposure of 12 years.

2. The ratio of the ERR at time since exposure of 4 years to the ERR
at time since exposure of 14 years for a fixed age at exposure of 10

years.

These ratios are well suited, in the sense of falling within and
characterizing the range of the main body of data, and form useful

tools for comparing the age-at-exposure and time-since-exposure risk

modification in the various risk model parameterizations applied
here. To facilitate comparisons between the results obtained from the

Chernobyl data and from the atomic bomb survivors, a fixed time

since exposure of 12 years was chosen for the first ratio. This time is at

the end of the observation period for the Chernobyl data and at the
start of the observation period for the atomic bomb survivors’ cancer

incidence data.

A-Bomb Data

Recently released cancer incidence data from the survivors of the
WW II A-bombs over Japan were selected for comparison with the

Chernobyl data. The A-bomb data cover the period from 1958 to

1998 and contain 18,645 cancers, including 471 cases of thyroid

cancer, among 111,952 persons contributing almost 3 million PY. A
major analysis of these data can be found in ref. (7).

Types of Risk Models Applied to the Chernobyl Data

To summarize the main features associated with the age and time

trends indicated by the model fit parameters, optimized against the
Chernobyl data, four ERR models are considered with the general form

l c, s, e, a, dð Þ~l0 c, s, e, að Þ 1zERR c, s, e, a, dð Þ½ �, ð1Þ

where l is the total incidence rate and l0 the baseline incidence rate. The

covariables are c, the country; s, the sex; e, the age at exposure in years; a,
the attained age in years; oy, the year in which surgery was performed,

i.e. operation year; and d, the thyroid dose in Gy.

Three specific model types are considered in detail here:

1. Model P, as applied in ref. (5)2 with

l0 c, s, e, að Þ~exp g0zgc hczgs hszge 10{eð Þzga ln a=20ð Þ½ � ð2Þ

and

ERR c, s, e, a, dð Þ~

b1 dzb2 d
2

� �

exp bc hczbs hszbe 10{eð Þzba ln a=20ð Þ½ �,
ð3Þ

where g… and b… are fit parameters with subscripts denoting the
specificity, i.e., c for country, s for sex etc. hc and hs are indicator

variables for city and gender, respectively, with values of 20.5 for

Ukraine, 0.5 for Belarus, 20.5 for males and 0.5 for females.

2. Model C, as in Eq. (3) but recomputed here with a categorical

method for dealing with baseline rates, i.e. with baseline

stratification on the covariable combination c, s, e, a instead of

Eq. (2) above. Age at exposure and attained age were categorized

in 5-year intervals.

3. Models CS1 and CS2, which are named to indicate their

categorical simplified (CS) nature and which have a close

correspondence to models 3 and 4 in the paper of Likhtarov et

al. (6) [with parameters given in Table 6 of ref. (6)] but refitted to

the data set described here. These models both have

l0 oy, c, s, a,ð Þ~expfb1zS b i~2,3 c i~1,2

zSb i~4,15 s i~1,2 a i~1,6zSb i~16,21 oy i~1,6

	

,
ð4Þ

where oy i51,6, c i51,2, s i51,2, a i51,6 and e i51,6 are the categorical

variables for oy in 2-year intervals; c, s, a and e as defined above

with the latter two variables in 5-year intervals with

ERR c, s, e, a, dð Þ~b d expSciZi, ð5Þ

where SciZi 5 S c i51,4 e i51,6 or S c i51,4 oy i51,6 for model CS1 and

CS2, respectively. These model forms are generally routinely used

in radiation epidemiology, and specifically in Liktarov et al. (6),

and are for interaction effects of dose with either age at exposure

(CS1) or time since exposure (CS2).

The regressions for all model types were performed with the

AMFIT module of the EPICURE software package (Hirosoft

International Corporation, Seattle, WA).

Types of Risk Models Applied to the A-Bomb Data

A recent analysis of thyroid cancer incidence data for the atomic

bomb survivors in Hiroshima and Nagasaki (7) provided the

following gender-averaged excess risk models in terms of weighted

thyroid dose, d, where the neutron dose component has been

multiplied by 10 and added to the c-ray component:

ERR d, a, eð Þ~ 1+s 0:14+0:29ð Þð Þ: 0:58+0:26ð Þ

:d: a=70ð Þ {1:45+0:82ð Þ:exp {0:037+0:023ð Þ: e{30ð Þ½ �:
ð6Þ

The gender indicator variable, s, is z1 for females and 21 for males.

Age-related covariables are: age attained, a, in years; age at exposure,

e, in years. The units of d are in Sv. The fit parameters with standard

errors have been inserted directly into the model forms [see www.rerf.

or.jp filename: lss07siteahs.log, page 4 for the relevant EPICURE

computer output that contains the results quoted in Eq. (6)].

2 The Liktarov models and A-bomb models all produce central

estimates for the risk that are unweighted with respect to gender and
country effect modifiers. To achieve consistency in central risk

estimates among all model types considered here, some simple

adjustments to the models P and C were necessary. This is because
models P and C incorporate the features of a directly fitted ratio of

excess risks in Belarus and Ukraine at the same dose and a directly

fitted ratio of excess risks in females and males at the same dose.

These features are obtained by applying gender and city indicator
variables [i.e. hs and hc in ref. (5)] set to either z0.5 or 20.5. This

method has the effect of causing the fit parameters for the central

estimates for models P and C to be means obtained with different

weights for the two countries and both genders. Constant multipli-
cation factors of 1.27 and 1.25 may be applied to the central risk

estimate fit parameters of models P and C, respectively, to make them

directly comparable to the central risk estimates from the other model

types considered here.
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Additional computations made here involved a replacement of the

parametric baseline used in ref. (7) by a categorical baseline with

stratification of baseline rates on gender, city (Hiroshima or Nagasaki),

age attained, age at exposure (both in 5-year intervals), and an

indicator variable for participation in the Adult Health Survey (AHS).

This later inclusion, also made in ref. (7), was necessary because

baseline thyroid cancer incidence rates for AHS participants have been

estimated to be about 40% higher than those for other cohort members

in a recent analysis based on a fully parametric baseline model (7).

RESULTS

Quality of Fit of the Chernobyl Data to the VariousModels

Table 1 gives the degrees of freedom, the deviance and
two indices for the goodness of fit for non-nested models
(9, 10). The lowest deviance is achieved by the C model
(54 parameters), the second best by the P model (11
parameters). The deviance of the CS1 and CS2models (22
and 24 parameters, respectively) is considerably higher.

According to the Bayesian Information Criterion
(BIC), there is strong evidence for model P generally
fitting the data best. The reason is the smaller number of
parameters, which is weighted strongly by the BIC. The
Aikake Information Criterion (AIC) gives more weight to
the deviance than the BIC. Thus, generally, the criteria
for the quality of fit of non-nested models indicate a
preference for the fully parametric models with relatively
simple and smooth descriptions of the baseline incidence
rates. Quality-of-fit criteria for non-nested models may
not be totally adequate for intercomparisons between
models with parametric and categorical baselines. Among
the categorical models, model C is preferable to the CS1
and CS2 models by the AIC; model CS1 is preferred over
the C and CS2 models by the BIC; both information
criteria disfavor model CS2.

As independent measures of the quality of fit, the
numbers of cases predicted for subgroups of the study
population (that are deemed to be in the problematical
covariable zones, from an examination of Figs. 1–3) are
considered. The x2 values, given in Table 2, only have the
purpose of indicating where the deviations are greatest
and so they do not take the number of model parameters
into account or form part of a hypothesis-testing

procedure. Again, the fully parametric model appears to
describe the data best. The categorical models (C and
CS1) have particular problems for the subgroups with
young attained age (not shown) and young age at
exposure. In the latter case, the numbers of cases in the
intermediate-dose groups are overpredicted (by more
than three standard deviations) and are underpredicted in
the high-dose group (by more than two standard
deviations). The categorical models (C and CS2) also
have particular problems for early and intermediate times
since exposure. The numbers of cases in the intermediate
dose groups are overpredicted (by more than two
standard deviations) and are slightly underpredicted in
the high-dose group (by more than one standard
deviation). However, the categorical model C actually
does better than the P model for the two-dimensional
projections into categories of age at exposure and age
attained (not shown), where these correspond to the
actual strata applied directly in the categorical C model.

In summary, the quality-of-fit criteria give rather
more support to the fully parameterized model than the
categorical models for young age at exposure and short
times since exposure. Information on the parameter
values and uncertainty ranges for the models discussed
here are given either in refs. (5, 6) or in the Appendix
(Tables A1–A3).

Excess Relative Risks from the Chernobyl Data

Central estimates of the parametric and categorical
models for the ERR at 1 Gy for an age at exposure of 10
years and attained age of 20 years agree quite well. Best
estimates with 95% confidence intervals are 22.8 (12.3;
33.3) and 18.0 (9.7; 26.3) for models P and C,
respectively. Gender effects and country differences are
in agreement between all model types: Females have a
lower ERR than males; Ukrainians have a lower ERR
than Belarusians.

All models predict a decrease of the ERR with age at
exposure (Fig. 1). At 12 years since exposure, the age-at-
exposure modification of the risk in the C and CS1
models is not as steep as that predicted by the
parametric model P. The reason for the difference is
that for young ages at exposure, the number of baseline
cases in the exposed groups is considerably higher in the
C and CS1 models than in the P model (Table 2).
Preference is given here to the age-at-exposure depen-
dences in the parametric model, because all quality-of-fit
criteria considered here tend to favor the parametric
model. At 12 years since exposure, the ERR after
exposure at age 15 is predicted by the parametric model
to be a factor of 0.17 (95% CI: 0.05; 0.29) lower than
after exposure at age 5 (Table 3).

The age-at-exposure dependence of the ERR, for a
fixed time since exposure, is steeper in the model with a
parametric baseline than in the categorical models (see

TABLE 1

Goodness-of-Fit Measures for Model Types

Considered and Fitted to the Chernobyl Data

Model

Number of

parameters df Deviance AIC BIC

P 11 107725 3837.9 3859.9 3965.4

C 54 107682 3772.9 3880.9 4398.6
CS1 22 107714 3859.6 3903.6 4114.6

CS2 24 107712 3875.0 3923.0 4153.1

Note. The bold numbers indicate the best AIC or BIC, the italicized

numbers indicate the best AIC or BIC within classes of models with a
categorial baseline method [see ref. (10) for an explanation of AIC

and BIC].
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above), while for fixed attained age, the age-at-exposure
modification is steeper in the categorical model than in
the parametric model (Fig. 2). Thus, when considering
age-at-exposure effects, it is important to state whether
time since exposure or attained age is fixed in the
consideration.

The parametric model predicts a strong decrease of
the ERR with time since exposure, whereas the ERR
dependence is either rather flat or even increasing in the
categorical models (Fig. 3). Again the difference could
be related to a larger number of predicted baseline cases
in the categorical models compared to the parametric
model (Table 2). Considering the weaker predictions of
the categorical models for the time-since-exposure
groups (Table 2), the present works tends to favor the
decrease of the ERR with time since exposure as
predicted by the parametric model. For an age at
exposure of 10 years, the parametric model predicts a
decrease of the ERR from a time since exposure of 4
years to a time since exposure of 14 years by a factor of
4.4 (95% CI: 0.9; 7.8). The categorical model C predicts
an increase (Table 3). In this latter respect, the models
yield results that are not consistent, with only slightly
overlapping confidence intervals. Though the result of
the model CS2 for the data used in the present analysis is
intermediate and is statistically compatible with the

results of the other two models, the model turns out to
be highly unstable when the results are compared to the
results obtained in ref. (6) for a slightly different data
set. The underperformance of the categorical models C
and CS2, according to the quality-of-fit considerations
(Tables 1 and 2), could be taken to indicate a preference
for the result of the parametric model.

The ERR for females was assessed to be consistently
lower than for males (by a factor of 0.3).

Excess Relative Risks from the A-Bomb Data

On replacing the fully parametric baseline model of
ref. (7) with a categorical model that has stratification
on gender, city (Hiroshima or Nagasaki), attained age,
age at exposure (both in 5-year intervals), and partici-
pation in the AHS, i.e. a total of 912 strata, the
following results were obtained here:

ERR d, a, eð Þ~ 1+s 0:30+0:31ð Þ½ �: 0:90+0:35ð Þ

:d:exp {0:053+0:019ð Þ: e{30ð Þ½ �
ð7Þ

At 1 Sv, the central ERR estimate of 0.90 ± 0.35,
obtained with a stratified baseline, is a factor of 1.6
higher than that of 0.58± 0.26 (see Eq. 6), obtained with
the parametric baseline of ref. (7), and the confidence
intervals overlap substantially. A further effect of

FIG. 1. Time patterns in the Chernobyl data. The effect modification of ERR at 1 Gy by age at exposure for

a fixed time since exposure of 12 years. The fit parameters for model CS1 are shown with one standard error.
Results of ref. (7) for the atomic bomb survivors are shown for comparison.
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applying a stratified baseline here is that the attained-
age modification [which had a P value of 0.076,
according to the score test statistic, with the parametric
model, Eq. (6)] has a P value of 0.412 and so has been
dropped from the model given in Eq. (7) here. The age-
at-exposure effect modification found here in Eq. (7) is
strongly indicated, with a P value of 0.007 according to
the score test statistic.

For the ages and times considered here, the ERR
estimates in the parametric model are higher than in the
categorical model. At the start of the observation period
(12 years after exposure), the ERR for age at exposure 5
years is larger than for age at exposure 15 years by a factor
of about 3 for the parametric baseline model (Fig. 1). In
the first years of observation, the dependence of the ERR
on time since exposure was rather flat (Fig. 3).

DISCUSSION

Parametric Compared to Categorical Modeling of the
Baseline Thyroid Cancer Rates

Several modeling regimens have been applied to the
Chernobyl data to assess the influence of three different
methods for dealing with baseline risks. Generally good
agreement was found for the central risk estimates and
the effect modifiers gender and country.

The main pertinent results here, presented in Figs. 1–
3, are that nature of the age-at-exposure and time-since-
exposure effect modifications of the central excess
relative risks were found to be strongly dependent on
the form of the baseline model. A comparison of Figs. 1
and 2 indicates that the steepness of the age-at-exposure
effect modification depends both on whether a para-

TABLE 2

Observed and Predicted Number of Total Cases (with the Number of Predicted Baseline Cases in Parentheses) for

Four Models in Various Three-by-Three Covariable Subgroups of the Chernobyl Data

Subgroup/x2 value Observed cases

Predicted cases (baseline cases)

Model P Model C Model CS1

Covariable subgroups for age at exposure, e and thyroid dose, d

e , 7; d , 0.06 28 24 (12) 29 (18) 27 (15)

e , 7; 0.06 # d , 0.2 177 208 (35) 228 (66) 225 (77)
e , 7; 0.2 # d , 20 302 268 (8) 263 (15) 261 (20)

7 # e , 13; d , 0.06 138 138 (96) 132 (96) 135 (93)

7 # e , 13; 0.06 # d , 0.2 71 67 (26) 63 (26) 66 (29)
7 # e , 13; 0.2 # d , 20 73 75 (7) 67 (7) 74 (8)

13 # e , 18; d , 0.06 221 222 (199) 214 (188) 211 (184)

13 # e , 18; 0.06 # d , 0.2 39 43 (28) 45 (27) 45 (30)

13 # e , 18; 0.2 # d , 20 40 42 (10) 49 (10) 45 (11)
x2 10 22 19

Covariable subgroups for time since exposure, tsx and thyroid dose, d

Model CS2

tsx , 7; d , 0.06 67 65 (45) 69 (57) 57 (37)
tsx , 7; 0.06 # d , 0.2 48 63 (10) 71 (29) 67 (24)

tsx , 7; 0.2 # d , 20 88 86 (3) 77 (8) 78 (6)

7 # tsx , 11; d , 0.06 117 118 (92) 112 (90) 102 (72)
7 # tsx , 11; 0.06 # d , 0.2 88 101 (25) 113 (40) 119 (49)

7 # tsx , 11; 0.2 # d , 20 148 127 (7) 129 (11) 132 (14)

11 # tsx , 15; d , 0.06 203 202 (170) 194 (155) 201 (157)

11 # tsx , 15; 0.06 # d , 0.2 151 154 (54) 152 (50) 167 (85)
11 # tsx , 15; 0.2 # d , 20 179 172 (15) 172 (13) 166 (24)

x2 - 9 18 23

Sx2 19 40 42

Notes. x2 is a quality-of-fit measure that does not take the number of model parameters into account here. The units of dose, d, are in Gy, age
at exposure, e, and time since exposure, tsx, are in years.

TABLE 3

Model-Specific Values Tabulated for Two ERR Ratios

ERR model Baseline model Data ERR(e 5 15)/ERR(e 5 5) ERR(tsx 5 4)/ERR(tsx 5 14)

P parametric Jacob et al. (5) 0.17 (0.05; 0.29) 4.37 (0.92; 7.82)

C categorical Jacob et al. (5) 0.33 (0.09; 0.57) 0.57 (0.17; 0.97)

CS1/CS2 categorical, simplified Jacob et al. (5) 0.31 (0.12; 0.58)a 1.63 (0.09; 4.12)

CS1/CS2 categorical, simplified Likhtarov et al. (6) 0.32 (0.08; 1.30)a 0.10 (0.03; 0.43)

Notes. The two ratios are the ratio of the ERR at age at exposure 15 years to the ERR at age at exposure 5 years (for a fixed time since

exposure of 12 years) and the ratio of the ERR at time since exposure (tsx) of 4 years to the ERR at time since exposure of 14 years (for fixed age

at exposure of 10 years, all obtained from the Chernobyl data. 95% confidence ranges are quoted in parentheses.
a e 5 5 and 15 are at the lower bounds of the time intervals in these two cases.
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metric or categorical baseline model was used and on
whether this specific effect modification was considered
for fixed time since exposure or for fixed attained age.
This effect is pronounced for the Chernobyl data but
not for the A-bomb data. Figure 3 indicates that the
steepness of the time-since-exposure effect modification
also depends on whether a parametric or categorical
baseline model was used. Again, this effect is pro-
nounced for the Chernobyl data but not for the A-bomb
data.

The type of baseline modeling was also found to
considerably influence the ERR results for thyroid
cancer incidence among the atomic bomb survivors.
Although the central estimate of ERR at 1 Sv for an age
at exposure of 30 years, i.e. an adult, is higher with a
stratified baseline than with the parametric baseline of
ref. (7), the situation is reversed for persons exposed as
children due to the different effect modifications
indicated by the two different baseline methods.

In the case of the present Chernobyl data set, all
quality-of-fit tests considered here tended to indicate a
preference for the parametric representation of the
baseline cancer rates. However, other known confound-
ing risk factors for thyroid cancer such as genetic
predisposition, iodine deficiency and iodine prophylaxis
at the time of the accident could not be studied because
of the current state of the data. Given the differences

found in the present work, it is strongly recommended to
routinely test excess risk models for sensitivity to the
method used for the determination of the baseline rates,
and if there are no evident epidemiological indications
for one method over another, any resulting differences
should be included in the overall uncertainty evaluation.

The results of the present study cannot be taken as
evidence that parametric baseline modeling is generally
preferable to categorical baseline modeling.

Results for Two Different Chernobyl Data Sets

In the present work, the categorical models of Likhtarov
et al. (6) were applied to the data set of Jacob et al. (5).
Comparing the results obtained with the same models
fitted to the data in ref. (5), which is for Ukraine and
Belarus, and Likhtarov et al. (6), which is just for the
Ukraine, showed generally lower risk estimates associated
with the latter data. This is consistent with the country
effects on risk estimates obtained from the data in ref. (5),
which are higher for Belarus than for Ukraine. The reason
for this systematic difference is not clear. It may be related
to country differences in iodine deficiency (11) or to higher
incidence rates and possibly to a more intensive surveil-
lance of the thyroid during regular medical examinations
in Belarus (12). The latter is indicated by a larger fraction
of small carcinomas in Belarus compared to Ukraine.

FIG. 2. Time patterns in the Chernobyl data. The effect modification of ERR at 1 Gy by age at exposure for

a fixed attained age of 20 years. The fit parameters for model CS1 are shown with one standard error. Results of

ref. (7) for the atomic bomb survivors are shown for comparison.
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With two exceptions, the results obtained with the two
data sets are quite consistent if the country effect is
taken into account. The increase of the ERR with time
since exposure reported by Likhtarov et al. (6) is only
weakly reproduced by one of the other analyses. Part of
the effect may be due to the use of a categorical baseline
model, which does not seem to be fully supported by the
data. Another possibly related discrepancy between the
models of ref. (6) and those considered both here and in
refs. (5, 7) can be found in the attained-age trends in the
baseline models. The baseline risk reported by Likhtarov
et al. (6) can be seen [in Table 4 of ref. (6)] to decrease
with increasing attained age for males but to increase for
females. This trend for males contradicts the trends
found both here (in Table A2 of the Appendix) and in
ref. (5) and also in general thyroid cancer incidence rates
(13) as well as in the latest thyroid cancer incidence data3

for the A-bomb survivors (7).

EAR Estimates

Analogous EAR forms of the ERR models used in
this paper were also investigated. In contrast to the ERR
results, the EAR estimates and associated trends in
effect modification were found to be consistent in the
various models. Also, there is a good agreement between

refs. (5) and (6) on a larger EAR for females than for
males (factor 1.5) and a decrease of the EAR with age at
exposure (factor 0.4 for ages at exposure of 15 and 5 and
for an attained age of 20). Thus, for the age-at-exposure
and time-since-exposure regimes considered here, EAR
values can be estimated with a lower uncertainty and a
higher reliability than ERR values. For a thyroid
exposure of 1 Gy, the central estimate of the EAR is
about 2 cases per 104 PY.

Similarities to and Differences from the Atomic Bomb
Survivors

The Chernobyl data set and the data set for the
atomic bomb survivors overlap in coverage for the
period of just over 12 years to 15 years since exposure.
For this period, higher ERR values and a stronger age-
at-exposure modification are found in the parameteric
model for the Chernobyl data. Considering the age-at-
exposure modification of the ERR, however, the results
for the atomic bomb survivors are generally consistent

3 The increase in the A-bomb baseline rates with attained age for
thyroid cancer incidence rises up to 1.4 and 2.5 cases per 104 PY at an

age of 70 years for males and females, respectively (for a birth cohort

corresponding to e 5 30 years), according to the parametric baseline

model of ref. (7).

FIG. 3. Time patterns in the Chernobyl data. The effect modification of ERR at 1 Gy by time since
exposure, at an age at exposure of 10 years. The fit parameters for model ERR-CS2 are shown with one

standard error. Results of ref. (7) for the atomic bomb survivors are shown for comparison.

RADIATION RISK MODELING OF THYROID CANCER 515



with the results of the categorical model for the
Chernobyl data. The real nature of the age-at-exposure
effect modification remains an open question.
It should be noted that the results of the present study

are not easily compared to the analysis by Ron et al. (14)
of pooled data from five cohort studies data, because a
major part of the pooled data relate to a follow-up time
longer than 15 years.

Recommendation on Baseline Modeling

Based on the experience of the study, it is generally
recommended to test parametric and categorical base-
line models in risk analyses. If quality-of-fit criteria do
not clearly favor one kind of model, then deviating
results indicate a larger uncertainty of the results than
the statistical uncertainty of either method.

APPENDIX

TABLE A1

ERR Best Estimates (Centered at e = 10 Years, and a = 20 Years) and 95% Confidence Ranges of ERR Fit

Parameters for Model C (with Stratum-specific Background Rates)

Model C, fit parameters

MeaningSymbol Eq. (3)

b1 (Gy21) 15.25 (8.97; 21.52) Linear term: ERR per unit dose for a 5 20 and e 5 10

b2 (Gy22) 20.83 (21.17; 20.49) Quadratic term: ERR per unit dose squared for a 5 20 and e 5 10
exp(bc) 2.18 (1.07; 4.46) Country ratio

exp(bs) 0.33 (0.14; 0.75) Sex ratio

be (a
21) 0.159 (0.100; 0.218) Slope of the logarithm of ERR with decreasing age-at-exposure

ba (a
21) 1.04 (0.23; 1.85) Power of a central estimate risk modification

TABLE A2

Rate, Relative Risks and 95% Confidence Intervals for Background Variables (as Optimized with a Simple ERR

Model Part that is Linear in Dose) for Models Very Similar to Those in Likhtarov et al. (6)

Models CS1 and CS2

Estimate Lower 95% bound Upper 95% boundSymbol Variable

exp (b1) Constant 6.47 3 1026 3.87 3 1026 1.08 3 1025

Country

exp (b2) Ukraine 1.0

exp (b3) Belarus 1.13* 0.99 1.29
Age at risk, years

males

exp (b4) – 1.0
exp (b5) 10–14 1.42 0.85 2.38

exp (b6) 15–19 1.01 0.59 1.74

exp (b7) 20–24 0.74 0.42 1.29

exp (b8) 25–29 1.05 0.58 1.93
exp (b9) 30z 1.10 0.55 2.20

females

exp (b10) 5–9 1.51 0.83 2.77

exp (b11) 10–14 2.49 1.50 4.12
exp (b12) 15–19 2.01 1.19 3.37

exp (b13) 20–24 2.26 1.34 3.81

exp (b14) 25–29 4.10 2.38 7.07
exp (b15) 30z 4.26* 2.39 7.61

Calendar time

exp (b16) 1989–1990 1.0

exp (b17) 1991–1992 1.41 1.06 1.88
exp (b18) 1993–1994 1.90 1.44 2.52

exp (b19) 1995–1996 1.81 1.36 2.41

exp (b20) 1997–1998 2.75 2.08 3.63

exp (b21) 1999–2001 2.78 2.07 3.72

Notes. The parameters b1 to b21 refer to the fit parameters defined in Eq. (4). *Note that the background fit parameters change somewhat when

reoptimized for models CS1 and CS2, with the largest changes associated with the female relative risks. The latter change from having a

maximum relative risk of about 4 in the baseline parameters here to a maximum of about 10 or 11 for model CS1 and CS2, respectively. The

baseline risk for Belarus relative to Ukraine is also slightly model-dependent.

516 WALSH, JACOB AND KAISER



ACKNOWLEDGMENTS

No external funding was received for this work. The authors would

like to thank Dr. L. Zablotska for useful discussions and Drs. T. I.

Bogdanova, J. Kenigsberg, I. Likhtarev, S. Shinkarev and M. D.

Tronko for permission to use the aggregated and de-identified data

from a previous collaboration. This report makes use of data

obtained from the Radiation Effects Research Foundation (RERF)

in Hiroshima and Nagasaki, Japan. RERF is a private, non-profit

foundation funded by the Japanese Ministry of Health, Labour and

Welfare (MHLW) and the U.S. Department of Energy (DOE), the

latter through the National Academy of Sciences. The data include

information obtained from the Hiroshima City, Hiroshima Prefec-

ture, Nagasaki City, and Nagasaki Prefecture Tumor Registries and

the Hiroshima and Nagasaki Tissue Registries. The conclusions in

this report are those of the authors and do not necessarily reflect the

scientific judgment of RERF or its funding agencies.

Received: August 14, 2007; accepted: May 28, 2009

REFERENCES

1. V. S. Kazakov, E. P. Demidchik and L. N. Astakova, Thyroid
cancer after Chernobyl. Nature 359, 21 (1992).

2. I. A. Likhtarev, B. G. Sobolev, I. A. Kairo, N. D. Tronko, T. I.
Bogdanova, V. A. Oleinic, E. V. Epshtein and V. Beral, Thyroid
cancer in the Ukraine. Nature 375, 365 (1995).

3. M. D. Tronko, T. I. Bogdanova, I. V. Komisarenko, O. V.
Epshtein, I. A. Likhtaryov, V. V. Markov, V. A. Oliynyk, V. P.
Tereshchenko, V. M. Shpak and P. Voilleque, Thyroid
carcinoma in children and adolescents in Ukraine after the

Chernobyl accident: statistical data and clinicomorphologic
characteristics. Cancer 86, 149–156 (1999).

4. Yu . E. Demidchik and E. P. Demidchik, Thyroid carcinomas in
Belarus 16 years after the Chernobyl disaster. In Proceedings of
Symposium on Chernobyl-related Health Effects, pp. 66–77.
Radiation Effects Association, Tokyo, 2002.

5. P. Jacob, T. I. Bogdanova, E. Buglova, M. Chepurniy, Y.
Demidchik, Y. Gavrilin, J. Kenigsberg, R. Meckbach, C.
Schotola and L. Walsh, Thyroid cancer risk in areas of
Ukraine and Belarus affected by the Chernobyl accident.
Radiat. Res. 165, 1–8 (2006).

6. L. Likhtarov, L. Kovgan, S. Vavilov, M. Chepurny, E. Ron, J.
Lubin, A. Bouville, N. Tronko and T. Bogdanova, Post-
Chornobyl thyroid cancers in Ukraine, report 2: Risk analysis.
Radiat. Res. 166, 375–386 (2006).

7. D. L. Preston, E. Ron, S. Tokuoka, S. Funamoto, N. Nishi, M.
Soda, K. Mabuchi and K. Kodama, Solid cancer incidence in
atomic bomb survivors: 1958–1998. Radiat. Res. 168, 1–64
(2007).

8. V. A. Stezhko, E. E. Buglova, L. I. Danilova, V. M. Drozd, N. A.
Krysenko, N. R. Lesnikova, V. F. Minenko, V. A. Ostapenko
and S. V. Petrenko, A cohort study of thyroid cancer and other
thyroid diseases after the Chornobyl accident: Objectives, design
and methods. Radiat. Res. 161, 481–492 (2004).

9. F. E. Harrell, Jr.,RegressionModeling Strategies: with Applications
to Linear Models, Logistic Regression and Survival Analysis.
Springer, Berlin, Heidelberg, New York, 2001.

10. L. Walsh, A short review of model selection techniques for
radiation epidemiology. Radiat. Environ. Biophys. 46, 205–213
(2007).

11. E. Cardis, A. Kesminiene, V. Ivanov, I. Malakhova, Y. Shibata,
V. Khrouch, V. Drozdovitch, E. Maceika, I. Zvonova and

TABLE A3

Excess Relative Risks and 95% Confidence Intervals for Dose with Various Interaction Effects for Models Very

Similar to Those in Likhtarov et al. [ref. (6) and Eq. (5) of the Main Paper]

Model Symbol Variable ERR/Gy Lower 95% bound Upper 95% bound

CS1 Age in 1986, years

exp (c1) 1–4 18.93 11.27 26.60

exp (c2) 5–9 15.15 9.78 20.53
exp (c3) 10–14 8.56 4.70 12.43

exp (c4) 15–18 4.73 1.88 7.58

CS2 Mean calendar year (in each 2-year interval)

exp (c1) 1990.5 14.93 1.34 28.52
exp (c2) 1992.5 19.60 3.51 35.70

exp (c3) 1994.5 12.01 4.89 19.12

exp (c4) 1996.5 15.43 5.72 25.13

exp (c5) 1998.5 9.41 4.93 13.88
exp (c6) 2000.5 9.18 4.82 13.53

RADIATION RISK MODELING OF THYROID CANCER 517



D. Williams, Risk of thyroid cancer after exposure to 131I in
childhood. J. Natl. Cancer Inst. 97, 724–732 (2005).

12. P. Jacob, T. I. Bogdanova, E. Buglova, M. Chepurniy, Y.
Demidchik, Y. Gavrilin, J. Kenigsberg, J. Kruk, C. Schotola and
S. Vavilov, Thyroid cancer among Ukrainians and Belarusians
who were children or adolescents at the time of the Chernobyl
accident. J. Radiol. Prot. 26, 51–67 (2006).

13. D. M. Parkin, S. L. Whelan, J. Ferlay, L. Raymond and J.
Young, Cancer Incidence in Five Continents, Vol VII. IARC
Scientific Publications No. 143, IARC, Lyon, 1997.

14. E. Ron, J. H. Lubin, R. E. Shore, K. Mabuchi, B. Modan, L. M.
Pottern, A. B. Schneider, M. A. Tucker and J. D. Boice, Thyroid
cancer after exposure to external radiation: a pooled analysis of
seven studies. Radiat. Res. 141, 259–277 (1995).

518 WALSH, JACOB AND KAISER



119�
�

28. Jacob P, Rühm W, Walsh L, Blettner M, Hammer G & Zeeb H. Cancer risk of 
radiation workers larger than expected. Occ. Env. Med (BMJ). 66, 789-96, 
2009 



 



Is cancer risk of radiation workers larger than
expected?
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ABSTRACT

Occupational exposures to ionising radiation mainly occur

at low-dose rates and may accumulate effective doses of

up to several hundred milligray.

The objective of the present study is to evaluate the

evidence of cancer risks from such low-dose-rate,

moderate-dose (LDRMD) exposures.

Our literature search for primary epidemiological studies

on cancer incidence and mortality risks from LDRMD

exposures included publications from 2002 to 2007, and

an update of the UK National Registry for Radiation

Workers study. For each (LDRMD) study we calculated

the risk for the same types of cancer among the atomic

bomb survivors with the same gender proportion and

matched quantities for dose, mean age attained and

mean age at exposure. A combined estimator of the ratio

of the excess relative risk per dose from the LDRMD study

to the corresponding value for the atomic bomb survivors

was 1.21 (90% CI 0.51 to 1.90).

The present analysis does not confirm that the cancer risk

per dose for LDRMD exposures is lower than for the

atomic bomb survivors. This result challenges the cancer

risk values currently assumed for occupational exposures.

Occupational and medical diagnostic exposures to
ionising radiation are mainly due to Roentgen rays
and gamma rays, which belong to so-called low-
linear energy transfer (LET) radiation. The expo-
sures may accumulate over a lifetime to doses of
the order of 100 mGy. For example, in the 15-
countries collaborative study on radiation workers
in the nuclear industry, about 10% of the 407 000
study members received external doses exceeding
50 mGy, while only 0.1% received doses exceeding
500 mGy.1 Exposures with doses in the range of
50–500 mGy are considered here to be moderate in
comparison with the high-dose groups of the
atomic bomb survivors from Hiroshima and
Nagasaki.
Within an hour, which is the timescale for

cellular repair processes, doses from occupational
and medical diagnostic exposures do not generally
exceed the order of 10 mGy. Thus, these exposures
occur at low-dose rate.
It follows that estimates of health risks, in

particular of cancer risks, related low-dose-rate,
moderate-dose (LDRMD) exposures are of central
importance for practical radiation protection.
Current estimates of cancer risks from LDRMD

exposures are mainly based on risk coefficients
derived from the Japanese atomic bomb survivors,
that is, from persons with acute, high-dose
exposures, which are then combined with a ‘‘dose
and dose-rate effectiveness factor’’ (DDREF).2 3

Values for DDREF have mainly been deduced from

experiments with laboratory animals and from
radiobiological measurements. Specifically, the
International Commission on Radiological
Protection (ICRP) derived estimates of the excess
cancer risk after low-dose exposures and after
exposures with higher doses but low-dose rates by
reducing the corresponding risk value for the
atomic bomb survivors by a DDREF of 2.0.2 The
BEIR VII Committee of the US National Research
Council used a DDREF of 1.5.3

During the past few years, a number of
epidemiological studies have been published, which
provide major information on cancer risk after
LDRMD exposures. The statistical power of each
of these studies is not strong because of the
relatively low risks of the doses involved.
Therefore, the present study focuses on studies of
larger groups of cancers. More specifically, studies
of all cancer, all cancer excluding leukaemia, all
solid cancer and all solid cancer excluding bone
cancer have been included.
In the present paper, values of the excess relative

risk (ERR) per dose in LDRMD studies of cancer
risks from exposures to low-LET radiation are
compared with those calculated for the atomic
bomb survivors for the same grouping of cancer
types, gender distribution, average age at exposure,
average age attained and dose quantity. A com-
bined estimator of the resulting risk ratios is
calculated. Based on this risk estimator, cancer
lifetime risks are assessed.

What this paper adds

c Occupational exposures to ionising radiation
occur normally at low-dose rate and may sum
up to moderate doses in the order of 100 mGy.

c Limits of occupational exposures are based on
the assumption that cancer risk factors are
lower than for the atomic bomb survivors by a
factor of two.

c Twelve recent epidemiological studies on cancer
after low-dose-rate, moderate-dose exposures
were included in this analysis of cancer risks

related to such exposures.
c The studies provide evidence that cancer risk

factors for occupational exposures are not lower

than for atomic bomb survivors.
c The new evidence for cancer risks should be

taken into account in optimisation procedures

for the use of radionuclides and ionising
radiation at the work place and in medicine.
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In some of the LDRMD studies, ERR-per-dose distributions
include a value of zero, which would correspond to an infinite
value of the DDREF. In order to avoid resulting instabilities of
the calculations, the inverse DDREF value, Q, that is, the ratio
of the ERR-per-dose value in the LDRMD study to that for the
atomic bomb survivors, is calculated here.

METHODS

Literature search

A systematic literature search for primary epidemiological
studies was conducted in the PubMed database in January
2008, covering the period January 2002 to December 2007. The
search terms ‘‘radiation’’ and ‘‘cancer’’ were combined with
alternatives of the terms ‘‘occupation’’, ‘‘work’’, ‘‘personnel’’,
and ‘‘environmental’’ or ‘‘emergency’’. A number of exclusion
terms were specified to limit the findings to ionising radiation
effects in the occupational, environmental or emergency setting.
An initial selection of 714 papers was identified. The PubMed
search was augmented by a manual search for references, by
which a paper on Chernobyl emergency and clean-up workers4

and a paper on Oak Ridge National Laboratory (ORNL)
workers5 were identified. Further, stimulated by a suggestion
of a reviewer, a recent study on the UK National Registry for
Radiation Workers6 was included in the analysis, because of its
outstanding importance. Results without inclusion of this study
are also reported below.
The initial selection was then restricted to cohort and case-

control studies and epidemiological reviews, which left 123
papers. Further eliminations were made of studies on exposures
to alpha radiation (because most of the occupational exposures
are due to external radiation), focused on children or individual
cancer sites, or without dosimetry. Further, nine publications
were not included in our analysis mainly because relative risk
estimates and their standard deviations could not be derived,7–11

because there were many cohort members with high expo-
sures,12 13 because no data of the Life Span Study (LSS) were
available for the corresponding group of cancers among the
atomic bomb survivors14 or the required information on age at
exposure and age at risk were not obtained.15

If a study contained results for different cancer outcomes,
then the outcome closest to ‘‘solid cancer’’ was chosen.
Especially, inclusion of leukaemia was avoided as far as possible
because of differences in height of risk and in shape of dose
response, if compared with solid cancer.
Concerning the 15-countries collaborative study of cancer risk

among radiation workers in the nuclear industry,16 the present
analysis includes only results, which are not based on the
Canadian data, because problems with the application of the
Canadian data within the 15-countries study have been
reported (Norman Gentner, personal communication, 2008).

ERR per dose for atomic bomb survivors

The publicly available atomic bomb survivor datasets for cancer
mortality from 1950 to 2000 (DS02can.dat) and cancer
incidence from 1958 to 1998 (lssinci07.csv) from the Radiation
Effects Research Foundation (http://www.rerf.or.jp) were used
to calculate ERR-per-dose values for acute exposures. Only
survivors with doses below 4 Gy of shielded kerma were used in
the risk analysis.
The atomic bomb survivor data for the cancer categories used

in an LDRMD study, i were fitted with a model including an
explicit ERR-per-dose parameter, blssi, a male fraction, fi, an age
at exposure, ei and an age-attained, ai:

l(di, s, e, a) = l0(s, e, a) [1+ blssi di ri(s, e, a)] (1)
with
ri(s, e, a) = hi(s) exp[ai (e 2 ei) + vi ln (a/ai)] (2)
and
hi(s) = 1+ his fi, if s = female

(3)
hi(s) = 12 his (12 fi), if s = male
Here l is the total mortality/incidence rate, l0 the baseline

rate, di the dose (see below), s gender, e the age at exposure, a
the age at risk and ai, vi, and his are parameters. For ei, the
average age at start of follow-up in the LDRMD study was
chosen as a surrogate for average age at exposure. The modelling
of age-at-exposure and age-attained dependences in equation (2)
is the way the age parameters are treated in recent A-bomb
papers, for example, by Preston et al.17

We based the risk calculations for the atomic bomb survivors
c on the dose to that organ as it was used in the corresponding

LDRMD study, if the study was based on an organ dose

c the skin dose, if the LDRMD study was based on film badge
or TLD readings.

Neutron doses were weighed by a factor of 10.
The Poisson regressions were performed with the programme

AMFIT of the software package EPICURE (HiroSoft
International Corp., Seattle, Washington, USA).

Ratio of ERR-per-dose values
The ratio of the ERR-per-dose value, bldrmdi, in an LDRMD
study i and the corresponding value for the atomic bomb
survivors was calculated as:
qi = bldrmdi/blssi. (4)
Normal distributions were assumed for bldrmdi and blssi with

average values corresponding to the best estimates given in the
publications (for bldrmdi) or obtained in the Poisson regression
(for blssi). Standard deviations of the single estimates were
estimated by dividing the width of their respective confidence
interval by twice the appropriate quantile of the normal
distribution. Percentiles and the variance Vi of qi were calculated
from 1000 samples from each distribution generated with the
Monte Carlo software package Crystal Ball (Decisioneering,
Denver, Colorado, USA).

Combined estimator of the risk ratio

A combined estimator of the ratio of the ERR-per-dose values
for LDRMD and acute exposures was obtained by the inverse
variance method for calculating a weighted average of the ratios
for the single LDRMD studies.

where n is the number of LDRMD studies considered.
The ratio Q was calculated separately for studies of cancer

mortality and for studies of cancer incidence. Some of the
LDRMD mortality studies had part of the data in common. In
order to avoid a double counting of such mortality data, two
analyses including only independent studies were performed. In
the first analysis, LDRMD studies with the larger number of
cancer mortality cases were used. In the second analysis, instead
of these, LDRMD studies with the smaller number of cases were
included. Out of the three analyses (two for cancer mortality
and one for incidence) the combined risk estimator with the
narrowest uncertainty range (the ratio of the upper and the
lower boundary of the 90% confidence interval) was defined to
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be the main analysis. Sensitivity analyses were performed by
excluding single studies from the main analysis. Study hetero-
geneity was assessed by calculating Cochran’s Q statistic and
the corresponding p value.

Lifetime risks

The BEIR VII committee performed a probabilistic calculation of
the lifetime-solid-cancer mortality and incidence risks per dose for
low-dose-rate exposures to external radiation according to:
lrBEIRVII = lrlss/DDREFBEIRVII (6)

where lrlss is the lifetime risk per dose for acute, high-dose
exposures as derived for most cancer sites from the incidence
data of the atomic bomb survivors from Hiroshima and
Nagasaki, transferred to the American population.3

DDREFBEIRVII has a mode of 1.5 and a 95% CI of 1.1 to 2.3.
Lifetime-solid-cancer mortality and incidence risks per dose

for LDRMD exposures have been calculated here as:
lrldrmd = lrBEIRVII DDREFBEIRVII Q (7)
In the calculation, lrBEIRVII and DDREFBEIRVII were assumed

to be negatively correlated with a correlation coefficient of
20.5. In order to check the impact of this subjective choice,
limiting calculations were also performed for values of the
correlation coefficients of 0 and 21.
The ICRP has defined the detriment-adjusted nominal risk

coefficient as a weighted sum of lifetime risks per dose for fatal
and non-fatal cancer, severe heritable effects, and length of life
lost. The coefficient is calculated by:

dICRP = dlss/DDREFICRP (8)
where dlss is the detriment-adjusted nominal risk coefficient for
cancer after acute, high-dose exposures as derived mainly from
the incidence data of the atomic bomb survivors.2 DDREFICRP
has the value of 2.
Taking account of the cancer risk per dose in LDRMD

epidemiological studies, a detriment-adjusted nominal risk
coefficient for cancer was assessed here according to:
dldrmd = dICRP DDREFICRP Q (9)

RESULTS

Studies of low-dose-rate, moderate-dose exposures

All 12 studies selected for the analysis were cohort studies. The
nine mortality studies (table 1) and three incidence studies
(table 2) included seven studies on radiation workers,5 6 16 18–20

three studies on emergency and clean-up workers after the
Chernobyl accident4 21 22 and two studies on the residents of
villages located along the banks of the Techa River.23 24 Although
a number of Chernobyl liquidators have obtained high-dose-rate
exposures, the studies are included here, because the vast
majority had only low-dose-rate exposures. None of the 12
studies include a considerable number of cohort members with
cumulative exposures exceeding a few hundred milligray.
The best estimates of the ERR were positive in all studies (in

one study it was 0.0). In seven of the 12 studies the excess
cancer risk was significantly related to the radiation exposure.

Table 1 List of cancer mortality studies, which were included in the analysis

No Reference, country Population
Follow-up, cancer
cases Type of exposure Cancer outcomes

ERR per dose, bldrmd (Gy)
21, best

estimate and 90% CI

1 Boice 2006, USA18 Workers at Rocketdyne 21999, 3066 External and internal All cancer excluding
leukaemia

0.0 (21.9 to 2.4)*

2 Cardis 2007, 14
countries{

16

Radiation workers in
nuclear industry

Variable, 6119 External All cancer excluding
leukaemia

0.6 (20.1 to 1.4)

3 Ivanov 2001, Russia{21 Chernobyl clean-up
workers

1991–1998, 515 External Neoplasms ICD-9 140–239 2.1 (1.3 to 2.9)*

4 Ivanov 2006, Russia4 Chernobyl clean-up
workers

1992–2002, 651 External Solid cancer 1.5 (0.2 to 2.9)*

5 Krestinina 2005, Russia24 Techa River residents 21999, 1842 External and internal Solid cancer except bone
cancer

0.9 (0.2 to 1.7)*

6 Muirhead 2009, UK
6

Radiation workers 22001, 6959 External Malignant neoplasms
excluding leukaemia

0.3 (0.02 to 0.6)

7 Stayner 2007, USA
5

ORNL workers 21984, 225 External All cancer excluding
leukaemia

4.8 (0.4 to 13.3)1

8 Telle-Lamberton 2007,
France"19

French nuclear workers 1968–1994, 721 External All cancer excluding
leukaemia

1.5 (20.5 to 4.0)

9 Wing 2005, USA
20

Hanford workers 21994, 2265 External and internal All cancer 0.3 (20.3 to 1.0)

ERR, excess relative risk; ORNL, Oak Ridge National Laboratory.
*95% confidence interval.
{Canadian data excluded from 15-countries study.
{Summarised by Ivanov et al

25
in 2007, and therefore included in our analysis.

1After correction for dose uncertainties. The result without this correction is 5.4 (0.5 to 12.6) Gy21.
"Results for ‘‘all cancer excluding leukaemia’’ were supplied by personal communication with Telle-Lamberton (2008).

Table 2 List of cancer incidence studies, which were included in the analysis

No Reference, country Population
Follow-up, cancer
cases Type of exposure Cancer outcomes

ERR per dose, bldrmd (Gy)
21, best

estimate and 90% CI

10 Ivanov 2004, Russia22 Chernobyl clean-up
workers

1996–2001, 1370 External Solid cancer 0.3 (20.4 to 1.2)*

11 Krestinina 2007, Russia23 Techa River residents 1956–2002, 1836 External and internal Solid cancer except bone
cancer

1.0 (0.3 to 1.9)*

12 Muirhead 2009, UK
6

Radiation workers 22001, 10 855 External Malignant neoplasms
excluding leukaemia

0.3 (0.04 to 0.5)

*95% confidence interval.
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ERR per dose for atomic bomb survivors

The ERR-per-dose estimates for the atomic bomb survivors
matched by categories of cancer mortality, sex ratios, average
ages at exposure and average ages at risk of the LDRMD studies
vary by more than a factor of 2.5 (tables 3 and 4). The highest
estimate corresponds to the conditions in the cancer incidence
study of the Techa River residents: a value of 0.59 (95% CI 0.49
to 0.69) Gy21 is obtained for relatively young average age at first
exposure (25 years) and a large fraction of females (0.57). Also,
the risk estimation is related to the dose in a relatively well-
shielded organ (stomach). The lowest estimate corresponds to a
mortality study of Chernobyl liquidators: a value of 0.23 (95%
CI 0.11 to 0.34) Gy21 is obtained for all solid cancer and a high
male fraction (100% males). Further, the risk is related to the
relatively high dose in skin.

Comparison of ERR-per-dose values for different types of exposure

Generally, the uncertainties of the ERR estimates in the
LDRMD studies are much larger than the corresponding
estimates for atomic bomb survivors (figs 1 and 2). In six of
the 12 LDRMD studies, the best estimate of the ERR per dose is
larger than that for the atomic bomb survivors by more than a
factor of 1.5, in five studies it is comparable, and only in one
study it is smaller by more than a factor of 1.5.
The risk ratio, q, is significantly larger than 1.0 for the two

mortality studies of Chernobyl clean-up workers.4 21 In the
remaining 10 LDRMD studies, the cancer-risk-per-dose values
are compatible with those from the study of the atomic bomb
survivors.

Combined estimator of the risk ratio

No statistical heterogeneity was detected between the esti-
mated ratios, qi, included in each of the three analyses (table 5).

It should be noted, however, that the power of the test is not
strong in view of the small number of studies included. The
uncertainty range of the combined estimator for the larger
mortality studies and for the incidence studies had the same
width. The analysis of the larger mortality studies was chosen
as the main analysis because it includes more studies.
The main analysis includes seven cancer mortality studies,

five of nuclear workers,5 6 18–20 one of Chernobyl emergency and
clean-up workers21 and one of Techa River residents.24 A risk
ratio, Q, of 1.21 (90% CI 0.51 to 1.90) is obtained. The best
estimate for the smaller mortality studies is larger; the
difference is, however, not significant (p=0.16). The combined
estimator for the incidence studies is relatively close to the
result of the main analysis.
Leaving out one of the studies changed the best estimate of Q

in the main analysis at most by 26%. The lowest risk ratio with
a value of 0.96 (90% CI 0.12 to 1.80) was obtained when the
study of the Techa River residents was excluded. The highest
risk ratio with a value of 1.44 (90% CI 0.48 to 2.41) was
obtained when the study of the UK radiation workers was
excluded.

Lifetime risks

Based on assessments of BEIR VII for lifetime cancer risks after
acute exposures and on the results of the present analysis
(equation 7), a number of about 14 (90% CI 6 to 31) or 24 (90%
CI 9 to 49) excess solid cancer cases among 1000 males or
females, respectively, is obtained for LDRMD gamma-ray
exposures with a dose of 100 mGy. It is further estimated that
there would be about seven (90% CI 3 to 15) or 11 (90% CI 4 to
23) excess fatalities from solid cancer among males or females,
respectively.
If lrBEIRVII and DDREFBEIRVII were assumed to be not or

completely anti-correlated, then the best estimates of the

Table 3 Datasets, parameters and risk per dose for the atomic bomb survivors corresponding to the low-dose-rate, moderate-dose studies of cancer
mortality in table 1, and the risk ratios, qi

No Population Male fraction

Average age
at start of
follow-up

Average age
at end of
follow-up Dose quantity

ERR per dose (Gy21) in LSS,
blss, best estimate and 90% CI

Risk ratio, q, best estimate
and 90% CI

1 Workers at Rocketdyne 0.92 31 56 Skin dose 0.26 (0.16 to 0.35)* 0.00 (27.25 to 7.33)

2 Radiation workers in nuclear
industry

0.90 31 46 Colon dose 0.49 (0.30 to 0.67) 1.19 (20.34 to 3.12)

3 Chernobyl clean-up workers{ 1.00 35 47 Skin dose 0.47 (0.29 to 0.65)* 4.49 (2.79 to 7.17)

4 Chernobyl clean-up workers 1.00 35 50 Skin dose 0.23 (0.11 to 0.34)* 6.66 (1.67 to 14.7)

5 Techa River residents{ 0.40 28 63 Stomach dose 0.54 (0.42 to 0.65)* 1.71 (0.52 to 3.04)

6 UK radiation workers 0.90 29 52 Skin dose 0.30 (0.21 to 0.39) 0.91 (0.01 to 2.01)

7 ORNL workers 1.00 30 57 Skin dose 0.25 (0.16 to 0.33) 19.6 (26.38 to 51.3)

8 French nuclear workers 0.79 31 49 Skin dose 0.33 (0.23 to 0.43) 4.59 (22.34 to 12.6)

9 Hanford workers 0.76 31 55 Skin dose 0.41 (0.33 to 0.49) 0.73 (20.87 to 2.35)

ORNL, Oak Ridge National Laboratory.
*95% confidence interval.
{Calculations performed for all cancer, because out of 515 neoplasms (ICD-9 140–239) there were only three non-cancer cases (ICD-9 208–239).
{Calculations performed for all solid cancer, because mortality data with DS02 were not available for bone cancer.

Table 4 Datasets, parameters and risk per dose for the atomic bomb survivors corresponding to the low-dose-rate, moderate-dose studies of cancer
incidence in table 2, and the risk ratios, qi

No Population Male fraction

Average age
at start of
follow-up

Average age
at end of
follow-up Dose quantity

ERR per dose (Gy21) for acute
exposure, blss, best estimate and
90% CI

Risk ratio, q, best estimate
and 90% CI

10 Chernobyl clean-up workers 1.00 35 49 Skin dose 0.33 (0.21 to 0.46)* 0.99 (21.10 to 3.25)

11 Techa River residents 0.43 25 65 Stomach dose 0.59 (0.49 to 0.69)* 1.70 (0.54 to 2.92)

12 UK radiation workers 0.90 29 52 Skin dose 0.37 (0.29 to 0.46) 0.71 (0.09 to 1.42)

*95% confidence interval.
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lifetime risks are essentially the same and the confidence
intervals are increased or decreased by about 30%, respectively.
The radiation protection system of the ICRP is based on the

effective dose. For whole body exposures with low-LET
radiation, the effective dose in the unit Sievert (Sv) is
numerically equal to the absorbed dose in the unit Gray (Gy)
as it was used by BEIR VII. Based on the assessment of the ICRP
for the detriment-adjusted nominal cancer risk coefficient for
acute exposures and on the result of the present analysis
(equation 9), an estimate of the detriment-adjusted nominal risk
coefficient for workers of about 10 (90% CI 4 to 16) 1022 Sv21 is

obtained for LDRMD exposures. Representing essentially a sum
of excess cancer fatalities and of weighted excess non-fatal
cancer cases, this value is slightly larger than the sex-averaged
result for the mortality risk as described above.

DISCUSSION

Strengths and limitations of the present study

It is the strength of the analysis to have extracted the following
common information from a number of recent epidemiological
studies of cancer after LDRMD exposures:

Figure 1 Excess relative risk per dose
for cancer mortality in nine studies of
low-dose-rate, moderate-dose exposures
(red symbols), as compared with acute,
high-dose exposures (atomic bomb
survivors of Hiroshima and Nagasaki)
(blue symbols). The error bars indicate
95% CIs for the studies of workers at
Rocketdyne, the Chernobyl emergency
workers and the Techa River residents,
and 90% CIs for all other studies.

Figure 2 Excess relative risk per dose
for cancer incidence in three studies of
low-dose-rate, moderate-dose exposures
(red symbols), as compared with acute,
high-dose exposures (atomic bomb
survivors of Hiroshima and Nagasaki)
(blue symbols). The error bars indicate
95% CIs for the Chernobyl emergency
workers and the Techa River residents,
and 90% CIs for the UK National Registry
for Radiation Workers.
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c There is evidence for an excess cancer risk after LDRMD
exposures to ionising radiation.

c There is no indication that the excess cancer risk per dose for
LDRMD exposures is smaller than for the atomic bomb
survivors.

c These results still hold if single studies are excluded from the
analysis.

Most of the studies included in the present analysis have
methodological limitations especially concerning dosimetry. It is
impossible to predict how improvements of dosimetry would or
will change the results of the single LDRMD studies. A Monte
Carlo simulation study incorporating uncertainty in the dose
parameters estimated for study of ORNL workers found very
little impact of these uncertainties on ERR-per-dose estimates.5

Further, if future changes of the results of several LDRMD
studies do not go in the same direction (increasing or decreasing
the risk), then implications for the general results of the present
analyses are expected to be low, because
c the risk ratios in the three different analyses presented in

table 5 are quite consistent;

c the risk ratio of the main analysis is not strongly affected by
a single study.

Another severe limitation of the LDRMD studies is the non-
availability of data on risk factors other then radiation,
especially of smoking data. Such risk factors may confound
the results. Since, however, neither the LDRMD studies nor the
analyses of the atomic bomb survivors take such risk factors
into account, the risk ratios derived in the present paper may be
less affected by the missing information than the risk estimates
themselves.
A main limitation of the present analysis is the inclusion of

results for different exposed groups and different groups of
cancer types. Indeed, the relative risks among the atomic bomb
survivors matching the conditions of the LDRMD studies vary
by more than a factor of 2.5. There is no obvious way to avoid
this limitation because the available single studies and even the
large 15-countries pooled analysis do not have enough statistical
power to allow conclusions as drawn in the present paper.
However, the calculation of risk ratios for comparable condi-
tions (groups of cancer types, male fraction, age at exposure, age
attained, dose quantity used in the risk analysis, mortality or
incidence data) in the present paper and the determination of a
combined estimator for these ratios alleviate the problem with
heterogeneous study conditions and endpoints.
Another limitation is the fact that published risk estimates

were used instead of individual data from the included studies.
Access to individual data from some of the excluded studies is
possible via the Comprehensive Epidemiologic Data Resource
(http://cedr.lbl.gov/). However, for the current analyses such
extensive data acquisition and analysis could not be undertaken.
Finally, in the comparison of risks from protracted and acute

exposures, the definition of age at exposure is problematic. In
the present analysis, the average age at the start of follow-up
has been used in the comparison. An older effective age at
exposure would be more correct, but could not be estimated in
this study. Using an older effective age at exposure would result
in lower ERR-per-dose estimates for acute exposures and thus in
even higher qi values than obtained in the present analysis.
In summary, the value of the present study is a general

estimation of implications of published studies rather than a
quantitative risk evaluation.

Comparison with low-dose-rate, high-dose exposures

Two papers have been published in the past few years on large
cohort studies of solid cancer risk due to low-dose-rate, but
high-dose exposures.
One study included workers at the Mayak Production

Association in the Southern Urals, Russia, which produced
plutonium for the atomic weapons of the former Soviet
Union.13 These workers were exposed to external radiation
and to plutonium which exposed mainly lungs, liver and bone.
A first analysis of the cancer mortality with regard to other

Table 5 Ratios of the excess relative risk per dose in low-dose-rate, moderate-dose studies and for the
atomic bomb survivors as calculated in three analyses (main analysis in bold)

Endpoint
Criterion to select
independent studies

Numbers of studies
included*

Risk ratio, Q, best estimate
and 90% CI

p Value for
heterogeneity

Mortality Larger number of cancer
cases

1, 4, 5, 6, 7, 8, 9 1.21 (0.51 to 1.90) 0.79

Mortality Smaller number of cancer
cases

1, 2, 3, 5 2.08 (1.16 to 3.01) 0.21

Incidence – 10, 11, 12 0.98 (0.41 to 1.54) 0.49

*Compare tables 1 and 2.

Figure 3 Ratio Q of excess relative risk-per-dose values for cancer
after low-dose-rate, moderate-dose exposures and after acute, high-dose
exposures as recommended by the International Commission on
Radiological Protection (ICRP),2 used by BEIR VII (95% CI),3 and derived
in the present analysis from epidemiological studies (epi-risk, 90% CI).
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organs yielded an estimate of the ERR per external dose which
was considerably lower than that for the atomic bomb
survivors. It may, however, be noted that leukaemia risks per
dose were quite comparable.
The second study included residents of northern Kazakhstan

who were exposed to the fallout and also to external radiation
from atomic bomb explosions performed at the nuclear
Semipalatinsk test site.12 The best estimate of the excess relative
cancer mortality risk per dose was considerably higher than that
for the atomic bomb survivors.
In summary, these high-dose studies do not provide contra-

dictory evidence for the present evaluation of LDRMD exposure
studies.

Comparison with BEIR VII and ICRP recommendations

According to BEIR VII, cancer risk after LDRMD exposure is
expected to be by a factor of 1.5, according to the ICRP by a factor
of 2, smaller than among atomic bomb survivors. However, the
best estimates of the cancer risk in 11 of the 12 LDRMD studies
are larger than both expectations (tables 3 and 4).
Due to low statistical power most single studies are

consistent with the BEIR VII and ICRP recommendations: the
90% confidence ranges of 10 of the 12 risk ratios, qi, include the
value of 0.67, corresponding to the inverse DDREF value used by
BEIR VII; eight include the ICRP value of 0.5.
According to the main analysis in the present paper, the

combined estimator of the risk ratio, Q, is compatible with the
DDREF used in BEIR VII, although the BEIR VII risk estimates are
in the lower range (fig 3). The risk value recommended by the
ICRP is smaller than the present result for LDRMD exposures.
This result is borderline significant on the 90% confidence level.
The ICRP and BEIR VII base their DDREFs mainly on

radiobiological results including animal data, which, in their
majority, suggest a characteristically low risk for low-dose-rate
exposures. It remains an open question as to why this
characteristic is apparently not reflected in the human
epidemiological data.

Implications

The recent epidemiological studies analysed here provide some
evidence that cancer risks associated with LDRMD exposures to
ionising radiation may be greater than those published by BEIR
VII and the ICRP.
The ICRP rationale for radiation protection is based on three

concepts: justification, dose limitation, and optimisation. The
results of the new epidemiological studies highlight the need for
justification of the use of radionuclides and ionising radiation in
medicine, industry and research. Derivation of dose limits for
radiation protection is a complex process including, for example,
comparisons of occupational exposures with exposures to
radiation from natural sources, or of radiation risks with other
occupational health and mortality risks. Compared with earlier
recommendations, the ICRP decided in 1991 to considerably
reduce the recommended limit on effective dose for occupa-
tional exposures to 20 mSv per year, averaged over 5 years
(100 mSv in 5 years).26 Estimates of cancer risks related to
exposures with cumulated doses of 100 mSv have been given in
the Results section.
The ICRP has defined optimisation ‘‘as the source-related

process to keep the likelihood of incurring exposures…, the
number of people exposed, and the magnitude of individual
doses as low as reasonably achievable, taking economic and
societal factors into account’’.2 The new epidemiological results

may influence optimisation procedures for future use of
radionuclides and ionising radiation.
Probability-of-causation calculations play an important role

in the adjudication of claims of compensations for cancer
diseases after occupational radiation exposures. The computer
code IREP made available by the US National Institute for
Occupational Safety and Health (http://www.niosh-irep.com)
is widely used for these calculations. The IREP includes a
DDREF, which lowers the probability of causation for low-dose-
rate exposures.27 Use of such a factor in these calculations is
questioned by the new epidemiological studies. Indeed, in the
UK compensation scheme it is not assumed that low-dose
exposures result in a lower risk per dose than acute, high-dose
exposures.28
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APPENDIX 1: RELATION OF WHOLE BODY DOSE AND SKIN

DOSE
The term ‘‘whole body dose’’, as used in a number of epidemiological studies of
workers exposed to ionising radiation, relates to the dosimeter dose worn in front of
the trunk of the worker. Values for this dose quantity are not available for the atomic
bomb survivors. The main exposure of the atomic bomb survivors is due to Roentgen
rays or gamma rays in the energy range of 100 keV to a few MeV. In this Appendix an
organ is identified, for which dose values are available and which may serve as a
surrogate for the whole body dose among atomic bomb survivors.

Zankl published conversion coefficients for the whole body dose, or more specifically
for the personal dose equivalent, Hp(10), per air kerma free in air, Ka (in Sv Gy

21) for a
typical dosimeter position, for monoenergetic photons incident in various irradiation
geometries.29 The ICRP published conversion coefficients of 15 organs in an
anthropomorphic phantom per kerma free in air for monoenergetic photons incident in
various irradiation geometries.30

We calculated the ratios of these two sets of conversion factors for two irradiation
geometries: parallel from the front (anterior-posterior) and parallel from all horizontal
directions (rotational invariant). For the photon energies and irradiation geometries of
interest, the conversion coefficients for skin were found to be similar to the conversion
coefficients for whole body dose: for both irradiation geometries and the whole energy
range the coefficients agree within 10%.
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The cohort of the atomic bomb survivors from Hiroshima

and Nagasaki is unique due to: the large number of cohort

members; the long follow-up period of more than 50 years;

a composition that includes males and females, children

and adults; whole-body exposures (which are more typical

for radiation protection situations than the partial-body

exposures associated with many medically exposed

cohorts); a large dose ranges from natural to lethal levels;

and an internal control group with negligible doses, i.e.

those who survived at large distances (>3 km) from the

hypocentres. There is a recent dataset on cancer incidence,

for the follow-up time periods from 1958 to 1998, with the

new dosimetry system DS02 (Young and Kerr 2005), avail-

able from the Radiation EVects Research Foundation

(RERF). The incidence data are in grouped form and are

categorised by: gender, city, age-at-exposure, age-attained,

the calendar time period during which the health checks

were made, and weighted survivor colon dose. This data-set

provides an opportunity for conducting analyses of the data

with various risk models, e.g., for radiation-induced all-

solid-cancer incidence, as in BEIR VII (2006), Preston

et al. (2007), Little (2009). Such analyses are extremely

important as they form the basis for national and interna-

tional radiation protection standards.

A recent paper on the Japanese atomic bomb survivors,

by Preston et al. (2007) suggests that solid cancer relative

risk exhibits a U-shaped relationship with age at exposure,

initially decreasing and then increasing at older exposure

ages. This fascinating U-shape has prompted several inves-

tigators, including the author of a paper in this issue (Little

2009), and the current author, to take a closer look at the

relevant analyses. The indication for this U-shape is based

on just the two upper age-at-exposure categories [Fig. 6 on

page 16 of Preston et al. (2007), but cited wrongly on page

13 as Fig. 7] from 50 to 60 years and beyond 60 years. The

purpose of this letter is to report the author’s reproduced

analysis and own version of the Fig. 6 of Preston et al.

(2007) as shown here in Figs. 1 and 2 with individual conW-

dence intervals on each non-parametric excess relative risk

(ERR) point. Figure 1 shows the age-at-exposure eVects on

solid cancer risks. The points are non-parametric category-

speciWc estimates of the gender-averaged ERR at age

70 years after a dose of 1 Gy and correspond to those in

Fig. 6 of Preston et al. (2007). These points have been

recalculated with exactly the same model as applied in

Preston et al. (2007). The conWdence intervals are of the

Wald type, based on an exponential re-parameterization

and are for the 95% level. Figure 2 shows the same points

but here the conWdence intervals are based on likelihood

proWles [computed with the BOUND command of the EPI-

CURE package (Preston et al. 1993)] also based on an

exponential re-parameterization and for the 95% level.

Likelihood-based bounds are computed by direct explora-

tion of the proWle likelihood function using a constrained

Newton–Raphson method. Figure 3 shows the same type of

analysis for the most recent solid cancer mortality data

(Preston et al. 2004) where the U-shape is less obvious.

The current author is not convinced that the U-shape is

of much importance mainly because the risk at age at expo-

sure 65 years is associated with a very large 95% conW-

dence interval that spans most of the ordinate, and is not

shown in the Fig. 6 of Preston et al. (2007). This eVect is
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even more pronounced in Fig. 2 here, where the conWdence

intervals are likelihood-based, than in Fig. 1, where the

conWdence intervals are of the Wald type. Usually in such

multi-dimensional optimisations the likelihood-based

method for conWdence interval determination is preferable

to the Wald method.

In the original paper in this issue by Little (2009), the

latest Japanese atomic bomb survivor solid cancer inci-

dence (Preston et al. 2007) and mortality (Preston et al.

2004) data have been analysed with an extra stratiWcation,

where possible, by cancer sub-type (which is not usually

applied in the oYcial RERF analyses) and some parabolic

functions of age at exposure. Both interesting additions to

the modelling have been prompted by the U-shape men-

tioned above. Highly statistically signiWcant (p < 0.001)

variations of relative risk by cancer type, and statistically

signiWcant variations by cancer type in the adjustments for

sex (p = 0.010) and age at exposure (p = 0.013) to the rela-

tive risk were reported. However, no statistically signiWcant

(p > 0.2) variation by cancer type in the adjustment of rela-

tive risk for attained age was found. Figure 1 of the Little

(2009) also gives a Wgure which is very similar to the above

mentioned Fig. 6 in Preston et al. (2007) and the current

author is pleased to see the error bars. However, Little has

not made any comments on the issues of the statistical sig-

niWcance of the U-shape.

The current author believes that the three Wgures pre-

sented here will be useful additions in the assessment of the

issue of the statistical signiWcance of the U-shaped age-at-

exposure eVect modiWcation of the ERR that has excited so

much recent attention. This is especially true when one con-

siders that epidemiological follow-up is already complete for

the persons contributing to the age-at-exposure groups of

more than 50 years. Consequently, no smaller error bars for

this group can be expected with new data in the future.
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Abstract

Analyses of the epidemiological data on the Japanese A-bomb survivors, who were exposed to c-rays and neutrons, provide most
current information on the dose–response of radiation-induced cancer. Since the dose span of main interest is usually between 0 and
1 Gy, for radiation protection purposes, the analysis of the A-bomb survivors is often focused on this range. However, estimates of can-
cer risk for doses larger than 1 Gy are becoming more important for long-term manned space missions. Therefore in this work, emphasis
is placed on doses larger than 1 Gy with respect to radiation-induced solid cancer and leukemia mortality. The present analysis of the
A-bomb survivors data was extended by including two extra high-dose categories and applying organ-averaged dose instead of the colon-
weighted dose. In addition, since there are some recent indications for a high neutron dose contribution, the data were fitted separately
for three different values for the relative biological effectiveness (RBE) of the neutrons (10, 35 and 100) and a variable RBE as a function
of dose. The data were fitted using a linear and a linear-exponential dose–response relationship using a dose and dose-rate effectiveness
factor (DDREF) of both one and two. The work presented here implies that the use of organ-averaged dose, a dose-dependent neutron
RBE and the bending-over of the dose–response relationship for radiation-induced cancer could result in a reduction of radiation risk by
around 50% above 1 Gy. This could impact radiation risk estimates for space crews on long-term mission above 500 days who might be
exposed to doses above 1 Gy. The consequence of using a DDREF of one instead of two increases cancer risk by about 40% and would
therefore balance the risk decrease described above.
Ó 2009 COSPAR. Published by Elsevier Ltd. All rights reserved.

Keywords: Space radiation protection; Mars missions; Space flight; Radiation-induced cancer

1. Introduction

The health risk for astronauts and cosmonauts from
space radiation is recognized as one of the limiting factors
for long-term space missions. All cosmic radiation
ultimately comes from two sources, the galactic cosmic rays
(GCR), which originate outside the solar system, and the
energetic solar wind and solar particle events (SPE), which
are emitted by the sun. The GCR are ubiquitous in space
and consist mainly of protons and ions with energies up
to several hundred GeV, with peaks ranging from several

hundred MeV up to around 1 GeV (Reitz, 2008). In low
earth orbit the GCR contribute about 50% of the total dose
equivalent received by astronauts and cosmonauts (Shiver,
2008). The relative contribution to the dose from GCR
when traveling outside the Earth’s magnetosphere, e.g. on
Moon or Mars missions, is even greater. The solar wind,
the energetic SPE and the cosmic ray intensity varies dur-
ing the course of the approximately eleven year solar cycle.
At times of high solar activity, solar wind and SPE present
the most dangerous radiation environment whereas the
cosmic ray intensity is at a minimum. Due to the GCR,
crew members on space missions are exposed to an
enhanced level of radiation, e.g. in deep space the dose-rate
is about 1 mSv/day at solar maximum, which can increase
up to lethal dose-rates of a hundred times higher than from
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the GCR during energetic and transient SPE ranging from
less than an hour to several days. It has been estimated that
a human mission to Mars may take longer than 500 days
(Shiver, 2008). Without considering radiation shielding,
the personnel on such a mission might be exposed to a total
effective dose of more than 1 Sv (Shiver, 2008).

The dose–response relationship for radiation carcino-
genesis up to 1 Gy (usually up to 2 or 4 Gy) has been quan-
tified in several major analyses of the atomic-bomb
survivors data. Recent papers have been published, for
example, by Preston et al. (2003, 2004) and Walsh et al.
(2004a,b). This dose range is important for radiation pro-
tection purposes where low doses are of particular interest.
However, it is also important to know the shape of the
dose–response curve for radiation-induced cancer for doses
larger than 1 Gy because it can impact the derivation of
radiation risk factors relevant for long-term space travel.

Risk estimates for radiation protection in space are,
among other factors, dependent on the shape of the
dose–response curve for radiation-induced cancer, the neu-
tron RBE (relative biological effectiveness) used for analyz-
ing the A-bomb survivor data and the dose and dose-rate
effectiveness factor (DDREF) which translates the risks
obtained from the A-bomb survivors at high dose-rates
to low dose-rates.

It is not clear whether cancer risk as a function of dose
continues to be linear or decreases at high dose due to cell
killing. Walsh et al. (2004a) found that the relative cancer
risks of the A-bomb survivor mortality data support more
curvature in the dose–response curve when extra follow-up
(1950–1997) was taken into account. There has also been a
study in which the shape of the dose–response curve at the
high-dose end was presented. Schneider and Walsh (2008)
analyzed the A-bomb survivor incidence data (1958–
1998) with respect to absolute excess risk for cancer inci-
dence and explicitly modeled the evident bending-over of
the dose–response relationship for the cancer risk above
1 Gy.

The value of the neutron RBE traditionally applied in
the analyses of the A-bomb survivors data is 10. However,
there are some recently reported indications of a high neu-
tron dose contribution (Kellerer et al., 2006; Rühm and
Walsh, 2007). In this study, the impact of neutron RBE
on space radiation protection was analyzed by using three
different values for the relative biological effectiveness of
neutrons (10, 35 and 100). In addition, a dose-dependent
RBED for neutrons determined by Sasaki et al. (2006)
was used.

There is new evidence that a DDREF for solid cancer
risk of two as proposed by ICRP (2007) could be too large.
In a recent meta-analysis (Jacob et al., submitted for pub-
lication), 12 studies on cancer risks from low dose-rate and
moderate dose (LDRMD) exposures were compared to the
risks from the A-bomb survivors. Overall, the ratio of the
ERR per unit dose in the LDRMD dose studies to the cor-
responding quantity in the atomic-bomb survivors was 1.21
(90% CI: 0.51; 1.90). Consequently no indication was

found that the excess cancer risk for low dose-rate expo-
sures is smaller than for acute, high-dose exposures, sug-
gesting a DDREF of one. Therefore, in the present study
both a DDREF of one and two were used to estimate space
radiation risk.

The work presented here, aims to clarify the impact of
dose–response shape, neutron RBE and DDREF on space
radiation risk. For the relevant dose range, excess relative
(ERR) and absolute risks (EAR) for solid cancer and leu-
kemia mortality were fitted to the atomic-bomb survivors
data from Hiroshima and Nagasaki, although the data per-
taining to doses of over 4 Gy have not usually been
included in previous analyses, due to the associated large
uncertainties. Since NASA specifies the permissible space
exposure limit for space flight radiation exposure in terms
of the risk of exposure induced cancer death (REID),
which shall not exceed 3% (NASA, 2007), the obtained
ERR and EAR were used to calculate REID.

2. Materials and methods

2.1. Atomic-bomb survivors data

The most recent epidemiological data, for the follow-up
period from 1950 to 2000, pertaining to solid cancer and
leukemia mortality with DS02 doses were analyzed here
(Preston et al., 2003). These data (filename: ds02can.dat)
are publicly available from the Radiation Effects Research
foundation – RERF, web site: www.rerf.or.jp. The data
represent 10,127 solid cancer deaths and 296 leukemia
deaths, among 86,607 subjects contributing 3.18 million
person-years. Organ-averaged weighted doses were
adopted as the main explanatory variable in the solid can-
cer risk models because reference to the colon dose, as sup-
plied with the standard dataset, is known to underestimate
the average dose to all organs (Kellerer and Walsh, 2001).
Computations of leukemia risks were performed with
respect to the weighted bone-marrow doses. A-bomb-survi-
vors with doses larger than 4 Gy were also included in the
analysis. There are 106 survivors with doses over 4 Gy with
a maximum dose of about 13 Gy. Two extra dose catego-
ries for 4–6 Gy and 6–13 Gy absorbed dose were created.
The method of Pierce et al. (1990a) was applied for dose
adjustments to allow for random errors in dose estimates.
Both types of models, excess relative risk (ERR) and excess
absolute risk models (EAR), were optimized against the
epidemiological data, by the method of maximum likeli-
hood Poisson regression, with the EPICURE-AMFIT soft-
ware (Pierce et al., 1990a).

2.2. ERR and EAR risk models

The ERR and EAR models applied here were the same
as those already considered and explained in detail by Pres-
ton et al. (2003, 2004). Organ-averaged weighted dose D is
here the sum of the c-ray dose and the RBE weighted neu-
tron dose. The differences between the previous (Preston
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et al., 2003) and present work are: the input data include
two extra high-dose categories; organ-average weighted
doses are applied instead of colon-weighted doses (for solid
cancers); a range of neutron weighting factors (RBEs) are
considered; and a different form of dose–response relation-
ship, more suitable for the high-dose data, a linear-
exponential model, is employed.

The excess relative and absolute risk for solid cancer
mortality, respectively, is factorized into a function of dose
and a modifying function that depends on the variables
gender (s), age at exposure (e) and age attained (a). A linear
model was considered for the excess risk (ER – where ER is
either EAR or ERR),

ERSðD; e; a; sÞ ¼ bDlðe; a; sÞ ð1Þ

as well as a linear-exponential approach,

ERSðD; e; a; sÞ ¼ bD expðÿaDÞlðe; a; sÞ; ð2Þ

where b is the initial slope, the subscript S denotes solid
cancer risk and l is the modifying function containing
the population dependent variables:

lðe; a; sÞ ¼ exp ceðeÿ 41Þ þ ca ln
a

60

� �n o

� ð1þ sÞ ðþfor females; ÿ for malesÞ ð3Þ

In this form the fit parameters are gender-averaged and
centered at an age at exposure (e) of 41 years and an at-
tained age (a) of 60 years, since the average age of astro-
nauts is 41 (Souvestre and Landrock, 2007). However,
the centering is not critical to the fitting procedure and
the resulting risks can be scaled to gender-specific values
for any values of the two age variables.

Since for leukemia, additive risk models are preferable,
exclusively EAR was fitted to a linear-quadratic law,

EARLðD; e; a; sÞ ¼ ðbDþ dD2Þlðe; a; sÞ ð4Þ

and to a linear-quadratic-exponential law,

EARLðD; e; a; sÞ ¼ ðbDþ dD2Þ expðÿaDÞlðe; a; sÞ ð5Þ

where l is defined by Eq. (3).

2.3. REID

According to NASA (2007) the permissible space expo-
sure limit for space flight radiation exposure shall be spec-
ified in risk of exposure induced cancer death (REID). In
this report the method of Kellerer et al. (2001) was applied
to obtain REID from excess relative and absolute risks:

REIDðeÞ ¼
Z 100

e

mEðaÞ
Sða;DÞ
Sðe;DÞ da ð6Þ

where S(a,D) and S(e,D) represent the survival function of
the population after exposure to dose D and mE(a) is the
excess cancer mortality due to an exposure at age a. The ex-
cess radiation cancer mortality can be written as:

mEðaÞ ¼
0:5ERRSðaÞmðaÞ þ 0:5EARSðaÞ=10; 000

DDREF

þ EARLðaÞ=10; 000 ð7Þ

where m(a) is the spontaneous cancer mortality taken from
Kellerer et al. (2001) and ERR and EAR are the excess rel-
ative and additive risks taken from Eqs. (1), (2), (4) and (5)
and which are evenly weighted for solid cancer mortality.
For leukemia risk, a purely additive model is used (NASA,
2005).

The most uncertain quantity in the definition of REID
by Eq. (6) is the dose-dependent survival function
S(e, D). Survival after a substantial radiation exposure is
diminished due to radiation-induced cancer and non-can-
cer mortality. At doses on the order of 1 Gy this also
includes acute mortality. In addition studies among the
A-bomb survivors show that there is late radiation-induced
non-cancer mortality, such as cardiac mortality, but it
remains difficult to quantify its dose dependence. An
approach used by Kellerer et al. (2001) is applied here,
where a linear relationship with a slope of NCM = 0.1/Gy
and a threshold of 0.5 Gy is used for the excess relative
non-cancer mortality. A function describing the acute radi-
ation-induced mortality (ARM) was taken from a publica-
tion of Anno et al. (2003):

ARMðDÞ ¼ 1

2
erf

k þ 7:133 logðDÞ
ffiffiffi

2
p þ 1

� �

ð8Þ

where k = ÿ5.6571 if medical care is applied and
k = ÿ4.4011 if no medical care is applied. The dose-depen-
dent survival function is then:

Sða;DÞ
Sðe;DÞ ¼

SðaÞ
SðeÞ ð1ÿ NCMðDÞÞð1ÿ ARMðDÞÞ; ð9Þ

where S(a) is the survival function for the general popula-
tion, i.e. the probability at birth to reach at least age a. The
ratio S(a)/S(e) is the conditional probability of a person
alive at age e to reach at least age a. The survival function
of an unexposed standard population was taken from Kel-
lerer et al. (2001).

3. Results

Fitting the ERR and EAR models Eqs. (1)–(5) to the
atomic survivor data, including the high-dose categories,

Table 1

Results of fitting a linear model to solid cancer excess relative mortality to

the atomic-bomb data at attained age 60 after exposure at age 41 applying

the EPICURE-AMFIT code to the atomic survivor data.

RBE ce ca b* s

10 ÿ0.03542 ÿ0.8655 0.2543 0.3171

35 ÿ0.03499 ÿ0.8356 0.2032 0.3256

100 ÿ0.03454 ÿ0.8016 0.1306 0.3333

Sasaki ÿ0.03466 ÿ0.8514 0.2242 0.3153

* In Gyÿ1.
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for the different neutron RBE values, yields the model fit
parameters listed in Tables 1–6.

In Fig. 1 REID is plotted as a function of dose for the
different dose–response and RBE models for a
DDREF = 1. For low doses, the linear-exponential model
yields a higher risk, on the contrary at higher doses (>2 Gy)
the linear model shows a larger risk. However, model
dependent risk differences are small. The impact of RBE
is more intense, roughly doubling risk when using a
RBE = 10 instead of 100. The application of a dose varying
RBE leads to 15% lower risk when compared to the stan-
dard RBE of 10. This difference is nearly independent of
dose.

Fig. 2 shows REID as a function of dose using the two
different DDREF values, solid lines indicate a value of one,
dotted lines a value of 2, respectively. REID is around 80%
larger at low doses when using a DDREF of one when
compared to a DREF of 2. This difference decreases with
increasing dose to approximately 40%.

The dependence of REID on RBE is shown in Fig. 3 for
1 Gy dose and for maximum REID. Apparently REID
decreases with increasing neutron RBE. A dose variable

RBE would reduce risk compared to the standard RBE
of 10 by around 15–20%, dependent on age of exposure.

NASA specifies the permissible space exposure limit for
space flight radiation exposure in risk of exposure induced
cancer death (REID), which shall not exceed 3% (NASA,
2005, 2007). Hence, in Tables 7 and 8 the doses in cSv
which correspond to a 3% REID are listed for different
ages at exposure, all RBE regimes considered and for both
dose–response models. In Table 7 the dose was calculated

Table 2

Results of fitting a linear-exponential model to solid cancer excess relative

mortality to the atomic-bomb data at attained age 60 after exposure at age

41 applying the EPICURE-AMFIT code to the atomic survivor data.

RBE ce ca b* a* s

10 ÿ0.03542 ÿ0.8655 0.2950 0.05920 0.3171

35 ÿ0.03499 ÿ0.8356 0.2466 0.05148 0.3256

100 ÿ0.03454 ÿ0.8016 0.1774 0.04501 0.3333

Sasaki ÿ0.03466 ÿ0.8514 0.2489 0.04093 0.3153

* In Gyÿ1.

Table 3

Results of fitting a linear model to solid cancer excess absolute mortality to

the atomic-bomb data at attained age 60 after exposure at age 41 applying

the EPICURE-AMFIT code to the atomic survivor data.

RBE ce ca b* s

10 ÿ0.02380 3.476 9.441 0.06163

35 ÿ0.02336 3.494 7.522 0.07112

100 ÿ0.02277 3.513 4.831 0.08263

Sasaki ÿ0.02317 3.486 8.271 0.06167

* In (10,000 PY Gy)ÿ1.

Table 4

Results of fitting a linear-exponential model to solid cancer excess absolute

mortality to the atomic-bomb data at attained age 60 after exposure at age

41 applying the EPICURE-AMFIT code to the atomic survivor data.

RBE ce ca b* a# s

10 ÿ0.02380 3.476 10.70 0.04964 0.06163

35 ÿ0.02336 3.494 8.895 0.04396 0.07112

100 ÿ0.02277 3.513 6.310 0.03825 0.08263

Sasaki ÿ0.02317 3.486 8.977 0.03197 0.06167

* In (10,000 PY Gy)ÿ1.
# In Gyÿ1.

Table 5

Results of fitting a linear-quadratic model to leukemia excess absolute

mortality to the atomic-bomb data at attained age 60 after exposure at age

41 applying the EPICURE-AMFIT code to the atomic survivor data.

RBE ce ca b* d# s

10 0.03815 ÿ1.395 1.288 1.203 ÿ0.2348

35 0.03741 ÿ1.346 1.573 0.4516 ÿ0.2411

100 0.03663 ÿ1.311 1.530 0.03386 ÿ0.2499

Sasaki 0.03808 ÿ1.393 0.8441 1.040 ÿ0.2369

* In (10,000 PY Gy)ÿ1.
# In 10,000 PYÿ1 Gyÿ2.

Table 6

Results of fitting a linear-quadratic-exponential model to leukemia excess

absolute mortality to the atomic-bomb data at attained age 60 after

exposure at age 41 applying the EPICURE-AMFIT code to the atomic

survivor data.

RBE ce ca b* d# a+ s

10 0.03840 ÿ1.442 0.05162 4.187 0.3784 ÿ0.2452

35 0.03784 ÿ1.413 0.1671 2.862 0.3315 ÿ0.2470

100 0.03654 ÿ1.312 1.528 ÿ0.04470 ÿ0.05343 ÿ0.2499

Sasaki 0.03807 ÿ1.421 ÿ0.06387 2.932 0.2947 ÿ0.2484

* In (10,000 PY Gy)ÿ1.
# In 10,000 PYÿ1 Gyÿ2.
+ In Gyÿ1.

Fig. 1. REID plotted as a function of dose for a DDREF = 2. Acute

radiation-induced mortality was considered without medical care. The

solid curves show the results of the linear model, the dotted curves the

linear-exponential model. Squares, triangles, diamonds and stars indicate

RBE = 10, 35, 100 and a dose varying RBE, respectively. Data are plotted

for an age at exposure e = 41.
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with a DDREF of one and Table 8 reproduces the same
tabular form but for a DDREF of two.

NASA is considering various lunar and Mars missions
as part of its exploration vision. An exploration concept
is planned with missions to the Moon and Mars swingby
and surface missions. Approximate characteristic doses
for such missions used in the calculations are taken from
NASA (2005) and NRC (2008) which were estimated at
solar minimum and with a 5 g cmÿ2 aluminum shielding
of the space craft. In Table 9 the risks for the different mis-
sions are listed with the corresponding effective doses. Val-
ues are compared with the estimates of NASA and NRC
(NASA, 2005; NRC, 2008) which are based on the risk esti-
mates of Preston et al. (2003) for solid cancers and Pierce

et al. (1996) for leukemia. Lower values are found in this
work. It is interesting to note that the results of this work
using a DDREF of one are only slightly larger than the
NASA predictions with a DDREF = 2. This difference dis-
appears completely when larger neutron RBEs are
assumed. For a dose varying RBE for example, REID is
0.29, 3.8 and 4.0 for 0.084, 1.03 and 1.07 Sv, respectively
(for males and a linear model).

The risk difference with respect to sex and DDREF is
shown in Fig. 4 as a function of age at exposure. Females
are at higher risk of about 30% at young ages (30 years),
however this risk difference approaches zero when the
exposure occurs at large ages.

Finally Fig. 5 shows the impact of medical care for acute
radiation-induced mortality on REID. For doses up to
around 2 Gy there is no difference between astronauts
who receive medical care in case of acute exposure when
compared to no medical care.

4. Discussion

The epidemiological data from the atomic-bomb survi-
vors including the high-dose categories are associated with
large errors. Nevertheless some basic conclusion can be
tentatively drawn from the analysis presented here.

Fig. 2. REID plotted as a function of dose for the linear dose–response

model. Acute radiation-induced mortality was considered without medical

care. The dotted curves show the results using a DDREF = 1, the dotted

curves DDREF = 2. Squares, triangles, diamonds and stars indicate

RBE = 10, 35, 100 and a dose varying RBE, respectively. Data are plotted

for an age at exposure e = 41.

Fig. 3. REID plotted as a function of RBE for a DDREF = 2. Acute

radiation-induced mortality was considered without medical care. Squares

show the results of the linear model, triangles of the linear-exponential

model. The solid lines represent REID at 1 Gy and the dashed lines

maximum REID.

Table 8

Equivalent dose in cSv which corresponds to 3% REID calculated with a

DDREF = 2 and acute radiation-induced mortality considered without

medical care. Data are presented for males, the linear and linear-

exponential model and for various RBEs.

Age Males

Linear model Linear-exponential

10 35 100 RBED 10 35 100 RBED

30 96 122 200 114 87 107 165 105

35 107 136 238 126 96 118 192 116

40 117 151 � 139 105 131 230 127

45 129 168 � 153 116 144 � 140

50 142 189 � 168 128 160 � 154

55 157 215 � 185 142 179 � 171

� = REID always smaller than 3%.

Table 7

Equivalent dose in cSv which corresponds to 3% REID calculated with a

DDREF = 1 and acute radiation-induced mortality considered without

medical care. Data are presented for males, the linear and linear-

exponential model and for various RBEs.

Age Males

Linear model Linear-exponential

10 35 100 RBED 10 35 100 RBED

30 57 71 111 67 50 64 89 63

35 65 81 126 76 59 73 102 72

40 74 92 145 87 67 82 118 81

45 84 105 167 98 76 93 137 91

50 95 120 197 112 86 106 161 103

55 109 138 252 127 98 121 194 118
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4.1. Impact of using an organ-averaged dose analysis

The gender-averaged excess absolute and excess relative
risk for all solid cancers determined in this work using a
linear analysis and a RBE of 10 for a males at an age of
exposure of 30 years and an attained age of 70 years is 20
per 10,000PY per Gy and 0.22 per Gy, respectively. This
can be compared to the EAR and ERR obtained by Pres-
ton et al. (2003 listed in Table 6) who found 29 per
10,000PY per Gy and 0.35 per Gy. The analysis presented
here results in an approximately 30% lower risk, although
exactly the same modeling techniques were used. As
already pointed out by Kellerer and Walsh (2001) part of
the reason for this behaviour is the use of organ-averaged
dose instead of the colon-weighted dose, which is known
to underestimate the average dose to all organs.

4.2. Use of different neutron RBE models

The first question which arises when using large neutron
RBE values is the feasibility of such an analysis. For an
RBE of 10, the average doses in the two highest-weighted
dose categories are 5.4 and 8.9 Sv and are increased for a
RBE of 100 up to 12.7 and 22.1 Sv, respectively. Since

the data in these high-dose categories are subject to very
large errors (standard deviation 0.8 Sv and 2.3 Sv for
RBE = 10, and 6.1 Sv and 12.3 Sv for RBE = 100), it is
not possible to assess the degree of dependability of the
assumption of large neutron RBE values such as 100, if
the mean doses in these dose categories are compared with
the lethal doses for humans (LD50). Additionally, it is
worth noting that the last dose category employed here
has been omitted in all previous analyses of these data,
since the small chance of survival suggests that estimates
of doses in this upper group could possibly be too large
(Pierce et al., 1990b). Using Sasaki’s formulation of a neu-
tron RBE, which is variable with dose, results in a moder-
ate increase of 5.7 and 9.0 Sv in the two highest dose
categories. This could be an additional indication for a
dose-dependent neutron RBE. A dose-dependent RBE
for neutrons, however, would have an impact on risk
estimates for space flights, since above 1 Gy it would
predict risks which are around 15–20% lower than
compared to the traditional use of an RBE of 10 (Fig. 3).

4.3. Curvature in the dose–response curve

Surprisingly the shape of the dose–response does not
have a large impact on the mortality risk estimates up to

Table 9

REID in % for different mission types and doses. All data are for age at exposure 40 and RBE = 10.

Mission E/Sv REID-NASA REID-linear REID-lin-exp REID-linear REID-lin-exp

DDREF = 2 DDREF = 1

Males

Lunar, long 0.084 0.34 0.20 0.18 0.34 0.35

Mars, swing 1.03 4.0 2.6 2.9 4.2 4.6

Mars, surface 1.07 4.2 2.7 3.0 4.4 4.8

Females

Lunar, long 0.084 0.41 0.25 0.25 0.46 0.49

Mars, swing 1.03 4.9 3.0 3.3 5.3 5.8

Mars surface 1.07 5.1 3.1 3.4 5.5 6.1

Fig. 4. REID at 1 Gy plotted as a function of age at exposure for a

RBE = 10anda linearmodel. Solid anddashed lines indicate aDDREF = 1

and dotted and dashed-dotted lines a DDREF = 2. Acute radiation-

induced mortality was considered without medical care. Solid and dotted

curves indicate data for females, dashed and dashed-dotted for males.

Fig. 5. REID as a function of dose for a linear model, a DDREF = 2, age

at exposure 40, RBE = 10 and males. Acute radiation-induced mortality

was considered without medical care represented by the dashed and with

medical care by the solid line.
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a dose of around 2 Gy. In Fig. 1 the linear and linear-expo-
nential models are plotted as a function of dose and a
strong dose dependence can be observed. At 1 and 2 Gy
the risk differences between the models are around 10%
and 5%, respectively.

It should be noted here, however, that the analysis of
cancer incidence data (as opposed to mortality) shows a
larger difference between the models used (Schneider and
Walsh, 2008).

4.4. DDREF

The variation of a DDREF between one and two for
solid cancer risk has a strong impact on the risk estimates.
However, risk variation with DDREF is strongly dose
dependent. While at low doses the difference can be as large
as 80%, for the dose range which is of interest for long-term
space missions, it is around 40%.

The present study implies that the use of organ-averaged
dose, a dose-dependent neutron RBE and models which
describe the bending-over of the dose–response relation-
ship, fit the A-bomb survivor data well. As a consequence
cancer risks above 1 Gy might be around 50% smaller than
estimated with traditional radiation protection models.
This could have an impact for radiation risk estimates for
long-term mission space crews who might be exposed to
doses above 1 Gy. However in a recent review on cancer
risk from low dose-rate and moderate dose exposures, no
indication was found that the excess cancer risk for low
dose-rate exposures is smaller than for acute, high-dose
exposures, suggesting a DDREF of one. A DDREF of
one on the other hand would increase risk for the dose
range relevant for space travel by about the same amount
(40%) that it was reduced by the factors discussed above.

It must be noted here that the galactic cosmic radiation
consists mainly of protons and heavy ions. In addition the
dose-rate of the galactic cosmic radiation differs signifi-
cantly from that of the A-bomb survivors. The data for
carcinoma induction due to heavy ions are scarce and the
estimation of risk factors for heavy particles is related to
large uncertainties since the relative biological effectiveness
of this kind of radiation is not well known. Such uncertain-
ties may be larger than the uncertainties related to charac-
teristics which were discussed in this report.

5. Conclusions

The results of this study imply that the use of organ-
averaged dose, a dose-dependent neutron RBE and the
bending-over of the dose–response relationship for radia-
tion-induced cancer could impact radiation risk estimates
for space crews on long-term mission above 500 days
who might be exposed to doses above 1 Gy. The radiation
risks estimated for this dose range could be 50% lower than
obtained when applying traditional radiation protection
models.

The above estimates were obtained applying a DDREF
of two as recommended by ICRP. However, in recent pub-
lications a DDREF of one is suggested, which would
increase cancer risk in the dose range of interest by about
40% and would therefore balance the risk decrease
described above.
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Abstract The biological effectiveness of neutrons from

the neutron therapy facility MEDAPP (mean neutron

energy 1.9 MeV) at the new research reactor FRM II at

Garching, Germany, has been analyzed, at different depths

in a polyethylene phantom. Whole blood samples were

exposed to the MEDAPP beam in special irradiation

chambers to total doses of 0.14–3.52 Gy at 2-cm depth, and

0.18–3.04 Gy at 6-cm depth of the phantom. The neutron

and c-ray absorbed dose rates were measured to be

0.55 Gy min-1 and 0.27 Gy min-1 at 2-cm depth, while

they were 0.28 and 0.25 Gy min-1 at 6-cm depth.

Although the irradiation conditions at the MEDAPP beam

and the RENT beam of the former FRM I research reactor

were not identical, neutrons from both facilities gave a

similar linear-quadratic dose–response relationship for

dicentric chromosomes at a depth of 2 cm. Different dose–

response curves for dicentrics were obtained for the ME-

DAPP beam at 2 and 6 cm depth, suggesting a significantly

lower biological effectiveness of the radiation with

increasing depth. No obvious differences in the dose–

response curves for dicentric chromosomes estimated

under interactive or additive prediction between neutrons

or c-rays and the experimentally obtained dose–response

curves could be determined. Relative to 60Co c-rays, the

values for the relative biological effectiveness at the ME-

DAPP beam decrease from 5.9 at 0.14 Gy to 1.6 at 3.52 Gy

at 2-cm depth, and from 4.1 at 0.18 Gy to 1.5 at 3.04 Gy at

6-cm depth. Using the best possible conditions of consis-

tency, i.e., using blood samples from the same donor and

the same measurement techniques for about two decades,

avoiding the inter-individual variations in sensitivity or the

differences in methodology usually associated with inter-

laboratory comparisons, a linear-quadratic dose–response

relationship for the mixed neutron and c-ray MEDAPP

field as well as for its fission neutron part was obtained.

Therefore, the debate on whether the fission-neutron

induced yield of dicentric chromosomes increases linearly

with dose remains open.

Introduction

A considerable contribution to current knowledge on the

relative biological effectiveness (RBE) of neutrons has

been made by experimental studies on the induction of

dicentric chromosomes (dicentrics) in human lymphocytes.

From data on dicentrics compiled by the International

Commission on Radiological Protection (ICRP) [1, 2],

it is apparent that the RBE of neutrons increases with

decreasing dose up to a constant value, denoted as maxi-

mum RBE (RBEM), at doses where both the reference

(X-rays or c-rays) and the neutron dose–response curves

are linear. Since two decades, our data on dicentrics

induced by neutrons and photons of different energies have

been obtained by using blood samples from the same

donor. Thus, any inter-individual variations in sensitivity

and differences in methodology usually associated with
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inter-laboratory comparisons were avoided. Therefore,

results of these systematic investigations are compiled in

part by the ICRP [2] and the BEIR VII Report [3].

In earlier studies, the RBE of the mixed fission-neutron

and c-ray beam of the RENT neutron therapy facility at the

former FRM I research reactor, to induce dicentrics in

human lymphocytes was determined at different irradiation

conditions, either free-in-air [4] or in a polymethylmeth-

acrylate (PMMA) phantom [5]. From the analysis of

metaphases of the first cell division after irradiation, linear-

quadratic dose–response curves were obtained for both

experiments, which did not differ significantly. The FRM I

was shut down in 2000. The new FRM II research reactor

started operation in March 2004. Since the beam charac-

teristics of the new MEDAPP therapy facility at FRM II are

similar to those of the former RENT facility [6], only

limited efforts have been made so far to investigate the

biological effectiveness of the new fission neutron beam.

First, results on preclinical screening of the RBE have

shown that the MEDAPP beam is subject to marked

changes in biological effectiveness over defined depths of

a polyethylene (PE) phantom that are relevant for the

envisaged clinical target volumes [7]. The present experi-

ments were designed to determine the RBE of the

MEDAPP beam with respect to 60Co c-rays, for the induc-

tion of dicentrics in human lymphocytes from the same

healthy donor who was also involved in the earlier exper-

iments at the RENT beam [4, 5]. In the present study, the

findings which have been obtained at different depths of a

PE phantom are reported.

Materials and methods

Fresh peripheral blood samples were taken from the same

healthy male donor whose blood was also used in the

earlier experiments at the former RENT facility [4, 5], as

well as in experiments investigating the reference radiation

of 60Co c-rays [8, 9]. Whole blood samples were exposed

to the mixed fission-neutron and c-ray beam of the ME-

DAPP beam in special irradiation chambers, which had

also been used in the former RENT experiments. The

chambers consisted of flat plastic (polyvinyl carbazol)

rings (24 mm in diameter, 2.2 mm thick), which are closed

by a 20-lm stretched Mylar foil (polyethylene terephthal-

ate, PET) at top and bottom. Thus, the irradiation chambers

contained 1 ml whole blood (thickness 2 mm).

Irradiation conditions

The technical features of the new MEDAPP therapy

facility as well as the spectral and dosimetric data have

already been described elsewhere [6, 10–12]. Briefly, the

irradiations were carried out at depths of 2 and 6 cm in a

PE phantom (width 398 mm, height 335 mm and depth

200 mm), where the blood chambers were inserted into

densely matching cavities. A large beam section of

230 mm 9 230 mm was chosen, to guarantee a homoge-

neous dose distribution and a simultaneous irradiation of

two blood chambers which were put in staggered at the

different depths.

To measure the radiation dose in a mixed field, two

ionization chambers with different sensitivities to the

neutron and c components of the radiation field are nec-

essary. One chamber consists of the electrically conducting

material A 150 (the so-called Shonka-plastic), which is

tissue equivalent (TE), i.e., it radiologically approximates

the properties of human muscle tissue. Whereas this

chamber volume (1 cm3) is flooded with TE gas on a

methane basis, the second chamber is made of magnesium

and flooded with argon gas. For both chambers, the Bragg–

Gray condition for the determination of the energy dose is

fulfilled. Due to the hydrogen in its structure material, the

TE chamber is sensitive to neutrons; for a fission spectrum,

the ratio of the sensitivities to the neutron- and the

c-component is 49:51. Hence, the TE-chamber current is

essentially proportional to the total dose rate present. In

contrast, the magnesium–argon chamber shows only little

neutron sensitivity (2%). Thus, the doses from the neutron

and c components can be determined separately. With the

standard filters (1 cm B4C-epoxy and 3.5 cm Pb) used for

the medical applications at the beam, the ratio of the

neutron-to-photon doses decreases from 3.6 near to the

surface of the phantom to unity at about 10 cm depth. For

the present experiments, irradiation was carried out at

depths of 2 and 6 cm in the PE phantom. The neutron and

c-ray absorbed dose rates of the MEDAPP beam were

measured in the PE phantom to be 0.55 and 0.27 Gy min-1

at 2-cm depth, and 0.28 and 0.25 Gy min-1 at 6-cm depth

[12]. Hence, the fast neutrons contributed 67% to the total

dose rate at 2 cm, but only 52% at 6 cm.

Culture conditions and chromosome analysis

Immediately following irradiation of a blood sample with a

particular dose (total doses of 0.14–3.52 Gy at 2-cm depth,

and 0.18–3.04 Gy at 6-cm depth), two lymphocyte cultures

containing 0.5 ml whole blood, 4.5 ml RPMI 1640 med-

ium supplemented with 15% fetal calf serum, 2.5%

phytohemagglutinin (PHA) and antibiotics (penicillin/

streptomycin) were established. Colcemid (0.03 lg/ml)

was present during the entire incubation period of 48 h.

Chromosome preparation and Giemsa staining were per-

formed according to standard procedures, and all slides

were coded. These culture conditions ensured that the

chromosome analysis could be performed exclusively in
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metaphases of the first cell cycle in vitro. In the present

study, only the data for dicentrics were used in the quan-

titative analysis, although the frequencies of centric rings

and supernumerary acentric fragments were also deter-

mined. The background frequency of 1 dicentric in 3,000

cells obtained in the present experiment is not significantly

different to that of 4 dicentrics in 12,000 cells obtained

from the same donor for earlier studies with monoenergetic

neutrons [13].

Results

The results of the analysis of dicentrics determined at the

phantom depth of 2 cm are presented in Table 1. At the

low dose levels of 0.14 and 0.27 Gy, the intercellular dis-

tribution of the dicentrics is significantly (at the 5% level)

overdispersed when compared to a Poisson distribution.

This can be deduced from the ratio of variance and mean

(r2/y) and from the test quantity u [14]. Values of u greater

than 1.96 indicate an overdispersion at the 5% level of

significance. At the five higher dose levels, the intercellular

distribution of the dicentrics shows no significant deviation

from a Poisson distribution. Accordingly, the dicentric data

determined at a phantom depth of 6 cm are presented in

Table 2. For two of seven doses, the intercellular distri-

bution is significantly overdispersed when compared to a

Poisson distribution.

As in our earlier studies with the mixed neutron and c-

ray RENT beam [4, 5], a weighted least-squares method

was applied to fit the dicentric data to the linear-quadratic

function given in Eq. 1.

y ¼ c þ aD þ bD2
; ð1Þ

where c = 0.0003 ± 0.0002 represents the control value of

the blood donor [13].

Reciprocals of the estimated variances were used as

weights. Since the stated uncertainties of the doses were

less than 5% and by far lower than the uncertainties of the

dicentric data, only the standard deviation of the mean

dicentric yields was taken into account in the fit and the

RBE calculations. As a result, the coefficients (±SE) are

a = 0.332 ± 0.020 Gy-1 and b = 0.045 ± 0.009 Gy-2

at a depth of 2 cm, and a = 0.201 ± 0.021 Gy-1 and

b = 0.058 ± 0.012 Gy-2 at a depth of 6 cm (Table 3).

The corresponding weighted least-squares regression curve

Table 1 Intercellular distribution of dicentrics (Dic) in human lymphocytes induced by the MEDAPP beam at a depth of 2 cm in the PE

phantom

Dose

(Gy)

Analyzed

cells

Dic per

cell

Intercellular distribution of dicentrics

0 1 2 3 4 5 6 7 r2/y u-value

0 3,000 0.00033 2,999 1 1.0 0

0.14 1,500 0.0527 1,429 63 8 1.15 4.13

0.27 1,000 0.078 932 58 10 1.18 4.05

0.63 500 0.238 400 82 17 1 1.10 1.59

1.60 500 0.676 262 161 60 12 4 1 1.09 1.42

2.57 300 1.160 82 132 56 20 7 2 1 0.95 -0.59

2.96 200 1.405 37 73 52 29 3 1 1.11 1.06

3.52 200 1.685 39 58 56 30 12 2 2 1 1.04 0.35

Table 2 Intercellular distribution of dicentrics (Dic) in human lymphocytes induced by the MEDAPP beam at a depth of 6 cm in the PE

phantom

Dose

(Gy)

Analyzed

cells

Dic per

cell

Intercellular distribution of dicentrics

0 1 2 3 4 5 6 r2/y u-value

0 3,000 0.00033 2,999 1 1.0 0

0.18 1,500 0.0373 1,448 48 4 1.11 2.96

0.40 1,000 0.101 906 89 6 1.02 0.42

1.03 500 0.250 393 90 16 1 1.06 0.89

1.63 400 0.420 269 103 20 7 1 1.14 2.01

1.91 300 0.617 164 95 34 6 1 1.01 0.17

2.28 300 0.830 142 90 49 17 1 0 1 1.15 1.79

3.04 200 1.130 71 63 45 14 4 3 1.12 1.23
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for a depth of 2 cm is shown in Fig. 1 as a solid line,

together with the corresponding curve determined earlier at

the same phantom depth for the RENT beam [5]. It must be

noted that the irradiation conditions during the two

experiments at FRM I and at FRM II were not identical.

Apart from the fact that the dose rate at MEDAPP is

approximately fourfold, the beam section at MEDAPP was

about three times bigger, and a larger phantom (width

398 mm, height 335 mm and depth 200 mm) consisting of

PE was used instead of the PMMA phantom of 160-mm

side length at RENT. The difference between the two

curves shown in Fig. 1 may result from the increased

generation of secondary 2.2 MeV photons from the

absorption of thermal neutrons by hydrogen in the

MEDAPP phantom, and hence, in a slightly different

neutron-to-c-ray ratio when compared to that in the RENT

experiment. Note that the photon contribution to the total

absorbed dose was 25% for the RENT beam at a depth of

2 cm in the PMMA phantom [5], while it is measured to be

33 and 48% for the MEDAPP beam at a depth of 2 and

6 cm in the PE phantom.

As already stated in an earlier report on the RBE of

mammography X-rays relative to conventional X-rays [15],

the standard error bands of linear-quadratic dose–response

curves should not be derived from the standard errors of the

coefficients. Since the linear and the quadratic term of the

dose–response are negatively correlated, their standard

errors are not independent and cannot, therefore, be com-

bined in the usual way, i.e., by summing the error squares,

to quantify the uncertainty of the dicentric yields. Error

bands for the dose–response relations must, therefore, be

obtained by specific methods, e.g., in terms of orthogonal

parameters which are suitably transformed to become

uncorrelated. Since a recently described method simplifies

the use of orthogonal parameters considerably [16], this

method was applied here to derive the standard error bands

of the dose–response curves obtained for the RENT and

MEDAPP therapy facilities at a phantom depth of 2 cm.

Figure 1 demonstrates that, although the mean dicentric

yields at comparable dose levels of the MEDAPP beam are

lower than those of the former RENT beam, the standard

error bands (shadowed areas) of the derived dose–response

curves overlap slightly, at low and high doses. Therefore, it

can be assumed—with some restrictions—that both therapy

facilities may induce comparable biological effects. As

shown in Fig. 2, different dose–response curves for

dicentrics were obtained for exposure of blood samples to

the MEDAPP beam at phantom depths of 2 and 6 cm. This

result is predominately on the basis of the coefficient a,

which is reduced by a factor of 40% at a depth of 6 cm

when compared to that at a depth of 2 cm (Table 3).

A simultaneously performed experiment for the refer-

ence radiation, as usually required for estimating the RBE

of any beam, was not performed in the present experiment.

However, a standard reference dose–response curve [8] for
60Co c-rays, with the coefficients a = 0.011 ± 0.004 Gy-1

and b = 0.056 ± 0.003 Gy-2, established at a PMMA

phantom depth of 1 cm and a dose rate of 0.5 Gy/min, was

Table 3 Dose–yield coefficients a and b for dicentrics in human

lymphocytes induced by the MEDAPP beam or its fission neutron and

c-ray components at different depths in the PE phantom, and level of

significance (P value) for coefficient b (df = 6; P = 0.05; critical t

value = 2.45; SE standard error)

Radiation quality Phantom

depth (cm)

Coefficient a Coefficient b

(a ± SE) Gy-1 (b ± SE) Gy-2 Calculated t value P value

MEDAPP beam 2 0.332 ± 0.020 0.045 ± 0.009 5.24 \0.001

Neutron component 2 0.493 ± 0.029 0.087 ± 0.018 4.78 \0.002

c-ray component 2 0.011 ± 0.001 0.056 ± 0.003 19.82 \0.001

MEDAPP beam 6 0.201 ± 0.021 0.058 ± 0.012 4.77 \0.002

Neutron component 6 0.371 ± 0.039 0.165 ± 0.043 3.84 \0.005

c-ray component 6 0.014 ± 0.001 0.056 ± 0.003 19.82 \0.001
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Fig. 1 Yield of dicentrics in human lymphocytes as a function of

dose obtained for the RENT beam and the MEDAPP beam at a

phantom depth of 2 cm, in a PMMA and a PE phantom, respectively.

Solid lines show the weighted least-squares fit to the data with the

shadowed areas representing the standard error bands. Standard errors

of the mean are indicated by vertical bars
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used instead. This linear-quadratic dose–response rela-

tionship had been obtained under comparable conditions,

i.e., using similar dose rates, culture and evaluation con-

ditions, and with blood from the same donor. For the

induction of dicentrics in human lymphocytes at phantom

depths of 2 and 6 cm, the RBE dose–response relationships

for the MEDAPP beam relative to 60Co c-rays at a phantom

depth of 1 cm are shown in Fig. 3. Within the analyzed

dose ranges, the RBE of the MEDAPP beam decreases

from 5.9 at 0.14 Gy to 1.6 at 3.52 Gy at 2 cm, and from 4.1

at 0.18 Gy to 1.5 at 3.04 Gy at 6 cm. The values of the

RBEM (which is equivalent to the ratio of the linear coef-

ficients of the test and the standard reference dose–

response curves) of the MEDAPP beam at the PE phantom

depths of 2 and 6 cm are 30.2 ± 11.1 and 18.3 ± 6.9,

respectively.

Discussion

In the former experiments with the mixed neutron and

c-ray beam of the RENT therapy facility, the irradiation of

the blood samples was carried out either free-in-air [4] or at

a depth of 2 cm in a PMMA phantom [5]. Secondary

charged-particle equilibrium was not established for the

c-ray component of the beam, for the free-in-air irradiation

of thin blood samples (0.2 cm thickness). Consequently,

results from earlier experiments with TE chambers of dif-

ferent wall thicknesses, which showed that the absorbed

dose in 0.21 g/cm2 tissue (equivalent to 0.2 cm of blood)

amounts to about 70% of the absorbed dose (kerma) in

charged-particle equilibrium [17], were used as a measure

for the absorbed dose. Using these measured neutron kerma

rates as a good approximation to dose, a linear-quadratic

dose–response relationship for the yields of dicentrics was

determined [4], which could be confirmed by irradiation

experiments with the RENT beam in a PMMA phantom

depth of 2 cm [5]. The existence of a significant quadratic

coefficient b obtained in both irradiation experiments with

the RENT beam [4, 5] was surprising, because all the

dicentric data on fission spectra (with mean neutron ener-

gies from 0.40 to 2.13 MeV), which had been published up

to that time, could be best fitted to a linear dependence on

dose (reviewed by Lloyd and Edwards [18]).

Since this review only a few further studies that

investigated the dose–response relationship of dicentrics

in human lymphocytes following irradiation with fission

neutrons were published. Using a degraded fission-neutron

spectrum with a mean neutron energy of 210 keV (neu-

trons contributed 97% of the dose and c-rays 3%) from a

facsimile of the Hiroshima bomb (‘‘Little-Boy’’ replica)

assembled at Los Alamos, Dobson et al. [19] obtained a

linear dose–response for dicentrics plus centric rings

within a dose range from 0.02 to 2.92 Gy. Edwards et al.

[20] examined a beam of predominately 24 keV neutrons

(iron-filtered fission neutrons) with a c-ray dose rate of

about 17% of the neutron absorbed dose rate. The slope of

the linear dose–response curve for dicentrics, they repor-

ted was very close to that observed in the same laboratory

for a fission spectrum with a mean neutron energy of

700 keV [18]. It should be mentioned that all these linear

dose–response curves for fission neutrons as well as the

linear-quadratic dose–response curves for the RENT [4, 5]

and MEDAPP beams (present data) were determined for

acute irradiation conditions, which means that the expo-

sure period was by far shorter than 1 h. Therefore, the

absence of a quadratic component of the dose–response
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Fig. 2 Yield of dicentrics as a function of dose obtained for the

MEDAPP beam at depths of 2 and 6 cm in the PE phantom. Solid

lines show the weighted least-squares fit to the data with the

shadowed areas representing the standard error bands. Standard errors

of the mean are indicated by vertical bars
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Fig. 3 RBE of the MEDAPP beam relative to the standard reference

radiation of 60Co c-rays obtained at PE phantom depths of 2 and

6 cm. Solid lines show the weighted least-squares fit to the data with

the shadowed areas representing the standard error bands
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relationship cannot be explained by a time-dependent

influence.

To examine whether the c-ray component of the RENT

beam (about 25%) could have been responsible for the

positive quadratic coefficient b [4], the dicentric yield

attributable to c-rays, as estimated from our dose–response

curve for 60Co c-rays [8], was subtracted at each dose [4].

Provided that both the neutron and the c-ray component of

the beam acted completely independent, the remaining

dicentric yields had been assumed to be due to the neutron

component of the RENT beam. It was suggested that the

quadratic contribution in the dicentric data could have been

caused by the effect of released fast recoil protons with low

linear energy transfer (LET), because a quadratic coeffi-

cient b that was significantly different from zero was still

present for the neutron component of the beam after sub-

tracting the corresponding c-ray component. In a recent

review of experimental data on the induction of dicentrics

in human lymphocytes by neutrons and their interaction

products [21], it was stated that if our former data [5],

corrected for the c-ray component of the RENT beam, ‘‘are

fitted to a straight line, then it appears that a linear fit

cannot be rejected’’. In contrast, however, according to our

statistical analysis that involved testing the significance of

the regression coefficients based on the t value, a signifi-

cant positive value of the quadratic coefficient b was in

deed induced by the RENT beam (calculated t value =

8.73[ critical t value = 2.37; P value � 0.001). There-

fore, the existence of a statistically significant positive b

value for fission neutrons still remains an open question.

However, it should be taken into consideration that our

former assumption that the coefficient b was induced by

fast recoil protons with low LET is in good agreement

with recent dicentric data obtained in track segment

irradiation experiments with 16.5 MeV protons using

blood of the same donor [22]. Applying a multi-layer

array consisting of a blood chamber subdivided into three

samples by Mylar foils, each containing 1 ml blood,

linear-quadratic dose–response relationships for dicentric

chromosomes were only obtained for protons with low

LET (dose-averaged LET values of 3.5 and 5.3 keV/lm),

whereas a linear dose–response relationship was obtained

for protons with higher LET (dose-average LET of

19 keV/lm).

Recently, Sasaki et al. [23] measured dicentrics in

human lymphocytes induced by different neutron spectra

(mean neutron energies: 0.026, 0.747 and 1.285 MeV) at

the YAYOI nuclear reactor facility. On the basis of the

theory of dual radiation action [24, 25], they determined

the dose–response relationship of dicentrics by fitting the

data to a combined linear-quadratic curve. According to

this theory, a biological system, which is simultaneously

exposed to different radiation types, will show a larger

biological effect than the sum of the independent effects of

each radiation alone, due to an interaction of both radiation

types. Such an interaction, sometimes called synergism,

was also taken into account for the neutron and the c-ray

components of the MEDAPP beam, to determine the dose–

response relationship for the dicentric data obtained in the

present irradiation experiments with the MEDAPP beam.

To be more specific, it was assumed that the two primary

lesions induced by neutrons or c-rays required to induce

DNA double strand breaks which are generally accepted to

be the most relevant basis for chromosomal rearrangements

such as dicentrics would interact in the same way as two

primary lesions induced by the same type of radiation. In

addition, it is noteworthy that the mean of more than 20

values of the coefficient b available in the literature

(including our own values)—over the wide range of photon

energies from 100 keV to 20 MeV—was 0.054 Gy-2 [23].

Thus, it was justified to use the coefficient b = 0.056 ±

0.003 Gy-2 from our standard reference dose–response

curve for 60Co c-rays [8] as a constant for the c-ray com-

ponent of the MEDAPP beam, at both phantom depths of 2

and 6 cm. As it was originally derived for inter-track

interaction of two primary lesions [25], a constant k

(analogous to b) can be applied to both neutrons and c-rays

provided that comparable dose rates have been used.

Therefore, on the basis of the assumption that both radia-

tion components of the MEDAPP beam interact with each

other, the dose–response relationship of dicentrics was

determined by using the combined linear-quadratic func-

tion given in Eq. 2.

y ¼ anDn þ acDc þ k Dn þ Dc

ÿ �2
; ð2Þ

where k = 0.056 ± 0.003 Gy-2 [8], Dn and Dc are the

doses in Gy from neutrons and c-rays, and an and ac are the

coefficients for the linear dose–response of neutrons and c-

rays, respectively.

On the basis of the assumption that both radiation

components interact with each other, the resulting dose–

response relationships for dicentrics at both phantom

depths are shown as dashed lines in Fig. 4, while the

solid lines represent the corresponding dose–response

relationships based on the assumption that both radiation

components act completely independently of one another

(Eq. 3):

y ¼ anDn þ acDc þ k D2
n þ D2

c

� �

: ð3Þ

Figure 4 shows that there are no obvious differences

between the dose–response relationship for dicentrics

obtained by assuming an interaction between the radiation

components, which assuming no interaction, and the stan-

dard error bands (shadowed areas) of the experimentally

obtained dose–response relationships from Fig. 2. On the

basis of these findings, it appeared justified to examine
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whether a significant quadratic coefficient b could be

determined for the fission neutron component of the

MEDAPP beam. However, in contrast to the procedure

applied earlier for the fission neutrons of the RENT beam

[4, 5], a modified method was used taking into consider-

ation both the well-known differential intercellular

distribution of dicentrics induced either by c-ray or neutron

irradiation, as well as the recent findings on the depth-

dependent induction of dicentrics in human lymphocytes

by 60Co c-rays [26]. In our irradiation experiments with
60Co c-rays [8, 9, 13, 26, 27], a Poisson distribution of the

induced dicentrics was observed, whereas in our irradiation

experiments with several quasi-monoenergetic neutron

energies from 36 keV to 60 MeV, an overdispersion was

observed compared to Poisson [13, 27]. Therefore, for

estimating the yield of dicentric aberrations attributable to

the neutron component of the MEDAPP beam at phantom

depths of 2 and 6 cm, at each dose level the corresponding

c-ray component of the beam was subtracted using the

mean values of the dicentric yield and their Poisson dis-

tribution from appropriate linear-quadratic dose–response

curves for 60Co c-rays. The construction of the linear and

the quadratic term of these special dose–response curves

are based on results which have recently been published

[23, 26].

First, radiobiological evidence in terms of the induction

of dicentrics in human lymphocytes shows that a signifi-

cant depth-dependence of the RBEM-value of 60Co c-rays

in a cubic PMMA phantom of 30 cm edge length exists

[26]. Either on the basis of Monte Carlo simulations for

scattered photons with incident energies from 1 to 10 MeV

[28] or on the basis of experiments where human

lymphocytes were irradiated by a 60Co c-source [26], it was

demonstrated that, due to moderation of these photons in

the phantom, the value of the coefficient a of a linear-

quadratic dose–response curve is increased with increasing

depth in the phantom. Therefore, for estimating the

dicentric yields which may be induced by the c-ray

component of the MEDAPP beam, the coefficients

a = 0.011 ± 0.001 Gy-1 and a = 0.014 ± 0.001 Gy-1

were used at phantom depths of 2 and 6 cm, respectively.

Both values were obtained by an interpolation between

several values of the coefficient a determined at phantom

depths from 1 to 20 cm [26]. Although different phantom

materials have been used (PMMA in the earlier experi-

ments [26] and PE in the present experiments), this

calculation of the depth dependence of the biological

effectiveness of the c-rays seems to be justified, because

the hydrogen concentration in PMMA of 8% [28] is only

slightly increased to 15.2% in PE [29]. Second, as dis-

cussed earlier, the coefficient b of 0.056 ± 0.003 Gy-2

from a standard reference dose–response curve for 60Co

c-rays [8] was used for the c-ray component of the

MEDAPP beam at both phantom depths. For the remaining

dicentric yields, which are attributed to the neutron com-

ponent of the MEDAPP beam, linear-quadratic dose–

response relationships could be determined for both

phantom depths (Table 3). Applying the t test it was found

that the calculated t values are always higher than the

critical t values. The corresponding P values are far lower

than 0.001 (Table 3). The present results for the MEDAPP

beam and its neutron component are consistent with

the earlier findings for the RENT beam and its neutron

component suggesting the existence of a quadratic term

of the dose–response relationship for dicentrics. However,

it should be mentioned that the ratios of the linear and

the quadratic terms of the dose–response curves, a/b,

obtained for the MEDAPP beam at phantom depths of

2 and 6 cm are greater than the doses analyzed in the

present experiments. Thus, the resulting values of 7.6 and

3.5 Gy, respectively, indicate a clear predominance of the

linear term of the dose–response curves, at the investigated

doses.

The dicentrics induced in human lymphocytes by the

MEDAPP beam at a depth of 2 cm in the PE phantom

confirm in principle the findings obtained for the RENT

beam in the PMMA phantom [5]. This result is remarkable

because, due to differences in the neutron therapy facilities

at FRM I and FRM II, which include a larger size of the

new facility and the used phantom, different phantom

materials (PE instead of PMMA) which resulted in a larger

hydrogen content of 7% fraction mass, the biological

parameters of both beams such as the RBE need not nec-

essarily be the same [12]. On the basis of the corresponding

linear-quadratic dose–response relationships for dicentrics,
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Fig. 4 Yield of dicentrics as a function of dose obtained for the

MEDAPP beam at depths of 2 and 6 cm; dashed line interaction

between the neutron and the c-ray component included; solid line no

interaction included, i.e., both components were assumed to act

independently; the shadowed areas represent the standard error bands

for the weighted least-squares fit to the measured data (also shown in

Fig. 2)
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it can be calculated that, for doses between of 0.14 and

3.52 Gy, the RBE of the MEDAPP beam and that of the

RENT beam decrease from 5.9 to 1.6 and from 6.5 to 1.6,

respectively. The corresponding RBEM values are

30.2 ± 11.1 and 36.4 ± 13.3, respectively. Therefore, in

spite of the differences in the photon contribution to

absorbed dose, there is no indication for differences in the

biological effectiveness between the new MEDAPP ther-

apy facility at FRM II and the former RENT therapy

facility at FRM I.

Conclusions

Using the best possible conditions of biological consis-

tency, e.g., avoiding the inter-individual variations in

sensitivity by using blood samples from the same person,

and avoiding differences in methodology usually associ-

ated with inter-laboratory comparisons by using identical

measurement protocols, linear-quadratic dose–response

relationships were obtained both for the mixed neutron and

c-ray RENT and MEDAPP beams, and for their fission

neutron component (mean neutron energy: about

1.9 MeV). Since our earlier investigations on quasi-mo-

noenergetic neutrons with energies from 36 keV to

60 MeV suggested linear dose–response relationships for

the induction of dicentrics in human lymphocytes, the

question of whether dicentrics induced by fission neutrons

increase mainly linearly with dose remains open. At the

phantom depths of 2 and 6 cm, the RBE of the MEDAPP

beam decreases from 5.9 to 1.6 within the dose range from

0.14 to 3.52 Gy, and from 4.1 to 1.5 within the dose range

from 0.18 to 3.04 Gy, respectively.
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Abstract Data from the German uranium miners cohort

study were analyzed to investigate the radon-related risk of

mortality from cancer and cardiovascular diseases. The

Wismut cohort includes 58,987 men who were employed

for at least 6 months from 1946 to 1989 at the former

Wismut uranium mining company in Eastern Germany. By

the end of 2003, a total of 3,016 lung cancer deaths, 3,355

deaths from extrapulmonary cancers, 5,141 deaths from

heart diseases and 1,742 deaths from cerebrovascular dis-

eases were observed. Although a number of studies have

already been published on various endpoints in the Wismut

cohort, the aim of the present analyses is to provide a direct

comparison of the magnitude of radon-related risk for

different cancer sites and cardiovascular diseases using the

same data set, the same follow-up period and the same

statistical methods. A specific focus on a group of cancers

of the extrathoracic airways is also made here, due to the

assumed high organ doses from absorbed radon progeny.

Internal Poisson regression was used to estimate the excess

relative risk (ERR) per unit of cumulative exposure to

radon in working level months (WLM) and its 95% con-

fidence limits (CI). There was a statistically significant

increase in the risk of lung cancer with increasing radon

exposure (ERR/WLM = 0.19%; 95% CI: 0.17%; 0.22%).

A smaller, but also statistically significant excess was

found for cancers of the extrathoracic airways and trachea

(ERR/WLM = 0.062%; 95% CI: 0.002%; 0.121%). Most

of the remaining nonrespiratory cancer sites showed a

positive relationship with increasing radon exposure,

which, however, did not reach statistical significance. No

increase in risk was noted for coronary heart diseases

(ERR/WLM = 0.0003%) and cerebrovascular diseases

(ERR/WLM = 0.001%). The present data provide clear

evidence of an increased radon-related risk of death from

lung cancer, some evidence for an increased radon-related

risk of death from cancers of the extrathoracic airways and

some other extrapulmonary cancers, and no evidence for

mortality from cardiovascular diseases. These findings are

consistent with the results of other miner studies and

dosimetric calculations for radon-related organ doses.

Introduction

The radioactive noble gas radon was classified in 1988 as a

known pulmonary carcinogen in humans by the Interna-

tional Agency for Research on Cancer (IARC 1988). Since

then, several miner studies (Lubin et al. 1994; BEIR 1999;

Laurier et al. 2004; Tomasek and Zarska 2004; Tomasek

et al. 2008; Brüske-Hohlfeld et al. 2006; Grosche et al.

2006; Vacquier et al. 2008, 2009; Villeneuve et al. 2007a;

Schubauer-Berigan et al. 2009) and residential radon

studies (Lubin et al. 2004; Darby et al. 2005; Krewski et al.

2005) have consistently shown a significant relationship

between exposure to radon and the risk of lung cancer.

A few epidemiological studies have investigated a possible

causal relationship between radon and cancers other than

the lung (Darby et al. 1995; BEIR 1999; Laurier et al.

2004; Vacquier et al. 2008; Rericha et al. 2006; Moehner

et al. 2006, 2008; Xuan et al. 1993; Tomasek et al. 1993) or

This paper is based on a presentation given at the International

Conference on Late Health Effects of Ionizing Radiation, 4–6 May

2009, Georgetown University, Washington DC, USA.
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cardiovascular diseases (Villeneuve and Morrison 1997;

Villeneuve et al. 2007b; Tomasek et al. 1994; Xuan et al.

1993), and most provided no clear evidence for an

increased radon-related risk. This result is compatible with

dosimetric calculations (Kendall and Smith 2002; Marsh

et al. 2008) showing about 100–1,000 times higher organ

doses from absorbed radon progeny for the lung and the

extrathoracic airways compared to other organs.

The German uranium miners cohort study is currently

the largest single study of radon-exposed miners world-

wide, with almost 2 million person-years of observation

based on 58,987 male former employees of the German

Wismut uranium company in Eastern Germany. By the

end of 1998, a total of 4,800 deaths from malignant

cancer and 5,417 deaths from cardiovascular diseases had

occurred (Grosche et al. 2006; Kreuzer et al. 2006). This

number increased to 6,373 and 7,395 by the extension of

the follow-up to 2003 (Kreuzer et al. 2009), respectively.

Within the Wismut cohort study, the radon-related risk of

death from lung cancer was published for the follow-up

period 1946–1998 (Grosche et al. 2006) and 1946–2003

(Walsh et al. 2009); extrapulmonary cancer was pub-

lished for the period 1960–2003 (Kreuzer et al. 2008) and

that from cardiovascular disease for the period 1946–

1998 (Kreuzer et al. 2006). The aim of the present

analyses of the German cohort is to provide a direct

comparison of the magnitude of radon-related risk for

different cancer sites and cardiovascular diseases using

the same data set, the same follow-up period and the

same statistical methods. A specific focus on a group of

cancers of the extrathoracic airways is also made here,

due to the assumed high organ doses from absorbed

radon progeny.

Materials and methods

Cohort

The cohort represents a stratified random sample of 58,987

males, who had been employed for at least 6 months

between 1946 and 1989 at the former Wismut uranium

company in East Germany. The first mortality follow-up

period finished at the end of 1998 (Kreuzer et al. 2006;

Grosche et al. 2006). The present analyses are based on an

extension of the first follow-up by 5 years to December 31,

2003 (Kreuzer et al. 2008, 2009; Walsh et al. 2009).

Information on the vital status of the cohort members was

obtained from local registration offices. Copies of death

certificates were obtained from several sources, not only

from the responsible Public Health Administrative offices,

but also from the central archives and the pathology

archive of the Wismut Company. The underlying causes of

death from either the death certificates or the autopsy files

were coded according to the 10th revision of the Interna-

tional Classification of Diseases (ICD-10).

Radiation exposure was estimated by using a detailed

job-exposure matrix (JEM) (Lehmann et al. 1998; HVBG

and BBG 2005). The JEM includes information on

exposure to radon and its progeny in working level

months (WLM), external c radiation in mSv and long-

lived radionuclides in kBqh m-3 for each calendar year,

each place of work (surface, open pit mining, under-

ground, milling), each mining facility and each type of

job. One working level is defined as the concentration of

short-lived radon daughters per liter of air that gives rise

to 1.3 9 105 MeV of alpha energy. One WLM of

cumulative exposure corresponds to exposure to 1 WL

during 1 month (170 h) and is equivalent to 3.5 mJh m-3.

Radon (222Rn) area measurements in the Wismut mines

were carried out from 1955 onwards. Thus, for the period

1946–1954, radon concentrations were retrospectively

estimated by an expert group based on measurements

from 1955, taking into account ventilation rate, vein

space, uranium content and other factors. Information on

arsenic, dust and silica is based on a separate job-expo-

sure matrix similar to that for radiation (HVBG and BBG

2005; Bauer 2000; Dahmann et al. 2008). The annual

exposure values are given in dust years, where one dust

year is defined as an exposure to 1 mg m-3 fine dust or

silica dust and to 1 lg m-3 for arsenic over a time period

of 220 shifts of 8 h.

Statistical methods

Internal Poisson regression was used to test for an associ-

ation between mortality risk and cumulative radon expo-

sure. Similar to previous analyses (Kreuzer et al. 2008;

Walsh et al. 2009), a 5-year lag was used in calculating the

cumulative exposure to radon for all outcomes except

leukemia, where a zero-year lag was defined. Every cohort

member contributes to the number of person-years starting

180 days after the date of first employment and ending at

the earliest of date of loss to follow-up, date of death or end

of follow-up (31.12.2003). Tabulations of person-years at

risk and cancer deaths were created with the DATAB

module of the EPICURE software (Preston et al. 1998).

Cross-classifications were made by attained age, a, in 16

categories (\15, 15–19, 20–24,…, 85? years), individual

calendar year, y, in 58 categories and cumulative radon

exposure, w, in 9 categories (0,[0–9, 10–49, 50–99, 100–

199, 200–499, 500–999, 1,000–1,499, 1,500? WLM). The

tabulated data were fitted to the model in 1—if r(a,y,w) is

the age, year- and exposure-specific cancer mortality rate

and r0(a,y) = r(a,y,0) is the baseline disease rate for non-

exposed individuals (w = 0) then
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r a; y;wð Þ ¼ r0 a; yð Þ � 1þ ERR wð Þ½ � ð1Þ

where ERR is the excess relative risk.

A linear form for ERR(w) = bw was used to investigate

the exposure–response relationship. In addition, a cate-

gorical analysis of the form ERR(w) = Rj=1,9 bjwj was

performed, where j refers to the exposure class. In order to

test for the five potential confounders (long-lived radio-

nuclides (LRN), external gamma radiation, fine dust, silica

dust and arsenic), each of these variables zi, i = 1,..,5 was

added separately to the model (1) with ERR(w,-

zi) = bw ? czi. Maximum likelihood with the AMFIT

module of the EPICURE software (Preston et al. 1998) was

used for the estimation of the fit parameters b, c, bj,

j = 1,..,9 and the internal baseline rates in strata. Wald-

type and likelihood-based confidence intervals were cal-

culated and found to be very similar. Consequently, and for

consistency with previous papers, all parameters are given

here with their 95% Wald-type confidence intervals (CI).

According to previous analyses within the Wismut

cohort, the following outcomes based on the ICD-10

classification were investigated: lung cancer (C34) (Gro-

sche et al. 2006; Walsh et al. 2009), all other cancer sites

with more than 35 cases as defined in Kreuzer et al.

(2008), circulatory diseases (I00–I99), coronary heart

diseases (I00–59), cerebrovascular diseases (I60–69) and

acute myocardial infarction (I21) as in Kreuzer et al.

(2006). In addition, here all cancers of the extrathoracic

airways and trachea were combined including cancers of

the oral cavity (C01–C06), pharynx (C09–C14), nasal

cavity and paranasal sinus (C30–C31), larynx (C32) and

trachea (C33).

Results

In the follow-up period from 1946 to 2003, a total of

58,987 persons were under observation (see Table 1),

resulting in 1,996,959 person-years at risk and a mean

duration of follow-up of 35 years. By the end of 2003,

35,294 (59.8%) men were alive, 20,920 (35.5%) had died,

2,773 (4.7%) were lost to follow-up. The underlying cause

of death has been available for 19,588 (93.6%) of the

deceased men, among them, 3,016 lung cancer deaths,

3,355 deaths from other malignant cancers and 7,395

deaths from cardiovascular diseases. A total of 50,773

(86.1%) individuals have been exposed to radon at some

time during employment at the Wismut Company. Those

exposed received a person-year-weighted mean cumulative

exposure to radon of 218 WLM, a mean person-year-

weighted cumulative exposure to external gamma radiation

of 30 mSv and an average-weighted cumulative exposure

to long-lived radionuclides of 3 kBqh m-3.

Figure 1 shows the number of radon-exposed cohort

members by calendar year as well as the average cumula-

tive radon exposure in WLM per year among exposed

cohort members. With the introduction of ventilation

measures from 1955 onwards, the radon concentration

sharply dropped down, reaching levels of international

radiation protection standards in the 1970s.

In Table 2 and Fig. 2, the excess relative risk per unit of

cumulative radon exposure for morality from different

cancer sites and cardiovascular diseases is given. A statis-

tically significant increase in risk is observed for lung cancer

(ERR/WLM = 0.19%; 95% CI: 0.17%; 0.22%) and all

extrapulmonary cancers combined (ERR/WLM = 0.014%;

95% CI: 0.006%; 0.023%). Next to lung cancer, the highest

excess is found for the group of cancers of the extrathoracic

airways and trachea (ERR/WLM = 0.062%; 95% CI:

0.002%; 0.121%), with an excess of 0.16% for pharynx

Table 1 Characteristics of the German uranium miner cohort study,

1946–2003; WLM: Working Level Month

Variable Number (%)

Total number of miners 58,987 (100%)

Person-years at risk 1,996,959

Mean duration of follow-up (years) 35

Year of begin of employment

1946–1954 23,920 (40.6%)

1955–1970 17,944 (30.4%)

1971–1989 17,123 (29.0%)

Year of end of employment

1946–1954 2,719 (4.6%)

1955–1970 28,121 (47.7%)

1971–1989 28,147 (47.7%)

Vital status

Alive 35,294 (59.8%)

Deceased 20,920 (35.5%)

Lost to follow-up 2,773 (4.7%)

Year of death (% of available causes of death)

\1960 236 (36.9%)

1960–1969 1,324 (62.7%)

1970–1979 3,255 (95.1%)

1980–1989 5,554 (96.7%)

1990–1999 7,538 (96.7%)

2000–2003 3,013 (96.9%)

Total 20,920 (93.6%)

Exposure to radon and its progeny

Never (0 WLM) 8,214 (13.9%)

Ever ([0 WLM) 50,773 (86.1%)

Among exposed: mean (min–max)

Cumulative exposure in WLM 280 ([0–3,224)

Age at first exposure in years 25 (14–67)

Duration of exposure in years 11 (1–44)
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cancer, 0.05% for cancers of the oral cavity and 0.02% for

larynx cancer. Due to the small numbers of cases, however,

only the excess of the combined group of extrathoracic

cancers reached statistical significance but none of the sep-

arate subgroups. Among the remaining cancer sites, bor-

derline statistically significant excesses are present for death
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Fig. 1 Number of radon-

exposed cohort members and

mean cumulative radon

exposure per calendar year

(n = 50,773)

Table 2 Excess relative risk

(ERR) per 100 WLM and 95%

confidence limits for different

causes of deaths from cancer

and cardiovascular diseases in

relation to cumulative radon

exposure, 1946–2003

Cause of death (ICD-10 code) Number of deaths ERR/100 WLM p value

Malignant cancer (C)

Lung (C34) 3,016 0.194 \0.001

Extrapulmonary cancers (C00–32, C35–C97) 3,355 0.014 0.001

Extrathoracic airways and trachea (C01–C06,

C09–C14, C30–C33)

177 0.062 0.042

Oral cavity (C01–C06) 38 0.047 0.481

Pharynx (C09–C14) 53 0.164 0.114

Larynx (C32) 75 0.020 [0.5

Nasal cavity, paranasal sinus (C30–31) 9 –

Trachea (C33) 2 –

Esophagus (C15) 126 -0.025 0.070

Stomach (C16) 595 0.020 0.055

Colon (C17–C18) 301 0.018 0.222

Rectum (C19–C21) 241 0.029 0.112

Liver (C22) 159 0.043 0.095

Gallbladder (C23–C24) 81 0.019 0.492

Pancreas (C25) 229 -0.001 [0.5

Prostate (C61) 264 -0.001 [0.5

Kidney (C64–C66) 171 0.018 0.371

Bladder (C67–C68) 177 0.019 0.306

Brain and other (C70–C72) 115 -0.018 0.271

Non-Hodgkin’s disease (C82–C85, C91.4) 87 0.034 0.331

Myeloma (C90) 55 0.001 [0.5

Leukemia (C91–C95, excluding C91.4) 128 0.008 [0.5

Cardiovascular diseases (I)

All (I00–I99) 7,395 0.001 [0.5

Coronary heart diseases (I00–I59) 5,141 0.000 [0.5

Acute myocardial infarction (I21) 2,074 0.008 0.114

Cerebrovascular diseases (I60–I69) 1,742 0.001 [0.5
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from cancers of the stomach (ERR/WLM = 0.02%, 95%

CI: 0.000%; 0.040%) and liver (ERR/WLM = 0.043%;

95% CI: -0.007%; 0.094%). There is no association

between leukemia and cumulative radon exposure apparent

here. This is also true for all types of leukemia except

chronic lymphatic leukemia, chronic lymphatic leukemia

and acute myeloid leukemia.

Figure 3 presents the relative risks for death from lung

cancer and cancers of the extrathoracic airways and trachea

in nine categories of cumulative radon exposure along with

the linear model. With respect to lung cancer, there is a

clear steep increase in risk with increasing radon exposure,

and all exposure categories above 50 WLM are associated

with a statistically significant elevated relative risk. With

respect to cancers of the extrathoracic airways and trachea,

the two highest exposure categories (1,000–1,499 and

1,500? WLM) were combined, because only two cases

occurred in the exposure group with more than

1,500 WLM. The corresponding categorical analysis

shows an approximately linear increase in the relative risk

with increasing radon exposure up to the exposure category

of about 1,000 WLM with nearly as high relative risks as

observed for lung cancer mortality. The corresponding

RR’s, however, do not reach statistical significance. In the

highest exposure category ([1,000 WLM), the relative risk

drops down, indicating nonlinearity in the full exposure

range.

No relationship between mortality from cardiovascular

diseases overall and cumulative radon exposure is present

(Table 2; Fig. 2). This holds true for the subgroups coro-

nary heart diseases (ERR/WLM = 0.0003%) and cere-

brovascular diseases (ERR/WLM = 0.001%) where no

increased relative risk was noted (Fig. 4), even in the high

exposure categories ([1,500 WLM) of both subgroups.

Analysis of deaths from acute myocardial infarction

showed a quite small, but borderline statistically significant

ERR/WLM of 0.008% (p value = 0.11), yet no clear

increase in risk was observed in the categorical analysis

(RR values of 1.00, 0.86, 0.91, 1.10, 0.93, 0.88, 0.96, 0.99,

1.14, in the exposure categories 0, 0–9, 10–49, 50–99, 100–

199, 200–499, 500–999, 1,000–1,499,[1,500 WLM).

Potential confounding by occupational exposure to

external gamma radiation, long-lived radionuclides, fine

dust, silica dust or arsenic was examined for the individual

cancer sites and cardiovascular diseases. Overall, there is

low correlation between exposure to radon and exposure to

external gamma radiation, long-lived radionuclides or

arsenic (R\ 0.28), while fine dust (R = 0.57) and silica

dust (R = 0.63) are relatively highly correlated with radon

exposure. The influence of adjustment for these potential

confounders on the exposure–response relationship was

found to be modest for all cancer sites and groups of car-

diovascular diseases, except for stomach cancer, where a

strong reduction in risk is observed.

Discussion

Dosimetric calculations indicate that the absorbed doses

from radon and its progeny are highest for the respiratory

tract including the lung, trachea and extrathoracic airways,

while for the majority of other organs, the doses are lower

by two orders of magnitude (Kendall and Smith 2002). In

the present study, a statistically significant relationship
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between cumulative radon exposure and mortality from

lung cancer and cancers of the extrathoracic airways and

trachea is observed. Most other cancer sites showed posi-

tive exposure–response relationships, but these were

insignificant (Kreuzer et al. 2008). No evidence for a

radon-related increased risk of deaths from cardiovascular

diseases was noted. The epidemiological findings of the

present study thus largely confirm the findings of the bi-

okinetic models.

Lung cancer

The simple ERR/WLM without adjustment for effect

modifiers obtained here is 0.19% (95% CI: 0.17%; 0.22%)

for the lung. Recent more detailed analyses using, for

example, the BEIR VI exposure-age-concentration model
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(BEIR VI 1999) showed that the ERR/WLM is additionally

strongly modified by time since exposure, attained age and

exposure rate, yielding a value of 0.57% at an age attained

\55 years, time since exposure 5–14 years and 15 WL or

more (Walsh et al. 2009). The risk decreases with

increasing attained age, increasing time since exposure and

decreasing exposure rate. The present results are largely

compatible with those of the pooled 11 miners studies

(BEIR VI 1999), however, with slightly lower risk esti-

mates in the Wismut cohort. No major confounding by the

other occupational risk factors was found (Walsh et al.

2009).

Cancer of the extrathoracic airways

In the present study, a statistically significant relation

between cumulative radon exposure and cancers of the

extrathoracic airways and trachea (ERR/WLM = 0.06%;

95% CI: 0.002%; 0.121%) is observed, which is only

marginally modified after adjustment for the five potential

confounders. It is unclear whether this association is cau-

sal, because the categorical analyses indicated a linear

increase up to an exposure of 1,000 WLM and a leveling

off at higher exposures. Several reasons could account for

this decrease such as the healthy worker survivor effect or

unconsidered modifying time-dependent variables, or

potential confounders such as alcohol consumption. Since

the radon-related lung cancer risk is strongly modified by

factors such as time since exposure, attained age and

exposure rate, these factors were additionally considered as

exponential modifiers in the model for extrathoracic can-

cers. For this latter group of sites, however, no modifying

effects were observed.

Because of the rare occurrence of cancers of the extra-

thoracic airways, only few other miners studies investi-

gated the relationship between these cancers and exposure.

Thus, for example, no results are available on the rela-

tionship of radon with pharyngeal cancer or cancers of the

oral cavity, the cancer sites that showed the highest risk in

the present study (ERR/WLM = 0.16 and 0.05%),

respectively. If at all, these studies focused on laryngeal

cancer. No relationship of laryngeal cancer with cumula-

tive radon exposure was found in the pooled 11 miners

study (Darby et al. 1995), but there were only 38 cases. In

contrast, an elevated, but insignificantly increased Stan-

dardized Mortality Ratio (SMR) was observed in the

French uranium miners study (SMR = 1.24, n = 29)

(Vacquier et al. 2008). In contrast, a large case–control

study on incidental larynx cancer among former German

Wismut uranium miners, including 554 cases and 929

controls, provided no evidence for an association between

exposure to short-lived radon progeny and laryngeal cancer

(Moehner et al. 2008); even in the highest exposure

category (1,000 WLM?), there was only a slightly ele-

vated risk (OR = 1.13; 95% CI: 0.75; 1.70).

Malignant cancers external to the respiratory tract

The present results, based on the follow-up period 1946–

2003, do not differ much from those based on the earlier

follow-up period 1960–2003 (Kreuzer et al. 2008), because

very few cases occurred before 1960. A statistically sig-

nificant excess was present for all extrapulmonary cancers

combined (ERR/WLM = 0.014%; 95% CI: 0.006%;

0.023%). When considering only cancer sites external to

the respiratory tract, the majority exhibited a positive

exposure–response relationship. However, none of these

individual cancer sites showed a statistically significant

exposure–response relationship. Borderline significant

excesses were observed for liver cancer and stomach can-

cer. Other miner studies have provided little evidence for a

relationship between nonrespiratory cancers and exposure

to radon progeny (Darby et al. 1995; Moehner et al. 2006;

Tomasek et al. 1993; Vacquier et al. 2008). However, most

of the previous studies may have been limited in statistical

power.

Cardiovascular diseases

It is important to investigate radiation-related mortality

from cardiovascular disease in the low-dose range, because

a linear dose–response relationship between circulatory

diseases and ionizing radiation in the dose range 0–4 Sv

has already been observed in the Life Span Study cohort of

Japanese atomic bomb survivors (Preston et al. 2003).

However, the relevant results from other epidemiological

studies are not consistent with each other (McGale and

Darby 2005; Little et al. 2008, 2009), and there is currently

little knowledge on the biological mechanism for inducing

such effects. Inhalation of radon results in small doses of

radon progeny only to the blood or arteries (Kendall and

Smith 2002). Previous results from the Wismut cohort

based on the follow-up period up to the end of 1998

(Kreuzer et al. 2006) provided no evidence of an increased

risk of death from circulatory diseases overall, heart and

cerebrovascular diseases. This result is confirmed here by

the present analyses with updated data and also in other

miner studies (Villeneuve and Morrison 1997; Villeneuve

et al. 2007a, b; Xuan et al. 1993; Tomasek et al. 1994).

Strengths and limitations of the present study

The major strengths of the German Wismut uranium miner

study are the large cohort size, the long follow-up period,

the wide range of exposure to radon, and particularly the

availability of information on other types of exposures in
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the mines. These advantages meant that the Wismut study

data could be applied in an independent replication of the

analysis that had already been used for the 11 miner cohort

studies (Darby et al. 1995; BEIR 1999; Lubin et al. 1994),

which, although of similar size to the Wismut study, may

have suffered from heterogeneity problems.

Potential limitations of the present study concern

availability and validity of cause of death. Causes of death

are missing for 6.4% of the deceased cohort members. The

main reason for missing causes of death is the destroyed

certificates of deaths. The validity of cause of death may

vary between different types of cause of death. A higher

validity can be expected for lung cancer compared to

cardiovascular diseases in general and particularly in this

medically monitored occupational group. Moreover, about

49.9% of the causes of death with lung cancer diagnosis are

based on autopsy results, but only 21.5% of those for

cancers of the extrathoracic airways and 17.8% of the

cardiovascular diseases.

Exposure misclassification particularly in the early years

of mining activities is another potential limitation. Previous

analyses, however, demonstrated no major differences in

the ERR/WLM for the cancer sites considered (Kreuzer

et al. 2008; Walsh et al. 2009) when different time periods

with different quality of exposure (1946–1954: no mea-

surements available, 1955–1989: measurements in shafts

available) were compared. For this reason, a major bias

through misclassification of exposure is unlikely, but can-

not be completely excluded. Low statistical power with

respect to some of the individual cancer sites as well as

missing information on other potential confounders such as

alcohol consumption, smoking or asbestos are further

potential limitations. Within a nested case–control study of

lung cancer in the Wismut cohort, information on smoking

was collected from miners, their relatives and the medical

Wismut archive (Schnelzer et al. 2009). Most of the former

Wismut employees had been smokers. Overall, there was a

low correlation between smoking and cumulative radon

exposure. Thus, it is unlikely that smoking is a major

confounder. Additional support comes from a German

case–control study on incident lung cancer among former

Wismut miners, for which information on smoking was

collected in detail by personal interviews (Brüske-Hohlfeld

et al. 2006): The risk of lung cancer was only slightly

modified to a higher risk after taking smoking into account.

Conclusion

The present study provides clear evidence of a linear

relationship between lung cancer and cumulative radon

exposure. There is some evidence of a positive relation

between exposure to radon progeny and particularly

cancers of the extrathoracic airways and some other non-

respiratory cancers. However, noncausal chance results due

to uncontrolled confounding cannot be completely ruled

out. There is no indication of a relationship between

exposure to radon and cardiovascular diseases. Overall, the

pattern of observed risk is compatible with dosimetric

calculations for organ doses and confirms the results of

other epidemiological studies on miners.
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Extensive uranium extraction took place from 1946 until 1990

at the former Wismut mining company in East Germany. A

total of 58,987 male former employees of this company form

the largest single uranium miners cohort that has been followed

up for causes of mortality occurring from the beginning of

1946 to the end of 2003. The purpose of this study was to

investigate and evaluate different forms of models for the

radon exposure-related lung cancer mortality risk based on

3,016 lung cancer deaths and 2 million person years. Other

exposure covariables such as occupational exposure to external

c radiation, long-lived radionuclides, arsenic, fine dust and

silica dust are available. The standardized mortality ratio for

lung cancer is 2.03 (95% CI: 1.96; 2.10). The simple cohort

excess relative risk (ERR/WLM) for lung cancer is estimated

as 0.0019 (95% CI: 0.0016; 0.0022). The BEIR VI model

produced risks similar to those obtained with a selected

mathematically continuous ERR model for lung cancer. The

continuous model is linear in radon exposure with exponential

effect modifiers that depend on the whole range of age at

median exposure, time since median exposure, and radon

exposure rate. In this model the central estimate of ERR/

WLM is 0.0054 (95% CI: 0.0040; 0.0068) for an age at median

exposure of 30 years, a time since median exposure of 20

years, and a mean exposure rate of 3 WL. The ERR decreases

by 5% for each unit of exposure-rate increase. The ERR

decreases by 28% with each decade increase in age at median

exposure and also decreases by 51% with each decade increase

in time since median exposure. The method of determination of

radon exposure (i.e., whether the exposures were estimated or

measured) did not play an important role in the determination

of the ERR. The other exposure covariables were found to have

only minor confounding influences on the ERR/WLM for the

finally selected continuous model when included in an additive

way. g 2010 by Radiation Research Society

INTRODUCTION

Early indications of increased lung cancer mortality
in miners working in uranium-containing mines [e.g.
refs. (1–3)] are now known to have been well founded.
Recent studies have shown that exposure to the
radioactive gas radon (222Rn) and its progeny increases
the risk of lung cancer in underground miners exposed
to radon (4–18). In 1999 the BEIR VI model (7) was
developed for the analyses of the study of the 11 miner
cohorts (6) and showed a linear increase in the relative
risk of lung cancer with cumulative exposure to radon
in working level months (WLM).2 This proportionate
increase was modified by time since exposure, attained
age and either exposure rate [exposure-age-concentra-
tion (EAC) model] or duration of exposure [exposure-
age-duration (EAD) model]. A version of the BEIR VI
model (different from the original model in the
treatment of the baseline rates; see the Discussion
section) was also applied to the first mortality follow-up
(1946–1998) of the German uranium miner cohort (14),
which is of similar size to that of the study of the 11
miner cohorts. The EAC model fit better and produced
more relevant results than the EAD model because the
exposure rate modified the risk but the duration of
exposure did not (14). Overall, the observed decrease of
the excess relative risk per unit of exposure (ERR/
WLM) with increasing attained age and exposure rate
in the 11 miner cohorts was confirmed; however, the
overall ERR/WLM was lower and the highest ERR/
WLM was observed in the time window 15 to 24 years
since exposure in contrast to 5 to 14 years in the BEIR
VI study.

The Wismut mortality data set has recently been
extended by 5 years to provide a second follow-up from
1.1.1946 to 31.12.2003 (19) that is based on 58,987 male
former employees. This German cohort is currently the

1 Address for correspondence: Federal Office for Radiation

Protection, Department ‘‘Radiation Protection and Health’’, Ingol-

staedter Landstr. 1, 85764 Oberschleissheim, Germany; e-mail: lwalsh@

bfs.de.

2 Exposure to radon and its progeny is expressed in WLM. One

working level is defined as the concentration of short-lived radon
daughters per liter of air that gives rise to 1.3 3 105 MeV of a-particle
energy after decay; 1 WLM of cumulative exposure corresponds to

exposure to 1 WL during 1 month (170 h) and is equivalent to 3.5 mJ

h m–3.
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largest single cohort study, with 3,016 deaths occur-
ring from lung cancer and almost 2 million person-
years of observation. In the second follow-up, the
proportion of individuals lost to follow-up and of
missing causes of death was reduced compared to the
first follow-up, and data on potential confounders
such as exposure to c radiation, long-lived radionu-
clides, fine dust, arsenic dust and quartz fine dust are
now available (20, 21). The Wismut study also has a
large number of non-radiation-exposed cohort mem-
bers that provide a good internal comparison group
for the reliable determination of baseline (spontane-
ous) cancer rates.

The aim of the present analyses of the German
uranium miner cohort study is to investigate the shape
of the relationship between cumulative radon exposure
and lung cancer with age, time and exposure-rate effect
modifiers based on the updated data of the second
follow-up. For this purpose, the BEIR VI exposure-
age-concentration (EAC) model, which was indicated
as preferred for the first follow-up (14), is re-examined
with the updated data. Refined models similar to those
currently applied in the Czech and French cohort
studies (16, 17) are also developed and applied. Effects
of potential confounders and different periods with
different methods for determination of radon exposure
on the radon-induced risk for lung cancer are also
examined.

MATERIAL AND METHODS

Cohort Definition, Periods and Mortality Follow-up

Full details of the selection of cohort members and the

determination of radiation exposure quantities evaluated by means

of a job-exposure matrix (JEM) have already been given (14, 19, 20,

22). Radon (222Rn) area measurements in the Wismut mines were

carried out from 1955 onward. For the period 1946–1954, radon

concentrations were estimated by an expert group based on

measurements from 1955, taking into account, for example, the

ventilation rate, vein space and uranium content (14, 23, 24). The

total duration of production for uranium mining by the Wismut

company can be divided into three distinct periods (25). During the

first period from 1946 to 1954, working conditions were character-

ized by dry drilling, the lack of forced ventilation, and an increasing

exposure to radon. Working conditions improved and radon

concentrations decreased due to improved ventilation and the

replacement of dry drilling by wet drilling in the second period

between 1955 and 1970. International radiation protection standards

were introduced in the third period from after 1970 up to the

company closure in 1990. Follow-up was conducted through local

registration offices and district archives for information on vital

status or through local health authorities for copies of death

certificates. Information on the causes of death before 1989 was

partly available from the Wismut pathology archives. Every cohort

member contributes to the number of person years starting 180 days

after the date of first employment and ending at the earliest of date of

loss to follow-up, date of death or end of follow-up (31.12.2003). In the

present analyses the former codes of the comparison external baseline

rates for the German Democratic Republic were recoded to the 10th

ICD code, which was applied throughout.

Analysis

Several types of risk evaluation methods and models based on
Poisson regression have been applied here to test for an association

between the lung cancer mortality risk and cumulative radon

exposure and other agents. In common with other miner studies

(15–17), a 5-year lag was used in calculating the cumulative exposure

to radon for all types of models considered.

BEIR VI Report Model (internal comparison group)

The BEIR VI report exposure-age-concentration (EAC) model was

applied here. In this categorical model, baseline rates were dealt with by

stratification on attained age and calendar year. A previous analysis of

the first follow-up data (14) applied a version of the BEIR VI model in

which baseline rates were modeled as a parabolic function of attained
age. For this reason, the first follow-up data have been reanalyzed here

with stratification of the baseline rates as described above. The ERR

model part included cumulative exposure, time since exposure, attained

age and exposure rate. The latter was calculated as the total cumulative

exposure,w, measured in working level months,WLM, divided by total
duration (with a lag) at each attained age, on the assumption of 11

working months per year. The ERR/WLM was assessed by means of

the exposure–response trend parameter, b, which was permitted to vary

by categories of several cofactors. To assess effects of exposures

occurring in various intervals prior to lung cancer death, cumulative
exposure w was assigned to four exposure windows. This was done so

that w 5 w5–14 z w15–24 z w25–34 z w35, where w5–14, w15–24, w25–34 and w35

were exposures received 5–14, 15–24, 25–34 and more than 35 years

before a given attained age, respectively. Modification to the ERR/

WLM by attained age was achieved by considering four age groups
with indicator variables, acat,55, acat55–64, acat65–74 and acat75, corre-

sponding to,55, 55–64, 65–74 and 75z years, respectively. Similarly,

modification of the ERR/WLM by exposure rate was achieved by

considering six groups with indicator variables ercat,0.5, ercat0.5–1,

ercat1–3, ercat3–5, ercat5–15 and ercat15z, corresponding to ,0.5, 0.5–1.0,
1.0–3.0, 3.0–5.0, 5.0–15.0 and 15z WL, respectively. The notation of

the relative risk (RR) model is

RR wð Þ~1zb w1a1E1 ð1Þ

with

w* 5 h1w5–14 z h2w15–24 z h3w25–34 z h4w35z,

a* 5 w1 acat,55 z w2 acat55–64 z w3 acat65–74

z w4 acat75z,

E* 5 c1ercat,0.5 z c2ercat0.5–1 z c3ercat1–3

z c4ercat3–5 z c5ercat5–15 z c6ercat15z,

where hk, k 5 2,… 4 wl, l 5 2,… 4, and cm, m 5 1,… 5 were the fit

parameters that can be used for obtaining the required ERR/WLM by

adjusting the ERR/WLM at the fixed reference categories h1 5 1, w1

5 1 and c6 5 1, i.e. b. For example, the relative risk for a worker at 5

to 14 years since exposure, aged under 55 years, with a mean exposure
rate between 0.5 and 1.0 WL would be predicted by the model with

Eq. (1) as 1 z b h1w5–14 w1 c2.

Data analysis was conducted using Poisson regression with the

DATAB and AMFIT modules of the EPICURE software (26). All

parameters are given with their 95% Wald-type confidence bounds,
computed by EPICURE’s AMFIT module with exponential repar-

ameterization to avoid range restrictions.

SMR Analysis (external comparison group)

Mortality rates observed in the cohort were compared with those of

the general male population in Eastern Germany, formerly the

German Democratic Republic. Since external rates were available
only from 1960 onward, the standardized mortality ratio (SMR)
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analysis was limited to the follow-up period 1960 to 2003, so 18 lung

cancers deaths with the corresponding person-years prior to 1960

were excluded. The SMR analysis for lung cancer has been done here

in exactly the same way as described previously for extra-pulmonary

cancers (19).

ERR Parametric Risk Models (internal comparison group)

The rationale for conducting these additional analyses was based

mainly on enabling a model-compatible comparison of risks between

the Wismut cohort and the French and Czech cohorts (16) and

obtaining a more parsimonious model than the BEIR VI report
model, better suited to building in the other five exposure covariables.

Tabulations of person-years at risk and cancer deaths were created

with the DATAB module of the EPICURE software (26). Age at

median exposure and time since median exposure were calculated
with reference to median exposures, i.e., when half of the exposure

cumulated up to a given date was reached. Cross-classifications were

made by attained age, a, in 16 categories (,15, 15–19, 20–24,…..,

85z years), individual calendar year, y, in 58 categories, age at

median exposure, e, in seven categories (,20, 20–24, 25–29, 30–34,
35–39, 40–44, .45 years), time since median exposure, t, in six

categories (,5, 5–9, 10–14, 15–19, 20–24, .24 years), and cumulative

radon exposure, w, in two sets of nine categories (0, .0–9, 10–49, 50–

99, 100–199, 200–499, 500–999, 1,000–1,499, 1500z WLM), with
each set corresponding to different methods of exposure determina-

tion (referred to as measured, M, and estimated, E). Since the

estimated component of exposure also contributes to total exposure

beyond 1955, it was not possible to achieve the same components with

just nine total exposure groups and a binary covariate (,1955,
$1955). The exposure rate, er, calculated as the recomputed total

cumulative WLM divided by total duration (with a lag) at each

attained age, on the assumption of 11 working months per year, was

also categorized into six groups (0–0.5, 0.5–1, 1–2, 2–4, 4–10, 10z
WL). The WLM categories were defined to be comparable with other

studies (16) but with added categories at higher exposures. The

tabulated data were fitted to the following model: If r(a, y, w, er, e, t)

is the age, year, exposure, exposure rate, age at median exposure and
time since median exposure specific lung cancer mortality rate and

r0(a, y) 5 r(a, y, 0, 0, 0, 0) is the baseline disease rate for non-exposed

individuals, w 5 0, er 5 0, then

r a, y, w, er, e, tð Þ~r0 a, yð Þ| 1zERR w, er, e, a, tð Þf g, ð2Þ

where ERR is the excess relative risk factorized into a function of

exposure and a modifying function:

ERR w, er, e, a, tð Þ~f w, erð Þ:g e, a, tð Þ: ð3Þ

Several functions of radon exposure were considered, some of which

were for direct comparison with the results in ref. (16):

f wð Þ~bw w, ð4aÞ

f wE, wMð Þ~bwEwEzbwMwM, ð4bÞ

f wð Þ~
X

j~1,6
bjwj , ð4cÞ

f wð Þ~
X

i~1,9
biwi, ð4dÞ

f w, erð Þ~bw w:exp yw er{3ð Þ½ �, ð4eÞ

where the total cumulated radon exposure w was considered as a

continuous explanatory variable [Eq. (4a)], in two components, wE

and wM [Eq. (4b)], where the subscripts indicate different methods

for exposure determination referred to as estimated (E, before 1955)

and measured (M, from 1955) cumulative exposures, respectively,

with the total exposure variable subdivided into six exposure rate

categories [j 5 1, 6 in Eq. (4c)]; and in nine exposure classes [i 5 1, 9

in Eq. (4d)].

Similarly, a linear model with a continuous effect modifier for total

exposure rate was considered [Eq. (4e)], where the model centering at

an exposure rate of 3 WL was chosen to closely match the mean

cohort value. Linear-quadratic functions of radon exposure were also

considered but are not shown.

The modifying function g(e, a, t) is either in terms of the attained-

age model, ERR(w, a) 5 f(w)?g(a), the time-since-exposure model,

ERR(w, t), or the age-at-exposure model, ERR(w, e). In common

with previous analyses (16), e and t are calendar time-dependent

variables, calculated with reference to the median time-lagged

exposures, unless otherwise specified (since e 5 age at first

exposure was also tested for goodness of fit). Prior to or in the

absence of exposure, t 5 0 and e 5 a. Three more complicated

mixed models, which need to include only any two of the three

time variables (a, e, t) because of the linear dependence, a 5 e z t

between them, e.g. ERR(w, er, a, e), are also considered as alternatives.

The preferred models can be determined by applying model selection

criteria for nested and non-nested models (27), where the latter are

defined in the Appendix. The functional form is exponential for age at

median exposure and/or attained age and/or time sincemedian exposure

where the modifying factors are

g e, a, tð Þ~exp a e{30ð Þzd a{50ð Þze t{20ð Þ½ � ð5Þ

anda,dand eare fit parameters.Themodel centeringat anageatmedian

exposure of 30 years, time sincemedian exposure of 20 years, and an age

attainedof 50 yearswere chosen to closelymatch themean cohort values

and tobe consistentwith ref. (16).Theage- and time-modifyingpatterns,

with either one or two of the terms in Eq. (5), were applied to the

exposure models given in Eqs. (4a) and (4b) [as in ref. (16)] and in Eqs.

(4c) and (4e).

To test for the other five agents, external c radiation, long-lived

radionuclides, fine dust, arsenic or quartz, as potential confounders,

each of these explanatory variables zi, i5 1, 5, respectively, was added

separately to the final preferred model given in Eq. (6), optimized,

with fit parameter li, and then removed, with

ERR w, zið Þ~bw w:exp yw er{3ð Þza e{30ð Þze t{20ð Þ½ �

zh lizif gð Þ: ð6Þ

To test for the best model overall, each of these variables zi, i 5 1,

5 was included additively to Eq. (6) one by one in a cumulative

fashion.

Maximum likelihood with the AMFIT module of the EPICURE

software (26) was used for estimation of the fit parameters and the

internal baseline rates in 928 strata of attained age (16 categories) and

individual calendar year (58 categories), chosen to match the

grouping that was available in the external rates. Out of these 928

possible strata, 708 actually contained data.

RESULTS

The full cohort pertains to 58,987 cohort members
who were male former employees of the Wismut
company. Table 1 shows some main characteristics of
the first and second follow-ups, which ended on
31.12.1998 and 31.12.2003, respectively. The complete-
ness of the follow-up was improved between the two
follow-ups. The observed percentage of cohort members
lost to follow-up and the percentage of missing causes
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of deaths were reduced (Table 1). In addition, the
number of lung cancer deaths increased from 2,388 to
3,016. The second follow-up is characterized by a vital
status of 59.8% alive, 35.5% deceased, and 4.7% lost to
follow-up, an average follow-up period of 34 years, a
mean duration of employment of 12 years, 1,996,880
person-years of observation, and an average person-
year weighted cumulative exposure to radon of 218
WLM.

Important data for other occupational exposure
covariables are also available. These are (listed with
person-year weighted mean, standard deviation, and
maximum values): external c radiation in units of
effective dose in Sv (0.03, 0.06, 0.87), long-lived
radionuclides in units of kBq h/m3 (3.0, 6.4, 132.2),
fine dust in units of dust-years (31.7, 42.3, 315.2),
arsenic in units of dust-years (30.4, 84.5, 1417.4), and
quartz in units of dust-years (5.2, 7.4, 56.0), where 1
dust-year is defined as an exposure to 1 mg/m3 fine
dust or silica dust and 1 mg/m3 for arsenic over 220
8-h shifts. Arsenic exposures occurred in Saxony
mines but were absent in Thuringia mines, so data on
arsenic exposure are available for 18,234 cohort
members.

BEIR VI Report Model (internal comparison group)

The results presented here update the previous results
(14) with an additional 5 years of follow-up and
improved data collection. Considering just the EAC

model, it can be seen from Table 2 that the risks for the
first and second follow-ups are highest 5–14 years after
exposure. There are lower risks in the other three
categories of time since exposure and the confidence
limits for these three groups overlap. The results in
Table 2 also show that the decline of risk with attained
age is notable, the effect of concentration (or exposure
rate) is very strong, and an inverse exposure-rate effect is
indicated; i.e. the risk per unit of exposure increases with
decreasing exposure rate. Considering the EAD model,
the main results for the second follow-up are very similar
to those presented previously (14) and therefore are not
shown here: The ERR/WLM was not modified by
duration of exposure, and the estimates for the other
two parameters are only slightly different from those
using the EAC model.

SMR Results (external comparison group)

The number of deaths (1960–2003) observed, correct-
ed for missing causes of death for lung cancers (O*), was
significantly higher than expected (E) from national
rates (SMR* 5 O*/E 5 2.03, 95% CI: 1.96; 2.10). A
statistically significant cumulative radon exposure effect
was observed (ERR/WLM50.0024; 95% CI: 0.0023;
0.0026%).

ERR Parametric Risk Models (internal comparison
group)

1. Cohort radon risk (no modifying factors)

A statistically significant cumulative radon exposure
effect was observed (ERR/WLM 5 0.0019; 95% CI:
0.0016; 0.0022). This excess risk is lower than that
quoted in the last paragraph mainly due to the
differences between the internal and external compari-
son groups; i.e., the external baseline rates were found to
be lower than the internal baseline rates by 16.5% (95%
CI: 9; 24%) on average.

Figure 1 shows the results of fitting an ERR model
[Eq. (4d)] that is categorical in nine classes of cumulative
radon exposure along with the linear model described
above. It can be seen from this figure that there is an
indication for a non-linear exposure response. Howev-
er, as will be seen below, this indication is unfounded
when all relevant effect modifiers are correctly account-
ed for.

2. Continuous risk models with effect-modifying factors

a. Time and age patterns

The time and age patterns are very similar for all of
the different radon exposure models investigated [Ta-
ble 3 and Eqs. (4a), (4b), (4c) and (4e)]. Numerical
details for the preferred model selection are given in
Tables A1 and A2 of the Appendix. The preferred

TABLE 1

Details of Important Descriptive Statistics for

the Current Second Follow-up (FU 2) Compared

with the First Follow-up (FU 1) Period for the

Wismut Cohort

End of mortality

follow-up: FU 1: 31.12.1998 FU 2: 31.12.2003

Total number of
subjects 59,001 58,987

Total number of

person-years 1,801,630 1,996,880

Mean duration of

follow-up in years 30.5 34

Vital status

Alive 39,255 (66.5%) 35,294 (59.8%)
Deceased 16,598 (28.1%) 20,920 (35.5%)

Lost to follow-up 3,148 (5.3%) 2,773 (4.7%)

Year of death (% of causes of death that are known)

,1970 1,479 (50.6%) 1,560 (58.8%)

1970–1979 3,132 (90.0%) 3,255 (95.1%)

1980–1989 5,368 (91.4%) 5,554 (96.7%)
1990–1999 6,619 (93.3%) 7,538 (96.7%)

2000–2003 — 3,013 (96.9%)

Total 16,598 (88.2%) 20,920 (93.6%)
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models include exponential effect modifiers that depend
on any two of the three age/time parameters, chosen
here to be age at median exposure and time since median
exposure. In these models, the central estimate of ERR
is always given for an age at median exposure of 30 years
and a time since median exposure of 20 years. The
estimated age at median exposure effect for the preferred
models indicates that the ERR decreases by about 30%
[51 – exp(10a), with parameter values from Table 3]
with each decade of increase in age at median exposure.
Similarly, the ERR decreases by about 50% with each
decade increase in time since median exposure. The same
patterns hold for a set of models analogous to those in
Table A1 but with age at first exposure instead of age at
median exposure and time since first exposure instead of
time since median exposure (results not shown).
However, the quality of model fit for this sequence of
models relating to first exposures was found to be either
similar or in most cases significantly worse compared to
the sequence of models relating to median exposures. It
is also possible in theory to use models based on last
exposures; however, since radiation sensitivity tends to
decrease with increasing age and since the safety
standards in mining improve continually, there is more
practical value in applying either age at first exposure or
age at median exposure.

b. Measured and estimated radon exposure effects

The sequence of radon exposure models given by Eqs.
(4a) and (4b) matches those investigated by Tomasek et
al. (16). It can be seen from Table A1 in the Appendix
by applying model selection techniques for non-nested
models (i.e. AIC and BIC as defined in the Appendix)
that the splitting of the exposures into two classes that
correspond to measured and estimated exposure is not
associated with a statistically significant improvement in
the model.3 This can also be seen from Table 3 since the
ERR/WLM from estimated exposures, bwE, is not
significantly different from the ERR/WLM from mea-
sured exposures, bwM. Consequently the separation into
estimated and measured exposures was omitted in the
final phase of model construction and selection.
However, for completeness of comparison with the
sequence of radon exposure scenarios investigated by
Tomasek et al. (16), the fit parameters for the preferred
models with effect modifiers are given in Table 3.

TABLE 2

Results (with 95% Confidence Intervals) for the BEIR VI EAC Model for Three Data Sets: the Wismut First

Follow-up (FU 1, 1946–1998), the Wismut Second Follow-up (FU 2, 1946–2003), and the Pooled Data from the 11-

Cohort Study that was used by BEIR VI (6, 7)

Data set FU 1: to 31.12.1998 FU 2: to 31.12.2003 BEIR VI

Observed lung cancer cases 2,388 3,016 2,705

Estimated excess cases 1217.51 (51.0%) 1413.14 (46.9%) –

%ERR/WLM 0.50 (0.18–0.83) 0.57 (0.24–0.90) 0.83

Time since exposure (years)

5–14 1.0 1.0 1.0
15–24 0.69 (0.32–1.06) 0.71 (0.36–1.07) 0.78

25–34 0.49 (0.23–0.75) 0.49 (0.25–0.74) 0.51

35z 0.33 (0.13–0.53) 0.36 (0.16–0.55)

Attained age (years)

,55 1.0 1.0 1.0
55–64 0.49 (0.31–0.79) 0.46 (0.30–0.71) 0.57

65–74 0.32 (0.20–0.54) 0.31 (0.19–0.50) 0.29

75z 0.38 (0.19–0.76) 0.32 (0.17–0.59) 0.09

Exposure rate (WL)

,0.5 6.14 (3.14–12.01) 4.64 (2.46–8.74) 9.09
0.5–1.0 3.56 (1.89–6.71) 2.84 (1.57–5.14) 4.45

1.0–3.0 2.76 (1.81–4.19) 2.24 (1.56–3.22) 3.36

3.0–5.0 2.35 (1.57–3.52) 2.01 (1.42–2.84) 2.91

5.0–15.0 1.98 (1.34–2.92) 1.69 (1.21–2.35) 1.55
15.0z 1.0 1.0 1.0

Notes. The EAC model estimates exposure related lung cancer risk using time since exposure, attained age and exposure rate (concentration)

categories. The%ERR/WLM is the value taken at the reference categories of attained age, time since exposure and exposure rate (i.e. those with

parameter values fixed at 1.0, which are for the categories for age attained ,55 years, 5–14 years since exposure and for exposure rates of 15
WLz).

3 Model f(w) ? g(e, t) has an AIC of 26504.5 and model f(wE, wM) ?

g(e, t) has an AIC of 26503.7, i.e. DAIC5 –0.8, and is only associated
with the positive level of evidence for model improvement, in terms of

the BIC goodness of fit criterion, in favor of the simpler model [i.e.,

the simpler model f(w) ? g(e, t) has a BIC of 26522.6 and model f(wE,

wM) ? g(e, t) has a BIC of 26527.7, i.e. DBIC 5 z5.1].
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Since Fig. 1 indicated a non-linear radon exposure
response, the sequence of models, checked for goodness
of fit in Table A1, was repeated with the addition of an
exposure squared term (equations not shown). This
second sequence of models is not documented here but
showed that the addition of the exposure squared term
results in significant model improvement for all expo-
sure models except when the exposure rate is explicitly
included.

3. The final continuous model including exposure-
rate effects

A finally selected ERR model that is clearly preferred
among all the continuous models considered (see
Table A2 and parameter values in Table 3) is linear in
radon exposure with exponential effect modifiers that
depend on age at median exposure, time since median
exposure, and radon exposure rate. In this model the
central estimate of ERR/WLM is 0.0054 (95% CI:
0.0040; 0.0068) for mean age at median exposure of 30
years, mean time since median exposure of 20 years, and
an exposure rate of 3 WL. The estimated age at median
exposure effect for the preferred model indicates that the
ERR decreases by 28% [5 1 – exp(10a), with parameter
values from Table 3] with each decade of increase in age
at median exposure. This central ERR also decreases by
5% for each exposure-rate increase of 1 WL. Similarly,
the ERR decreases by 51% with each decade of increase
in time since median exposure. An alternative formula-
tion of this model that has the same deviance but includes
the attained age covariable instead of the age at median
exposure covariable is given in Table A3 of the Appendix.
Although the inclusion of an exposure-rate effect

modification in the best model is unequivocally indicated,
it should be noted that the indication for the exponential
nature of the exposure-rate effect modification is rather
weak. An alternative model with a linear function for the
exposure-rate effect modification fitted only slightly less
well (with DAIC 5 z0.3). As a double check on radon
exposure linearity in the final preferred model, a
quadratic radon exposure parameter was added to this
preferred continuous model, resulting in a deviance drop
of only 1.1 and a small fit parameter for the quadratic
term, which was not statistically significant (P 5 0.28).

A model that is categorical in exposure rate [Eqs. (4c)
and (5)] is also given in Table 3 and Fig. 2 and is useful
for investigating the strength of the exposure-rate effect.
Table 4 presents the finally selected preferred model
optimized with the radon exposures cut off at several
different upper limits of under 1500, 1000, 500, 200 and
100 WLM. It can be seen from Table 4 that the central
value of ERR/WLM increases from 0.0054 to 0.0111 if
only exposures under 100 WLM are considered. This
trend is consistent with that seen in Fig. 2 for the model
that is categorical in total exposure rate.

4. The finally selected continuous model with other
exposure covariables

The potential confounding effects of external c
radiation, long-lived radionuclides, fine dust, arsenic
and quartz exposures (zi, i 5 1, 5, respectively) on the
central radon risk from the finally selected continuous
model were investigated with the model given in Eq. (6)
fitted to a restricted data set that excluded 310 cohort
members with invalid values for dust exposure. Howev-
er, the resulting parameter values (not shown in detailed
tables) indicated that the central ERR/WLM estimate of
0.0059 for this restricted data set is not influenced to any
notable degree by the additive inclusion of these
covariables, i.e., the model-to-model variation in the
radon ERR/WLM; i.e., the bw central estimate ranged
from 0.0055 to 0.0060. To test for the best model overall,
each of these covariables zi, i 5 1, 5 was also added one
by one in a cumulative fashion; the results indicated that
ERR/WLM estimate is not influenced to any notable
degree by the inclusion of these covariables, i.e., the
model-to-model variation in the radon ERR/WLM; i.e.,
the bw central estimate ranged from 0.0059 to 0.0047,
where the lower value resulted with the model with all
exposure covariables, However, it should be noted that
the highest correlation between exposure variables
occurs between quartz and fine dust (r 5 0.92), which
results in a variance inflation factor (VIF) of over 10—
an indication that both exposure variables should not
really be included simultaneously in the same model;
however, further work is required to clarify this. When
the model with all exposure covariables was excluded,
the corresponding range in the bw central estimate was
0.0059 to 0.0055.

FIG. 1. A categorical excess relative risk (ERR) model for lung

cancers and radon exposure with no age and time effect modifiers.

The exposure category ERR fit parameters are shown as crosses in the

graph with ±2 SD and the central estimate (solid line) and 95% CI
(dashed lines) from the model for the cohort risk (with internal

comparison groups).
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DISCUSSION

This is an updated lung cancer risk analysis of the
German uranium miner Wismut cohort. The main
analyses have been done according to the methods used
both in Tomasek et al. (16) and for the joint analysis of
11 radon-exposed miner cohorts (7). The Wismut cohort
is comparable to these 11 jointly analyzed cohorts in size
and in the number of lung cancer cases, but it has a
longer duration of follow-up. Moreover, the cohort is
more homogeneous than the group of 11 cohorts in
several aspects: All cohort members have the same
geographical and societal background, follow-up was
conducted in the same manner, exposure estimates are
based on the same JEM for all cohort members, and
causes of deaths were coded by trained staff using ICD-
10 (28).
The main strength of the Wismut study lies in its size

and homogeneity, which allows the verification of
current knowledge on lung cancer risk from under-
ground occupational exposure to radon and its progeny
based on an independent data set. The percentage of
cohort members that have been lost to follow-up is
small, which is particularly impressive taking into
account the late start of the study in 1994. Exposure
estimates are based on a job–exposure matrix, which
gives best exposure estimates on a daily basis. The
cohort also includes a large number of individuals with
low radon exposures, allowing the estimation of lung

cancer risk for levels close to those measured in a normal
housing environment (29).

Limitations of the study are possible uncertainties in
exposures, which are more pronounced for the early
years of mining, and the lack of complete smoking
information and other information on confounders such
as diesel fumes and asbestos. The possible effect of
smoking on the radon-associated lung cancer risk
cannot be evaluated completely in the full cohort. Most
of the former Wismut employees had been smokers.
However, information on smoking was collected within
a nested case–control study where the resulting radon-
related lung cancer risks, calculated with and without
adjustment for smoking, were very similar (30). An
earlier case-control study on lung cancer in Wismut
miners (13) reported a slight inverse correlation between
radon exposure and smoking and only a minor
confounding effect.

Another potential limitation of the study is that the
ascertainment of cause of death was not very good
(,60%) for the period before 1970 (Table 1). To test
whether this potential limitation affected the results, a
binary covariable (,1970, $1970) was used to multiply
the main risk in the finally selected continuous model.
The results are that the central estimate with 95% CI of
0.54 (0.40; 0.68) given in Table 3 becomes 0.43 (0.18;
0.68) and 0.57 (0.41; 0.73) for before and from 1970,
respectively. The difference in these latter two risks is

TABLE 3

ERR Models for Radon Exposure, Simple Models without Adjustment for Age and Time Effects and the Preferred

Models from Table A1 with Exponential Age and Time Effect Modifiers and Linear Radon Exposures

Model description Parameter name Fitted value Mean exposure (WLM)

f(w) bw 0.19 (0.16; 0.21) 218

f(w) ? g(e, t) bw 0.40 (0.30; 0.50) 218

exp(10a) 0.70 (0.58; 0.83)
exp(10e) 0.50 (0.42; 0.59)

f(wE, wM) ? g(e, t) bwE
a 0.34 (0.22; 0.45) 96

bwM
a 0.45 (0.32; 0.57) 122

exp(10a) 0.70 (0.58; 0.83)
exp(10e) 0.50 (0.42; 0.59)

f(w,er) ? g(e, t) bw 0.54 (0.40; 0.68)

exp(yw) 0.95 (0.93; 0.96)

exp(10a) 0.72 (0.60; 0.87)
exp(10e) 0.49 (0.42; 0.58)

f(w) ? g(e, t) b1 1.28 (0.53; 2.03) 0.13

b2 0.73 (0.32; 1.14) 0.72
b3 0.57 (0.35; 0.79) 1.48

b4 0.50 (0.35; 0.64) 2.98

b5 0.46 (0.34; 0.58) 6.34

b6 0.30 (0.21; 0.39) 13.5
exp(10a) 0.71 (0.59; 0.85)

exp(10e) 0.49 (0.42; 0.59)

Notes. The covariables are w, for total exposure, wE, the estimate component of exposure, wM, the measured component of exposure, er,

exposure rate, e, age at median exposure and t, time since median exposure. The ERR fit parameters (i.e. the b’s) are in units of %ERR/WLM,
with model centering, where applicable, at an age at median exposure of 30 years [relevant parameter is exp(10a)] and a time since median

exposure of 20 years [relevant parameter is exp(10e)] and at an exposure rate of 3 WL [relevant parameter is exp(yw)]. All fit parameters are

quoted with 95% Wald-type confidence intervals.
a These parameter values are not significantly different from each other (P 5 0.20).
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not statistically significant (P 5 0.37), and the numerical
values of the risk-modifying factors remain very stable
between the two models.

There is a difference in the magnitude of the overall
ERR/WLM (0.0019) from the parametric risk model
(with an internal comparison group and no effect
modifiers) and that presented in Table 2 for the second
follow-up (0.0057) that is due to normalization. This
difference arises because the former risk is for the whole
cohort and is not centered or normalized to any specific
values of age or time effect modifiers but the ERR/
WLM presented in Table 2 is for age attained ,55
years, 5–14 years since exposure and exposure rates of 15
WLz. It is also interesting to note that the continuous
model that was preferred by model selection techniques
from the many possible continuous modes investigated
in Table A2 of the Appendix is not substantially
different from the BEIR VI EAC model in the central
risk estimates; however, the uncertainties associated
with the latter model are somewhat larger.

Comparisons of Results with the 11-Cohort BEIR VI
Analysis and the French and Czech Cohorts

The risks obtained here can be compared directly to
those from the 11-cohort analysis with the EAC model,
which was originally developed for the BEIR VI analysis
(7). The ERR/WLM taken at the same reference
categories as applied in BEIR VI was found here to be
0.57 (95% CI: 0.24; 0.90), which is close to the
corresponding BEIR VI value of 0.83 (but no confidence
interval was given). In common with the 11-cohort
BEIR VI analysis, it has been shown that the risk is
highest 5–14 years after exposure, while there are lower
risks in the other three categories of time since exposure.
These results for the second follow-up are now generally
more consistent with BEIR VI than the earlier results for
the first follow-up (14). Like the results from the first
follow-up (14), the second follow-up results show that
the decline of risk with attained age is notable, the effect
of exposure rate is very strong with an inverse effect
indicated, and the ERR/WLM from the EADmodel was
not modified by duration of exposure.

The results published previously for the first follow-up
(14) were not computed in a way that was totally
compatible with the BEIR VI model and the new second
follow-up results in Table 2. This is because a paramet-
ric function (parabolic) of attained age was applied in
the modeling of the baseline (spontaneous) lung cancer
mortality rates in the previous study (14). BEIR VI and
the FU2 employed stratification on attained age and
calendar year for modeling the baseline rates. Table 2
contains the recomputed BEIR VI model for the first
follow-up with the same stratification of the baseline
rates. Comparison of the recomputed first follow-up
results in Table 2 with those of the previous study (14)
shows that the model parameters in Table 2 are much
more consistent between the first follow-up and the
second follow-up, and the highest ERR/WLM is now
observed in the time window 5 to 14 years since exposure
[instead of the 15- to 24-year window (14)]. The first
follow-up results in Table 2 are also more consistent with
BEIR VI than the results of the previous study (14) were.

FIG. 2. A categorical excess relative risk (ERR) model for lung

cancers and radon exposure rate with exponential age and time effect

modifiers. The exposure rate category ERR fit parameters are shown

as crosses in the graph with ±2 SD with model centering at an age at
median exposure of 30 years and a time since median exposure of

20 years.

TABLE 4

The Preferred WISMUT ERR Model for Radon Exposure with Different Values of Exposure Cut-off

Model description

Exposure

cut-off
(WLM)

Fitted value
parameter bw exp(yw)

P value for
exp (yw) exp (10a) exp (10e)

f(w, er) ? g(e, t) , 1500 0.55 (0.40; 0.70) 0.95 (0.93; 0.97) , 0.001 0.73 (0.61; 0.89) 0.50 (0.41; 0.59)

f(w, er) ? g(e, t) , 1000 0.54 (0.37; 0.71) 0.94 (0.91; 0.97) , 0.001 0.78 (0.62; 0.96) 0.48 (0.39; 0.59)

f(w, er) ? g(e, t) , 500 0.45 (0.25; 0.65) 0.83 (0.75; 0.92) , 0.001 0.86 (0.63; 1.19) 0.39 (0.28; 0.54)
f(w, er) ? g(e, t) , 200 0.67 (0.23; 1.11) 0.74 (0.58; 0.95) 0.0193 0.71 (0.46; 1.09) 0.44 (0.29; 0.68)

f(w, er) ? g(e, t) , 100 1.11 (0.10; 2.11) 0.88 (0.60; 1.28) 0.492 0.64 (0.35; 1.16) 0.38 (0.20; 0.70)

Notes. The covariables are w, for total exposure, er, exposure rate, e, age at median exposure and t, time since median exposure. The ERR fit

parameter, bw is in units of %ERR/WLM, with model centering, at an age at median exposure of 30 years [relevant parameter is exp(10a)] and a
time since median exposure of 20 years [relevant parameter is exp(10e)] and at an exposure rate of 3 WL [relevant parameter is exp(yw)]. All fit

parameters are quoted with 95% Wald-type confidence intervals.
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A joint analysis of the French and Czech cohorts of
uranium miners, which are smaller than the Wismut
cohort and are characterized by generally lower levels of
exposure and lower exposure rates, was published in
2008 (16). In contrast to these most recent French and
Czech results, where a ratio of the ERR with respect to
estimated exposures to the ERR with respect to
measured exposures of 0.22 (95% CI: 0.02–0.57) was
quoted [Table 4 of ref. (16)], no difference in measured
and estimated ERR risks was found here [corresponding
ratio for the Wismut cohort 5 0.76 (95% CI: 0.43; 1.08),
see also Table 3].

The overall best estimate of ERR/WLM, centered at
an age at median exposure of 30 years and a time since
median exposure of 20 years from measured exposures
for the combined analysis of the French and Czech
cohorts of 0.042 (95% CI: 0.024–0.072) [Table 4 of ref.
(16)], is much larger than the corresponding quantity
from the finally selected continuous model (Table 3) of
0.0054 (0.0040; 0.0068). A possible explanation for this
difference could be that the French and Czech cohorts
have much lower average exposure rates and lower
mean exposures than the Wismut cohort. In connection
with this issue, it can be seen from Table 4 that the
central ERR/WLM estimate shifts from 0.0054 to
0.0111 (95% CI: 0.0010; 0.0211) with an exposure cut-
off at 100 WLM, and that the model that is categorical
in exposure rate (Fig. 2) also has an upper 95% CI for
ERR/WLM of over 0.02 for the lowest exposure-rate
category. Another factor that could partially explain
this discrepancy lies in the inherent differences in the
baseline (spontaneous) cancer rates. The internal
baseline rates for Wismut cohort members are signif-
icantly higher than the external (general population-
based) baseline rates for East Germany. The French
and Czech cohorts generally have a paucity of internal
baseline cases and the analyses usually use the external
rates; if such a difference were also present in the
French and Czech cohorts, this could partially account
for their higher excess risks.

The age at median exposure and time since median
exposure effect modifiers given for the French and
Czech cohorts [Table 4 of ref. (16)] are in good
agreement with those in Table 3.

An analysis of the exposure-rate effect for the French
and Czech cohorts (16) could be conducted only for the
combined data due to the low number of cancers in the
separate studies, and the results suggested no exposure-
rate effect. This is in contrast to the results presented
here where a parameter for the exposure-rate effect
modification could be determined, was found to be
statistically significant, and resulted in an effect modi-
fication to the central ERR that decreases by 5% for
each unit of increase in exposure rate. It can be seen
from Table 4 that this effect modification became
stronger as the exposure cut-off was progressively

reduced until the exposure-rate effect finally became
statistically insignificant. This lack of an inverse
exposure-rate effect for data restricted to exposures
below 100 WLM has been reported previously (7, 14).

The Effects of Other Exposure Covariables on the
Radon Risk

Since dust and arsenic can be present in the working
environment of the German uranium miners, a separate
JEM for dust exposures is available. This made an
assessment of the magnitude of the potential confound-
ing effect of fine dust, arsenic and quartz possible.
Gamma-ray exposure data are also available. These
exposures are known to be a risk factor for lung cancer
mortality from analyses on the Japanese atomic bomb
survivors (31).

The finally selected continuous model was used to
assess the confounding effects of five covariables
mentioned above, first by assessing the additive inclu-
sion of each exposure covariable in the finally selected
continuous model one at a time. However, the central
ERR/WLM estimate was not found to be influenced to
any notable degree by the additive inclusion of these
covariables. Second, the additive inclusion of each
exposure covariable in the finally selected continuous
model was considered in a cumulative fashion. Here
also, the central ERR/WLM estimate was not found to
be influenced to any notable degree. Other sets of
analogous models were also optimized that had the
exposure covariables inside the radon time and age effect
modification; however, these models did not generally fit
as well as the models mentioned above.

CONCLUSION AND PERSPECTIVES

The BEIR VI EAC categorical model and a finally
selected continuous model both produce very similar
central risk estimates that are compatible with the risks
presented in the 11-cohort BEIR VI analysis (7). The
clearly preferred (among the continuous models) and
parsimonious ‘‘Wismut model’’, with only four param-
eters required to adequately model the ERR/WLM, has
been developed and presented here. This model is linear
in cumulative radon exposure and has exponential effect
modifiers that depend on age at median exposure, time
since median exposure, and radon exposure rate. The
inverse exposure-rate effect has also been investigated by
applying different exposure cut-off values to the Wismut
model, and it was found to become stronger with
decreasing cut-off, until finally disappearing with a 100
WLM cut-off. The potential confounding effects of five
other exposure covariables, for which new data are
available, were investigated, but no strong confounding
effects were observed. The present study also stresses
that the method of exposure determination in the
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Wismut cohort is not an important factor that could
influence results.

The risk analyses presented here in terms of radon
exposures could also be performed with respect to organ
doses, which are currently being quantified in the
ALPHA-RISK project funded by the EU (32). Further
work is also required to investigate the effects of radon
combined with other exposure covariables such as
occupational exposure to external c radiation, long-
lived radionuclides, arsenic, fine dust and silica dust.

APPENDIX

The general problem of choosing among non-nested models with

different numbers of parameters has recently been reviewed (27). One

approach involves an information theoretic extension of the

maximum likelihood principle, as originally suggested by Akaike

(33, 34). This approach amounts to maximizing the likelihood

function separately for each model j, obtaining the likelihood Mj

and then choosing the model that minimizes the Akaike Information

Criterion (AIC),

AIC~{2ln Mj

ÿ �

z2kj , ðA1Þ

where kj is the number of fit parameters in the model (i.e., the number

of values that are estimated from the data) and the first term on the

right hand side of Eq. (A1) is just the familiar deviance. Thus an

arbitrary model A is considered to be an improvement of another

model B with 95% probability if the AIC for model A is smaller than

the AIC for model B by 5.9 points, i.e. DAIC 5 25.9

Another information criterion involves evaluating the leading term

in the asymptotic expansion of the Bayes solution as suggested by

Schwarz (35). Then the relevant procedure for model selection

involves choosing the model that minimizes the Bayes Information

Criterion (BIC), where the BIC is often defined to be minus twice the

Schwarz criterion (35):

BIC~{2ln Mj

ÿ �

zkjln nð Þ, ðA2Þ

where n is the number of deaths from lung cancer, as proposed by

Volinsky and Raftery (36). The evidence for model improvement is

positive, strong or very strong, if the difference in the BIC values,

between two competing models, lies in the ranges of 2 to 6, 6 to 10,

and 10 and above, respectively.
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TABLE A1

Goodness-of-Fit Criteria for Radon Exposure Risk Models that are Linear in Exposure

Model description Deviance

Number of

parameters AIC BIC

DDeviance with

respect to f(w)

DAIC 5 DBIC (P

value for model

improvement)

Bayesian evidence

for model

improvement

f(w) 26567.5 1 26569.5 26575.5 0.0

f(w) ? g(e) 26567.2 2 26571.2 26583.3 0.3 52.4 (, 0.05) v. strong

f(w) ? g(t) 26515.2 2 26519.2 26531.2 52.3 0.3 (.0.5) weak

f(w) ? g(a) 26514.8 2 26518.8 26530.9 52.7 preferred model in group of 3

f(w) ? g(e, t)a 26498.5 3 26504.5 26522.6 69.0

f(wE, wM) 26563.9 2 26567.9 26580.0 3.6

f(wE, wM) ? g(e) 26563.7 3 26569.7 26587.7 3.8 51.7 (,0.05) v. strong

f(wE, wM) ? g(t) 26512.3 3 26518.3 26536.4 55.2 0.4 (.0.5) weak
f(wE, wM) ? g(a) 26512.0 3 26518.0 26536.0 55.5 preferred model in group of 3

f(wE, wM) ? g(e, t)
a 26495.7 4 26503.7 26527.7 71.8

Notes. The covariables are w, total exposure, wE, the estimate component of exposure, wM, the measured component of exposure, er, exposure

rate, e, age at median exposure, t, time since median exposure, and a, attained age. The bold entries indicate the preferred model in each non-
nested model set and the bold and underlined entries the preferred model overall.

a The deviance for model f(w) ? g(e, t) is the same as that for models f(w) ? g(a, t) and f(w) ? g(a, e). The deviance for model f(wM, wE) ? g(e, t) is

the same as that for models f(wM, wE) ? g(a, t) f(wM, wE) ? g(a, e).

TABLE A2

Goodness-of-Fit Critera for Radon Exposure Risk Models that are Linear in Exposure with an Exponential Modifier

for Exposure Rate

Model description Deviance

Number of

parameters AIC BIC

DDeviance with

respect to f(w)

DAIC 5 DBIC (P

value for model

improvement)

Bayesian evidence

for model

improvement

f(w) 25740.5 1 25742.5 25748.6 0
f(w, er) 25709.2 2 25713.2 25725.2 31.4

f(w, er) ? g(e) 25707.9 3 25713.9 25732.0 32.6 59.5 (,0.05) v. strong

f(w, er) ? g(t) 25648.4 3 25654.4 25672.4 92.1 preferred model in group of 3

f(w, er) ? g(a) 25657.3 3 25663.3 25681.4 83.2 8.9 (,0.05) strong
f(w, er) ? g(e, t)a 25634.7 4 25642.7 25666.7 105.9

Notes. The covariables are w, total exposure, er, exposure rate, e, age at median exposure, t, time since median exposure, and a, attained age.

The bold entries indicate the preferred model in each non-nested model set and the bold and underlined entries the preferred model overall.
a The deviance for model f(w, er) ? g(e, t) is the same as that for models f(w, er) ? g(a, t) and f(w, er) ? g(a, e).
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RADON AND THE RISK OF CANCER MORTALITY—INTERNAL

POISSON MODELS FOR THE GERMAN URANIUM

MINERS COHORT

Linda Walsh, Florian Dufey, Annemarie Tschense, Maria Schnelzer, Bernd Grosche,
and Michaela Kreuzer*

Abstract—Uranium mining occurred between 1946 and 1990 at
the former Wismut mining company in East Germany. 58,987
male former employees form the largest single uranium miners
cohort, which has been followed up for causes of mortality
occurring from the beginning of 1946 to the end of 2003. The
purpose of this paper is to present the radon exposure related
cancer mortality risk based on 20,920 deaths, 2 million person-
years, and 6,373 cancers. The latter include 3,016 lung cancers
and 3,053 extrapulmonary solid cancers. Internal Poisson
regression was used to estimate the excess relative risk (ERR)
per unit of cumulative radon exposure in Working Level
Months (WLM) for all major sites and for the follow-up period
from 1946 to 2003. The simple cohort ERR WLM21 for lung
cancer is 0.20% [95% confidence interval (CI): 0.17%;
0.22%]. The ERR model for lung cancer is linear in radon
exposure with exponential effect modifiers that depend on age
at median exposure, time since median exposure, and radon
exposure-rate. In this model the central estimate of ERR

WLM21 is 1.06% (95% CI: 0.69%; 1.42%) for an age at
median exposure of 33 y, a time since median exposure of 11 y,
and an exposure-rate of 2.7 WL. This central ERR decreases
by 5% for each unit exposure-rate increase. The ERR de-
creases by 32% with each decade increase in age at median
exposure and also decreases by 54% with each decade increase
in time since median exposure. The ERR WLM21 for all
extrapulmonary solid cancers combined without effect modi-
fication is 0.014% (95% CI: 0.006%; 0.023%). The ERR model
for extrapulmonary solid cancer is linear in radon exposure
with an exponential effect modifier which depends on age-
attained. In this model the central estimate of ERR WLM21 is
0.040% (95% CI: 20.001%; 0.082%) for an age-attained of
44. The ERR decreases by 37% with each decade increase in
age-attained. The highest ERR WLM21, after lung, is observed
for cancers of the pharynx (0.16%), tongue/mouth (0.045%),
and liver (0.04%).
Health Phys. 99(3):292–300; 2010

Key words: analysis, risk; carcinogenesis; exposure, radiation;
mining, uranium

INTRODUCTION

RECENT STUDIES have shown an increase in the risk of lung

cancer in underground miners exposed to the radioactive

gas radon (222Rn) and its progeny (e.g., Lubin et al. 1995;

NRC 1999; Tomasek 2002; Laurier et al. 2004; Brüske-

Hohlfeld et al. 2006; Grosche et al. 2006; Tomasek et al.

2008; Vacquier et al. 2008) and have indicated a possible

link between extrapulmonary cancer and radon (Kreuzer

et al. 2008). A large cohort of German uranium miners

(described in Kreuzer et al. 2009) has recently provided

updated data that are very suitable for analyses which

could increase the current state of knowledge on general

and specific cancer mortality after exposure to radon and

other agents. These data are associated with the uranium

mining that took place between 1946 and 1990 in the

Saxony and Thuringia regions of East Germany at the

Wismut company. Wismut is the German name for

Bismuth and was used as a code name to cover up the

real activity of the company during the early years of

mining just after WWII. 58,987 male former employees

of this company form the largest single uranium miners

cohort, which has been followed up for causes of

mortality occurring from the beginning of 1946.

The first follow-up of the Wismut mortality data

(Grosche et al. 2006) has recently been extended by five

years to 31 December 2003 (Kreuzer et al. 2008) and

now includes 3,016 lung cancer deaths, 3,053 fatal

extrapulmonary solid cancers, and almost 2 million

person-years of observation. In the second follow-up, the

number of miners either lost to follow-up or with missing

causes of deaths was smaller than in the first follow-up.

Data on potential confounders such as exposure to gamma

radiation, long-lived radionuclides, fine dust, arsenic dust,

and quartz fine dust are newly available in the second

follow-up. The Wismut study also has a large number of
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non-radiation exposed cohort members that contribute to a

good internal comparison group for the reliable determina-

tion of spontaneous (baseline) cancer rates.

The aim of the present analyses of the German ura-

nium miner’s cohort study is to present models for the

exposure-response relationship between cumulative radon

exposure and either lung cancer or extrapulmonary solid

cancers with age, time and exposure-rate effect modifiers

based on the second follow-up. For this purpose, refined

models, similar to those currently applied in the French and

Czech cohort studies (Tomasek et al. 2008; Vacquier et al.

2008), are applied. Effects of potential confounders on the

radon-induced risk for lung cancer and extrapulmonary

solid cancers are also examined.

MATERIALS AND METHODS

Cohort definition, time periods, and
mortality follow-up

Details of the selection of cohort members and the

determination of radiation exposure quantities evaluated

by means of a job-exposure matrix (JEM) have already

been presented (Lehmann et al. 1998; Grosche et al.

2006; Kreuzer et al. 2008). Radon (222Rn) area measure-

ments in the Wismut mines were carried out from 1955

onwards. Radon concentrations were retrospectively es-

timated by an expert group for the period 1946–1954.

These estimates were based on measurements made from

1955 onwards, taking factors such as ventilation rate,

vein space, and uranium content into account (Grosche et

al. 2006; Kreuzer et al. 2006; Moehner et al. 2006;

HVBG, BBG 2005). The total production duration for

uranium mining by the Wismut company can be divided

into three distinct time periods (Kreuzer et al. 2002).

Working conditions were characterized by dry drilling,

the lack of forced ventilation, and an increasing exposure

to radon during the first period from 1946 to 1954.

During the second period between 1955 and 1970, radon

concentrations decreased due to improved ventilation

and wet drilling replacing dry drilling. Both of these

measures directly led to improved working conditions.

International radiation protection standards were intro-

duced in the third time period after 1970 up to the

company closure in 1990. Follow-up was conducted via

local registration offices and district archives for infor-

mation on vital status or via local health authorities for

copies of death certificates. Information on the causes of

death before 1989 was partly available from the Wismut

pathology archives. Each cohort member contributes to

the total number of person-years, starting 180 days after

the date of first employment and ending at the earliest of

date of loss to follow-up, date of death, or end of

follow-up (31 December 2003). In the present analysis,

the 10th ICD-code (WHO 1992) was applied throughout.

Analysis with excess relative risk (ERR) parametric
risk models

Poisson regression risk evaluation methods and

models have been applied here and used to test for an

association between the cancer mortality risk and cumu-

lative radon exposure and other agents. As in other miner

studies (e.g., Tomasek et al. 2008; Vacquier et al. 2008),

a 5-y lag was used in calculating the cumulative exposure

to radon. Tabulations of person-years at risk and cancer

deaths were created with the DATAB module of the

EPICURE software (Preston et al. 1993). Age at expo-

sure and time since exposure were calculated with

reference to median exposures i.e., when half of the

exposure cumulated up to a given date was reached.

Cross-classifications were made by attained age, a, in 16

categories (,15, 15–,20, 20–,25, …, 851 y), individ-

ual calendar year, y, in 58 categories, age at median

exposure, e, in 7 categories (,20, 20–,25, 25–,30,

30–,35, 35–,40, 40–,45, 451 y), time since median

exposure, t, in 6 categories (,5, 5–,10, 10–,15,

15–,20, 20–,25, 251 y) and cumulative radon expo-

sure, w, either in 7 categories (0, .0–,50, 50–,100,

100–,500, 500–,1,000, 1,000–,1,500, 1,5001) for

the simple cohort models (as in Kreuzer et al. 2008) or in

9 categories (0, .0–,10, 10–,50, 50–,100, 100–

,200, 200–,500, 500–,1,000, 1,000–,1,500, 1,5001

WLM†) for the models with time-dependent effect modifi-

ers. The exposure-rate, er, was calculated as in the National

Research Council, Committee on the Biological Effects of

Ionizing Radiation (BEIR VI) definition (NRC 1999), i.e.,

recomputed total cumulative exposure (with a 5-y lag)

divided by total duration (on the assumption of 11 working

months per year) at each age-attained. The exposure-rate

was also categorized into 6 groups (0–,0.5, 0.5–,1,

1–,2, 2–,4, 4–,10, 101 WL). The WLM categories

were defined to be comparable with other studies (Tomasek

et al. 2008), but with added categories at higher exposures.

The tabulated data were fitted to the following model—if

r(a, y, w, er, e, t) is the age, year, exposure, exposure-rate,

age at median exposure, and time since median exposure

specific cancer mortality rate and r0(a, y) 5 r(a, y, 0, 0, 0,

0) is the baseline disease rate for non-exposed individuals,

w 5 0, er 5 0, then

r(a, y, w, er, e, t) 5 r0(a, y)[1 1 ERR(w, er, e, a, t)],

(1)

where ERR is the excess relative risk factored into a

function of exposure and a modifying function

ERR(w, er, e, a, t) 5 f(w, er) 3 g(e, a, t). (2)

† One WLM of cumulative exposure corresponds to exposure to 1
working level (WL) during one month (170 h) and is equivalent to 3.5
mJh m23.
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A linear function of radon exposure was considered:

f(w) 5 bww (3a)

f(w, er) 5 bww exp[cw(er 2 2.7)]. (3b)

where the total cumulative radon exposure w was con-

sidered: as a continuous explanatory variable (eqn 3a)

and also non-parametrically in exposure with the total

exposure variable subdivided into nine exposure classes.

Similarly, a linear model was also considered with a

continuous effect modifier for total exposure-rate (eqn

3b), where the model centering at an exposure-rate of 2.7

WL was chosen to match the mean cohort value.

The modifying function g(e, a, t) is either in terms of

the age-attained model, ERR(w, a) 5 f(w) 3 g(a), the

time since median exposure model, ERR(w, t), or the age

at median exposure model, ERR(w, e). In common with

previous analyses (Tomasek et al. 2008), e and t are

calendar time-dependent variables, calculated with refer-

ence to the median time-lagged exposures, unless other-

wise specified (since e 5 age at first exposure was also

tested for goodness of fit). Prior to or in the absence of

exposure, t 5 0 and e 5 a. Three more complicated

mixed models, which only need to include any two of the

three time variables (a, e, t) because of the linear

dependence, a 5 e 1 t, between them, e.g., ERR(w, er,

a, e), are also considered as alternatives. The preferred

models can be determined by applying model selection

criteria for nested and non-nested models (Walsh 2007).

The functional form is exponential for age at median

exposure and/or age-attained and/or time since median

exposure where the modifying factors are

g(e, a, t) 5 exp[a(e 2 33) 1 d(a 2 44) 1 «(t 2 11)]

(4)

and a, d, « are fit parameters. The model centering at an

age at median exposure of 33 y, time since median

exposure of 11 y, and an age-attained of 44 y was chosen

to match the mean Wismut cohort values—the choice of

centering constants only served to change the risk by a

factor and has no influence on the goodness of fit of a

particular model. The age and time modifying patterns

were applied to the exposure models given in eqns (3a)

and (3b).

In order to test for the other two radiation agents,

external gamma radiation and long-lived radionuclides,

each of these explanatory variables zi, i 5 1, 2, respec-

tively, was included additively and separately to the final

relative risk (RR) model for lung cancer given in eqn (5a)

or the final model for extrapulmonary solid cancer (eqn

5b), optimized, with fit parameter li, and then removed:

RR(w, zi) 5 1 1 bww exp[cw(er 2 2.7)

1 a(e 2 33) 1 «(t 2 11)] 1 h[(lizi)] (5a)

RR(w, zi) 5 1 1 bww exp[d(a 2 44)] 1 h[(lizi)].

(5b)

In order to test for the three non-radiation agents—fine

dust, arsenic, or quartz—each of these explanatory vari-

ables zi, i 5 3, 4, 5, respectively, was included multipli-

catively and separately to the final model for lung cancer

given in eqn (6a) or the final model for extrapulmonary

solid cancer (eqn 6b), optimized, with fit parameter li,

and then removed:

RR(w, zi) 5 {1 1 bww exp[cw(er 2 2.7)

1 a(e 2 33) 1 «(t 2 11)]}{1 1 h[(lizi)]} (6a)

RR(w, zi) 5 {1 1 bww exp[d(a 2 44)]}{1 1 h[(lizi)]}.

(6b)

Maximum likelihood with the AMFIT module of the

EPICURE software (Preston et al. 1993) was used for

estimation of the fit parameters and the internal baseline

rates in 928 strata of age-attained (16 categories) and

individual calendar year (58 categories). Out of these 928

possible strata, 708 actually contained data.

RESULTS

The full cohort pertains to 58,987 male former

employees of the Wismut company. Table 1 shows a

comparison of some main quantities between the first

and second follow-up periods, which ended on 31 De-

cember 1998 and 31 December 2003, respectively. The

Table 1. Details of important descriptive statistics for the current
second follow-up (FU 2) in comparison with the first follow-up
(FU 1) period for the Wismut cohort.

End of mortality follow-up FU 1: 31.12.1998 FU 2: 31.12.2003

Total number of subjects 59,001 58,987
Total number of person-years 1,801,630 1,996,880
Mean duration of follow-up

in years
30.5 34

Vital status
Alive 39,255 (66.5%) 35,294 (59.8%)
Deceased 16,598 (28.1%) 20,920 (35.5%)
Lost to follow-up 3,148 (5.3%) 2,773 (4.7%)

Year of death
(% of causes of death
that are known)

,1970 1,479 (50.6%) 1,560 (58.8%)
1970−1979 3,132 (90.0%) 3,255 (95.1%)
1980−1989 5,368 (91.4%) 5,554 (96.7%)
1990−1999 6,619 (93.3%) 7,538 (96.7%)
2000−2003 — 3,013 (96.9%)
Total 16,598 (88.2%) 20,920 (93.6%)
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observed percentage of cohort members lost to follow-up

could be reduced from 5.3% to 4.7% and the percentage

of missing causes of deaths could be reduced from 11.8%

to 6.4%. It can be seen from Table 1 that the complete-

ness of the follow-up has now been substantially im-

proved. The number of lung cancer deaths increased

from 2,388 to 3,016 cases (ICD-10, C34). The second

follow-up is characterized by: 6,373 cancers (ICD-10,

C00-97); 3,355 extrapulmonary cancers (ICD-10, C00-

33, C35-97); 3,053 extrapulmonary solid cancers (ICD-

10, C00-33, C35-80 and C97); a vital status of 59.8%

alive, 35.5% deceased, 4.7% lost to follow-up; an aver-

age follow-up period of 34 y; a mean duration of

employment of 12 y; 1,996,880 person-years of obser-

vation; and an average person-year weighted cumulative

exposure to radon of 218 WLM.

Other occupational exposure covariables are also

available. These are (listed with person-years weighted

mean, standard deviation, and maximum values): exter-

nal gamma radiation in units of effective dose in Sv

(0.03, 0.06, 0.87); long-lived radionuclides in units of

kBq m23 (3.0, 6.4, 132.2); fine dust in units of dust-years

(31.7, 42.3, 315.2); arsenic in units of dust-years (30.4,

84.5, 1417.4); and quartz in units of dust-years (5.2, 7.4,

56.0), where 1 dust-year is defined as an exposure to 1

mg m23 fine dust or silica dust and 1 mg m23 for arsenic

over a time period of 220 shifts of 8 h. Arsenic exposures

were only present in the Saxony mines and so data on this

type of exposure are available for 18,234 cohort mem-

bers. The correlations between radon and either gamma

or long-lived radionuclides or arsenic are low with

correlation coefficients of less than 0.4. However, higher

correlations exist between radon and either fine dust or

quartz with correlation coefficients of approximately 0.7.

ERR parametric risk models

Cohort radon risk (no modifying factors)
Fig. 1 shows the results of fitting an ERR model (eqn

3a) to sites with more than 35 cases. A statistically

significant cumulative radon exposure effect was ob-

served for lung cancer [ERR WLM21
5 0.20%; 95%

confidence interval (CI): 0.17%; 0.22%]. A small degree

of numerical uncertainty in ERR WLM21 is introduced

by the two different grouping choices (with 7 and 9

categories) for radon exposure—this can be seen by

comparing the value in Fig. 1 (0.20—calculated with 7

classes) and the value in Table 2 (0.19—calculated with

9 classes). There is a statistically significant increase in

mortality from extrapulmonary cancers (shown in Fig. 1)

and extrapulmonary solid cancers (not shown in Fig. 1)

with cumulative radon exposure (ERR WLM21
5

0.014%; 95% CI: 0.006%; 0.023%), where the risk is the

same for both groups. When the remaining 18 individual

cancer sites with more than 35 cases are considered, a

statistically significant positive relation with radon is

observed for stomach cancer (ERR WLM21
5 0.02%;

95% CI: 0.001%; 0.04%), while excesses with borderline

statistical significance were found for cancers of the

pharynx (ERR WLM21
5 0.16%; 95% CI: 20.04%;

0.37%) and liver (ERR WLM21
5 0.04%; 95% CI:

20.01%; 0.1%). No evidence of an association between

leukemia and cumulative radon exposure was found here.

A previous work has already shown that the cohort ERR
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Fig. 1. Excess relative risk (ERR) per 100 WLM and 95% confidence limits for all cancer sites with more than 35 cases.
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WLM21 for extrapulmonary, stomach, larynx, and liver

cancers could be reduced to statistically insignificant

values when adjusting additively for the five available

covariables that are possible confounders (Kreuzer et al.

2008).

The Wismut risk models with effect
modifying factors

Time and age patterns. The preferred model for

lung cancer (Walsh et al. 2010) includes exponential

effect modifiers that depend on any two of the three

age/time parameters chosen here to be age at median

exposure and time since median exposure. In this model,

the central estimate of ERR is given in Table 2 for an age

at median exposure of 33 y and a time since median

exposure of 11 y. The estimated age at median exposure

effect for the preferred models indicates that the ERR

decreases by about 32% {5 [1 2 exp(10a)], with parameter

values from Table 2} with each decade increase in age at

median exposure. Similarly, the ERR decreases by about

54% with each decade increase in time since median

exposure. Very similar patterns hold for a model with age at

first exposure instead of age at median exposure and time

since first exposure instead of time since median exposure

(results also shown in Table 2). However the model relating

to median exposures is an improvement of the model

relating to first exposures with more than 95% probability

because the Akaike Information Criterion (AIC) for the

former model is smaller than the AIC for the latter model by

more than 5.9 points (actual DAIC 5 211.9) (see Walsh

2007 for model selection details).

A model for extrapulmonary solid cancer is pre-

sented here in Table 3 that depends on radon exposure

and attained-age. In this case, the model selection pro-

cedure is not so clear cut as it was for the lung cancer

models. This is because the reference model with just

radon exposure (i.e., eqn 3a) had a deviance of

25,713.06, the model inclusion of age at median expo-

sure caused a deviance drop to 25,708.10 (4.96 points),

the model with radon and time since median exposure

had a deviance of 25,713.05 (0.1 points less than the

reference), and the model with radon and age-attained

had a deviance of 25,710.33 (2.73 points less than the

reference). The model with age at median exposure

causes the largest deviance drop but this model is not

better than the model with age-attained (DAIC ,5.9).

Since age-attained is a much simpler covariable than age

at median exposure it was decided to present the age-

attained model here in Table 3 and Fig. 3. In this model

the central estimate of ERR WLM21 is 0.040% (95% CI:

20.001%; 0.082%) for an age-attained of 44 y. The ERR

decreases by 37% with each decade increase in age-

attained. The inclusion of two age/time covariables in the

model for extrapulmonary solid cancers was not indi-

cated by model selection techniques.

Exposure (linear or non-parametric) and exposure-

rate effects. The preferred Wismut ERR model for lung

cancer (Walsh et al. 2010) as shown in Fig. 2 (with

parameter values in Table 2) is linear in radon exposure

with exponential effect modifiers which depend on age at

median exposure, time since median exposure, and radon

exposure-rate. In this model the central estimate of ERR

WLM21 is 1.1% (95% CI: 0.7%; 1.4%) for mean age at

median exposure of 33 y, mean time since median

exposure of 11 y, and an exposure-rate of 2.7 WL. This

central ERR decreases by 5% for each exposure-rate

increase of 1 WL. The inclusion of an exposure-rate

effect modification in the preferred model was unequiv-

ocally indicated, however there was no indication for

model improvement if an exposure squared term was

included in the model (Walsh et al. 2010). Fig. 2 also

shows the results of fitting a model that is non-parametric

Table 2. ERR models for lung cancer and radon exposure, simple
models without adjustment for age and time effects and the
preferred models with exponential radon exposure, age, and time
effect modifiers. The ERR fit parameters (i.e. the b’s) are in units
of ERR per 100 WLM, with model centering, where applicable, at
an age at median (or first) exposure of 33 y [relevant parameter is
exp(10a)] and a time since median (or first) exposure of 11 y
[relevant parameter is exp(10«)] and at an exposure-rate of 2.7 WL
[relevant parameter is exp(cw)]. All fit parameters are quoted with
95% Wald type confidence intervals.

Model description
Parameter

name Fitted value

f(w) bw 0.19 (0.16; 0.21)
f(w, er) 3 g(e, t) with age at

first exposure and time since
first exposure

bw 1.08 (0.69; 1.47)
exp (cw) 0.95 (0.93; 0.96)
exp (10a) 0.66 (0.55; 0.79)

Deviance 5 28,410.1 exp (10«) 0.50 (0.42; 0.59)
f(w, er) 3 g(e, t) with age at

median exposure and time
since median exposure

bw 1.06 (0.69; 1.42)
exp (cw) 0.95 (0.93; 0.96)
exp (10a) 0.68 (0.57; 0.82)

Deviance 5 28,398.2 exp (10«) 0.46 (0.39; 0.55)

Table 3. ERR models for extrapulmonary solid cancers and radon
exposure, simple models without adjustment for age and time
effects and the preferred models with an age-attained effect
modifier. The ERR fit parameters (i.e. the b’s) are in units of ERR
per 100 WLM, with model centering, where applicable, at an
age-attained of 44 y [relevant parameter is exp(10d)]. All fit
parameters are quoted with 95% Wald type confidence intervals.

Model description
Parameter

name Fitted value

f(w) bw 0.014 (0.005; 0.023)
f(w) 3 g(a)

with age-attained
bw 0.040 (20.001; 0.082)
exp (10d) 0.63 (0.37; 1.08)
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in exposure category but which is also adjusted to a

median age at exposure of 33 y, a median time since

exposure of 11 y, and an exposure-rate of 2.7 WL.

The chosen model for extrapulmonary solid cancers

did not include exposure-rate effects as there was no

indication for model improvement if exposure-rate was

included in the model. However, Fig. 3 also shows the

results of fitting a model which is non-parametric in

exposure category but which is also adjusted to an

attained-age of 44 y.

30

Non-parametric ERR

20

25
ERR model

2 SE

15

20

Quartz dust multiplicative

10

E
R

R

5

0

0 5 10 15 20

-5

Mean cumulative radon exposure (100 WLM)

Fig. 2. Central estimate (solid line) and 95% CI (dashed lines) for an excess relative risk (ERR) model for lung cancers
and radon exposure for a median age at exposure of 33 y, a time since exposure of 11 y, and an exposure-rate of 2.7
WL. The crosses indicate the non-parametric in exposure category ERR fit parameters (but also adjusted to a median
age at exposure of 33 years, a time since exposure of 11 y, and an exposure-rate of 2.7 WL) and are shown in the graph
with 62 standard deviations. The largest effect from the other covariables was seen with the covariable quartz dust
(shown here as a long dashed line).
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Fig. 3. Central estimate (solid line) and 95% CI (dashed lines) for an excess relative risk (ERR) model for
extrapulmonary solid cancers and radon exposure for a median age-attained of 44 y. The crosses indicate the
non-parametric in exposure category ERR fit parameters (but also adjusted to a median age-attained of 44 y) and are
shown in the graph with 62 standard deviations.
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The Wismut preferred model with other exposure
covariables

The confounding effects of external gamma radia-

tion, long-lived radionuclides, fine dust, arsenic, and

quartz exposures (zi, i 5 1–5, respectively) on the central

radon risk from the two Wismut preferred models

(shown in Figs. 2 and 3) were investigated with the

models given in eqns (5a, 5b, 6a, and 6b) optimized

against a restricted data set that excluded 310 cohort

members with invalid values for dust exposure.

The resulting parameter values for the lung cancer

model (shown in Table 4) indicated that the central ERR

WLM21 estimate, of 1.1% for this restricted dataset, is

influenced to a notable degree only by the multiplicative

inclusion of the covariable quartz (see also Fig. 2). In this

case there is an approximately 25% reduction in the

central risk estimate. The choice of additive model

inclusion for the gamma radiation covariable and multi-

plicative inclusion for the non-radiation covariables is

indicated by the data when applying model selection

techniques in a preliminary analysis. However, in the

case of models relating to radon and long-lived radionu-

clides, both additive and multiplicative models resulted

in a similar goodness of fit.

The resulting parameter values for the extrapulmo-

nary solid cancer model (shown in Table 5) indicated that

the central ERR WLM21 estimate, of 0.041% for this

restricted dataset, is not influenced to a notable degree by

inclusion of any of the potential confounders. The choice

of additive or multiplicative model inclusion for the

potential confounders is not indicated by the data when

applying model selection techniques, since both additive

and multiplicative models resulted in a very similar

goodness of fit.

DISCUSSION

The main strength of the Wismut study lies in its

homogeneity and large number of subjects, which allows

the verification of current knowledge on lung cancer risk

from underground occupational exposure to radon and its

progeny based on an independent data set. The percent-

age of cohort members that have been lost to follow-up

is small, which is particularly impressive taking into

account the late start of the study in 1994. Exposure

estimates are based on a job-exposure matrix, which

gives best daily exposure estimates. The cohort also

includes a large number of individuals with low radon

exposures, allowing the estimation of lung cancer risk for

levels close to those measured in a normal housing

environment (Darby et al. 2005).

Limitations of the study include possible uncertain-

ties in exposures, which are more pronounced for the

early years of mining and the lack of complete smoking

information and other information on possible confound-

ers such as diesel fumes and asbestos. The possible effect

of smoking on the radon associated lung cancer risk can

not be completely evaluated in the full cohort. The

majority of former Wismut employees had smoked.

However, information on smoking was collected within a

nested case-control study where the resulting radon

related lung cancer risks, calculated with and without

adjustment for smoking, were very similar (Schnelzer et

al. 2010). Another, earlier case-control study of lung

cancer in Wismut miners (Brüske-Hohlfeld et al. 2006)

found a low inverse correlation between radon exposure

and smoking and only a minor confounding effect.

Other miner cohort studies, mostly limited by small

numbers of cases, have generally provided little evidence

for an increased risk of cancers other than lung cancer

due to radon (NRC 1999; Tomasek et al. 1993; Laurier et

al. 2004; Vacquier et al. 2008). The results presented

here confirm that lung cancer in humans is a site with

sufficient evidence to be connected with radon expo-

sures. There also appears to be evidence of a small but

statistically significant risk of extrapulmonary cancers,

but no apparent risk of leukemia, connected with radon—

but chance results and confounding can not be com-

pletely ruled out. The evidence for the latter two cancer

Table 4. ERR model for lung cancer and radon exposure model
with exponential radon exposure, age, and time effect modifiers
and with the inclusion of potential confounders. The ERR fit
parameters (i.e. the b’s) are in units of ERR per 100 WLM, with
model centering, where applicable, at an age at median (or first)
exposure of 33 y [relevant parameter is exp(10a)] and a time since
median (or first) exposure of 11 y [relevant parameter is exp(10«)]
and at an exposure-rate of 2.7 WL [relevant parameter is exp(cw)].
All fit parameters are quoted with 95% Wald type confidence
intervals.

Model description
Parameter

name Fitted value

f(w, er) 3 g(e, t) with the covariable
for g effective dose in the
model ADDITIVELY

bw 1.02 (0.64; 1.41)
exp (cw) 0.95 (0.94; 0.97)
exp (10a) 0.66 (0.55; 0.81)
exp (10«) 0.44 (0.36; 0.53)

f(w, er) 3 g(e, t) with the
covariable for long-lived
radionuclides in the
model ADDITIVELY

bw 1.07 (0.67; 1.47)
exp (cw) 0.95 (0.93; 0.97)
exp (10a) 0.66 (0.55; 0.81)
exp (10«) 0.43 (0.36; 0.52)

f(w, er) 3 g(e, t) with the
covariable for fine dust in the
model MULTIPLICATIVELY

bw 0.91 (0.56; 1.25)
exp (cw) 0.95 (0.93; 0.97)
exp (10a) 0.66 (0.54; 0.80)
exp (10«) 0.43 (0.36; 0.52)

f(w, er) 3 g(e, t) with the
covariable for quartz in the
model MULTIPLICATIVELY

bw 0.76 (0.45; 1.08)
exp (cw) 0.95 (0.93; 0.97)
exp (10a) 0.62 (0.50; 0.77)
exp (10«) 0.40 (0.32; 0.49)

f(w, er) 3 g(e, t) with the
covariable for arsenic in the
model MULTIPLICATIVELY

bw 1.00 (0.64; 1.36)
exp (cw) 0.94 (0.92; 0.96)
exp (10a) 0.69 (0.57; 0.83)
exp (10«) 0.44 (0.37; 0.53)
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groups could become stronger in the future, when the

current results have been verified either with the next

(third) follow-up or in terms of the relevant organ doses

which are not yet available for the whole Wismut cohort.

The effects of other exposure covariables on the
radon risk

The chosen Wismut models were used to assess the

possible confounding effects of the other five covariables

mentioned above. This was done by assessing the additive

inclusion of each radiation exposure covariable in the

preferred Wismut model one at a time and the multiplicative

inclusion of the other three agents (fine dust, quartz, and

arsenic). This division into additive and multiplicative

groups was based on the radiobiological reasoning that

it would not make sense to include other ionizing

radiation covariables in a form that would multiply the

radon risk. However the central ERR WLM21 estimate

for lung cancer was only found to be influenced to any

notable degree, i.e., by an approximate 25% reduction,

by the inclusion of the covariable for quartz dust. The

central ERR WLM21 estimate for extrapulmonary

solid cancer was not found to be influenced to any

notable degree by the inclusion of any of the covari-

ables that were considered as potential confounders.

CONCLUSION AND PERSPECTIVES

Wismut models have been presented here that have

only two and four parameters required to adequately

model the ERR WLM21 for extrapulmonary solid cancer

and lung cancer, respectively. The preferred model for

lung cancer is linear in cumulative radon exposure and

has exponential effect modifiers which depend on age at

median exposure, time since median exposure, and radon

exposure-rate. The chosen model for extrapulmonary

solid cancer is linear in cumulative radon exposure and

has an exponential effect modifier which depends on

attained-age. These two Wismut models were also ap-

plied to investigate the possible confounding effects of

five other exposure covariables, for which new data are

available. However, the largest confounding effect

(which caused a reduction of about 25% in the central

risk estimate) was reported for lung cancer and exposure

to quartz dust. A minor degree of numerical uncertainty

in the lung cancer ERR WLM21 was introduced by the

two different grouping choices for radon exposure—this

could be avoided in the future by direct modeling of the

individual data.

Further work is required to more thoroughly inves-

tigate the combined effects of radon with other exposure

covariables such as occupational exposure to external

gamma radiation, long-lived radionuclides, arsenic, fine

dust, and silica dust.

Future work will involve the recomputation of the

risks presented here with the radon exposures included as

their contribution to the total organ doses. Organ doses

are currently being quantified in the ALPHA-RISK

project funded by the European Commission (EC 2006).

Data from the Wismut cohort study will soon be opened

for interested scientists for further analysis. For more

information please see http://www.bfs.de/en/bfs/forschung/

Wismut.
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How did the study come about?
Silver mining has been in existence since the 12th
century in the Ore Mountains (Erzgebirge) located
in the South of Eastern Germany in the Federal
State of Saxony close to the border of the Czech
Republic. In 1946, after World War II, the old silver
mines were re-opened and the Soviet-Stock
Corporation was founded with the code name
WISMUT (i.e. the German name for bismuth).1 The
aim of this corporation was to produce as much ura-
nium as possible for the Soviet nuclear weapon pro-
gram. In the early years, from 1946 to about 1955, a
large number of workers had been employed (about
100 000) under extremely bad working conditions. No
worker-protection or radiation safety measures
existed; consequently, exposures to radiation and
dust were very high due to a lack of forced ventilation
and the use of dry drilling. In 1954, the corporation
was converted into the Soviet–German Stock
Corporation. At that time mining was extended to
the Federal State of Thuringia. In 1955, the first
radon measurements were performed and from then
onwards several worker-protection measures such as
forced ventilation and wet drilling were introduced.
Thus, from 1955 to 1970, the working conditions
steadily improved and the number of employees was
reduced to between 30 000 and 40 000. After 1970,
international radiation protection standards were
introduced, with provisions for individual radiation
protection. The number of miners was stable at
20 000 and the working conditions had a high safety
level. With the German reunification in 1990, mining
was abandoned.
The Wismut company produced a total of 220 000

tons of uranium during its operation period from
1946 to 1990 and was the third-largest uranium

producer worldwide. It is estimated that more than
400 000 persons worked at the company, most of
whom were underground or in uranium-ore proces-
sing facilities.2 Up to the end of 1990, more than 5000
of these workers were compensated for radiation
induced cancers in the former German Democratic
Republic (GDR). This number increased to 7695 by
the end of 1999.3 In 2004, the annual number of
newly compensated cases was almost 200, though
with a decreasing time trend.4

After German reunification, the German Federal
Ministry of Environment (Bundesministerium für
Umwelt, Naturschutz und Reaktorsicherheit/
BMU) decided to preserve the health data that were
stored at the Wismut Health Data Archives
(Gesundheitsdatenarchiv Wismut/GDAW), which are
now held by the Federal Office for Occupational
Protection and Medicine (Bundesanstalt für
Arbeitsschutz und Arbeitsmedizin/BAuA). These
archives include paper files and histological material.
The German Statutory Accident Insurance maintains
records of all data relevant to the procedures for the
compensation of occupational diseases. Payrolls are
kept by the successor of the former Wismut company,
the Wismut GmbH. Based on parts of the information
held by these bodies, a cohort of former Wismut
employees could be established,5 with financial sup-
port from the BMU and the European Commission.

What does the study cover?
The Wismut cohort represents one of the largest occu-
pationally radiation exposed collectives. The cohort
forms the basis for investigations on the detrimental
effects associated with: inhalation of radon and its
progeny, inhalation of uranium dust, fine dust, silica
dust and arsenic dust, and exposure to external
gamma radiation and other risk factors. It is well
known that occupational exposure to radon and its
progeny increases the risk of lung cancer.6–12

Uncertainty, however, still remains with regard to
the exposure–response relationship at low levels of
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radon exposure, other risk or effect modifying factors
(time since exposure, exposure rate, attained
age, age at exposure, etc.) and the combined effects
of radiation and dust, arsenic, smoking, etc. Another
uncertainty concerns the radon-related risk for
extra-pulmonary cancers6,13–19 or cardiovascular
diseases.20–22

Who is in the sample ?
Overall it is estimated that more than 400 000 workers
may have been employed at the Wismut company
during its operation period. Basic information on per-
sonal data and job history was available for about
130 000 workers from three files that allowed the
establishment of a cohort study. Due to financial rea-
sons it was decided to limit the size of the cohort to
about 64 000 workers taken from the files of about
130 000 workers as a stratified random sample. In
order to represent the different mining conditions at
the Wismut company, the sample was stratified by
the date of first employment (1946–54, 1955–70 and
1971–89), place of work (underground, milling/pro-
cessing and surface) and area of mining (Saxony,
Thuringia). Since it was assumed that, during the
first years of production, women had also worked
for at least some time underground, the sample was
additionally stratified by gender. Moreover, all
employees from one of the most important parts of
the company (the so-called mining facility ’Object
09’) who started working between 1955 and 1970
were included as well as any worker employed after
1970. Thus, the cohort is not representative of the
entire Wismut workforce, but weighted towards
those periods when exposures were medium to low
in the selection of cohort members.
The following inclusion criteria were defined: (i)

year of first employment between 1946 and 1989;
(ii) minimum duration of employment 180 days;

(iii) year of birth after 1899; and (iv) men only.
Females were excluded because it turned out that
only a very small number of females had in fact
worked underground. A total of 58 987 male former
Wismut employees remained in the final cohort after
exclusion of all persons who did not fulfil the inclu-
sion criteria (n¼ 5101), were included twice in the
data set (n¼ 45), had implausible data (n¼ 22), had
an unknown radon exposure (n¼ 97) or with unclear
identity (n¼ 59).

What has been measured?
The cohort includes individual information on year of
birth, vital status, mortality, job history and occupa-
tional exposure to several factors (Table 1). Data on
the job histories had been extracted from the payrolls,
including information on the type of job, type of
mining facility, area of work place, number of shifts
and periods of absence on a daily basis. In a feasibility
study, a lot of effort had been spent to retrieve com-
plete information from the payrolls. For about 200
cohort members data had been extracted from
Wismut files a second time. Some discrepancies led
to an improved standardized data collection procedure
for the main cohort study. During the whole data
collection period detailed double plausibility checks
had been performed at the German Statutory
Accident Insurance (DGUV) and the Federal Office
for Radiation Protection. Implausible, incomplete or
unclear data were returned to DGUV, where the
data were re-examined and corrected. Thus a high
validity of these data can be assured.
A mortality follow-up for the complete cohort

is performed every 5 years. The first and second mor-
tality follow-up periods finished on December 31,
1998 and December 31, 2003, respectively. The main
sources of information on the vital status are the local
registration offices. Other sources are the Pathology

Table 1 Available information for WISMUT cohort members

� Job history at the Wismut company On a daily basis for type of job and mining facility based on
information from payrolls

� Occupational exposure to radiation
– Radon and its progeny in WLM
– External gamma radiation in mSv
– Uranium dust in kBqh/m3

Annual cumulative exposure based on job-exposure matrix
for radiation

� Occupational exposure to dust and arsenic
– Fine dust in dust-years
– Silica dust in dust-years
– Arsenic in dust-years

Annual cumulative exposure based on job-exposure matrix
for dust and arsenic

� Smoking habits Available only for 38% of the cohort, from 1970 onwards, based
on annual medical examinations; very rough information

� Mortality data (vital status, year and cause of death) Based on the mortality follow-up as of December 31, 2003;
cause of death based on death certificates or in some cases
on autopsy file

� Health data (occupational diseases, etc.) For part of the cohort from last medical examination during
employment

WLM¼working level months.
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Archive of the Wismut company and additional
records on the health data and occupational compen-
sation procedures of the Wismut company. The main
sources of information on the causes of death are the
Public Health Administrations and their correspond-
ing archives, where copies of the death certificates are
stored. Other sources were the Pathology Archive of
the Wismut Company, where the autopsy files of
former Wismut employees and their family members
were kept, and the Wismut Health Data Archives
located in Chemnitz. Currently, the possibility of an
additional follow-up for incidence, at least for the
years 1960–89, is under investigation.

Table 2 shows some main characteristics of the first
and second mortality follow-up, which ended on
December 31, 1998 and December 31, 2003, respec-
tively. The completeness of the follow-up could be
greatly improved during the time between the two
follow-ups. The observed percentage of cohort mem-
bers lost to follow-up of 5.3% was reduced to 4.7%
and the percentage of missing causes of deaths could
be reduced from 11.8 to 6.4%. The second follow-up
has a total of 60% of the cohort members still alive,
35.5% deceased and 4.7% were lost-to follow-up. The
cause of death is available for 93.6% of the deceased
cohort members. Missing causes of deaths

Table 2 Characteristics of the mortality follow-ups of the WISMUT cohort

Mortality follow-up ending on 31 December, 1998 31 December, 2003

Total number 59 001 58 987

Person-years 1 801 630 1 997 041

Mean duration of follow-up in years 30.5 34

Vital status

Alive 39 255 (66.5%) 35 294 (59.8%)

Deceased 16 598 (28.1%) 20 920 (35.5%)

Loss to follow-up 3148 (5.3%) 2773 (4.7%)

Year of death (% of available causes of death)

<1970 1479 (50.6%) 1560 (58.8%)

1970–79 3132 (90.0%) 3255 (95.1%)

1980–89 5368 (91.4%) 5554 (96.7%)

1990–99 6619 (93.3%) 7538 (96.7%)

2000–03 – 3013 (96.9%)

Total 16 598 (88.2%) 20 920 (93.6%)

Cause of death (ICD-10)a

AB Infectious diseases 82 (0.6%) 136 (0.7%)

C Malignant tumours 4800 (32.8%) 6373 (32.5%)

D Benign tumours 75 (0.5%) 104 (0.5%)

E Metabolic disorders 161 (1.1%) 276 (1.4%)

F Mental disorders 119 (0.8%) 165 (0.8%)

G Nervous system 91 (0.6%) 133 (0.7%)

H Eye diseases 1 (0.0%) 1 (0.0%)

I Cardiovascular diseases 5417 (37.0%) 7395 (37.8%)

J Respiratory diseases 1559 (10.6%) 1998 (10.2%)

K Digestive system 815 (5.6%) 1076 (5.5%)

L Diseases of the skin 2 (0.0%) 2 (0.0%)

M Musculoskeletal Diseases 33 (0.2%) 39 (0.2%)

N Genitourinary system 132 (0.9%) 171 (0.9%)

Q Malformations 2 (0.0%) 2 (0.0%)

R Others/unknown 73 (0.5%) 128 (0.7%)

ST Accidents/suicides, 1284 (8.8%) 1589 (8.1%)

Total 14 646 (100%) 19 588 (100%)

aICD ¼ International Classification of Diseases.
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predominate for miners who died pre-1970, because
death certificates were rarely stored for more than 30
years. In the second mortality follow-up, the most
frequent cause of death was cardiovascular diseases
(37.8%), followed by malignant cancers (32.5%) and
respiratory diseases (10.2%). Overall, a total of 6373
malignant cancer deaths occurred. The most frequent
type of cancer is lung (n¼ 3016) followed by stomach
(n¼ 595), colon (n¼ 291), prostate (n¼ 264), pan-
creas (n¼ 229), rectum (n¼ 222), bladder (n¼ 174),
liver (n¼ 159) and kidney (n¼ 152).
For all cohort members complete information on the

job history is available on a daily basis. A large pro-
portion of the cohort members (40.5%) started
to work at the Wismut company before 1955, when
radon exposures were high (Table 3), whereas nearly
two-thirds of all cohort members were employed until
1990, when mining was abandoned. On average, the
miners were 24 years old when they started to work
at the Wismut company. The average duration of
employment was 12 years. Total employment years
apportion to 53.5% spent underground, 38.4% at the
surface, 6.9% in processing/milling and 1.1% in open-
pit mining.
Radiation exposure was estimated by using a

detailed job-exposure matrix (JEM), which includes
information on exposure to radon and its progeny in
WLM, external  radiation in mSv and long-lived
radionuclides (235U, 238U) in kBqh/m3. 23,24 The JEM
provides exposure values for each calendar year of
employment between 1946 and 1989, each place of
work and each type of job. More than 900 different
jobs and 500 different working places were evaluated
for this purpose. Radon (222Rn) measurements in the
Wismut mines were carried out from 1955 onwards.
Thus, for the period from 1946 to 1954, radon con-
centrations were estimated retrospectively by an
expert group based on measurements from 1955,
taking into account ventilation rate, vein space, ura-
nium content, etc. In addition to exposure evaluation,
work is currently in progress on the calculation of the
individual doses to the various organs from radon,
gamma radiation and long-lived radionuclides either
separately or combined.25 This work is part of the
European collaborative research project ALPHA-
RISK.26 Information on arsenic, dust and silica is
also based on a job-exposure matrix similar to that

for radiation.24,27,28 Values are given in dust-years,
where 1 dust-year is defined as an exposure to
1mg/m3 fine dust or silica dust and 1 mg/m3 for arse-
nic over a time period of 220 shifts of 8 h. Differences
in the number of shifts and daily working hours in
the different calendar years were accounted for by
multiplying with a correction factor. Arsenic expo-
sures were present only in the mines of Saxony.
Figure 1 shows the number of radon-exposed cohort

members by calendar year and the average cumulative
radon exposure per year among exposed cohort mem-
bers (n¼ 50 773). With the introduction of ventilation
measures from 1955 onwards, the radon concentra-
tion dropped sharply, reaching levels of international
radiation protection standards in the 1970s. In con-
trast to this, external gamma radiation and long-lived
radionuclides (LRN) show a different pattern
(Figure 2a), because their concentration was not
affected by the improved ventilation. Exposure to
fine dust and silica dust (Figure 2b) had its peak
between 1952 and 1955, after which time it steadily
decreased with the implementation of wet drilling
after 1955. A similar pattern is also observed for arse-
nic exposure (data not shown).
A summary description of the distribution of cumu-

lative exposure to radon and its progeny, external
gamma radiation, LRN, fine dust, silica and arsenic
is given in Table 4. There is a wide range of radon

Table 3 Job characteristics by year of start of employment, WISMUT cohort, 1946–2003

Year of start of
employment n (%)

Mean age at first
employment

in years (range)

Mean duration of
employment

in years (range)

1946–54 23 920 (40.5%) 27 (13–55) 17 (0.5– 44)

1955–70 17 944 (30.4%) 24 (14–65) 12 (0.5–35)

1971–89 17 123 (29.0%) 21 (13–68) 7 (0.5–19)

Total 58 987 (100%) 24 (13–68) 14 (0.5–44)

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

20000

19
46

19
49

19
52

19
55

19
58

19
61

19
64

19
67

19
70

19
73

19
76

19
79

19
82

19
85

19
88

Calendar year

N
u

m
b

e
r 

o
f 

m
in

e
rs

0

20

40

60

80

100

120

M
e
a
n

 W
L

M

number

Mean WLM

Figure 1 Number of radon-exposed cohort members
and mean cumulative radon exposure per calendar-year
(n¼ 50 773)
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exposure levels, e.g. 8214 cohort members were unex-
posed; 27 739 members received <50 WLM, which
represents the typical range for indoor radon levels;
and 4698 subjects were exposed to41000 WLM. The
average duration of exposure was 11 years. Only
18 234 cohort members from the Saxony mines were
occupationally exposed to arsenic.
No biological material is collected from the cohort

members themselves, because the follow-up is passive

without personal contact to the cohort members.
However, other procedures are currently being tested
in order to establish a biobank containing samples
from high- and low-radon-exposed former Wismut
employees, including the same exposure information
as in the cohort. Several thousands of former Wismut
employees are regularly undergoing medical examina-
tions that are offered by the Wismut company. During
these visits additional blood will be collected for a
sub-sample of former Wismut miners. Next to that,
it is planned to isolate DNA from autopsy material of
former Wismut employees who died from lung
cancer.

What has already been found?
The WISMUT cohort data have already been primarily
used to estimate the radon-related risk of death from
lung cancer, extra-pulmonary cancers and cardiovas-
cular diseases.9,19,21 A linear relationship between
radon and lung cancer was observed in the follow-
up period 1946–98, with an Excess Relative Risk
(ERR) per WLM of 0.21% [95% Confidence Interval
(CI): 0.18;0.24].9 The ERR/WLM was modified by
time since exposure, attained age and exposure rate.
Whereas a strong inverse exposure-rate effect was
detected for high exposures, no such effect was
detected at exposures <100 WLM. The ERR/WLM
was not found to be modified by duration of expo-
sure. Currently, these risk estimates are being updated
by using more-refined models and extending the
follow-up period to 2003.
The risk of extra-pulmonary cancers due to cumula-

tive exposure to radon was evaluated for the follow-
up period 1960–2003.19 Based on internal regression,
a statistically significant relation with cumulative
radon exposure was observed for all extra-pulmonary
cancers combined (ERR/WLM¼ 0.014%; 95% CI:
0.006%; 0.023%). The majority of individual sites
investigated revealed a positive exposure–response
relationship. However, these relations were either
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Figure 2 (a) Mean annual exposure to external gamma
radiation in mSv and LRN in kBqh/m3 for exposed cohort
members (n¼ 50 761). (b) Mean annual exposure to fine
dust (n¼ 58 695) and silica dust (n¼ 58 658) in dust-years
for exposed cohort members

Table 4 Distribution parameters for exposure to radiation, dust and arsenic for the WISMUT cohort members, 1946–2003

Cumulative exposure to

Radon and
its progeny
in WLM

External gamma
radiation
in mSv

LRN
in kBqh/m3

Fine dust in
dust-yearsa

Silica dust in
dust-yearsa

Arsenic in
dust-yearsb

Missing information 0 0 0 292 292 43

Never exposed 8214 8226 8226 0 37 40 710

Ever exposed 50 773 50 761 50 761 58 695 58 658 18 234

Mean 280 47.5 4.1 36.6 5.9 121.2

Median 33 15.9 1.0 14.3 1.8 67.4

Max 3224 908.6 132.2 315.2 56.0 1 417.4

aDust-year: 1 dust-year is defined as exposure to 1mg/m3 of fine dust or silica dust over 220 shifts each at 8 h.
bDust-year is defined as exposure to 1 mg/m3 for arsenic over 220 shifts each at 8 h.
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not statistically significant or became insignificant
after adjustment for potential confounders such
as dust, arsenic, etc. Overall, the findings of
the WISMUT cohort study provide some evidence
for a relation between radon and extra-pulmonary
cancers; however, chance and confounding cannot
be ruled out.
The risk of cardiovascular diseases in relation to radi-

ation was analysed based on the data of the first
follow-up.21 Overall, there was little evidence for a rela-
tionship with either cumulative exposure to radon, or
external gamma radiation or LRN. This is also true
for the sub-group cardial and cerebrovascular diseases.
Low doses to the relevant organs and uncontrolled
confounding, however, hamper interpretation.
Analyses based on part of the data of the WISMUT

cohort together with data from the French and Czech
uranium miner cohorts are currently being conducted
within the European ALPHA-RISK project.26 The main
objective of this international collaboration is to eval-
uate the risk of mortality from lung cancer and other
diseases by radon, with a focus on the low-exposure
ranges. For this purpose the German cohort data were
restricted to the follow-up period 1955–98. The feasi-
bility of a pooled analysis of the three nested case–
control studies on lung cancer from Germany, France
and the Czech Republic is also under investigation.
A full list of papers arising on the WISMUT

study, with links to the abstracts, can be found at
the study website (http://www.bfs.de/de/bfs/
forschung/Wismut).

What are the main strengths
and weaknesses?
The WISMUT cohort is the largest single cohort study
on uranium miners world wide. As well as to its size,
the main strengths of the study are the long follow-
up period (35 years and almost 2 million person-
years); the small percentage of loss-to follow-up; the
large number of deaths from cancer, cardiovascular
and respiratory diseases and the wide range of expo-
sure to radon and its progeny as well as the availabil-
ity of detailed information on other occupational risk
factors such as external gamma radiation, LRN, fine
dust, quartz fine dust and arsenic.
Potential weaknesses of this study concern the accu-

racy of radiation exposure, particularly in the very
early years of the WISMUT operation. Possible non-
differential misclassification of radiation exposure and
its effects on risk estimates are currently being inves-
tigated. Other potential limitations are the accuracy of
causes of deaths, the proportion of missing causes of
deaths as well as missing information on potential
confounders such as smoking, asbestos exposure,
exposure to diesel fumes, etc.
Several validity checks were completed for vital

status ascertainment. First, the data on vital status

from the pathology archive (all deceased) were com-
pared with the data received from the local registries
(n¼ 2382). About 1% of the deceased cohort members
of the pathology archive had falsely been specified as
‘alive’ by the local registries. A second strategy com-
pared the data on vital status from all deceased per-
sons according to the health records of the Wismut
company (excluding those with additional informa-
tion from the pathology archive) with the data
received from the local registries (n¼ 1905). Only
2% had been wrongly classified by either the
Wismut company or by the local registries. In all
cases this was due to erroneous spelling or falsely
identified persons (e.g. same name but different
year of birth). Based on these data from the first
follow-up, it was estimated that the vital status may
be wrong for �1% of the cohort. During the second
follow-up this percentage had been further reduced.
Accuracy of the cause of death was checked by com-

paring persons for whom the cause of death was
available both from autopsy files of the pathology
archive and from certificates of death based on the
clinical diagnosis without autopsy (n¼ 1836). With
respect to lung cancer, 5.1% of the lung cancer cases
had been wrongly classified as non-lung cancers by
the clinical diagnoses and 1.7% of the non-lung can-
cers as lung cancer. Overall, a high validity for lung
cancer as underlying cause of death is expected,
because 49.8% of the lung cancer deaths are based
on autopsy. This proportion is lower when all malig-
nant cancers (35.8%) are considered.
With respect to potential confounders, some infor-

mation is available on exposure to specific occupa-
tional risk factors (i.e. asbestos, weld smoke,
solvents, noise, etc.) obtained from medical records.
However, this information is selective and cannot be
used for analyses. For 38% of the cohort members at
least some very rough information is available with
respect to smoking since 1971, when standardized
and well-recorded medical check-ups were intro-
duced. In order to obtain more information on smok-
ing, a nested case–control study of lung cancer has
been conducted. Additional information on smoking
was collected from the miners themselves, their next
of kin or the health archives for use within the case–
control study. It was found that most of the miners
were smokers. The correlation between smoking and
cumulative radon exposure was rather low, rendering
smoking to be an unlikely confounder in the cancer
risk attributable to radon exposure.

How can I get hold of the data?
Were can I find out more?
External collaborations are welcomed by the study
management committee, which comprises BfS
(Federal Office for Radiation Protection) staff mem-
bers and an international advisory board. Mechanisms
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exist for the submission of research proposals to BfS.
Successful applicants will be instructed on how to use
the data. The study website (http://www.bfs.de/de/bfs/
forschung/Wismut) has been set up to describe these
procedures for applicants; it provides full contact
details, a list of relevant publications and access to
the technical report that provides a detailed descrip-
tion of the cohort.
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The ‘‘Spiess study’’ follows the health of 899 persons who

received multiple injections of the short-lived a-particle emitter
224Ra mainly between 1945 and 1955 for the treatment of

tuberculosis, ankylosing spondylitis and some other diseases. In

December 2007, 124 persons were still alive. The most striking

health effect, observed shortly after 224Ra injections, was a

temporal wave of 57 malignant bone tumors. During the two

most recent decades of observation, a significant excess of non-

skeletal malignant diseases has become evident. Expected

numbers of cases were computed from the age, gender and

calendar year distribution of person years at risk and incidence

rates from the German Saarland Cancer Registry. Poisson

statistics were applied to test for statistical significance of the

standardized incidence ratios. Up to the end of December 2007,

the total number of observed malignant non-skeletal diseases

was 270 (248 specified cases of non-skeletal solid cancers and 22

other malignant diseases, among these 16 malignant neoplasms

of lymphatic and hematopoietic tissue, six without specification

of site) compared to 192 expected cases. Accounting for a 5-year

minimum latent period and excluding 13 cases of non-melanoma

skin cancer, 231 non-skeletal solid cancers were observed

compared to 151 expected cases. Significantly increased cancer

rates were observed for breast (32 compared to 9.7), soft and

connective tissue (11 compared to 1.0), thyroid (7 compared to

1.0), liver (10 compared to 2.4), kidney (13 compared to 5.0),

pancreas (9 compared to 4.1), bladder (16 compared to 8.0), and

female genital organs (15 compared to 7.8). g 2010 by Radiation

Research Society

INTRODUCTION

During the 1940s and 1950s the pharmaceutical
Peteosthor was administered to patients suffering from
tuberculosis (TB), ankylosing spondylitis (AS), and
some other diseases (e.g. multiple sclerosis or polyar-
thritis) and was claimed to be an effective treatment of
such diseases by the physician Dr. Paul Troch.

Peteosthor was a mixture of the short-lived a-particle
emitter radium-224 (224Ra) and traces of the red dye eosin
and colloidal platinum where the latter was supposed to
‘‘guide’’ the 224Ra to the affected tissue. In 1948, the
pediatrician Heinz Spiess evaluated the effectiveness of
Peteosthor therapy and demonstrated that a suppression
of the growth of the tubercle bacillus would require doses
of 224Ra that are lethal. Spiess found in animal experiments
that the distribution of radium in the organism was the
same for Peteosthor and for pure 224Ra. In addition, he
demonstrated that 224Ra caused growth retardation in
young rabbits. Repeated warnings about Peteosthor’s
very serious detrimental side effects were not heeded until
Spiess succeeded in stopping the treatment of children in
the 1950s. The treatment of adult AS patients with 224Ra
continued, although with much lower doses (1).

A cohort of 899 patients who received several injections
of 224Ra, mainly between 1945 and 1955, was established
and followed up in the ‘‘Spiess study’’ (Fig. 1). The
cohort includes most of the patients treated with high
doses [mean bone surface dose: 30 Gy (2), mean specific
activity: 0.66 MBq/kg] and almost all of those exposed
during childhood or adolescence. The cohort members
were treated mainly for either TB (455 patients including
214 children and juveniles), especially bone TB, or AS
(393 patients who were mostly male adults) (Fig. 1,
Table 1). Only the AS patients continued to be treated in
the late 1950s and in the 1960s with 224Ra.

The purpose of this paper is to quantify and report the
cancer incidence in this cohort for the most recent follow-
up period up to the end of December 2007. A total of 124
study persons (61 women, 63 men) were still alive
(Table 1) with a mean attained age and a mean follow-
up time of 71.5 years and 55 years, respectively. The
cohort contributed 28,500 person years of observation.

MATERIALS AND METHODS

This research is exempt from review by the German Federal

Commissioner for Data Protection and Freedom of Information

because the human subjects all gave their explicit informed consent

and approval for each follow-up period over the last 50 years, and the

analysis uses only anonymized data. At the beginning of the study,

each study cohort member received an ID number. The personal

1 Address for correspondence: BfS Federal Office for Radiation

Protection, Ingolstädter Landstraße 1, 85764 Neuherberg, Germany;

e-mail: ENekolla@BfS.de.
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identifying information was discarded when the data were consoli-

dated for the statistical analysis.

Information on the current health status of the patients was

obtained at the beginning of the study by personal examination and in
the last few decades from questionnaires sent to the patients and/or

family doctors at intervals of 3 years. Causes of death were

ascertained from death certificates, hospital records, reports of the

public health department, civil registry, or doctor’s or pathologist’s
reports. Diagnostic findings of malignant diseases were verified by

hospital records, doctor’s or pathologist’s reports, or autopsy reports.

The expected numbers of cases were computed from the age, gender
and calendar year distribution of person years at risk and the age-,

gender- and calendar year-specific incidence rates from the German

Saarland Cancer Registry. The German cancer registry of the state of

Saarland was founded in 1967 and therefore has a long tradition in
cancer registration. It covers a population of about 1.1 million and is

considered to be complete and representative for the (West) German

population. To account for secular trends in cancer baseline rates, it

was decided to take data from the Saarland cancer registry where not
only gender- and age-specific but also calendar year-specific rates are

available for a long period. The expected numbers of cases were

compared with the numbers of observed cases for various groups of

malignant diseases. Poisson statistics was applied to test for statistical
significance. Standardized incidence ratios (SIR), i.e., the quotients of

the observed and the expected numbers of cases, and the two-sided

90% confidence intervals according to Poisson statistics, were
calculated. A minimum latent (lag) period of 5 years for solid tumors

and of 2 years for leukemia/lymphoma was assumed.

Where organ doses are quoted or SIRs for high- and low-dose

groups are given, reference is made to the dosimetry of Henrichs et al.

(3), and a relative biological effectiveness (RBE) of 20 for a-particle

radiation is assumed. The dosimetric calculations of Henrichs et al.

(3) are based on a preliminary biokinetic model that accounted for the

biokinetics of radium in the human skeleton but had not yet been

published by the International Commission on Radiological Protec-

tion (ICRP). The paper by Henrichs et al. provided dose conversion

factors (DCFs) for 224Ra for different ages (1, 5, 10 and 15 years and

for adults) and nine different tissues standardized by the ICRP (4)

(bone surface, red bone marrow, breast, kidney, urinary bladder,

lungs, liver, upper and lower large intestine). Relative to the DCFs for

adults, the DCFs for infants are about six to nine times higher and the

DCFs for children and juveniles are about one to four times higher. In

a more recent paper by Lassmann et al. (5), new dosimetric

calculations were performed according to the final model proposed

by the ICRP (4). Improved calculation algorithms were used that

consider independent kinetics to determine the individual contribu-

tions of each daughter nuclide and account for the contributions of

both low- and high-LET radiation to doses for all organs. Dose

coefficients were given for a comprehensive set of organs but without

dependence on age at exposure. In general, the former results (3) and

the more recent results (5) are in good agreement. If the organ of

interest was not included in the list of tissues considered by Henrichs

et al. (3) but was included in the category ‘‘other tissues/organs’’ by

the ICRP in the biokinetic model, age-dependent organ doses

calculated by the DCFs for breast (which is part of ‘‘other tissues/

organs’’) were used here as the organ dose estimates.

In view of the fact that, especially for the TB patients, the

administered activity was often correlated with the severity of disease,

and a high percentage of severely ill patients died relatively early

during the follow-up period, person-year weighted means of organ

doses are given in the next section.

RESULTS AND DISCUSSION

Malignant Bone Tumors after 224Ra Injection

The most prominent detrimental side effects of the
224Ra injections were 57 malignant bone tumors that
occurred in a temporal wave that peaked around 8 years
after exposure. Based on cancer registry data, the
expected number of malignant bone tumors in the study
cohort would have been less than one over the entire
observation period. Osteosarcoma was the major
histological type of malignant bone tumor (approxi-
mately half) and fibrous-histiocytic sarcoma was the
second most common (2, 6). The bone tumor excess has
been described in several publications (e.g. 7–12). A new
analysis was performed in 2000 (2), because the
dosimetry reassessment by Henrichs et al. (3) led to

FIG. 1. The distribution of 224Ra patients with respect to the

calendar year of first 224Ra injection, i.e., number of patients at

specified calendar year (upper panel: female patients, lower panel:
male patients). Hatched area: TB patients; gray area: other patients,

i.e. predominantly the AS patients.

TABLE 1
224Ra Patients: Current Status (as of December 2007) and Distribution of Sexes, Ages at Exposure and

Original Diseases

Total 899 (124)

Females 278 (61) Males 621 (63)

Age at exposure # 20

106 (39)

Age at exposure . 20

172 (22)

Age at exposure # 20

111 (42)

Age at exposure . 20

510 (21)

TB 105 (38) AS– O 1 (1) TB 124 (20) AS 24 (2) O 24 (–) TB 107 (40) AS 1 (–) O 3 (2) TB 117 (8) AS 368 (13) O 25 (–)

Notes. TB: tuberculosis; AS: ankylosing spondylitis; O: other. The numbers in parentheses are the numbers of patients who are still alive.
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changed bone surface doses. The new dosimetric
calculations indicated doses substantially smaller than
those previously assumed for the patients exposed at a
young age. Spiess had already suggested in 1969 that the
bone tumor risk rises with decreasing age at 224Ra
injection (13). A later analysis concurred with this
assumption but found that it did not reach statistical
significance and that a better assessment of the dose to
the skeleton was required (12). Subsequently, with the
new dosimetric information (3), it was confirmed that
there is a significant increase of bone tumor risk per unit
dose with decreasing age at exposure (2).

In the earlier analysis (12), a reverse protraction factor
(or inverse dose-rate effect) for the induction of bone
tumors by the 224Ra a particles was included in the risk
estimates (i.e., higher bone tumor risk for patients with
longer exposure times at equal total dose), an effect that
has subsequently also been reported for lung cancers
induced by the decay of radon and its daughters in the
lungs of underground miners [see ref. (14)]. The analysis
from 2000 (2) in terms of the new 224Ra dosimetry (3)
confirmed the reverse protraction factor for bone
tumors and substantiated the suggestion that the dose-
rate or duration modification of the excess bone tumor
risk was effective only at higher doses, which is in
agreement with general radiobiological experience and
microdosimetric considerations.

Non-skeletal Malignant Diseases after 224Ra Injections

Up to the end of December 2007, the total number of
observed malignant diseases was 327 compared to 193
expected cases (P , 0.001). During the two most recent
decades of the follow-up, a significant excess of non-
skeletal malignant diseases has become apparent. Apart
from the 57 malignant bone tumors, 248 specified cases

of non-skeletal solid cancers have been observed and 22
other malignant diseases, including six malignant
neoplasms without specification of site, eight cases of
leukemia, three non-Hodgkin lymphomas, and five
multiple myelomas. Four of the 248 non-skeletal solid
and soft tissue tumors occurred less than 5 years after
the first 224Ra injection. Assuming a lag period of 5 years
and excluding 13 cases of non-melanoma skin cancer,
mainly basaliomas, 231 cases were observed compared
to 151 expected cases (P , 0.001).

In Fig. 2, the SIRs of non-skeletal solid and soft tissue
tumors (excluding non-melanoma skin cancer) with 90%
confidence intervals are given for the entire 224Ra study
cohort and for subgroups of patients according to
gender, age at exposure or original disease. It can be
seen from Fig. 2 that the observed number of cases for
women is 2.7 times that expected, but the SIR for men is,
although significantly increased (P 5 0.04), closer to
unity (SIR 5 1.2). The rates are significantly increased
both for women treated as adults and for women treated
as children or juveniles. Especially for women exposed
at younger ages, there is a marked excess: the number of
observed cases is five times the number of expected cases.
In this subgroup, 20 breast cancer cases (compared to 2.7)
have been observed (see below). For males treated as
children or juveniles, the SIR is 2.4. However, the
observed number of malignant diseases in men exposed
as adults is similar to that in a ‘‘normal’’ population; i.e.,
the cancer excess in men is due to additional cancer cases
observed in those men treated as children or juveniles. The
SIR in the subcohort of former TB patients is significantly
increased as well because about half of these patients were
below 21 years of age at the time of 224Ra injections.
However, in the subcohort of AS patients or of persons
who suffered from other diseases, the number of cases is
close to (or even less than) that expected.

FIG. 2. Standardized incidence ratios (i.e. quotients of the observed and the expected numbers) for solid

non-skeletal and soft tissue tumors (excluding non-melanoma skin cancer) with two-sided 90% confidence
intervals (accounting for a 5-year lag period). SIRs are given for the entire 224Ra cohort and for various

subgroups of patients depending on gender, age at exposure and the original disease for which the 224Ra

was administered.

MALIGNANT DISEASES IN HUMANS INJECTED WITH 224Ra 379



Figure 3 shows the SIRs for different sites of cancer
with 90% confidence intervals and indicates an overall
increase in the observed cancer rates relative to those
expected from national rates. One of the most interesting
and important results to emerge during the recent years
of follow-up was the significant increase of female breast
cancer incidence (32 cases observed compared to 9.7
cases expected). Remarkably, two cases of breast cancer
also occurred in men (compared to 0.25 expected cases).
Furthermore, a significant excess has also emerged for
other sites: soft and connective tissue (11 compared to
1), thyroid (7 compared to 1), ovary (5 compared to 1.7),
kidney (13 compared to 5.0), bladder (16 compared to
8.0), liver (10 compared to 2.4), pancreas (9 compared to
4.1), and prostate (24 compared to 16.1). Moreover, the
number of multiple myeloma is significantly increased (5
compared to 1.5).

On the other hand, the observed number of lung
cancer cases is lower than expected from a normal
population (29 compared to 34.1, SIR5 0.85, 90% CI5
0.6, 1.2). The lung cancer ‘‘deficit’’ is restricted to the
subgroup of AS patients (14 compared to 22.3) and is
likely to be due to their low level of smoking (since
respiratory impairment is a symptom of AS). A lower
than average lung cancer risk has also been observed in
another study on late effects of 224Ra in which the 224Ra
was administered with lower doses for the treatment of
AS (15). The assumption that non-radiation causes are
responsible for the lower lung cancer risk in the 224Ra
cohort is also supported by the observation that the
SIRs in the high-dose group (persons with organ doses
to the lung higher than 2 Sv) and in the low-dose group
(persons with organ doses lower than 2 Sv) are nearly
the same: Ten lung cancer cases were registered in the

high-dose group (compared to 11.6; SIR 5 0.9, 90% CI
5 0.5, 1.5), whereas 19 lung cancer cases were observed
in the low-dose group (compared to 21.2 expected cases;
SIR 5 0.9, 90% CI 5 0.6, 1.3).

It might be argued that the lower than expected
number of lung cancer cases is responsible for the
‘‘normal’’ SIR for men treated as adults given in Fig. 2.
However, excluding the lung cancer cases from the
number of observed cases as well as from the number of
expected cases, the SIR for males treated as adults is
1.15, which is still a statistically nonsignificant increase
(P 5 0.1).

In the following sections, some details are given for
certain cancer sites where enhanced rates have been
observed.

1. Female breast cancer

Thirty-two cases were observed compared to 9.7
expected cases (SIR 5 3.3, 90% CI 5 2.4, 4.4; P ,

0.001). In the sub-cohort of female 224Ra patients treated
as adults, breast cancer rates are nonsignificantly
increased (12 compared to 7.1, SIR 5 1.7, 90% CI 5

0.98, 2.8). In the small subgroup of 106 female patients
treated as children or juveniles, the excess is striking, 20
cases observed compared to 2.7 expected cases, the SIR
being 7.5 (90% CI 5 4.9, 10.8; P , 0.001).

Seven cases of breast cancer appeared relatively early,
i.e. before the age of 45 years (Fig. 4). The youngest
woman incurring breast cancer (age 28 at breast cancer
diagnosis) was only 2 years old when treated with
relatively high doses of 224Ra.

The organ doses for breast tissue vary between 70 mSv
and 11.9 Sv with a person-year weighted (pyw) mean of
2.7 Sv (pyw mean for cases: 3.1 Sv). Twelve cases were

FIG. 3. Standardized incidence ratios for different sites of cancer with two-sided 90% confidence intervals

(accounting for a 5-year lag period for solid cancers and malignant diseases of connective and soft tissue and a

2-year lag period for leukemia).
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observed with organ doses lower than 2 Sv (compared to
4.9 expected cases; SIR5 2.5, 90% CI 5 1.4, 4.0) and 18
cases with higher organ doses (compared to 4.4; SIR 5

4.1, 90% CI 5 2.6, 6.0) (two cases with unknown dose).
Age at exposure is a strong effect modifier. If only those
women who were children or juveniles during the 224Ra
treatment are considered, a more pronounced dose–
effect relationship is suggested: seven breast cancer cases
with organ doses lower than 2 Sv (compared to 1.4
expected cases; SIR 5 5.0, 90% CI 5 2.3, 9.4), 12 breast
cancer cases with higher organ doses (compared to 1.2;
SIR 5 10.2, 90% CI 5 5.9, 16.6), and one case with
unknown dose.
As in other epidemiological studies of radiation-

induced breast cancer, a clear age-at-exposure trend
was observed. The risk estimates are of the same order
of magnitude as those for the A-bomb survivors, where
the ERR was estimated to be about 0.9 per Gy weighted
breast dose for attained age 70 and exposure age 30 (16).
A control group was established to identify potential

confounding factors such as chest X rays that might bias
the breast cancer excess. The control group consists of
TB patients who underwent conventional treatment that
did not include 224Ra injections between the ages of 8

and 21 years at a German sanatorium in the 1940s. In
the TB comparison group (114 women), a nonsignificant
breast cancer excess was recorded (10 compared to 6.3).
However, this excess is likely to be attributable to
repeated fluoroscopic X-ray examinations in the course
of a pneumothorax therapy. About 25% of control
group patients received pneumothorax therapy, with
correspondingly high numbers of fluoroscopies (on
average 60 fluoroscopies per TB patient). The increased
breast cancer incidence is much more pronounced in this
subgroup (5 compared to 1.6, P 5 0.02) whereas in the
subgroup of women who did not receive pneumothorax
therapy (on average eight fluoroscopies per TB patient)
the number of observed breast cancer cases is close to
normal (5 compared to 4.6). Another woman in the TB
comparison group who was also treated by pneumotho-
rax therapy was diagnosed with an angiosarcoma of the
breast.

In the 224Ra cohort, TB patients were not treated by
pneumothorax therapy. It is therefore presumed that the
224Ra injections are responsible for most of the breast
cancer excess observed in the subcohort of those treated
as children or juveniles.

2. Malignant diseases of connective and other soft tissues

Eleven cases were observed compared to 1.0 expected
case (SIR 5 10.5, 90% CI 5 5.9, 15.5; P , 0.001). Three
malignant diseases formerly classified as bone tumors
are now included in the group of soft tissue cancer (two
sarcomatoses, one myogenic sarcoma) due to a reclass-
ification of the malignant bone tumors in the 224Ra
cohort (17). The years of diagnosis for these cases date
back several decades (to around 1955). In contrast, the
other eight soft tissue malignancies were diagnosed in
the 1980s or later (three leiomyosarcomas, one mesen-
chymal tumor, one neurofibrosarcoma, one neurilemo-
ma, one fibrous histiocytoma and one soft tissue
sarcoma). Even when these eight cases are considered
separately, they amount to a significant excess (P ,

0.001). Organ doses vary between 60 mSv and 17 Sv with
a pyw mean of 2.4 Sv (pyw mean for cases: 3.0 Sv). Two
cases were observed with organ doses lower than 2 Sv
(compared to 0.6 expected cases; SIR 5 3.5, 90% CI 5
0.6, 10.9) and eight cases with higher organ doses
(compared to 0.4; SIR 5 18.8, 90% CI 5 9.4, 34.0) (one
case with unknown dose).

3. Thyroid cancer

Seven cases of thyroid cancer were observed com-
pared to 1.0 expected case (SIR 5 7.2, 90% CI 5 3.4,
13.5; P , 0.001). It is noteworthy that most of the
thyroid cancer patients were treated with 224Ra at
younger ages; i.e., four of them were children during
the 224Ra injections, and another two were in their early
20s when exposed (age at 224Ra injection on average:

FIG. 4. Breast cancer incidence in the subcohort of female 224Ra

patients treated as adults (upper panel) and in the subcohort of those

treated as children or juveniles (lower panel). The gray shaded area

gives the number of patients under observation as a function of
attained age (i.e. the person years at risk; left ordinate). The step

function with the hatched range of standard errors represents the

cumulative number of mammary carcinomas (right ordinate); the
expected number of cases is indicated by the lower curve.
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17 years for thyroid cancer cases, 32 years for entire
cohort). The SIR is estimated to be 17.6 in the subgroup
of patients treated as children or juveniles (age at
treatment #20 years) (90% CI 5 6.0, 40.3) and 4.0 for
those treated as adults (90% CI 5 1.1, 10,4). Figure 5
gives the cumulative number of thyroid cancer cases in
dependence on attained age.

Organ doses vary between 60 mSv and 17 Sv with a
pyw mean of 2.4 Sv (pyw mean for cases: 3.0 Sv). Three
cases were observed with organ doses lower than 2 Sv
(compared to 0.5 expected cases; SIR 5 5.7, 90% CI 5
1.5, 14.6) and four cases with higher organ doses
(compared to 0.4; SIR 5 9.9, 90% CI 5 3.4, 22.7).

The increased risk for thyroid cancer from exposure at
young ages is in line with the original observation of
Spiess for bone cancer due to the 224Ra treatment (13),
which was later substantiated (2) in terms of the current
dosimetry (3). It is also in agreement with the high
thyroid cancer risk in children exposed to the low-LET
radiation from radioiodine after the Chernobyl accident
(18) and with observations among the A-bomb survivors
(16). The risk presented here is fully compatible with
risks from the A-bomb survivors exposed when younger
and risks for children exposed by the Chernobyl accident
for a time since exposure of more than 10 years (18).

4. Female genital organs

In total, 15 malignant diseases of female genital
organs were observed compared to 7.8 expected cases
(SIR 5 1.9, 90% CI 5 1.2, 3.0; P 5 0.01). On the one
hand, there was a nonsignificant excess of uterus cancer
(9 compared to 5.8; SIR 5 1.6, 90% CI 5 0.8, 2.7). On
the other hand, the number of ovary cancers was
significantly increased (5 compared to 1.7; SIR 5 2.9,
90% CI 5 1.2, 6.2; P 5 0.03). This observation is in line
with findings in other radioepidemiological studies, e.g.
the study of the A-bomb survivors (16).

5. Cancers of urinary organs

Rates of bladder cancer and kidney cancer were
significantly increased.

Sixteen cases of bladder cancer were observed
(compared to 8.0 expected cases; SIR 5 2.0, 90% CI
5 1.3, 3.0; P , 0.01). Organ doses for bladder range
from 67 mSv to 17 Sv with a pyw mean of 2.5 Sv (pyw
mean for cases: 2.4 Sv). Eight cases were observed with
organ doses lower than 2 Sv (compared to 4.8 expected
cases; SIR 5 1.7, 90% CI 5 0.8, 3.0) and seven cases
with higher organ doses (compared to 2.9; SIR 5 2.4,
90% CI 5 1.1, 4.5) (one case with unknown dose).

In the entire 224Ra study cohort, 13 kidney cancer cases
(compared to 5.0; SIR 5 2.6, 90% CI 5 1.6, 4.2; P 5

0.002) were observed. For female patients, the kidney
cancer excess is even more pronounced: 4 cases observed
compared to 0.9 expected cases (SIR5 4.3, 90%CI5 1.5,
9.8; P5 0.02). The kidney cancers in the 224Ra cohort were
diagnosed at relatively young ages (59 years old on
average; mean age at diagnosis in a normal population of
comparable age distribution: 75 years, Fig. 6).

Again, it is striking that age at 224Ra exposure is a
strong effect modifier, i.e., that persons treated with
224Ra as children or juveniles are at a considerably higher
risk of incurring kidney cancer compared to those who
were older at the time of 224Ra injections. The SIR is
estimated to be 7.5 (90% CI 5 3.2, 14.7) for those
exposed as children or juveniles (6 compared to 0.8).
There is a nonsignificant excess for the older subgroup: 7
compared to 4.2 (SIR 5 1.7, 90% CI 5 0.8, 3.2). Organ
doses for kidney range from 62 mSv to 16 Sv with a pyw
mean of 2.3 Sv (pyw mean for cases: 4.0 Sv). Four cases
were observed with organ doses lower than 2 Sv
(compared to 2.9 expected cases; SIR 5 1.4, 90% CI
5 0.5, 3.2) and nine cases with higher organ doses
(compared to 1.9; SIR 5 4.8, 90% CI 5 [2.5,8.4]) (one
case with unknown dose).

FIG. 5. Thyroid cancer incidence in the cohort of 224Ra patients.
The gray shaded area gives the person years at risk (left ordinate). The

step function with the hatched range of standard errors represents the

cumulative number of thyroid carcinomas (right ordinate); the

expected number of cases is indicated by the lower curve.

FIG. 6. Kidney cancer incidence in the cohort of 224Ra patients.
The gray shaded area gives the person years at risk (left ordinate). The

step function with the hatched range of standard errors represents the

cumulative number of kidney carcinomas (right ordinate); the

expected number of cases is indicated by the lower curve.
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In the A-bomb survivor cohort, the number of kidney
cancers is not large, and there was no significant excess
of kidney cancer. However, there was a significant trend
for increasing risk of kidney cancer with decreasing age
at exposure as has been observed in the 224Ra study
cohort (16). Radioepidemiological data on kidney
cancer are generally sparse; however, there are also
two radiotherapy studies suggesting an increased kidney
cancer risk after high radiation exposures (19, 20).

5. Prostate cancer

Twenty-four cases of prostate cancer were observed
compared to 16.1 expected cases (SIR 5 1.5, 90% CI 5
1.0, 2.1; P 5 0.04). No excess was found in the
subcohort of AS patients; i.e., the excess was restricted
to those who were treated with 224Ra for TB or other
diseases (13 compared to 5.2; SIR 5 2.5, 90% CI 5 1.5,
4.0; P , 0.01). This might be an indication that
increased prostate cancer rates are associated mainly
with higher radiation exposures since the subcohort of
those treated for TB or other diseases received on
average 50% higher doses compared to those treated for
AS. Fourteen cases were observed with organ doses
lower than 2 Sv (compared to 10.1 expected cases; SIR
5 1.4, 90% CI5 0.8, 2.2) and 10 cases with higher organ
doses (compared to 5.4; SIR 5 1.8, 90% CI 5 1.0, 3.1).
In the atomic bomb survivor cohort, only a nonsignif-
icantly increased prostate cancer rate was observed (16).
However, in a radiotherapy study, a significant excess of
prostate cancers occurred (19).

6. Liver cancer

Liver carcinomas developed in 10 patients compared
to 2.4 cases expected (SIR5 4.2, 90% CI5 2.3, 7.1; P ,

0.001). Eight of the 10 cases were observed in males
(compared to 2.0; SIR 5 4.0, 90% CI 5 2.0, 7.2; P 5

0.001). Organ doses to the liver are high and range from
0.2 Sv to 75 Sv with a pyw mean of 10.5 Sv (pyw mean
for cases: 11.0 Sv). Six cases were observed with organ
doses lower than 8 Sv (compared to 1.2 expected cases;
SIR5 4.9, 90% CI5 2.1, 9.6) and four cases with higher
organ doses (compared to 1.1; SIR5 3.7, 90% CI 5 1.3,
8.5); i.e., there seems to be no dose–effect relationship.

However, liver cancer is frequently associated with
pre-existing liver disease, and it is known that many
224Ra patients suffered from hepatitis during the 224Ra
treatment. There are three known cases of liver cancer
associated with pre-existing liver cirrhosis and one case
with liver fibrosis.

7. Pancreas cancer

Nine cases of pancreas cancer were observed com-
pared to 4.1 expected cases (SIR 5 2.2, 90% CI 5 1.1,
3.8; P 5 0.03). Three cases were observed with organ

doses lower than 2 Sv (compared to 2.5 expected cases;
SIR 5 1.2, 90% CI 5 0.3, 3.1) and five cases with higher
organ doses [compared to 1.5; SIR 5 3.4, 90% CI 5

(1.3,7.1)] (one case with unknown dose). In the A-bomb
survivor cohort, there was no indication of a statistically
significant dose response for pancreas cancer; however,
the excess relative risk was consistent with that for all
solid cancers as a group (16). There are other
radiobiological studies indicating that there is an
association of radiation and an increased pancreas
cancer rate (therapy studies) (21). In the 224Ra cohort,
the excess is restricted to females (6 compared to 1.0;
SIR 5 6.3, 90% CI 5 2.7, 12.4; P , 0.001).

8. Leukemia

Leukemia has been observed in eight patients com-
pared to 4.0 expected cases (P 5 0.05, borderline
statistical significance) with one acute myeloid leukemia
(in an AS patient) diagnosed only 1.7 years after the first
224Ra injection. Seven cases were observed compared to
3.9 (SIR5 1.8, 90% CI5 0.8, 3.3; P5 0.1) if a lag period
of 2 years is assumed. On restricting attention to the
subgroup of AS patients, five leukemia cases were
observed compared to 2.2 expected (P 5 0.07) (lag 5

2 years: 4 compared to 2.2; P 5 0.2). Two of the eight
leukemia cases are of the chronic lymphocytic type, which
is not generally assumed to be radiation inducible. Organ
doses for red bone marrow range from 1.2 Sv to 410 Sv
with a pyw mean of 51 Sv (pyw mean for cases: 49 Sv).

9. Multiple myeloma

Assuming a lag period of 2 years, five multiple
myelomas were observed compared to 1.5 expected
cases (SIR 5 3.3, 90% CI 5 1.3, 7.0; P 5 0.02). There
are very limited data from other radioepidemiological
studies on multiple myeloma associated with radiation
exposure. In the atomic bomb survivors study, a
statistically significant dose response was observed
based on the mortality data, but the incidence data
showed little evidence of such an association (21).

Figure 7 gives an overview of the high-/low-dose group
SIRs with 90% confidence intervals for those sites where
SIRs for different dose groups were discussed above.

FINAL DISCUSSION AND CONCLUSION

There is no doubt that the follow-up of the health of
the ‘‘Spiess study’’ participants has produced very
important results connected with the detrimental side
effects of 224Ra injections. The study has been conducted
by Spiess and coworkers over more than 60 years. The
present results for the 224Ra cohort represent an almost
complete evaluation of late effects of 224Ra treatment,
since only about 15% of the cohort members were still
alive at the end of the most recent follow-up period.
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In addition to the most striking early effect after 224Ra
injections, the 57 malignant bone tumors, a significant
excess of non-skeletal malignant diseases has become
evident during the two most recent observation decades.
Overall, increased cancer rates are most prominent in
females and especially in those treated at young ages. The
increased rates of breast cancer, cancer of soft and
connective tissue, and thyroid, kidney, pancreas and
bladder cancer reported here are of particular importance.

The comparison of observed numbers of cancer cases
in the 224Ra cohort with expected numbers is based on
cancer registry data. There are, of course, limitations in
analyses like this that rely on external controls.

In the 224Ra cohort, there were essentially two
underlying medical conditions, i.e. ankylosing spondylitis
and TB. There are other study groups of ankylosing
spondylitis patients in which cancer risks after irradiation
have been analyzed; the UK ankylosing spondylitis
patients treated with X-ray therapy (19) and the German
ankylosing spondylitis patients treated with lower doses
of 224Ra (15). In both groups, cancer mortality was lower
than expected based on national rates among the
nonirradiated patients. There are other study groups of
former TB patients in which radiation-associated cancer
risks have been studied: the Massachusetts TB patients
(22) and the Canadian TB patients (23). In both cohorts,
excess cancer cases/deaths were observed only in the
exposed groups. A control group of former TB patients
treated by conventional means that was established for
those 224Ra patients who were treated as children or
juveniles also did not demonstrate higher than normal
cancer risks, except for the subgroup treated by
pneumothorax therapy, who had a high number of
fluoroscopies. It can therefore be presumed that the

baseline rates for the 224Ra group are not higher than the
population rates for reasons originating from the
underlying diseases. The Saarland cancer registry is
considered to be complete and representative of the
German population. If biases do exist, they would result
in the expected number of cancer cases, based on registry
data, tending to be too high rather than too low. Thus the
resulting SIR estimates can be considered as conservative.

Some comparisons of the results achieved from the
224Ra study data were made, especially with results
obtained from the A-bomb survivor data, i.e. a low-LET
radiation study. However, no comparisons were per-
formed with respect to other high-LET radiation studies.
For example, there are some studies of patients who
received intravascular injections of Thorotrast, a thori-
um-232 oxide preparation that concentrates in the liver,
spleen and bone marrow. In the German Thorotrast
patients, an extremely elevated mortality from liver
cancer was observed, followed by cancers of the
gallbladder and bile ducts. Most other cancer sites also
showed increased mortality. However, due to the low
numbers of observed cases for many cancer sites, several
relative risks could not be confirmed statistically or
could not be calculated at all (24). In the Danish
Thorotrast patients, large excesses were seen for cancers
of the liver, bile ducts and gallbladder and for leukemia
other than CLL (cancer incidence). Similar findings were
observed for the U.S. Thorotrast patients (cancer
mortality). A marginally significant dose response was
observed for the incidence of pancreatic cancer (25). In
underground miners, an excess of lung cancer has been
observed (26). In Mayak workers exposed to 239Pu,
mainly by inhalation, an excess of lung cancer has been
found. Liver and bone cancers were also seen (27).

FIG. 7. Standardized incidence ratios, SIRs, for different sites of cancer with two-sided 90% confidence

intervals (accounting for a 5-year lag period). For every site two SIRs are given: the thick line with solid dot

represents the high-dose group, the thinner line with open dot the low-dose group. See the text for details.

384 NEKOLLA, WALSH AND SPIESS



In the 224Ra cohort, the risk of liver cancer is
increased; however, as discussed, there is another risk
factor for liver cancer present in the 224Ra cohort that
predisposes the study members for liver cancer, namely
pre-existing liver cirrhosis. No excess of lung cancer has
been observed in the 224Ra study, presumably because of
lower than average smoking habits. Finally, bone cancer
in the 224Ra cohort is a special issue that was not
reanalyzed in the present study.

An increase of internal diseases such as kidney
insufficiency, heart attack or coronary heart disease
was recently reported by Spiess (28). Due to the lack of
valid baseline rates of these internal diseases, this
statement of a hypothesized increase is based on recent
comparisons of living patients of similar age range in the
exposed and the control cohort. Although one cannot
exclude the possibility of biases, the increased rates of
non-cancer diseases appear to become more important
in the description of radiation late effects in the 224Ra
study.
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6. W. Gössner, Pathology of radium-induced bone tumors: New
aspects of histopathology and histogenesis. Radiat. Res. 152
(Suppl.), S12–S15 (1999).

7. H. Spiess, Schwere Strahlenschäden nach der Peteosthor-
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Risks from nuclear accidents are
still uncertain

Dana Loomis

As this issue of OEM goes to press, the
situation at the Fukushima Daiichi nuclear
power plant damaged by the March, 2011
earthquake and tsunami in Japan is classi-
fied at the highest level of severity on to the
International Nuclear Event Scaleda value
of 7, also given to the Chernobyl accident.1

An editorial and a reviewarticle in this issue
of the Journal2 3 (see pages 387 and 457)
and a complementary review and editorial
we published in 20094 5 highlight both the
progress that has been made in under-
standing the risks associatedwith exposure
to ionising radiation and the considerable
uncertainties that remain to be resolved.

Most of what we know about the
health risks of ionising radiation comes
from long-term studies of the survivors of
the nuclear bombings at Hiroshima and
Nagasaki and from follow-up of workers
exposed to low levels of radiation over
extended periods. Unfortunately, neither
set of studies tells us enough about what
to expect after a nuclear accident. One of
the challenges is that major accidents
occur rarely, so the database on their
consequences is limited: the previous
incidents at Three Mile Island and

Chernobyl may not have enough in
common with the recent events in Japan
to allow predictions to be made. Each
accident also has its own uncertainties as
it evolves, and workers who are trying to
control an incident or respond to it are
likely to be exposed under emergency
conditions to hazards that are unknown
and largely unpredictable.6 Population
exposures following an accident are also
difficult to predict. Radioactive material
from the Chernobyl accident travelled
around the world (eg, Kurttio et al

7) and
radionuclides believed to be from
Fukushima have already been detected as
far away as the west coast of the USA, so
the recent incident may result in expo-
sures worldwide, as well as locally.
The challenges of identifying the health

consequences of such exposures are many
and significant. Doses must be recon-
structed, cases must be ascertained, and
analyses must be conducted with enough
sensitivity to detect a subtle signal of
exposure amid the effects of other risk
factors. As the recent papers in the Journal
indicate, this process is fraught with
uncertainty even after exposures and
disease events have occurred and are, at
least in principle, measurable.
The much greater challenges of

predicting the consequences of a complex
incident as it unfolds speaks to the

limitations of exposure assessment and
epidemiology as observational sciences,
rather than predictive ones. Greater ability
to use models to quickly forecast future
events under a variety of scenarios could
move the science forward and offer the
potential for evidence-based decisions in
emergency situations. Ultimately the
reduction of uncertainty should lead to
increased ability to protect workers and
the public from the adverse effects of
complex nuclear emergencies and their
aftermath.
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Radiation protection in
occupational and environmental
settings

Linda Walsh
The assessment of detrimental health risks
for humans, due to exposures from ionising

radiation sources such as g-rays, x-rays and
neutrons, which penetrate deeply into the
human body, has been an endeavour which
has increased in magnitude and effort over
the last century. Solid cancer and leukaemia
incidence and mortality have emerged as
having radiation as an important proven

risk factor from the many indicators of
cellular damage and health effects that
have been investigated to date. Studies on
survivors of the World War II atomic
bombings over Hiroshima and Nagasaki,
who were exposed mainly to g-rays and
neutrons, continue to provide valuable
radiation epidemiological data and quan-
titative assessments of the radiation
related solid cancer and leukaemia risks.1

The cohort of the atomic bomb survivors is
unique and characterised by: the large
number of cohort members (approxi-
mately 105 000); the long follow-up period
of more than 50 years; a composition that
includes males and females, children and
adults; whole-body exposures (which are
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more typical for radiation protection situ-
ations than the partial-body exposures
associated with many medically exposed
cohorts); a large dose range from natural to
lethal levels; and an internal control group
with negligible doses, that is, those who
survived at large distances (>3 km) from the
hypocentres. Results from this cohort have
formed a basis in the construction of radia-
tion protection guidelines that include the
setting of various dose limits to the radiation
received by occupationally exposed workers
and the general public. Such dose limits
come from assessments and recommenda-
tions that are issued and updated at regular
intervals by international bodies, that is, the
International Commission on Radiological
Protection2 and the United Nations Scien-
tific Committee on the Effects of Atomic
Radiation.3

Some of the major moot issues and
sources of uncertainty related to the
formulation of dose limit recommenda-
tions for radiation protection include the
following points: first, the sensitivity of
different organs to radiation and the rela-
tive tissue damaging effect of the various
types of radiation are uncertain; second,
the factors by which risks for children and
young persons are higher than for adults;
third, the shape and statistical significance
of the cancer risk measure when plotted as
a function of dose are not very well
defined, particularly at the lower end of
the dose range (where the associated error
bars tend to be relatively wider than at
higher doses); fourth, whether or not the
cancer risks are similar for acute high-
dose-rate exposures (as pertinent to the
Japanese A-bomb survivours) and
protracted low-dose-rate exposures (as
relevant to a broad category of nuclear
workers and the general population).

An important paper by Daniels and
Schubauer-Berigan,4 relevant to the last
two of these issues with respect to
leukaemia risks appears in this issue of
OEM (see page 457). Daniels and Schu-
bauer-Berigan have considered recent
epidemiological evidence relevant to
leukaemia mortality and incidence risks
from protracted low dose and low-dose-
rate exposures to g-rays by making an
extensive literature review of many studies
on groups of people who were either
occupationally or environmentally
exposed. The reviewed studies are very
interesting and include Chernobyl nuclear-
accident clean-up workers, residents of
apartments built in Taiwan with acci-
dently contaminated metal support struc-
tures and a pooled study of nuclear
workers in 15 countries. This initial liter-

ature review was narrowed down to 23 (20
occupational and three environmental)
studies which fulfilled a predefined set of
inclusion criteria related to study design
and type of risk estimates reported. The
individual risks were then analysed
together by Daniels and Schubauer-
Berigan in a meta-analysis; this basically
involved constructing aggregated risks in
the form of weighted means from the
individual risk estimates for various
subgroups of the 23 studies. The main
advantage of conducting a meta-analysis is
that the aggregated risks are then usually
associated with smaller uncertainties than
the uncertainties in the individual studies.
Daniels and Schubauer-Berigan also care-
fully tested their aggregated results to find
out if they were unduly influenced by bias
or not. Sources of bias tested were: any
particular individual study that may have
unduly influenced the aggregated measure;
an overlap of study participants between
two or more studies; and the preferred
publication of studies that reported a posi-
tive risk over those that found no risk. The
main results reported for leukaemia
pertain to mixed mortality and incidence
effect sizes associated with a total radia-
tion dose of 100 mGy. In order to obtain
a perspective on this level of dose, it may
be interesting to note that a total dose of
100 mGy is approximately 50e100 times
larger than the annual natural background
radiation and is roughly equivalent to five
times the annual occupational limit that is
currently in place in most European
countries. The main risk measure value
reported in the Daniels and Schubauer-
Berigan paper, that is, the Excess Relative
Risk, indicated that the spontaneous
leukaemia risk (ie, for a group of unex-
posed persons) was found to be increased
by 19% due to a dose of 100 mGy. The 19%
increase was reported to agree well with
the risk from acute exposure from the
Japanese A-bomb survivours and is there-
fore an indication that leukaemia risks are
similar for protracted and acute exposures.
Moreover, the 95% CI associated with the
19% was found to range from 7% to 32%,
which is reported to be narrower than
a comparable interval for the Japanese
A-bomb data.5 This latter result is impor-
tant for radiation protection because it
presents narrower uncertainties than those
associated with the A-bomb, acute expo-
sure risks at this dose and also narrower
uncertainties than those associated with
the individual studies that contributed to
the aggregated risk. Although Daniels and
Schubauer-Berigan did not use the most
recent A-bomb leukaemia risks6 7 for

comparison, this does not affect their
conclusions.
The main conclusions of the Daniels

and Schubauer-Berigan paper are that
protracted exposure to low-dose gamma
radiation is significantly associated with
leukaemia and that leukaemia risks are
similar for protracted and acute exposures.
These outcomes complement similar
conclusions drawn for solid cancer in an
analogous meta-analysis published in
OEM last year8 and add to the weight of
evidence that is mounting up to indicate
that cancer risks are similar for protracted
and acute exposures for both solid cancer
and leukaemia. This paper will undoubt-
edly find its way into international
discussions as an important contribution
to riskebenefit assessment of medical
exposures and radiation protection in
general, and specifically for the millions of
persons worldwide working in jobs that
involve low-level protracted exposure to
ionising radiation.
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Abstract Some relatively new issues that augment the

usual practice of ignoring model uncertainty, when making

inference about parameters of a specific model, are brought

to the attention of the radiation protection community here.

Nine recently published leukaemia risk models, developed

with the Japanese A-bomb epidemiological mortality data,

have been included in a model-averaging procedure so that

the main conclusions do not depend on just one type of

model or statistical test. The models have been centred here

at various adult and young ages at exposure, for some short

times since exposure, in order to obtain specially computed

childhood Excess Relative Risks (ERR) with uncertainties

that account for correlations in the fitted parameters asso-

ciated with the ERR dose–response. The model-averaged

ERR at 1 Sv was not found to be statistically significant

for attained ages of 7 and 12 years but was statistically

significant for attained ages of 17, 22 and 55 years. Con-

sequently, such risks when applied to other situations, such

as children in the vicinity of nuclear installations or in

estimates of the proportion of childhood leukaemia inci-

dence attributable to background radiation (i.e. low doses

for young ages and short times since exposure), are only of

very limited value, with uncertainty ranges that include

zero risk. For example, assuming a total radiation dose to a

5-year-old child of 10 mSv and applying the model-aver-

aged risk at 10 mSv for a 7-year-old exposed at 2 years of

age would result in an ERR = 0.33, 95% CI: -0.51 to

1.22. One model (United Nations scientific committee on

the effects of atomic radiation report. Volume 1. Annex A:

epidemiological studies of radiation and cancer, United

Nations, New York, 2006) weighted model-averaged risks

of leukaemia most strongly by half of the total unity

weighting and is recommended for application in future

leukaemia risk assessments that continue to ignore model

uncertainty. However, on the basis of the analysis pre-

sented here, it is generally recommended to take model

uncertainty into account in future risk analyses.

Introduction

The assessment of detrimental health risks due to expo-

sures from ionizing radiation has been an endeavour that

has increased in magnitude and effort over the last century.

Solid cancer and leukaemia incidence and mortality have

emerged, from the many indicators of cellular damage and

health effects investigated to date, as having radiation as an

important and proven risk factor. Studies on survivors of

the World War II atomic bombings over Hiroshima and

Nagasaki continue to provide valuable radiation epidemi-

ological data and quantitative assessments of the radiation-

related solid cancer and leukaemia risks (Preston et al.

2003, 2004, 2007).

A related, recurring, research topic is whether increased

risks for childhood leukaemia incidence exist in geo-

graphical regions near nuclear power stations or other

installations related to the nuclear industry (Laurier et al.

2008). Nearly all of the 198 local nuclear site studies and

25 multi-site descriptive studies of leukaemia risk among

children and young adults in the vicinity of nuclear

facilities, recently reviewed (Laurier et al. 2008), have
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concluded that no significant leukaemia excesses exist.

However, some local clusters of leukaemia cases are

apparent and levels of concern rose recently, after a

German study reported indications of a decreasing leu-

kaemia incidence risk with distance from nuclear power

plants among children under 5 years of age (Kaatsch et al.

2008). Another related issue involves estimates of the

proportion of childhood leukaemia incidence that may be

due to natural background ionizing radiation (e.g. about

15–20% in the United Kingdom according to Little et al.

(2009), Wakeford et al. (2009)). Such estimates rely on the

risk models developed with the Japanese A-bomb epide-

miological data.

In view of these concerns, it is of interest to take a new

detailed look at the models for leukaemia risks from ion-

izing radiation that have been fitted recently to data from

the Japanese A-bomb Life Span Study (LSS) mortality

studies. Although the modern studies mentioned earlier

involve leukaemia incidence, whereas the LSS dataset

considered here is for leukaemia mortality, it is assumed

here that incidence and mortality are interchangeable for

inter-study comparison purposes, because the treatment

options were very limited in the past. A general review of

recently published leukaemia models reveals here that—

although existing models can be applied to young ages

at exposure and short times since exposure of above

5–10 years—all published leukaemia models yield risks

and uncertainties that are centred at adult age at exposure

and middle-aged attained age, for several decades after

exposure. The necessary calculations required to derive

risks from these models at young ages at exposure and

short times since exposure involve considerable difficulties

and uncertainties associated with combining many fitted

parameters, unpublished parameter correlations and very

considerable model-to-model variations.

The purpose of the present paper is to re-examine and

re-fit, under the same set of conditions, nine currently

published leukaemia models (Preston et al. 2004; Little

et al. 2008; UNSCEAR 2006; Schneider and Walsh 2009;

Richardson et al. 2009; BEIR 7 phase 2 2006) that have

been fitted to the most recent epidemiological mortality

data (Preston et al. 2004) from the Japanese A-bomb

survivors. This involved derivations of the overall Excess

Relative Risks (ERR) of leukaemia mortality for the

models, both as they currently stand in the literature and

also with modifications to produce a degree of compati-

bility between models. Most of the models considered here

have also been centred at various young ages at exposure

and shorter times since exposure, in order to obtain spe-

cially computed childhood risks and uncertainties that

account for correlations in the fitted parameters associated

with the dose–response. Techniques of multi-model infer-

ence have also been applied to these nine models, and the

risks of leukaemia in adults aged 55 years and in young

persons aged 7, 12, 17 and 22 years, which include model

uncertainty, have been obtained.

Materials and methods

Model choice and multi-model inference statistics

Datasets in radiation epidemiology are observational and

often involve numerous covariables that can be fitted to

various forms of models. Consequently, assessing the

preferred model by selection involving Akaike’s informa-

tion criterion is an important part of the inferential process

(Akaike 1973, 1974; Walsh 2007). Akaike’s information

criterion is defined by AIC = –2log(MaxLikelihood) ? 2

k, where k is the number of parameters in the model.

Models with smaller values of AIC are favoured on the

basis of fit and parsimony. However, using the data to

choose a model and progressing to subsequent inference,

assuming that the selected model has been chosen a priori,

is a process that fails to acknowledge the uncertainties

present in the model selection process (Chatfield 1995).

Indeed, a large source of uncertainty for cancer risk eval-

uations associated with radiation exposure is model

uncertainty. Neglecting this source is a serious shortcoming

of previous evaluations. The modelling of leukaemia risks

has been extended in this paper to take account of model

uncertainties by allowing all currently circulating models

(known to the authors) to contribute to risk estimation.

Recent statistical literature covers various approaches

for model averaging (Hoeting et al. 1999; Posada and

Buckley 2004; Claeskens and Hjort 2008). The work by

Burnham and Anderson (1998, 2002) has been influential

and has resulted in a major paradigm shift away from

hypothesis testing as a tool for model choice. To average

over all candidate models, a weight is assigned to each

model, and then measures of interest are inferred across all

weighted models. The introduction of AIC for model

selection has been a positive contribution to the field of

radiation epidemiology. In other fields, such as biology and

ecology, the AIC weights for model averaging have already

been providing an objective basis for model selection and

multi-model inference (e.g. Zhang and Townsend 2009).

Within the AIC framework, the weights (wi, i = 1, 2,…,

m) are computed for each model,

wi ¼ exp½ÿ0:5ðAICi ÿminAICÞ�
,

X

m

j¼1

exp½ÿ0:5ðAICj ÿminAICÞ� ð1Þ

where m is the number of models and min AIC is the

smallest AIC value among all models considered.
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The minimum AIC is subtracted merely to avoid

numerical problems caused by very high or very low

arguments inside the exponential function. Individual wi

values can be interpreted to indicate the probability that the

ith model is the best among the m models considered.

A model-averaged estimator of a quantity, l
_

(which is, in

the practical terms of the analysis presented here, either the

ERR/1 Sv or the low-dose limiting ERR/Sv or 100 ERR/

10 mSv) can then be obtained as a weighted average of

estimators, l
_

i, from model i

l̂ ¼
X

m

i¼1

wil̂i: ð2Þ

It is also possible to replace AIC in Eq. (1) either by the

Bayesian Information Criterion (BIC) (see Walsh (2007)

for an explanation of BIC) or other information criteria for

special purposes (Claeskens and Hjort 2008). Approaches

have also been developed to derive parameters of the dis-

tribution of l
_

(Hoeting et al. (1999), Claeskens and Hjort

(2008)).

The confidence intervals for the model averages l
_

were

calculated here by two methods. Method 1 involved eval-

uating Eq. 1 of Hoeting et al. (1999) (under the assumption

that all models are equally likely a priori) with Monte-

Carlo simulated sub-sets of realizations, i.e. one sub-set per

model, where the size of each sub-set corresponded to its

Akaike weight. Then, the sub-sets pertaining to separate

models (e.g. 500, 300, or 200 realizations from models 1, 2

and 3 with Akaike weights of 0.5, 0,3 and 0.2, respectively)

were merged to form a total set of 1,000 realizations. The

realizations were then sorted, and the percentiles, corre-

sponding to the level of confidence required, were located

and adopted as upper and lower confidence intervals.

Method 2 involved application of the following formula for

the standard error (SE) of the model-averaged l
_

, from

Burnham and Anderson (2004):-

SEðl̂Þ ¼
X

m

i¼1

wi

�

Var l
_

� �

þ l
_

i ÿ l
_

� �2

: ð3Þ

Data on leukaemia mortality

The cohort of the atomic bomb survivors from Hiroshima

and Nagasaki is unique owing to: the large number of

cohort members; the long follow-up period of more than

50 years; a composition that includes males and females,

children and adults; whole-body exposures (that are more

typical for radiation protection situations than the partial-

body exposures associated with many medically exposed

cohorts); a large dose range from natural to lethal levels;

and an internal control group with negligible doses, i.e.

those who survived at large distances ([3 km) from the

hypocentres. The most recent dataset on cancer mortality

for the follow-up time periods from 1950 to 2000 (Preston

et al. 2004) (data file: DS02CAN.DAT from http://www.

rerf.or.jp), with the new dosimetry system DS02 (Young

and Kerr 2005), has been selected for most recently

published leukaemia models. The mortality data are in a

tabulated grouped form and are categorized by gender, city,

age-at-exposure (5-year intervals), age-attained (5-year

intervals), the calendar time period during which the health

checks were made, and weighted survivor marrow dose.

Weighted doses

Weighted organ doses are defined by

d ¼ dc þ RBE dn; ð4Þ

where dc and dn are organ absorbed doses from c-rays and

neutrons, respectively. For RBE, the relative biological

effectiveness of neutrons, the value 10 has been used. This

value was chosen because it is used in most of the current

analyses of the LSS data, although there are arguments that

other values might be more appropriate (Rühm and Walsh

2007). Since this analysis involves currently published

models for all types of leukaemia grouped together,

weighted marrow doses have been applied with dose cat-

egories truncated to correspond to the 4-Gy kerma level. In

common with previous analyses (e.g. Preston et al. 2004),

statistical methods are used to reduce risk-estimation bias

resulting from imprecision in individual dose estimates.

The necessary adjustments for random errors in dosimetry

applied to the dose term are already applied in the publicly

available data, but a separate adjustment involving a mul-

tiplication factor to the dose-squared covariable should be

done explicitly, according to either Pierce et al. (1990)

(factor 1.12) or Pierce et al. (2008) (revised factor 1.15).

Since most of the published analyses apply the factor 1.12,

this has been adopted here.

The leukaemia models for A-bomb survivors

The risk models for radiation-induced leukaemia mortality

applied here were selected by two criteria, i.e. that they

were already published and based on the most recent leu-

kaemia mortality dataset that is described earlier (Preston

et al. 2004; Little et al. 2008; UNSCEAR 2006; Schneider

and Walsh 2009; Richardson et al. 2009; BEIR 7 phase 2

2006). To the author’s knowledge, the selection is com-

plete by these two criteria. The first paper to report a leu-

kaemia model, based on the then pre-release mortality data

(1950–2000), was that of Preston et al. (2004). This was,

however, an Excess Absolute Risk (EAR) model that has

been recomputed here (refitted—in AMFIT) in the original

parameter formulation, but as an ERR model (with fitted

Radiat Environ Biophys (2011) 50:21–35 23
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parameters given in the Appendix Table 6) for inclusion in

the model-averaging process. The paper by Little et al.

(2008) reports on the models that were adopted in the

UNSCEAR (2006) report. All models were identical

between these latter two publications except the leukaemia

ERR model that had a term adjusting for age at exposure in

Little et al. (2008); this adjustment was not included in the

UNSCEAR (2006) model, and therefore, both models are

considered here. The models of Schneider and Walsh

(2009), developed for assessing health risks to astronauts,

are very similar to those in Little et al. (2008) and

UNSCEAR (2006) even though they were developed

independently at the same time, however, since they are

very similar to previously published models for solid

cancer (Preston et al. 2003), this is not surprising. The

paper by Richardson et al. (2009) contains a model (in

Table 3 of that paper) based on a cubic spline function of

time since exposure but fitted to a dataset (not available to

other members of the scientific community) that contains

14 additional leukaemia deaths and more detailed infor-

mation on the types of leukaemia than the generally

available data. For this reason, the model used by

Richardson et al. (2009) for all types of leukaemia has been

fitted here to the publicly available data for inclusion in the

model-averaging process. Details of the latter model fitted

to the publicly available data are presented here in the

‘‘Appendix’’ where Table 7 gives the fitted parameters and

Fig. 2 shows a version of the Fig. 1 from Richardson et al.

2009 repeated for the parameters in Table 7. Table A1 in

the ‘‘Appendix’’ of Richardson et al. (2009) also gives

parameters for the BEIR 7 phase 2 (2006) model with two

additional, similar, models that have also been fitted to the

publicly available data; all three of these models were

included in the model averaging here.

The present analysis, which is based on the models

mentioned above, is gender averaged to facilitate the

model-to-model comparisons. All models considered made

use of a general rate (hazard) model of the form

k d; a; e; t; c; s; lð Þ ¼ k0 a; e; t; c; s; lð Þ

� 1þ ERR d; a; e; t; c; s; lð Þ½ �; ð5Þ

for the ERR, where k0(a, e, t, c, s, l) is the baseline cancer

death rate, a is attained age, e is age at exposure, t is time

since exposure, c is a two-level city indicator variable for

Hiroshima and Nagasaki, s is a gender indicator variable

and l is a two-level indicator variable for survivor location

from the bomb hypocentre, i.e. proximal (\3 km) or distal.

The functional forms for the baseline model parts (i.e. to

account for the spontaneous cancer rates that would have

occurred in the absence of ionizing radiation) are given in

Table 8 of the ‘‘Appendix’’ where it can be seen that seven

models adopted a fully parametric approach and two dealt

with baseline rates via stratification.

All models considered have an ERR form factorized into

a function of dose and a modifying function that depends

on some choice of a, e, t, c, s and l. The functional forms

vary and are given in Table 1.

It is instructive here to explain, using an example, a

property of the age and time risk centring constants that

simplifies the computation of uncertainties. Consider

splitting ERR(d, a, e) into ERR(d) * exp (-c (e-30) ? e

ln(a/55)), where the ERR at unit dose is for an age at

exposure of 30 years and an attained age of 55 years, and

c, e are fitted parameters. The model centring at age at

exposure of 30 years and an attained age of 55 years (or

time since exposure of 25) serves as a reference for the

main ERR dose–response, the fitted parameters and their

uncertainties. In all but one of the nine models considered

(i.e. the Richardson et al. (2009) model in Table 3 of that

paper), different choices of centring values will not affect

the overall quality of fit (the deviance value). Such a model

can then be refitted at different centring ages, for example

e = 7, a = 17, and the ERR at 1 Sv can be found by

combining only the fitted parameters relevant to the dose–

response. This is more efficient than having to combine all

ERR fitted parameters for dose, age and time, and saves a

considerable effort in the evaluation of the relevant

uncertainties. Currently it is not possible to reliably
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Fig. 1 Model-averaged ERR at 1 Sv values with Monte-Carlo

simulated 95% CIs for various values of attained age in years from

Table 4 (top panel) The lower panel shows the same ERR values

again without confidence intervals for comparison with the low-dose

limiting ERR/Sv and 100 and 10 times the model-averaged ERR at 10

and 100 mSv, respectively, from Table 5. Note the values at attained

age 12, 17 and 22 years are for 10 years since exposure, and the value

at attained age 7 is for 5 years since exposure
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compute such uncertainties from published information,

even though all ERR fitted parameter estimates are pub-

lished, because none of the papers on the nine models

considered contain information on the parameter correla-

tions. The re-evaluation of the models done here has

applied this property of the centring constants that sim-

plifies the computation of uncertainties, i.e. the models

were re-centred (if necessary) at the ages of interest, i.e. for

adults a = 55, e = 30, t = 25, and for children at a series

of values a = 2, 7, 12 years (approximately in the middle

of the data categories) for t = 5 and 10 years. The com-

putation of the ERR and its uncertainty then involved the

combination of only the dose–response parameters where

the associated uncertainties were computed by Monte-

Carlo simulations, which took the relevant elements of the

full parameter correlation matrix (i.e. without fixing the

baseline parameters) into account, using the Crystal-Ball

software with 1,000 realizations per simulation.

Estimation of fitted parameters and statistical analysis

The maximum likelihood technique (Harrell 2001) was

used to re-fit all the nine models here at the several com-

binations of age and time centring described in the last

section. Best estimates, uncertainty ranges, which included

both Wald-type and Likelihood-based confidence intervals,

and correlations of the fitted parameters were determined

as in the original publications by minimizing the deviance

using the AMFIT module of EPICURE software (Preston

et al. 1993).

Results

Epidemiological details

Since this work involves mainly a re-analysis of previously

published models, most of the important epidemiological

details, such as total number of subjects (86,611), total number

of leukaemia deaths (296) or total person-years at risk (3.18

million), have already been given (Preston et al. 2004).

However, since the models are re-centred at young ages at

exposure and short times since exposure, it is important to

report here, in Table 2, on the amount of data supporting this

region of the dataset. Since the epidemiological follow-up did

not begin until 5 years after the A-bombs, the youngest

available attained age category is 5–\ 10 years of age. It can

be seen from Table 2 that this first available age category has

four leukaemia deaths (cases) and 22,796 person-years (per-

son-year-weighted mean weighted marrow dose and range,

d = 0.12; 0–4.4 Sv (in the category) and 1.85; 1.31–4.13 Sv

(for the cases in this category)) i.e. all four cases had very high

doses. The minimum attained age is 7.37 years, and in the

category of age at exposure\5 years, there were 13 deaths

from leukaemia before the attained age of 20 years.

The quality of the model fit and associated values

of parameters, information criterion and weights

for model averaging

Table 3 gives the number of model parameters, the good-

ness of model fit to the data in terms of the deviance values,

Table 1 Forms of excess relative risk models applied in the model-averaging procedure

Model reference Form of ERR model

EAR model of Preston et al. (2004)

(used here as an ERR model)

(1 ? xs.s). (d ? h.d2). exp{h1–3. ecat 1–3 ? s1–3. ecat 1–3. ln(t/25)}

BEIR VII, phase 2 (2006) (bs.s). (d ? h.d2). exp (c e0 ? d ln(t/25) ? / e0ln(t/25)), where

e0 = min(0,(e-30)/10)

Richardson et al. (2009) model 2, their

Appendix Table A1

As BEIR VII, phase 2 (2006) ERR model above—(only differs in the

baseline)

Schneider and Walsh (2009) (1 ? xs.s). (b.d ? a.d2). exp (-c (e-30) ? e ln(a/55))

(1 ? xs.s). (b.d ? a.d2). m.exp (d). exp (-c (e-30) ? e ln(a/55))

Little et al. (2008) (b.d ? a.d2). exp (c ln(e/30) ? e ln(a/55))

UNSCEAR (2006) (b.d ? a.d2). exp (e ln(a/55))

Richardson et al. (2009) main model for all

types of leukaemia, their Table 3

(1 ? xc.c). (b.d ? a.d2). exp (c e0 ? /1 e
0t ? /2 e

0t2 ? /3 e
0t3 ? /5

e0(t-30)?
3 ), where e0 = min(0,(e-30)/10) and (t-30)?

3
= (t-30)3 if

t-30[ 0, 0 otherwise.

Richardson et al. (2009) model 3, their Appendix

Table A1

As BEIR VII, phase 2 (2006) ERR model above—(only differs in the baseline)

bs and the other Greek symbols are fitted parameters, d is the weighted marrow dose, a is attained age, e is age at exposure, t is time since

exposure, c is a two-level city indicator variable for Hiroshima and Nagasaki and s is a gender indicator variable. ecat 1–3 is a three-level

indicator variable for three age at exposure groups (0–19, 20–39 and 40 ? years)
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and the Akaike weights assigned to each model. It is

noteworthy that the UNSCEAR (2006) model attains the

highest of all the Akaike weights of 0.512 and therefore, has

the largest contribution to the model-averaged ERR at 1 Sv;

as given in the last row of Table 4 and as a function of

attained age in Fig. 1. The 95% confidence intervals for the

model-averaged ERR at 1 Sv in Table 4 were computed

with Method 1 involving Monte-Carlo simulations, but they

were also calculated by Method 2 (Eq. 3) and found to be

very similar, indicating that 1,000 realizations were ade-

quate. Table 4 also gives the ERR at 1 Sv, for each attained

age, age at exposure and time since exposure considered,

computed from the parameter values given in Appendix

Table 9. It can be seen that the model-averaged values are

close to the values from the UNSCEAR (2006) model, due

to its high weighting and the similarity of the other models

with medium weights to this model. The model-averaged

ERR at 1 Sv values for attained ages of 7 and 12 years,

given in columns 3–5 of Table 4, are not statistically sig-

nificant, with the highest central estimate occurring for

attained age of 7 years (i.e. at the edge of the corresponding

covariable range in the dataset). However, it is interesting to

note that statistically significant model-averaged ERR at

1 Sv values are found in Table 4 for attained age 17 and

22 years and that the two risks for attained age of 17 years

are almost the same—indicating little difference in the risk

at this age between exposure at age 7, 10 years later (model-

averaged ERR at 1 Sv with 95% CI is 18.4 (0.6; 35.6)) and

exposure at 12, 5 years later (model-averaged ERR at 1 Sv

with 95% CI is 19.2 (0.1; 37.9)).

Model-averaged ERR at 100 and 10 mSv are given in

Table 5. It is also theoretically possible to go through the

model-averaging procedure for the low-dose limiting ERR/

Sv (i.e. in Table 1, the fitted parameters b, bs, h1–3).

However, it was decided to present the low-dose limiting

ERR/Sv for the UNSCEAR (2006) model as the best

estimate in Table 5 for two reasons: (1) the UNSCEAR

(2006) model is associated with a high weighting and (2)

the lower likelihood-based 95% confidence bounds for b

and bs failed to be numerically found here in four of the

models considered (i.e. the BEIR VII phase 2 model, the

two modifications of this model in the Appendix Table A1

of Richardson et al. (2009), and the Schneider and Walsh

(2009) linear quadratic exponential dose–response model).

It can be seen from Table 5 and Fig. 1 (lower panel) that

there is good agreement between the low-dose limiting

ERR/Sv and the central estimates for the model-averaged

ERR at 100 and 10 mSv when scaled to the same dose and

that these scaled estimates are all approximately a factor

two lower than the ERR at 1 Sv.

Table 2 Details of the amount of data supporting the models at young ages at exposure and short times since exposure

Attained age category (years) 5–\10 10–\15 15–\20 20–\25

Number of leukaemia deaths 4 6 7 9

Number of person-years 22,796 70,167 106,226 154,253

Category-specific marrow dose; and range (Sv) 0.12; 0–4.4 0.12; 0–4.3 0.12; 0–4.5 0.13; 0–4.5

Case-specific marrow dose and range (Sv) 1.85; 1.31–4.13 0.08; 0–3.37 0.51; 0–4.28 0.29; 0.01–2.73

The last two rows give the mean marrow doses that have been weighted both by RBE as in Eq. 4 and also for person-years

Table 3 The number of parameters, deviance, AIC and model weighting, wi, applied in the model-averaging procedure

Model reference Number of parameters Deviance AIC wi

EAR model of Preston et al. (2004) (used here as an ERR model) 22 2,258.7 2,302.7 0

BEIR VII, phase 2 (2006) 19 2,255.2 2,293.2 0.001

Richardson et al. (2009) model 2, their Appendix Table A1 21 2,250.1 2,292.1 0.001

Schneider and Walsh (2009) LQ 13 2,258.0 2,284.0 0.069

Schneider and Walsh (2009) LQ-exp 14 2,253.9 2,281.9 0.198

Little et al. (2008) 11 2,259.7 2,281.7 0.219

UNSCEAR (2006) 10 2,260.0 2,280.0 0.512

Richardson et al. (2009) Main model for all types of leukaemia, their Table 3 448 1,915.5 2,811.5 0

Richardson et al. (2009) model 3, their Appendix Table A1 1,086 1,560.3 3,732.3 0

Individual wi values can be interpreted to indicate the probability that the ith model is the best among the nine models considered. The models

with wi indicated as zero, actually had very small weights, of less than 0.0005, that have been rounded to zero. All of the models presented in this

table were re-fitted to the same dataset, i.e. to DS02CAN.DAT from http://www.rerf.or.jp
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Discussion

Techniques of multi-model inference, involving model

averaging with Akaike type weights, have been applied to

nine recently published models fitted to the most recent,

generally available, LSS leukaemia mortality data

(1950–2000). Leukaemia risks including model uncer-

tainty, in adults aged 55 years and in young persons aged 7,

12, 17 and 22 years, have been obtained. The procedure

applied here appeals to Occam’s razor, because it leads to

an exclusion of complex models if they do not describe the

data significantly better than their simpler counterparts (i.e.

in the context of Table 3, models that are ‘‘excluded’’ have

very small weights, which have been rounded to 0).

It has been shown that the model-averaged risks of

leukaemia are influenced most strongly (51.2% of total

weighting) by one model (UNSCEAR 2006) and that three

other models, which are similar to this model (Little et al.

2008 and both models of Schneider and Walsh (2009)),

have contributed the major part (48.6%) of the remaining

weighting. As alluded to above, this is because the

remaining five models have included several fitted

parameters that were not indicated by the data to be nec-

essary, and this has been numerically penalised in the

model-averaging procedure. The model of Richardson

et al. 2009, reproduced here in the penultimate lines of

Tables 1 and 8 of the ‘‘Appendix’’, has two fitted param-

eters in the ERR model (see Appendix, Table 7) that are

not statistically significant when fitted to the generally

available dataset (deviance = 1,889.0, c and /1, p = 0.42,

0.23, respectively). The fitted values and 90% confidence

intervals quoted in the original publication, i.e. c = -1.06

(-2.81; 0.74) and /1 = -0.20 (-0.50; 0.07) for the spe-

cial dataset with extra information of leukaemia sub-types,

are also not statistically significant. According to calcula-

tions done here, with the generally available dataset, it is

possible to leave out either c or /1 from the model (with a

reduction in deviance from full model of 0.7 and 1.6,

respectively, i.e. less than the critical value from the like-

lihood ratio test of 3.8 for p = 0.05 for keeping a param-

eter in a nested model) and so to arrive at two models

where all fitted parameters are statistically significant.

These two reduced models have some very different

characteristics in the central estimate of ERR at 1 Sv for

10 years of age at exposure and for time since exposures of

under 20 years, both when compared to each other and to

the published sub-optimal model (see the lower panel of

Fig. 2 in the ‘‘Appendix’’).

Similarly, the model of Preston et al. (2004), which was

originally published as an EAR model and has been re-

fitted here as an ERR model with the same parametric

form, had several parameters that were not statistically

significant (e.g. baseline parameters b9, b10, b11, b12, as in

Appendix Table 8) both in the original EAR model and in

the analogous ERR model described here. Since Preston

et al. (2004) preferred to publish an EAR rather than an

ERR model, because the EAR fitted the data somewhat

better, it could be argued that the weights and the ERR

estimates, which went into the multi-model inferences

here, should have been calculated from the original model.

However, the degree of model improvement is only small:

where the EAR had a deviance of 2,254.8 (value quoted

from http://www.rerf.or.jp, filename:DS02can.log), the

analogous ERR model presented here had a deviance of

2,258.7; DAIC = 3.9. In such a pair-wise comparison, this

latter value is smaller than a reference value of 5.9 for

DAIC, which indicates that the model with the smaller AIC

has a 95% chance of being correct (see Walsh 2007, and

references therein, for an explanation).

None of the models that included gender-specific

parameters, either in the baseline or in ERR model parts,

indicated any statistically significant gender effects. This

would indicate that it is not necessary to eliminate the

female data and in so doing accept the resulting wider

confidence intervals, when computing leukaemia risks from

the A-bomb data for the purpose of comparison with cohorts

Table 5 Model average values of ERR (10-2) at 10 mSv and ERR (10-1) at 100 mSv with Monte-Carlo simulated 95% CIs for various values

of attained age (a) and age at exposure (e) in years

a = 55,

e = 30,

t = 25

a = 7,

e = 2,

t = 5

a = 12,

e = 2,

t = 10

a = 12,

e = 7,

t = 5

a = 17,

e = 7,

t = 10

a = 17,

e = 12,

t = 5

a = 22,

e = 12,

t = 10

Low-dose limiting ERR/Sv (b) and

95% likelihood CI

1.50 41.5 17.4 17.4 9.9 9.9 6.6

0.19; 3.2 3.9; 258.4 1.8; 73.8 1.8; 73.8 1.1; 33.4 1.1; 33.4 0.8; 18.8

Model-averaged ERR (10-2) at

10 mSv

1.16 32.6 13.2 13.9 7.7 7.9 5.1

-1.56; 2.78 -51.3; 122 -18.7; 41.4 -18.2; 46.3 -11.2; 22.6 -11.0; 24.0 -6.8; 14.7

Model-averaged ERR (10-1) at

100 mSv

1.33 38.0 15.2 16.1 8.9 9.1 5.9

-1.02; 2.92 -46.0; 122.3 -13.3; 43.8 -14.5; 47.2 -8.1; 23.3 -7.7; 24.3 -3.5; 14.7

t is time since exposure in years. Also given for comparison purposes are the best estimates of the low-dose limiting ERR/Sv (fitted parameter b

in Table 1) for the model with the greatest Akaike weighting (the UNSCEAR (2006) model)
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of male nuclear workers (e.g. as in Cardis et al. (2005)).

Cardis et al. 2005 quoted an ERR/Sv based on the linear

term of a linear quadratic dose–response model (i.e. the

low-dose limiting ERR/Sv), for males aged 20–60, based on

83 leukaemia deaths excluding CLL, in the A-bomb cohort

of 1.54 (95% CI -1.14 to 5.33). Cardis et al. 2005 also

quoted a linear ERR/Sv for the same sub-group of 3.15

(95% CI 1.58 to 5.67) that is nevertheless statistically

consistent with the model-averaged ERR at 1 Sv for adults

aged 55 of 2.77 (95% CI 1.43; 3.84) found here.

A recent meta-analysis, which included results from 10

nuclear workers studies and adjusted for publication bias

(Daniels and Schubauer-Berigan 2010, see also the edito-

rial to this paper, Walsh 2010), found an ERR at 100 mGy

of 0.19 (95% CI: 0.07; 0.32). They also used the linear

term of a linear quadratic model as above (ERR at

100 mGy = 0.15 (95% CI -0.11 to 0.53)) for comparison

with the A-bomb risks and conclude that the A-bomb

estimates are not precise. However, the best comparison for

this meta-analysis provided here by Table 5 (ERR at

100 mGy = 0.13 (95% CI -0.10 to 0.29)) is somewhat

less uncertain even though model uncertainty is included.

When applying leukaemia models derived from the LSS to

nuclear worker studies, it should be considered that the

exposure situations are very different, i.e. an almost

instantaneous exposure compared to extended cumulative

exposures; however, the good agreement in central risk

estimates here could be taken as an indication of risk

equivalence between protracted and acute exposures at the

same dose.

In order to evaluate which time or age-dependent co-

variables are most important for the risk modification, it is

instructive to consider the one model (UNSCEAR 2006)

that most strongly influenced the model-averaged risks of

leukaemia. Little et al. 2009 assessed the model selection

for this (UNSCEAR 2006) model in terms of all combi-

nations of time or age-dependent covariables and con-

cluded that attained age was more clearly indicated than

age at exposure or time since exposure, or any two of these

variables. Since only effect modification in terms of a

power functional form was originally considered, both a

linear and an exponential for the attained age modification

were computed here, but were both found to fit the data less

well (power function (deviance = 2,260.0; and reference

model for DAIC computation); exponential function

(deviance = 2,263.9; DAIC = 3.9); linear function (devi-

ance = 2,266.6; DAIC = 6.6)). However, since the mean

marrow dose of the four cases in the youngest age group

available corresponding to 5 to \10 years was 1.85 Sv

with a very high lower value of the dose range of 1.31 Sv,

all the risk models considered here could have suffered

from an ill-defined baseline risk at young attained ages

under 10 years. Consequently, the preferred functional

form for age (i.e. power function) could be an artefact

caused by the total lack of data for low exposures at ages

under 10 years. In order to check this supposition, the same

sequence of models was fitted to the data for attained age

from 10 years. Again the linear and exponential function

for the attained age modification were found to fit the data

less well (power function (deviance = 2,231.2); exponen-

tial function (deviance = 2,233.8; DAIC = 2.6); linear

function (deviance = 2,235.2; DAIC = 4.0)).

The model-averaging procedure applied here may not

have treated the models with stratified baseline in the best

possible way. Stratified baseline models are important

because they may account for confounding factors in an

indirect way or provide an alternative approach to para-

metric background modelling for treating highly collinear

covariables (e.g. see Walsh et al. 2009). An adaptation of

the method considered here could be to apply model

averaging to the group of models with parametric base-

lines, and then separately to the group of models with

stratified baselines, finally combining the two model-

averaged estimates. However, at this stage, the theory

necessary to do this has not been published and requires

further work and development.

A further point, which has not received attention in the

past, is the influence of the uncertainties in the baseline

model parameters on the ERR parameters. Most radiation

risks and uncertainties for various organs based on the

A-bomb data have usually been identified with their linear

dose–response fitted parameter (e.g. Preston et al. 2003).

However, there is now new software developed by one of

the authors (JCK) called MECAN that can account for

uncertainties in parametric baseline parameters and is

available on request. Table 4 also includes some examples

of independent calculations of 95% confidence intervals

that include parametric baseline uncertainties with the

MECAN software. However, this method has not been

applied globally in the model-averaging procedure here, for

reasons of consistency, because it is not yet sufficiently

well developed to deal with stratified baselines.

Results presented here for the model-averaged ERR at

1 Sv, which imply an increase with decreasing attained

age, are not statistically significant for attained age 7 and

12 years, but are statistically significant for attained age 17

and 22. Given such results for the ERR at 1 Sv for young

ages, which is a much higher radiation dose than natural

background radiation (about 0.5–2.5 mSv per year), it can

be assumed that any extrapolations of the ERR for children

from high doses to the low doses relevant to background

radiation are associated with even higher uncertainties.

These uncertainties should be built into calculations of the

percentage of childhood leukaemia incidence attributable

to background radiation (which involve estimates of ERR

and EAR), such as those recently presented for the United
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Kingdom (Wakeford et al. 2009; Little et al. 2009). If this

model uncertainty in ERR (or EAR) is explicitly built into

such calculations, then the result could range from 0% to

some much higher percentage, and thus it is difficult to see

how the result of 15–20% (Wakeford et al. 2009; Little

et al. 2009) could be statistically significant. Although

these authors (Wakeford et al. 2009; Little et al. 2009) state

that ‘‘the uncertainty associated with certain stages in the

calculation is significant’’, no confidence intervals, for the

15–20% quoted, were given.

There are difficulties similar to those just mentioned, in

extrapolating childhood leukaemia risks from the A-bomb

data to obtain risks relevant to children under 5 years old

living in the vicinity of nuclear power stations. Such children

may have received annual doses in the order of a few lSv, in

addition to the natural background radiation of 0.5–2.5 mSv.

Assuming a total radiation dose to a 5-year-old of 10 mSv

and applying the model-averaged risk at 10 mSv for a 7-year-

old exposed at 2 years of age (found here from Table 5)

would result in an ERR = 0.33, 95% CI:-0.51–1.22, which

is a risk associated with large uncertainties. Generally, the

greatest uncertainty in extrapolating from A-bomb data to

other populations is associated with the children under the

age of 10 years when exposed to the atomic bombs, 90% of

whom are still alive (Preston et al. 2004). However, the fol-

low-up relevant to the childhood leukaemia risks considered

here was completed a long time ago.

Conclusion

Nine recently published leukaemia models have been

included in a procedure, which has concentrated on

applying model averaging, so that the main conclusions

drawn from model selection do not depend on just one type

of statistical test, which could be associated with stringent

assumptions (e.g. nested models). This procedure led to an

exclusion of complex models less supported by the data

than their simpler counterparts. One model (UNSCEAR

2006) weighted model-averaged risks of leukaemia most

strongly by half of the total unity weighting. Results pre-

sented here for the model-averaged ERR at 1 Sv are not

statistically significant for attained ages of 7 and 12 years,

but are statistically significant for attained ages of 17, 22

and 55 years. The most important risk-modifying factor

implied is attained age, with a power functional increase in

risk with decreasing age. Since the model-averaged ERR at

1 Sv at attained age 7 and 12 years are not statistically

significant, risks applied to low doses for young ages and

short times since exposure that are based on the A-bomb

data are only of limited value. Consequently, such risks

when applied to other situations such as children in the

vicinity of nuclear installations, or in estimates of the

proportion of childhood leukaemia incidence attributable to

background radiation, should include a full discussion of

confidence intervals that will be very wide and include zero

risk. One model (UNSCEAR 2006) weighted model-aver-

aged risks of leukaemia most strongly by half of the total

unity weighting and is recommended for application in

future leukaemia risk assessments that do not include

model uncertainty. However, on the basis of the analysis

presented here, it is generally recommended to take model

uncertainty into account in future risk analyses.

The authors have attempted to bring some relatively new

issues that augment the usual practice of ignoring model

uncertainty when making inference about parameters of a

specific model, to the attention of the radiation protection

community. The application here of the Akaike weights is

considered to be the simplest approach, mainly because it

by-passes the need to specify Bayesian priors by assuming

that all models are a priori equally likely. Although there is

no doubt that model averaging using the Akaike weights

can reduce bias due to model selection, the authors and one

of the reviewers are not aware of any optimality theory

concerning choice of model-averaging weights. A full

Bayesian treatment may be more suitable for the present

problem, given that the candidate models were developed

with differing scientific goals in mind.

The authors would be very pleased if their initial efforts

encourage more detailed analyses and more theoretical

papers on model averaging in radiation protection, by much

larger teams of experts. New methods for combining multi-

model inferences with model predictive capability would

also be very useful for radiation protection. The authors do

not believe that this paper provides a benchmark for multi-

model inference in radiation protection, it is merely a start

in the right direction—there is still a lot of work to be done.
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Appendix

This appendix contains fitted parameters for models that do

not have fitted parameters already given in the literature

because they were either fitted to a different dataset (as in

Richardson (2009)) or because only EAR model forms

were given previously (as in Preston et al. (2004)).

See Tables 6, 7, 8, 9, Fig. 2
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Table 6 Main ERR model fitted here

Age at exposure group Effect Fit parameters with 95% Wald CI

0–19 *ERR/Sv exp(h1) 1.710 (0.529; 5.529)

Time since exposure power, s1 -1.3 (-1.9; -0.7)

20–39 *ERR/Sv exp(h2) 1.375 (0.445; 4.249)

Time since exposure power, s2 -0.7 (-1.4; 0.1)

40- *ERR/Sv exp(h3) 1.200 (0.362; 3.975)

Time since exposure power, s3 -0.2 (-1.2; 0.7)

All ages Sex effect xs 0.04 (-0.29; 0.38)

All ages Dose–response curvature h 0.98 (-0.52; 2.48)

This model was originally fitted and given in the Table 8 of Preston et al. (2004) as an EAR model

* Note that these values are gender-averaged low-dose slopes at 25 years after exposure in a linear quadratic model. The parameter notation

refers to Table 1 here and is not exactly the same notation as originally used in Preston et al. (2004)

Table 7 Main ERR model given in Table 3 of Richardson et al. (2009) for all types of leukaemia originally fitted to a special dataset with extra

information on leukaemia sub-types, but re-fitted here to the publicly available data

Parameter b a xc c /1 /2 /3* /5*

Fitted value 1.620 0.926 -0.461 -0.917 -0.214 0.0185 -3.235�10-4 7.428�10-4

95% Wald CI

Lower 0.1845 0.1742 -0.872 -3.138 -0.562 0.000 -6.144�10-4 9.651�10-5

Upper 3.056 1.679 -0.050 1.305 0.134 0.037 -3.249�10-5 0.00139

The mathematical form of this model can also be seen in the penultimate lines of Tables 1 and 8 here

* Note that the precision originally given in Richardson et al. (2009) for these parameters was not high enough to either allow an independent

reproduction of the original graphics in the Fig. 1 of that paper or to re-compute ERR central estimates at other required ages and times since

exposure. The precision given here for these parameters is good enough to overcome these difficulties

Table 8 Forms of baseline models applied to account for the spontaneous leukaemia mortality in the ERR models considered in the model-

averaging procedure

Model reference Form of baseline model ln{k0(a,e,s,c)} =

EAR model of Preston et al. (2004)

(used here as an ERR model)

b1–4 (s.c) ? b5–6 s.ln(a/70) ? b7–8 s.ln
2 (a/70) ? b9–10 s.max2

(0, ln (a/70)) ? b11–12 s.(e-30) ? b13–14 s.(e-30)2

BEIR VII, phase 2 (2006) b0 ? b1 s ? b2 c ? b3–4 s.ln(a/70) ? b5–6 s.ln
2 (a/70) ? b7–8

s.max2 (0, ln (a/70)) ? b9–10 s.(e-30) ? b11–12 s.(e-30)2

Richardson et al. (2009) model 2,

their Appendix Table A1

b0 ? b1 s ? b2–5 (c.l) ? b6–7 s.ln(a/70) ? b8–9 s.ln
2 (a/70) ? b10–11

s.max2 (0, ln (a/70)) ? b12–13 s.(e-30) ? b14–15 s.(e-30)2

Schneider and Walsh (2009) (both models) b1–4 (s.c) ? b5 ln(a/70) ? b6 ln
2 (a/70) ?b7 (e-30) ? b8 (e-30)2

Little et al. (2008) and UNSCEAR (2006) b0 ? b1 s ? b2 c ? b3 ln(a/70) ? b4 ln
2 (a/70) ?b5(e-30) ? b6(e-30)2

Richardson et al. (2009) main model for

all types of leukaemia, their Table 3

Stratification on categories of s, c, a, b and l

Richardson et al. (2009) model 3,

their Appendix Table A1

Stratification on categories of s, c, a, e and l

b1–14 are fit parameters, a is attained age, e is age at exposure (applied here as a proxy variable for birth cohort, because exposure was momentary

and at the same point in calendar time), c is a two-level city indicator variable for Hiroshima and Nagasaki, s is a gender indicator variable, and

l is a two-level indicator variable for survivor location from the bomb hypocentre, i.e. proximal or distal, b, indexes birth cohort (\1895,

1895–1904, 1905–1914, 1915–1924, 1925–1945)
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Abstract A previous analysis of the radon-related lung

cancer mortality risk, in the German uranium miners

cohort, using Poisson modeling techniques, noted internal

(spontaneous) rates that were higher on average than the

external rates by 16.5% (95% CI: 9%; 24%). The main

purpose of the present paper is to investigate the nature of,

and possible reasons for, this difference by comparing

patterns in spontaneous lung cancer mortality rates in a

cohort of male miners involved in uranium extraction at the

former Wismut mining company in East Germany with

national male rates from the former German Democratic

Republic. The analysis is based on miner data for 3,001

lung cancer deaths, 1.76 million person-years for the per-

iod 1960–2003, and national rates covering the same cal-

endar-year range. Simple ‘‘age–period–cohort’’ graphical

analyses were applied to assess the main qualitative dif-

ferences between the national and cohort baseline lung

cancer rates. Some differences were found to occur mainly

at higher attained ages above 70 years. Although many

occupational risk factors may have contributed to these

observed age differences, only the effects of smoking have

been assessed here by applying the Peto–Lopez indirect

method for calculating smoking attributability. It is infer-

red that the observed age differences could be due to the

greater prevalence of smoking and more mature smoking

epidemic in the Wismut cohort compared to the general

population of the former German Democratic Republic. In

view of these observed differences between external pop-

ulation-based rates and internal (spontaneous) cohort

baseline lung cancer rates, it is strongly recommended to

apply only the internal rates in future analyses of uranium

miner cohorts.

Introduction

The characteristics of the German ‘‘Wismut’’ uranium

miners cohort have already been described elsewhere

(Kreuzer et al. 2009a). It is currently the largest miners

cohort study with 3,016 deaths occurring from lung cancer

and almost 2 million person-years of observation for the

full follow-up period from 1.1.1946 to 31.12.2003. Several

analyses on this cohort, based on detrimental health effects’

data pertaining to 58,987 male former employees, have

recently been published (Kreuzer et al. 2008, 2009b;

Schnelzer et al. 2010; Walsh et al. 2010a, b).

There are several occupational risk factors for detri-

mental health effects which are relevant to the cohort

members, including exposure to radon, gamma radiation,

long-lived radionuclides (Lehmann et al. 1998), fine dust,

arsenic dust and quartz fine dust (Dahmann et al. 2008),

diesel and asbestos (Brüske-Hohlfeld et al. 2006).

In radiation epidemiological cohorts assessed by cancer

excess relative (or absolute) risk models, the baseline rates

are defined as the cancer rates that would have occurred in

the absence of radiation, i.e., spontaneously. The Wismut

study includes a large number of non-radiation-exposed

cohort members, contributing 25% and 21% of the

total person-years for the full cohort and the sub-cohort

from 1960, respectively. This substantial non-exposed
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proportion forms a good contribution to the internal com-

parison group for a reliable determination of baseline

cancer rates that can be compared with national rates for

the former German Democratic Republic (GDR) that are

available from 1960. Note, however, that the internally

estimated baseline rates also contain a (statistical) contri-

bution from the exposed cohort members. To illustrate this

point further, 8% of the total lung cancers occur in the

unexposed group, but a previous Poisson modeling analysis

(Walsh et al. 2010a) found that 53% of the total lung

cancers contributed to the baseline. This previous analysis

of the lung cancer risk in German uranium miners, from

exposure to radon, noted internal (spontaneous) rates that

were higher on average than the external rates by 16.5%

(95% confidence interval (CI): 9%; 24%) (Walsh et al.

2010a).

The aim of the present analyses is to investigate the

nature and possible causes of this result by comparing

spontaneous lung cancer mortality rates in cohort mem-

bers, i.e., miners involved in uranium extraction at the

former Wismut mining company in East Germany, with

male national rates for the former GDR. Due to the lim-

ited availability of rates for the former GDR mentioned

above, the analysis here is based on the subset of Wismut

miner cohort data covering the period 1960–2003 and

national rates for the same period. Simple ‘‘age–period–

cohort’’ graphical analyses, which involve the mortality

rates per 100,000 persons by age at death, period of death

and birth cohort, are applied to assess the main qualitative

differences between the national and cohort rates. An

indirect procedure (the ‘‘Peto–Lopez method’’) for calcu-

lating the proportion of lung cancer deaths attributable to

smoking via a smoking impact factor (SIF) (Peto et al.

1992, 1994 and Powles 2000) has also been applied.

Methods are also applied, in the quantitative analyses

involving standardized mortality ratios (SMR) and excess

relative risk (ERR) models, to adjust the cohort rates for

unknown causes of death because these rates show some

systematic variation with calendar time, age at death and

radon exposure class.

Materials and methods

Cohort definition, time periods and mortality follow-up

Full details of the cohort have already been given (Kreuzer

et al. 2009b; Walsh et al. 2010a). Every cohort member

contributes to the number of person-years starting 180 days

after the date of first employment and ending at the earliest

of date of loss to follow-up, date of death or end of follow-

up (31.12.2003). In the present analyses, the former disease

codes of the comparison of external baseline rates for the

GDR were recoded via earlier ICD revisions to the 10th

ICD code (WHO 1992), which was applied throughout.

This recoding process was complicated by several revisions

to ICD codes during the period of data coverage and

German reunification. Population lung cancer rates are not

available just for the relevant mining region of Turingia

and Saxony. Consequently, the external rates applied here

cover the total area of the former GDR (including East

Berlin) during the time period 1960–1997; in contrast, from

1998, the rates pertain to the former GDR states and the

whole of Berlin. The codes used here in the various time

periods are as follows: 1960–1967: GDR code number 735

for trachea, bronchus and primary lung cancers;

1968–1979: ICD 8, code number 162; 1980–1997: ICD 9,

code number 162; 1998–2003: ICD 10, code number C33,

C34 all for trachea, bronchus and lung cancers.

Analysis

Three methods were applied that all require the tabulation

of the individual data as described below and in previous

analyses (Walsh et al. 2010a, b). Simple ‘‘age–period–

cohort’’ graphical analyses, which involve the mortality

rates per 100,000 persons by age at death, period of death

and birth cohort, are applied to assess the main qualitative

differences between the national rates and the baseline

cohort rates (i.e., the spontaneous lung cancer mortality

rates after the radon-related lung cancer rates have been

accounted for). In this type of graphical analysis, it is

necessary to match not only the calendar period of

1960–2003 but also the birth cohorts, i.e., the birth cohorts

from 1875 to 1900 need to be excluded from the external

rates because the miner cohort includes only the birth

cohorts from 1900. Two quantitative risk evaluation

methods based on a known association between the lung

cancer mortality risk and cumulative radon exposure have

also been applied here. These are the simple SMR model

(considered both with and without an exposure response)

and a previously published continuous Poisson regression

ERR model (Walsh et al. 2010b) that contains all of the

substantial age- and time-related radon exposure risk-

modifying factors, in which a 5-year lag was used in cal-

culating the cumulative exposure to radon. This ERR

model for lung cancer is our preferred main model from

many models assessed by model selection techniques and

is linear in radon exposure with exponential effect modi-

fiers that depend on age at median exposure, time since

median exposure and exposure rate (with only minimal

confounding e.g. by dust and arsenic).

Since the internally estimated background rates depend

on the applied models, the simple SMR model served as a

first indicator of differences between external and internal

baseline rates and included overall and specific corrections
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for missing causes of deaths. The preferred ERR model

was then applied in the further detailed investigations into

differences in internal to external baseline rates, by

extracting the baseline rates from the strata in this model

for a direct comparison, exterior to the modeling proce-

dure, with the actual external rates. The preferred ERR

model did not include a correction for missing causes of

death.

Data tabulations

Tabulations of person-years at risk and cancer deaths were

created with the DATAB module of the EPICURE soft-

ware (Preston et al. 1993). Age at median exposure and

time since median exposure were calculated with reference

to median exposures, i.e., when half of the exposure

cumulated up to a given date was reached. Cross-classifi-

cations were made by attained age, a, in 16 categories

(\15, 15–\20, 20–\25, …, 85? years), individual calen-

dar year, y, in 58 categories, age at median exposure, e, in

seven categories (\20, 20–\25, 25–\30, 30–\35, 35–\40,

40–\45, 45? years), time since median exposure, t, in six

categories (\5, 5–\10, 10–\15, 15–\20, 20–\25, 25?

years) and cumulative radon exposure, w, in nine catego-

ries (0,[0–\10, 10–\50, 50–\100, 100–\200, 200–\500,

500–\1,000, 1,000–\1,500, 1500? WLM1). The exposure

rate, er, calculated as the re-computed total cumulative

working level months (WLM) divided by total duration

(with a lag) at each attained age, on the assumption of 11

working months per year, was also categorized into six

groups (0–\0.5, 0.5–\1, 1–\2, 2–\4, 4–\10, 10? WL).

External rates and standardized mortality rates

Mortality rates observed in the cohort were compared with

those of the general male population in Eastern Germany,

formerly the GDR. Since external rates were only available

from 1960 onwards, the SMR analysis was limited to the

follow-up period 1960–2003. Therefore, 15 lung cancers

deaths with the corresponding person-years prior to 1960

were excluded. The first stage of the SMR analysis for lung

cancer has been done here in the same way as described

previously for extra-pulmonary cancers (Kreuzer et al.

2009b) with some extensions that allow a comparison of

internal (miner cohort) and external (former GDR) baseline

(spontaneous) rates. Two finer methods for accounting for

the unknown causes of death in the miners cohort were also

used. The simplest SMR model relates the rates in the

population of interest (the miners cohort) to a multiple of

the rates from the external population (the former GDR). If

k*(a, y) denotes the external rates as a function of age and

calendar year and k(a, y) denotes the observed rates in the

miners cohort, then the SMR model can be written as

k a; yð Þ ¼ b � k� a; yð Þ ð1Þ

where the b is a fit parameter and represents the SMR.

An SMR[ 1 for the miners cohort is a known result

(Walsh et al. 2010a). Therefore, it is instructive to fit a

relative risk (RR) model

RR a; y;wð Þ ¼ b1 � k
� a; yð Þ � ð1þ b2ðwÞÞ ð2Þ

to estimate the radon exposure (w) effect, based on the

GDR external rates, assuming that the SMR for the back-

ground rates is identically equal to 1, i.e., b1 is fixed to

unity during the optimization. In this case, b2 is a fit

parameter that then gives the simple ERR per unit of radon

exposure relative to the external GDR rates. It is also

possible to test whether the external GDR rates are dif-

ferent from the internal baseline rates in the miners cohort

by simply freeing the parameter b1 and repeating the

optimization. The influence of missing causes of death has

been investigated by fitting the models in Eqs. 1 and 2 with

either no correction for missing causes of death or an

average correction using one value of the proportion of

causes of death that are known (Rittgen and Becker 2000)

or a fine correction using the proportion of causes of death

that are known either in each calendar-year period or in

each Poisson cell. The Poisson cells here refer to the data

elements obtained from tabulating the individual data into

the groups described above. These methods assume that the

missing lung cancers are evenly distributed throughout the

covariable ranges in a way that is proportionate to the

percentage of missing causes of death.

ERR parametric risk models (internal comparison

group)

The tabulated data were fitted to the following model

(Walsh et al. 2010b)—if r(a, y, w, er, e, t) is the exposure-

specific lung cancer mortality rate that depends on age,

year, exposure, exposure rate, age at median exposure and

time since median, and r0(a, y) = r(a, y, 0, 0, 0, 0) is the

baseline disease rate for non-exposed individuals (w = 0,

er = 0), then

r a; y;w; er; e; tð Þ ¼ r0 a; yð Þ � 1þ ERR w; er; e; tð Þf g ð3Þ

where ERR is the excess relative risk factorized into a

function of exposure and a modifying function:

ERRðw; er; e; tÞ ¼ bww exp½ww ðer ÿ 2:7Þ þ aðeÿ 33Þ

þ eðt ÿ 11Þ� ð4Þ

where and bw, ww, a and e are fit parameters, w is the

cumulated radon exposure and er is the exposure rate;

1 One WLM of cumulative exposure corresponds to exposure to 1

WL during one month (170 h) and is equivalent to 3.5 mJh/m3.
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e and t are calendar time–dependent variables, calculated

with reference to the median time-lagged exposures. The

model-centering constants, at an age at median exposure of

33 years and time since median exposure of 11 years, were

chosen to match the mean Wismut cohort values—the

choice of centering constants only serves to change the risk

by a factor and has no influence on the goodness of fit of a

particular model.

Maximum likelihood with the AMFIT module of the

EPICURE software (Preston et al. 1993) was used for the

estimation of the fit parameters and the internal baseline

rates in 928 strata of age attained (16 categories) and

individual calendar year (58 categories), chosen to match

the grouping that was available in the external rates. Out of

these 928 possible strata, 708 actually contained rate data

that were extracted for direct comparison with the national

rates for the former GDR.

Peto–Lopez indirect method for calculating deaths

attributed to smoking

Since data on smoking habits are not available for the

majority of Wismut cohort members, it is useful to have a

method for estimating the effects of smoking directly from

the baseline lung cancer mortality rates. As suggested by

Sir Richard Peto FRS and colleagues (Peto et al. 1992,

1994 and Powles 2000), the prevalence of smoking can be

estimated indirectly by comparing the lung cancer mor-

tality rates of interest with the lung cancer rates among

current smokers and never smokers in a large prospective

cohort study conducted by the American Cancer Society

(ACS) CPS-II study from the 1980s (see Thun et al. 2008,

open access article for direct links to the data in EXCEL

format and relevant references). The two main assumptions

here are that: the CPS-II lung cancer mortality rates for

current smoker and never smoker are a valid approximation

of the (unobserved) smoking-specific lung cancer mortality

rates pertaining to the two sets of rates of interest here (the

Wismut baseline rates and the external lung cancer rates of

the former GDR); and current lung cancer mortality pro-

vides a better measure of the effect of lifetime tobacco

smoking than smoking prevalence.

Estimates of the fractions of tobacco-attributable deaths

related to both the internal Wismut and external former

GDR baseline rates were obtained by this indirect method.

This was achieved by comparing both internal and external

baseline lung cancer mortality rates with rates observed for

current smokers or never smokers in the above-mentioned

CPS-II cohort of men of European descent and deriving a

‘smoking impact factor’ (SIF).

The SIF was calculated according to the following for-

mula that pertains to economically developed countries:

SIF ¼Lung cancer death rate in excess of never smokers

in group of interest=Excess lung cancer death

rate for known reference group of current smokers

¼ CLC ÿ NLCð Þ= S�LC ÿ N�
LC

ÿ �

; ð5Þ

where CLC = kB(a, y) or k*(a, y), i.e., the lung cancer

mortality (baseline) rates in the Wismut cohort or the

external population rates (former GDR), respectively, NLC

is the lung cancer death rate among never smokers in the

group of interest (assumed to be equal to NLC
* ), NLC

* is the

lung cancer death rate among never smokers in CPS-II

and SLC
* is the lung cancer mortality rate for smokers in

CPS-II.

If the SIF is used to describe the age-specific or cumu-

lative hazard of smoking, all calculated SIF values that

exceed 1.0 (when CLC[ SLC
* ) are set equal to 1.0. Like-

wise, if SIR\ 0 (which could happen if CLC\NLC
* , that

might be the case for very young age-groups), the calcu-

lated values are set to 0. SIF is a measure that ranges from

0 to 1. An SIF of 1 is equivalent to a population comprised

entirely of lifetime smokers (in the reference population),

and an SIF of 0 is equivalent to a population comprised

entirely of never smokers. Patterns in the age-specific SIF

values indicate the maturity of the smoking epidemic in a

given group: if the epidemic is in its early phases, the SIF

values are high in the younger age-groups and low in the

older; if the epidemic is ‘mature’, the elevated SIF values

extend across the entire age range; and when the epidemic

is declining, the SIF values are lower in the younger age-

groups than in the older ones. The Peto–Lopez method is

widely used in epidemiology and social science and is not

effectively challenged by the tobacco industry (http://www.

deathsfromsmoking.net).

Results

The absolute and cumulative number of lung cancer deaths

in the full Wismut cohort (1946–2003) is shown in Fig. 1a

and b as a function of calendar year from 1960 and age

attained from 20 years. It can be seen from these figures

that (a) the absolute number of lung cancers occurring

reaches a maximum around 67 years of age, increases

steadily from 1960 to 1980 and reaches a plateau thereaf-

ter; (b) the cumulative number of lung cancers has a sig-

moid shape as a function of age attained, but with calendar

year, there is a gradual non-linear increase up to 1970,

which becomes linear thereafter.

On restricting the full data range available in the cohort

(1946–2003) to match the availability of external lung

cancer rates for the former GDR, i.e., by omitting the

cohort data from 1946 to 1959, the main epidemiological
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quantities of interest relevant to the analysis presented here

are as follows: there are 3,001 lung cancers and 1.76 mil-

lion person-years. The percentage of missing causes of

deaths, based on 19,501 known causes of death and 1,183

missing causes of death, is 5.7%. A disproportionate

number of the total missing causes of death (i.e., 494 of the

total 1,183) occurred during the period 1960 to 1969. This

is due to the late start of data collection for this cohort on

1.1.1999, linked with the fact that death certificates were

rarely kept by the authorities for more than 30 years.

Qualitative age, period and cohort analysis

Qualitative differences between GDR external rates and

internal birth cohort baseline rates were based on the latter

obtained directly from the strata associated with a previ-

ously published (Walsh et al. 2010b) excess risk model

(Eqs. 3 and 4), with the previously published parameters

also given and described here in Table 1. This model is

linear in radon exposure with exponential effect modifiers

that depend on age at median exposure, time since median

exposure and radon exposure rate. In this model, the central

estimate of ERR/WLM is 1.06% (95% CI: 0.69%; 1.42%)

for an age at median exposure of 33 years, a time since

median exposure of 11 years and an exposure rate of

2.7 WL. This central ERR decreases by 5% for each unit of

exposure rate increase. The ERR decreases by 32% with

each decade increase in age at median exposure and also

decreases by 54% with each decade increase in time since

median exposure.

The results are presented in Fig. 2a (external rates) & b

(internal strata) for the time period effects, and in Fig. 2c

(external rates) & d (internal strata) for the birth cohort

effects. A direct comparison of Fig. 2a and b shows that

whereas the external rates tend to decline beyond age

70 years with increasing age in most time periods consid-

ered, the internal rates do not and are generally higher. A

similar effect can also be seen by comparing Fig. 2c and d,

for different birth cohorts. The earliest birth cohort avail-

able for the internal cohort is 1900–1904, and it can be seen

from Fig. 2d that the variation in the death rates between

attained-age categories is much greater for this group than

for the later birth cohorts. This effect is caused by the

relatively fewer person-years of observation available for

this group.

Results for smoking impact factors from

the Peto–Lopez indirect method

Estimates of the fraction of tobacco-attributable deaths

from the internal and external baseline rates were obtained

by the indirect method (proposed by Peto et al. 1992)

described above.

The overall age-group-specific lung cancer rates for both

the Wismut internal baseline and the former GDR are

shown in Fig. 3 along with the lung cancer rates among

smokers and non-smokers in the large prospective cohort

study conducted by the American Cancer Society CPS-II

study from the 1980s mentioned above. The age-specific

SIFs are shown in Fig. 4 and indicate that the impact of

smoking is greater in the Wismut baseline group for older

ages, i.e., beyond 65 years, and lower for younger ages.

Since the SIFs are decreasing with increasing age more
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Fig. 1 a The number of lung cancer deaths in the Wismut cohort as a

function of calendar year. The left-hand ordinate and crosses show the

simple numbers, and the right-hand ordinate and line show the

cumulative numbers. b The number of lung cancer deaths in the

Wismut cohort as a function of age attained. The left-hand ordinate

and crosses show the simple numbers, and the right-hand ordinate and

line show the cumulative numbers

Table 1 ERR model for lung cancer and radon exposure, with

exponential radon exposure rate, age and time effect modifiers (Eqs. 3

and 4)

Model description Parameter name Fitted value

f(w,er) � g(e, t) bw 1.06 (0.69; 1.42)

exp(ww) 0.95 (0.93; 0.96)

exp(10a) 0.68 (0.57; 0.82)

exp(10e) 0.46 (0.39; 0.55)

The ERR fit parameters (i.e., the b‘s) are in units of ERR per 100

WLM, with model centering, where applicable, at an age at median

exposure of 33 years (relevant parameter is exp(10a)), a time since

median exposure of 11 years (relevant parameter is exp(10e)), and an

exposure rate of 2.7 WL (relevant parameter is exp(ww)). All fit

parameters are quoted with 95% Wald-type confidence intervals

Radiat Environ Biophys (2011) 50:57–66 61

123



strongly in the former GDR than in the Wismut group, it

can be inferred that the smoking epidemic is more mature

in the latter group.

SMR results (comparison with external rates)

The proportion of causes of death that are known, P, was

also determined in each radon exposure class and for each

calendar year (top panels of Figs. 5 and 6) and was found

to show some non-random variation. Therefore, in the
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Fig. 4 Age-specific smoking impact factors (SIFs) computed as

described in the main text applying the rates given in Fig. 3

Fig. 2 a GDR external rates: The number of lung cancer deaths per

100,000 persons as a function of age attained in different time

periods. b Internal cohort baseline rates: The number of lung cancer

deaths per 100,000 persons as a function of age attained in different

time periods. Note the vertical scale has not been extended to include

two points with high rates of about 2,000 deaths per 100,000 persons,

due to the very small number of person-years contributing to these

spurious values. c GDR external rates: The number of lung cancer

deaths per 100,000 persons as function of age attained in different

birth cohorts. d Internal cohort baseline rates: The number of lung

cancer deaths per 100,000 persons as a function of age attained in

different birth cohorts. Note the vertical scale has not been extended

to include two points with high rates of about 2,000 deaths per

100,000 persons, due to the very small number of person-years

contributing to these spurious values

b
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determination of SMR values, the observed number of

deaths was applied: without adjustment, with adjustment

for one mean cohort value of P and with an adjustment

value of P obtained in each Poisson cell (bottom panels of

Figs. 5 and 6). Since the Poisson cells are classified by

calendar period, and age and exposure variables, which are

all related to calendar period, an additional adjustment to

the observed number of deaths (O) made only by calendar

period was tested.

It can be seen from Table 2 that the number of deaths

(1960–2003) observed (O) was significantly higher than

expected (E) from national rates. The fitted values of SMR

(SMR = O/E) given in Table 2 depend slightly on whether

a correction of O (uncorrected) to O* (with a single average

correction factor of 0.943, i.e., O*
= O/0.943) or to O**

(with a fine correction factor in each Poisson cell) was

made for missing causes of death. The SMR values with

95% confidence intervals (CI) are 1.91 (1.85; 1.98), 2.03

(1.96; 2.10) or 2.06 (1.99; 2.14) for O, O* and O**,

respectively. However, it can be seen from Table 2 that

correction by calendar year produces results that are very

similar to those obtained with the single average correction

factor.

Simple ERR parametric cohort risk models

(comparisons with external and internal rates)

Statistically significant cumulative radon exposure effects

in terms of ERR/WLM values and 95% CIs are also given

in Table 2. These are: relative to the external GDR rates,

0.0022 (0.0021; 0.0024), 0.0025 (0.0023; 0.0026) and

0.0025 (0.0023; 0.0026) for O, O* and O**, respectively;

and relative to the internal cohort baseline rates, 0.0019

(0.0017; 0.0022), 0.0019 (0.0017; 0.0022) and 0.0018

(0.0016; 0.0021) for O, O* and O**, respectively. As in the

last section, it can be seen from Table 2 that correction by

calendar year produces results that are very similar to those

obtained with the single average correction factor.

Internal to external baseline comparison

Statistically significant differences were found in the ratio

of internal to external baseline risks. These ratios and 95%

CIs are also given in Table 2. These are 1.098 (1.027;

1.169), 1.165 (1.089; 1.240) and 1.200 (1.122; 1.278) for

O, O* and O**, respectively. The result pertaining to O*

that the internal baseline rates were found to be greater

than the external baseline rates by 16.5% has previously

been reported (Walsh et al. 2010a). This result is an

average value for the whole range of covariates, but a

further analysis that recomputed this value for two age-

groups of\70 and C70 years gives 1.097 (1.011; 1.184)

and 1.34 (1.188; 1.499), respectively. This latter result that

the internal baseline rates were found to be higher than the

external baseline rates by 34% for ages over 70 years

quantifies the qualitatively observed differences in Fig. 2a–d

above. Since Fig. 5 indicates that the proportion of causes of

death that are known are much lower for the time period

1960–1969 (i.e., at 0.63 with O = 187 lung cancers,
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Fig. 5 Top panel: actual proportion of causes of death that are known

in each calendar year between 1960 and 2003; Bottom panel: person-

year-weighted average in each calendar year of the fine correction

factor that was applied to each Poisson cell in the tabulated data
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Fig. 6 Top panel: actual proportion of causes of death that are known

in radon exposure category; Bottom panel: person-year-weighted

average in each radon exposure category of the fine correction factor

that was applied to each Poisson cell in the tabulated data
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O*
= 187/0.63 = 297) than for later years, the internal to

external baseline risk ratio was also computed for the data

from 1970. Ratios and 95% confidence intervals for the data

from 1970 are 1.123 (1.049; 1.198), 1.165 (1.087; 1.244) and

1.184 (1.105; 1.262) for O, O* and O
**, respectively. Since

there are only small differences between the ratios for the

data from 1960 and the data from 1970, it can be inferred that

the lower values for the proportion of causes of death that are

known before 1970 have little influence on the observed

differences in internal to external baseline risks.

Discussion

It is generally acknowledged in the field of radiation epi-

demiology that a cohort that is good for investigating the

detrimental effects of ionizing radiation should have a

substantial proportion of unexposed cohort members and

that the unexposed cohort members form a more suitable

group for assessing the radiation-associated disease rates

than an external population group from the same geo-

graphical area. However, not many papers have actually

investigated the detailed reasons for this generally accepted

preference. The work presented here is aiming at filling this

gap by examining systematic differences in the lung cancer

mortality rates, which were found to exist when comparing

the Wismut baseline group (i.e., the lung cancer rates

remaining after accounting for the strong risk factor, radon)

to the general population of the former GDR. There are

several other risk factors for lung cancer, which are rele-

vant to the Wismut cohort members at exposure levels that

either do not apply at all to the general population or only

apply at much lower levels. Such risk factors include

exposure to gamma radiation, long-lived radionuclides,

fine dust, arsenic dust, quartz fine dust, asbestos and diesel

fumes. All of these factors could have had some influence

on the observed differences in lung cancer baseline rates.

The analysis presented here should be repeated in the

future when all of the other risk factors and their interac-

tions have been fully evaluated. However, it is cautiously

assumed now that there are two major factors that emerge

from the many possible covariables that contribute to such

differences in the current baseline rates, namely differences

in the characteristics of routine medical screening pro-

grams (p. 666 Runge 1999) and differences in the preva-

lence of smoking as discussed below.

A screening program in the Wismut mining company

was started in 1952, primarily because of the many

observed cases of Silicosis and Tuberculosis. This was

carried out initially as a pilot project, which was then

extended to the general population of the former GDR in

1953/1954 with the primary aim of detecting tuberculosis.

Initially, annual medical checks were carried out in the

GDR that were later reduced to biennial checks (with chest

X-rays for those over 40 years of age). At the Wismut

company, the medical checks were supposed to be annual

and independent of age and accumulated exposure. How-

ever, it is known that this regime was not strictly adhered to

by the employees, since not turning up to medical exam-

inations had no work-related consequences. It can therefore

be assumed that, in the absence of symptoms of ill health,

medical screening in the Wismut employees was only

marginally more frequent than in the general population of

the GDR. In contrast, Wismut employees with symptoms

such as breathing difficulties were carefully monitored and

given chest X-rays at short time intervals. Since there were

about 20,000 confirmed cases of silicosis among Wismut

employees up to 1990, treated by many associated medical

Table 2 Results of fitting the models for the standardized mortality ratios (SMR) given in Eqs. 1 and 2 of the main text

Correction mode for missing

causes of death

Parameter

name

Meaning Fitted value Parameter

name

Meaning Fitted value � [10-2]

None b SMR 1.91 (1.85; 1.98)

Average b 2.03 (1.96; 2.10)

By calendar year b 2.03 (1.96; 2.10)

Fine b 2.06 (1.99; 2.14)

None b1 internal = external

baseline

fixed at 1 b2 ERR/WLM relative

to external baseline

0.223 (0.208; 0.238)

Average b1 fixed at 1 b2 0.245 (0.229; 0.261)

By calendar year b1 fixed at 1 b2 0.244 (0.229; 0.260)

Fine b1 fixed at 1 b2 0.246 (0.230; 0.261)

None b1 internal to external

baseline ratio

1.098 (1.027; 1.169) b2 ERR/WLM relative to

internal baseline

0.192 (0.167; 0.216)

Average b1 1.165 (1.089; 1.240) b2 0.192 (0.167; 0.216)

By calendar year b1 1.163 (1.087; 1.239) b2 0.192 (0.167; 0.216)

Fine b1 1.200 (1.122; 1.278) b2 0.183 (0.159; 0.207)

Values given in parentheses represent 95% CI intervals
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specialists for this disease, it is reasonable to assume that

lung cancer was diagnosed at an earlier stage in Wismut

employees than in the general population of the former

GDR. This would not, however, explain the observed dif-

ferences in the lung cancer mortality rates, although a

minor part of these differences may be due to increased

detection of lung cancers in the miner cohort, due to higher

autopsy rates than in the general population of the former

GDR.

The Wismut cohort data only include a very limited

amount of smoking-related information and only for a

small percentage of the subjects. Detailed smoking infor-

mation has recently been collected for about 2000 cohort

members and assessed in a nested case–control study that

examined the influence of smoking on the radon-related

lung cancer risk (Schnelzer et al. 2010). Since data on

smoking are not available for the majority of Wismut

cohort members, it is only possible to obtain indirect

indications and apply methods for ascertaining the possible

effects of smoking in this cohort. There have already been

indications that the prevalence of smoking in the Wismut

employees was higher than in the general population, from

two case–control studies in the former GDR regions of

Thuringia and Saxony. These two studies investigated the

lung cancer risk due to radon and other risk factors, one

concerning Wismut miners and the other excluding miners

(Brüske-Hohlfeld et al. 2006; Wichmann et al. 1999).

Based on standardized personal interviews that included

detailed questions about smoking history, only 15.2% of

male controls among the Wismut miners analyzed (Brüske-

Hohlfeld et al. 2006) were classified as never having

smoked, whereas the percentage in the other studies’

control group of male non-miners was 26.5% (Wichmann

et al. 1999).

It is also interesting to note that the former Soviet

general director of the Wismut company, General Malz-

ews, ordered additional remuneration and performance

bonuses in the form of alcohol and tobacco products—

‘‘Every employee working in the mines or at ground

level will receive 50 and 30 cigarettes per month,

respectively. By above average performance an additional

50 cigarettes per 10 days are payable’’ (p. 780 Runge

1999). So, it was possible for Wismut employees to earn

up to 200 cigarettes per month in addition to any they

may have purchased—a large quantity by past and cur-

rent standard—which can be compared to the average

number of cigarettes consumed per month in the former

GDR, which rose from 89 in 1960 to 154 in 1989

(Statistisches Bundesamt 2005). It can therefore be

assumed that not only the smoking prevalence and the

amount of tobacco consumed were higher, but also the

age at the start of smoking was probably younger, than in

the general population.

These earlier indications and the socially based evidence

are corroborated by the analysis presented here in terms of

the SIFs from the Peto–Lopez indirect method, which

indicates that the smoking epidemic is more mature in the

Wismut miners than in the general population of the GDR.

A possible criticism of the SIF method could be that the

lung cancer rates among lifelong non-smokers could have

changed over time and may be different between countries.

However, a recent analysis of 13 cohorts and 22 cancer

registry studies (Thun et al. 2008) found no indication

either that lung cancer rates have changed among never

smokers in the age range 40–69 years in the US since the

1930s or that death rates have changed appreciably among

never smokers from CPS-I (1959–1972) to CPS-II

(1982–2004), where these latter two cohorts are the only

cohorts currently available for assessing this point. The

calculation of the SIFs involves the rates for current

smokers; these rates were obtained over six years of fol-

low-up of CPS-II (1982–1988) for men of European des-

cent where this time period falls approximately in the

middle of the time period for the Wismut cohort follow-up

and GDR rates (1960–2003). The analyses for the age

category–specific SIFs presented above were repeated for

Wismut and GDR rates that were restricted to the

1982–1988 time period, but this restriction did not affect

the main results to any notable degree. Other limitations to

the SIF analysis might exist because factors relevant to the

determination of lung cancer risk may have differed

between the ACS cohort and the population and cohort

studied here. Such factors include the daily amount and

number of years smoked, exposure to second-hand smoke,

brand of cigarette, age at initiation and inhalation habits.

Methods applied here for adjusting for missing causes of

death associated with the data collection process for the

Wismut cohort only indicated a minor effect of missing

causes of death on both the differences in internal and

external baseline rates and on the radon-related risk per

unit of exposure. This is related to the fact that there are

only about 6% of total deaths and 6% of total lung cancer

deaths occurring in the period with the lowest proportion of

causes of death that are known, i.e., between 1960 and

1970.

Conclusions

This work has shown that systematic differences in the

lung cancer mortality rates exist when comparing the Wi-

smut baseline (i.e., the lung cancer rates remaining after

accounting for the strong risk factor, radon) to the lung

cancer mortality of the general population of the former

GDR. For this reason, it is generally recommended to apply

the Wismut internal rates in preference to the external
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mortality rates, for baseline lung cancer rate determination,

in future detailed risk models of radiation-associated lung

cancers in this cohort.

Even though the missing causes of death associated with

the data collection process for the Wismut cohort show

some non-random variation with calendar years and radon

exposure category, they were found to have only a minor

effect on both the differences in internal and external

baseline rates, and on the radon-related risk per unit of

exposure.

The Peto–Lopez method has been applied here and has

indicated that the systematic differences in the lung cancer

mortality rates between the internal and external baselines

could be due to differences in the maturity of the smoking

epidemic. In view of the current limitations, it is recom-

mended that the analysis presented here should be repeated

in the future and based on either a single or model-aver-

aged preferred model that includes all of the other risk

factors and their interactions. At this point in time, how-

ever, such risk factors have not yet been fully evaluated for

the Wismut cohort.
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Prof. Werner Rühm for a valuable initial discussion and some very

helpful suggestions.

References
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Correspondence

OCCUPATIONAL DOSES OF IONIZING
RADIATION AND LEUKEMIA MORTALITY

Dear Editors:

A RECENT paper (Möhner et al. 2010) has reported a weak
association between risks for leukemia incidence and
exposure to ionizing radiation. This paper has extended a
previous case-control study (CCS) of uranium miners in
the former German Democratic Republic (GDR) em-
ployed by the Wismut Company, with 377 cases and 980
controls (Möhner et al. 2006) to include medical expo-
sures and organ doses to the red bone marrow (RBM).
The purpose of this letter is to briefly present analogous
results for leukemia mortality in a large cohort study of
former employees of the Wismut Company (Kreuzer et
al. 2010). The cohort comprises of about 59,000 men
contributing 128 leukemia deaths and approximately 2
million person-years during the timespan 1946–2003.
Besides its large size, the main strengths of the cohort
study are the long follow-up period, the high percentage
of causes of death for 93.6% of the deceased, and the low
proportion (4.7%) of subjects lost to follow-up. Uranium
mining was performed by the Wismut Company in East
Germany from 1946 to 1989.

Both Möhner and colleagues and the authors have
recently been involved in an EU project that has provided
new software for calculating organ doses from the
occupational radiation exposures (Marsh et al. 2008).
Also the same job exposure matrix (Lehmann 2004;
Lehmann et al. 1998; HVBG 2005) was used to assess
exposure to radon, external gamma radiation and long-
lived radionuclides. For these reasons, the quantification
of dose in both studies is directly comparable.

While both studies considered leukemia in former
employees in East German uranium mining, they differ
markedly both in the definition of the source population
and in whether incidence or mortality was considered:

● The source population for the CCS consists of male
Wismut employees for whom medical records from
Wismut or statutory insurance were available (approx-
imately 360,000 men). Cases were identified by data
linkage with the common cancer registry and the
cancer control agency of the former GDR. This re-
stricted the follow-up period of the study to 1950–

1989. For the identification of controls, a sub-sample of
individuals having no match in the cancer registry and
stratified by year of birth, was drawn. Subsequently,
controls were individually matched by year of birth.

● The cohort study is based on a stratified random
sample of approximately 64,000 men drawn from
about 130,000 persons for which sufficient informa-
tion for follow-up and exposure data were available.
Stratification criteria were gender, exposure status,
place of work, and year of first employment (1946–
1954, 1955–1970, 1971–1989). Final inclusion criteria
were male gender, first employment between 1 Janu-
ary 1946 to 31 December 1989, year of birth after
1899, and a minimum employment time of 180 d. The
second mortality follow-up covers the period from
1946 to 2003. Information on vital status and cause of
death was obtained from local registration offices,
autopsy files, and the Wismut Health Data Archives
(Kreuzer et al. 2008, 2010; Walsh et al. 2010, 2010b).

In the cohort study, only 48 of a total of 128 deaths
from leukemia occurred up to 1989, of which only 43 are
also included in the 377 cases of the CCS. Thus the overlap
of both studies is small. The mean doses in the cohort study
are somewhat higher than in the CCS: absorbed RBM dose
for the cohort study was 48.8 mGy (range 0 to 989 mGy),
to which external gamma radiation contributed on the mean
40.9 mGy (range 0 to 909 mGy). This can be compared to
the mean RBM dose for the CCS (for cases and controls
taken together) of 23.6 mGy, of which 15.6 mGy were
contributed on average by occupational gamma exposures.

The same absorbed RBM dose categories, lag-times
(of 2 and 15 y) and confidence level (90%) as in Möhner et
al. (2010) have been applied here in calculating the relative
risks from the cohort data for direct comparison. The
present comparison is based on the occupational doses,
since the diagnostic doses have not yet been abstracted from
the comprehensive medical records for the cohort study.
Details of recent cohort analyses with other types of cancer
or exposures have been described elsewhere (Kreuzer et al.
2008; Walsh et al. 2010a and b).

The dose category specific relative risks were cal-
culated by Poisson regression with baseline stratification
by age and calendar year with the AMFIT module of
EPICURE (Preston et al. 1990). Results with respect to a
lag time of 2 y (upper section of Table 1) give no possible
hint of an excess leukemia mortality risk in the present
study. This finding is in line with the results of Möhner
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et al. Statistically significant and decreased relative risks
for all types of leukemia combined are found in the
categories 0.4 to ,5 and 25.6 to ,103.7 mGy in the
upper section of Table 1. This pattern of decreased risks
may be an artifact due to the low number of cases in the
category with 0.4 to ,5 mGy. This is supported by the
observation that the significance of the decrease is not
maintained (see the lower section of Table 1) when the
first two lower dose categories are combined so that the
under 5 mGy category becomes the reference category.

When assuming a lag time of 15 y, Möhner et al.
(2010) found an increased odds-ratio of 1.78 (90% CI
1.09 to 2.91) only in the highest dose category for all
leukemia types combined. The analogous results here
(upper panel of Table 2), also presented with the first two
dose categories combined due to the low number of cases
in the second dose category (lower panel of Table 2), do
not indicate an increased relative risk in the correspond-
ing category, however (RR 5 0.94; 90% CI 0.59 to 1.49).
The difference of the estimators for long lag times may

be due to the longer follow-up time in the cohort study,
which presumably also leads to a considerably longer mean
time since exposure than in the CCS. With increasing mean
time since exposure, the effect of a variation of the assumed
lag-time on the risk estimators will diminish.

The linear trends in leukemia excess relative risk
(ERR) per unit absorbed RBM dose were not signifi-
cantly elevated statistically (ERR/Gy 5 1.39, 90% CI
20.77 to 3.56, p 5 0.28 and ERR/Gy 5 0.80, 90% CI
21.38 to 2.98, p . 0.5 for lag-times of 2 and 15 y,
respectively) in the present study and may be com-
pared with the central estimate 2.06 (90% CI 20.86,
4.99) (lag time not specified) as reported by Möhner et
al. (2010) with exposure including medical exposure.
The two results are consistent given that their confi-
dence intervals overlap strongly. They are also statis-
tically compatible with values recently derived with
techniques of multi-model inference for Japanese
atomic bomb survivors (Walsh and Kaiser 2010,
gender averaged ERR at 1 Sv 5 2.8, 95% CI 1.4 to 3.8,

Table 1. Leukemia relative risk in the Wismut cohort (1946–2003) of German uranium miners by absorbed dose to
the red bone marrow due to occupational exposure, time lag: 2 y.

Dose (mGy)

All leukemias (128 deaths) CLLa (40 deaths) Non-CLLb (88 deaths)

Deaths RRc 90% CI Deaths RRc 90% CI Deaths RRc 90% CI

,0.4 29 1 — 12 1 — 17 1 —
0.4−,5.0 8 0.44 0.23−0.86 2 0.31 0.09−1.10 6 0.53 0.24−1.16
5.0−,25.6 31 0.76 0.50−1.18 9 0.59 0.28−1.22 22 0.89 0.52−1.53
25.6−,103.7 31 0.58 0.38−0.90 10 0.46 0.22−0.93 21 0.67 0.39−1.16
$103.7 29 0.97 0.62−1.51 7 0.58 0.26−1.28 22 1.25 0.72−2.16

,5.0 37 1 — 14 1 — 23 1 —
5.0−,25.6 31 0.98 0.65−1.46 9 0.78 0.38−1.58 22 1.10 0.67−1.81
25.6−,103.7 31 0.74 0.49−1.11 10 0.60 0.30−1.19 21 0.83 0.50−1.38
$103.7 29 1.24 0.82−1.88 7 0.77 0.35−1.66 22 1.54 0.93−2.55

a Chronic lymphatic leukemia.
b All leukemia, except CLL.
c Relative risk from a Poisson regression with baseline stratification by age and calendar year.

Table 2. Leukemia relative risk in the Wismut cohort of German uranium miners by absorbed dose to the red bone
marrow due to occupational exposure, time lag: 15 y.

Dose (mGy)

All leukemias (128 deaths) CLLa (40 deaths) Non-CLLb (88 deaths)

Deaths RRc 90% CI Deaths RRc 90% CI Deaths RRc 90% CI

,0.04 29 1 — 10 1 — 19 1 —
0.04−,3.4 12 0.88 0.49−1.57 4 0.81 0.30−2.16 8 0.93 0.45−1.93
3.4−,18.6 27 0.84 0.53−1.34 7 0.58 0.25−1.31 20 1.02 0.58−1.81
18.6−,74.9 31 0.71 0.45−1.12 12 0.64 0.32−1.31 19 0.76 0.42−1.36
$74.9 29 0.94 0.59−1.49 7 0.53 0.23−1.21 22 1.23 0.69−2.20

,3.4 41 1 — 14 1 — 27 1 —
3.4−,18.6 27 0.88 0.58−1.34 7 0.62 0.29−1.32 20 1.05 0.63−1.74
18.6−,74.9 31 0.75 0.50−1.12 12 0.69 0.36−1.32 19 0.78 0.46−1.31
$74.9 29 0.98 0.64−1.49 7 0.56 0.26−1.22 22 1.26 0.76−2.11

a Chronic lymphatic leukemia.
b All leukemia, except CLL.
c Relative risk from a Poisson regression with baseline stratification by age and calendar year.
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for a 55-y-old exposed at age 30 y) and also with
values from a meta-analysis of leukemia risk from
protracted exposure to low-dose gamma radiation
(Daniels and Schubauer-Berigan 2010), yielding an
ERR at 100 mGy of 0.19, 95% CI 0.07 to 0.32.

The fraction of the different sub-types of leuke-
mia differs somewhat between the two studies, as is to
be expected given that the CCS analyzes incidence,
while the cohort study is for mortality data. In the
CCS, the percentage of CLL in the cases is 42.2%,
while they contribute only 31.3% of the cases in the
cohort study. A detailed comparison of the risk by
sub-types of leukemia [chronic lymphatic leukemia
(CLL) vs. others (non-CLL)] is hardly justified in the
cohort study due to low statistical power. Neverthe-
less, it is noticeable that in the CCS, the reported
estimators are generally higher for CLL than non-
CLL, while in the cohort study the estimators for CLL
are lower in all categories. A similar situation holds
for the linear estimators: Möhner et al. (2010) found
very similar values for the ERR/Gy of 1.95 and 2.14
for CLL and non-CLL, respectively, while in the
cohort study the corresponding estimators are 0.33
(90% CI 22.83 to 3.50) and 2.08 (90% CI 20.84 to
4.99) assuming a lag time of 2 y.

Both the case-control and the cohort study are consis-
tent in not finding a significant dose-response for the
leukemia risk. In both studies, this may be due to restricted
power and in the case of the cohort study also due to as yet
uncollected information about the doses from medical expo-
sures. It is planned to raise the medical exposure data for an
embedded case-control study in the cohort, which will be
based on an extended follow up-period ending with 2008.

FLORIAN DUFEY, LINDA WALSH, ANNEMARIE TSCHENSE,
AND MICHAELA KREUZER

Federal Office for Radiation Protection
Department “Radiation Protection and Health”
Ingolstaedter Landstr. 1
85764 Oberschleissheim, Germany
fdufey@bfs.de
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REPLY TO DUFEY AND COLLEAGUES

Dear Editors:

WE ARE grateful to Dufey and colleagues for their
analysis of the relationship between occupational expo-
sure to ionizing radiation and leukemia risk. In their

comment, they describe some crucial differences be-
tween their cohort and our case-control study, which
presumably lead to differences in important study charac-
teristics such as mean cumulative exposure. In addition, the
two studies use different endpoints; i.e., incidence and
mortality.

In occupational studies we are trying to discover
temporal relationships between certain exposure and
disease onset, whereby disease onset is usually estimated

0017-9078/11/0
Copyright © 2011 Health Physics Society

DOI: 10.1097/HP.0b013e318212c019

550 Health Physics May 2011, Volume 100, Number 5

www.health-physics.com



by the date of first diagnosis. The date of death is often
used as a proxy, especially if incidence data are not
available in the required quality and completeness. In this
case, however, survival rates should also be considered.
Given that a better prognosis for the disease under
consideration results in a longer time span between
diagnosis and death (i.e., the temporal reference points of
the mortality and the incidence study diverge), the
percentage of cases for which the disease is classified as
the main cause of death decreases.

Remarkable progress in leukemia therapy was made
over the study period, leading to an increase in the
corresponding relative 5-y survival rate (5YSR) up to
55% in recent years (Stabenow et al. 2009). In addition,
the various subtypes of leukemia differ in their 5YSR;
while for chronic lymphatic leukemia (CLL) a 5YSR of
75% has already been achieved, for non-CLL it is only
45%. This explains the significantly higher percentage of
CLL in the incidence study. It should also be noted that
if the diagnosis was made during the subject’s lifetime,
the calculated absorbed dose to the red bone marrow
continues to increase between time of diagnosis and
death due to the previous exposure to long-lived radio-
nuclides. In light of increasing survival rates, the tempo-
ral allocation of the exposure differs more and more
between incidence and mortality studies.

The survival rate itself depends on a variety of
factors such as the quality of health services. For the
uranium miners, a comprehensive occupational health

service staggered by exposure categories was already
established in the 1950s. Consequently, it could be
assumed that a disease such as leukemia would on
average be detected earlier among miners than in the
general population, which could possibly lead to a better
prognosis for miners.

In summary, we believe that a possible relationship
between radiation and leukemia could remain undetected
in a study that is based on mortality data. Nevertheless,
we welcome the embedded case-control study in the
cohort planned by Dufey and colleagues and would like
to encourage them to compare observed and expected
cases of different leukemia subtypes under their cohort
design. A detailed comparison of mortality cases with a
match in the cancer registry in terms of registered
leukemia subtype could also provide further insights into
the validity of mortality diagnoses down to the fourth
digit.

MATTHIAS MÖHNER AND JOHANNES GELLISSEN

Federal Institute for Occupational Safety and Health (BAuA)
Nöldnerstr. 40-42
D-10317 Berlin, Germany
Moehner.Matthias@baua.bund.de
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Prostate cancer mortality risk in relation
to working underground in the Wismut
cohort study of German uranium miners,
1970e2003

Linda Walsh, Florian Dufey, Annemarie Tschense, Maria Schnelzer, Marion Sogl,
Michaela Kreuzer

ABSTRACT
Objective: A recent study and comprehensive

literature review has indicated that mining could be
protective against prostate cancer. This indication has
been explored further here by analysing prostate

cancer mortality in the German ‘Wismut’ uranium
miner cohort, which has detailed information on the
number of days worked underground.

Design: An historical cohort study of 58 987 male
mine workers with retrospective follow-up before 1999

and prospective follow-up since 1999.

Setting and participants: Uranium mine workers
employed during the period 1970e1990 in the regions
of Saxony and Thuringia, Germany, contributing 1.42

million person-years of follow-up ending in 2003.

Outcome measure: Simple standardised mortality

ratio (SMR) analyses were applied to assess
differences between the national and cohort prostate
cancer mortality rates and complemented by refined

analyses done entirely within the cohort. The internal
comparisons applied Poisson regression excess
relative prostate cancer mortality risk model with

background stratification by age and calendar year and
a whole range of possible explanatory covariables that
included days worked underground and years worked
at high physical activity with g radiation treated as

a confounder.

Results: The analysis is based on miner data for 263
prostate cancer deaths. The overall SMR was 0.85
(95% CI 0.75 to 0.95). A linear excess relative risk

model with the number of years worked at high
physical activity and the number of days worked
underground as explanatory covariables provided
a statistically significant fit when compared with the

background model (p¼0.039). Results (with 95% CIs)
for the excess relative risk per day worked
underground indicated a statistically significant

(p¼0.0096) small protective effect of "5.59 ("9.81
to "1.36) 310"5.

Conclusion: Evidence is provided from the German
Wismut cohort in support of a protective effect from
working underground on prostate cancer mortality

risk.

INTRODUCTION
Prostate cancer is the second most common
cancer diagnosed among men (after lung
cancer) and is the sixth most common cause
of cancer death among men worldwide.1 In
the European Union in 2006, prostate cancer
was the most common form of incident
cancer and the third most common form of
cancer death in men (see table 3 of Ferlay
et al2). Prostate cancer incidence in Germany
has also become the most common form of
incident cancer disease in men. It is notable
that the prostate cancer mortality rates
were approximately constant in the former
eastern German Democratic Republic (GDR)
between 1960 and 1980 but rose during the
same time by 50% in West Germany.3

Prostate cancer is, in general, a slow-
growing tumour with a long latency and an
uncertain aetiology. The prevalence of latent
microscopic prostate tumours has been
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ARTICLE SUMMARY

Article focus
- Prostate cancer mortality in the Wismut cohort of

German uranium miners in relation to time spent
working underground and the time worked at
high physical activity.

Key messages
- Evidence is provided from the German

Wismut cohort in support of a protective effect

from working underground on prostate cancer
mortality risk.

Strengths and limitations of this study
- The Wismut study is currently the largest

Uranium miner cohort.
- There is detailed information on the time spent

working underground and on other relevant

occupational covariables.
- However, there is no information on whether the

shifts worked were early, late or at night.
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shown to be quite high in older people in most popu-
lations, that is, at least 50% in men over the age of 70.4

Although there are only a few established risk factors for
prostate cancer, such as age, race and a family history
of prostate cancer,5 there are also several mooted
detrimental and protective associations.
The possible detrimental associations include early

baldness,6 shift work,7 arsenic exposures,8 diesel fume
exposure9 and oestrogen exposures.10 Some evidence
exists for radiation-related prostatic detrimental effects
from studies on patients after diagnostic radiation
procedures,11 occupationally exposed British nuclear
workers,12 military and civil pilots and flight atten-
dants,13 and persons exposed by the Chernobyl acci-
dent.14 There was little evidence of a prostate cancer risk
radiation doseeresponse in the Japanese A-bomb survi-
vors.15 A recent meta-analysis of 24 cohort studies has
concluded that an association of smoking with prostate
cancer incidence and mortality exists.16

The possible protective associations include high
sexual and/or androgenic levels,17 ultraviolet and/or
vitamin D,18 high physical activity (PA)19dalthough
some inconsistent results are observed for PAdand
melatonin.20e23 For a cohort of US male health profes-
sionals, Giovannucci et al24 reported that for fatal pros-
tate cancer, a recent smoking history, taller height,
higher body mass index, family history and high intakes
of total energy, calcium and a-linolenic acid were asso-
ciated with a statistically significant increased risk, but
higher vigorous PA level was associated with lower risk.
A recent Australian population-based caseecontrol

study and literature review25 has indicated that mining
could be protective against prostate cancer. Girschik
et al25 concluded that the relationship between mining
and prostate cancer could possibly be connected to
levels of either PA or changes in melatonin production
caused by periods working underground and that these
relationships deserve further investigation. Differential
risk could not be reported in Girschik et al25 because all
but one of the studies reviewed did not report on
working periods underground and overground. The
main purpose of the present paper is to explore these
indications further by analysing prostate cancer
mortality risk in a cohort of male mine workers involved
in uranium extraction at the former Wismut company in
East Germany applying both external (national male
rates for the former GDR) and internal backgrounds.
New covariables for occupational PA and time spent
underground have been specially created for this inves-
tigation. Simple standardised mortality ratio (SMR)
analyses are complemented by refined analyses done
entirely within the cohort.
The German ‘Wismut’ uranium mine workers’ cohort

has currently been followed up from 1 January 1946 to
31 December 2003, with almost 2 million person-years of
observation and has already been described in detail.26 It
is currently the largest miners cohort study and several
analyses of the detrimental health effects data pertaining

to the 58 987 male former employees have recently been
published.27e33

There are several occupational risk factors for detri-
mental health effects, relevant to the cohort members,
particularly with respect to lung cancer, including
exposure to radon, g radiation, long-lived radionu-
clides,34 fine dust, arsenic dust and quartz dust,35

asbestos36 and diesel exposure. However, exposure
covariables for the latter two quantities are not available
in the cohort data. Previous analyses have shown that the
mortality from prostate cancer in this cohort
(1960e2006) is notably lower than in the comparison
population of the former GDR (SMR¼0.88, 95% CI 0.78
to 1.0027). The total absorbed dose to the prostate has
not yet been calculated. However, since the absorbed
dose to non-respiratory track organs is dominated by
external g radiation and the contributions of radon
progeny, radon gas and particularly long-lived radionu-
clides are expected to be only a few per cent,37 only the g
radiation is explicitly considered here, as a potential
confounder. The effective g doses have been converted
into prostate organ dose via voxel model dose conver-
sion factors.38

MATERIALS AND METHODS
Cohort definition, time periods and mortality follow-up
Full details of the cohort have already been given.28 30

Every cohort member contributes to the number of
person-years starting 180 days after the date of first
employment and ending at the earliest of date of loss to
follow-up, date of death or end of follow-up (31
December 2003). Due to the relatively high Percentage
of Missing Causes of Death (PMCD) of 37.25% and the
systematic variation of PMCD with calendar time from
1946 to 1969, the analyses here are based on the subset
of Wismut miner cohort data covering the period
1970e2003 for which the PMCD is 3.56%. Consequently,
no corrections for missing causes of death have been
made. This difference in PMCD is due to the late start of
data collection for this cohort on 1 January 1999, linked
with the fact that death certificates were rarely kept by
the authorities for more than 30 years.
National rates for the former GDR covering the same

calendar year range are applied for the external
comparisons. Former disease codes of the comparison
external background rates for the GDR were re-coded via
earlier ICD revisions to the 10th ICD code,39 which was
applied throughout. This recoding process was compli-
cated by several revisions to ICD codes during the period
of data coverage and German reunification. Population
prostate cancer rates are not available just for the rele-
vant mining region of Thuringia and Saxony. Conse-
quently, the external rates applied here cover the total
area of the former GDR (including East Berlin) during
the time period 1970e1997; in contrast, from 1998, the
rates pertain to the former GDR states and the whole of
Berlin. The codes used here in the various time periods
are as follows: 1970e1978 ICD 8, code number 185; 1979
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ICD 8, code number 179e189 for the urogenital system;
1980e1997 ICD 9, code number 185; 1998e2003 ICD
10, code number C61, all for prostate cancer.

Analysis
The Poisson regression methods applied here require
the tabulation of the individual data into grouped data
records, as described below and in previous analy-
ses.30e32 This is because the input data for Poisson
regression needs to consist of records containing the
number of prostate cancer cases, the number of person-
years and the mean values of the possible explanatory
covariables. Poisson regression is a likelihood-based
method for the quantitative analysis of such records or
‘event-time tables’,40 whereby the rates to be modelled
are computed as the ratios of prostate cancer cases to
person-years for each record in the input data set.
Descriptions of the background rates (ie, the sponta-
neous rates) were necessary to assess the excess risks,
whereby such descriptions can either be based on
models derived directly from the cohort data (internal
comparisons) or from data on the GDR population rates
(external comparisons).
Quantitative risk evaluation methods were based on

the simple SMR model, where the SMR is the ratio of the
observed number of prostate cancer deaths in the cohort
to the number of prostate cancer deaths expected in the
comparison population (see Breslow and Day,
p65e68).40 It is possible that an increased or decreased
overall SMR could be a result of either an occupational
or lifestyle exposure effect in the data. This can be tested
directly by considering the simple SMR model with an
exposure response to various possible explanatory cova-
riables, for external and internal comparisons. In the
case of the SMR model for external comparisons with an
exposure response, a background SMR is computed (ie,
the overall ratio of the observed background number of
prostate cancer deaths in the cohort to the number of
prostate cancer deaths expected in the comparison
population) with an additional SMR that is linearly
dependent on the covariable of interest.
The more refined analysis entirely within the cohort

(internal comparisons) applied Poisson regression excess
relative prostate cancer mortality risk model with back-
ground rate stratification by age and calendar year and
a whole range of possible explanatory covariables: age (a),
year (y), g prostate dose (g), years at medium PA (mpa),
years at high PA (hpa), days worked underground (u) and
time since either first or last underground shift (t).

Data tabulations
Tabulations of person-years at risk and cancer deaths
were created with the DATAB module of the EPICURE
software41 for the whole cohort data (1946e2003), so
that the covariables of interest could be accumulated
from the beginning of the cohort. The period of interest
here was then selected to be 1970e2003 during the
data analysis and model fitting procedures. Cross-
classifications were made by attained age, a, in 16

categories (<15, 15 to <20, 20 to <25, ., 85+ years);
individual calendar year, y, in 58 categories, and cumu-
lative g prostate doses, with a 5-year lag-time (eight
categories: 0, >0 to <50, 50 to <100, 100 to <150, 150 to
<200, 200 to <300, 300 to <400, 400+ mGy). For the
current analysis, new covariables for occupational PA
and time spent underground have been specially
created. Exact shift information relating to daily under-
ground and overground activities in each calendar year
was used. The number of days worked underground in
any one calendar year was then accumulated over
calendar years of employment in eight categories (0,
>0 to <1000, 1000 to <2000, 2000 to <3000, 3000 to
<4000, 4000 to <5000, 5000 to <6000, 6000+ days). For
the PA categories, information on the job type in each
calendar year was extracted from the Wismut records.
Each of the several hundred job types had already been
classified into three levels of PA corresponding to
different breathing rates for the purpose of organ dose
calculations, for example, job types hewer, metal worker
and lorry driver were classified as high, medium and low
PA, respectively. The number of years worked in each of
the high and medium PA classes were then accumulated
over calendar years of employment, each in eight cate-
gories (0, >0 to <5, 5 to <10, 10 to <15, 15 to <20, 20 to
<25, 25 to <30, 30+ years). Choice of units (years or
days) reflects the quality of the information available in
the mining records.

Standardised mortality ratios
Mortality rates observed in the cohort were compared
with the GDR external rates. The first stage of the SMR
analysis for prostate cancer has been done as described
previously for extra-pulmonary cancers28 with some
extensions that allow a comparison of internal (miner
cohort) and external (former GDR) background
(spontaneous) rates. Justifications for the generally
preferable internal comparison (done entirely within the
cohort), connected with differences in the maturity of
the smoking epidemic between the cohort and the GDR,
have recently been given.32 The simplest SMR model
relates the rates in the population of interest (the miner
cohort) to a multiple of the rates from the external
population (the former GDR).
If l*(a, y) denotes the external rates as a function of

age and calendar year and l(a, y) denotes the observed
rates in the miners cohort, then the SMR model can be
written as

l
!

a; y
"

¼ b$l
*
!

a; y
"

; (1)

where the b is a fit parameter and represents the SMR.
However, it is also possible to fit a RR model

RR
!

a; y; g
"

¼ b1$l
*
!

a; y
"

$

!

1 þ b2

!

g
""

(2)

to estimate the effects of various possible explanatory
covariables, such as g prostate dose (g), based on the
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GDR external rates, assuming that the SMR for the
background rates is identically equal to 1, that is, b1 is
fixed to unity during the optimisation. In this case, b2 is
a fit parameter that then gives the simple excess relative
risk (ERR) per unit of exposure relative to the external
GDR rates. It is also possible to test if the external GDR
rates are different from the internal background rates in
the miner cohort by simply freeing the parameter b1 and
repeating the optimisation. All of the parameters b, b1
and b2 can be multiplied by a two level categorical vari-
able for either levels of PA or time spent underground.
Refined ERR models with background stratification by

age and calendar year were employeddif r(a, y, g, mpa,
hpa, u, t) is the prostate cancer mortality rate and r0 (a, y)
¼ r (a,y,0,0,0,0,0) is the background disease rate for
non-exposed individuals, g ¼0, mpa ¼0 . etc then

Rða; y; g ;mpa;hpa;u; tÞ ¼

r0ða; yÞ$f1 þ ERRðg ;mpa;hpa;u;a; tÞg;

(3)

where ERR is the excess relative risk factorised into
a function of exposure, f(g, mpa, hpa, u) and a modifying
function, h(a, t):

ERRðg ;mpa;hpa;u;a; tÞ ¼ fðg ;mpa;hpa;uÞ$hða; tÞ (4)

The g prostate dose, years at medium PA, years at high
PA and days worked underground were each included:

singularly; fðg Þ ¼ a g ;etc; and pairwise fðg ;mpaÞ

¼ a1g þ a2mpa;etc (5)

in the linear ERR model, both with and without the
modifying function and assessed with model selection
techniques to arrive at the model with the lowest devi-
ance with respect to the background model, by forward
selection. Backwards selection was also tested. Finally,
the preferred linear model was tested for non-linearity,
by adding quadratic terms for exposure covariables,
and time or age effect modification (ie, adding h(a, t)
functions to the model).
Maximum likelihood with the AMFIT module of the

EPICURE software41 was used for estimation of the SMR
and ERR fit parameters associated with equations 1e5
above. CIs were computed at the 95% level and the Wald
type CIs are given since, although very similar intervals
were found with the profile likelihood-based CIs, some
of the lower limits could not be numerically calculated
with the latter method.

RESULTS
Of the total 58 987 cohort members in the complete
follow-up period between 1946 and 2003, 55 435
members were included in the follow-up from 1970,
specifically considered in the risk analysis presented
here. In total, 20 920 persons were deceased (of which

1560 died before 1970), 35 294 were alive and 2773 were
lost to follow-up (of which 1992 were lost before 1970).
There were 263 prostate cancer deaths observed during
1.42 million person-years of observation between 1970
and 2003. The cumulative numbers of observed and
expected prostate cancer deaths in this period are shown
in figure 1A,B as a function of calendar year from 1970
and age attained from 40 years. The absolute number of
prostate cancers occurring reaches a maximum in the
category 75e80 years of age, due to the age distribution
in the cohort, and increases steadily from 1970e2003
and the cumulative number of prostate cancers increases
as a function of age attained and calendar year.
The mean values (and ranges) of age attained, mean

number of days worked underground and mean number
of years worked at high PA are 47 (14e103) years,
1649 (0e10 704) days and 3.5 (0e44) years, respectively.
Table 1 gives the category-specific values for the number
of prostate cancer deaths and person-years, for the
number of years worked at high PA and days spent
underground categories of mine workers.

SMR results (comparison of cohort rates with external rates)
The total number of deaths from prostate cancer
(1970e2003) observed (O) was significantly lower
(p<0.001) than expected (E) from national rates
(equation 1). The SMR value with 95% CIs is 0.85 (0.75

B

A

Figure 1 (A) The cumulative number of prostate cancer

deaths observed in the Wismut cohort and expected from

former German Democratic Republic (GDR) rates as a function

of calendar year. (B) The cumulative number of prostate

cancer deaths observed in the Wismut cohort and expected

from GDR rates as a function of age attained.
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to 0.95). Quantitative differences between GDR external
rates and internal cohort rates can be assessed directly
from a categorical SMR analysis in categories of attained
age and calendar year. Some statistically significantly low
categorical SMR values were found mainly in the age
group 65e75 and in the calendar period from 1991 to
1995 (results not shown). The overall SMR with 95% CIs
when recomputed by two categories of below and above
mean time spent underground (1649 days) becomes
0.92 (0.76 to 1.07) and 0.79 (0.65 to 0.92), respectively.
The SMR recomputed by two categories of below and
above mean time worked at high PA (3.52 years)
becomes 0.82 (0.69 to 0.94) and 0.91 (0.73 to 1.10),
respectively.

Simple ERR parametric cohort risk models (comparison of
cohort rates with external rates)
Cumulative exposure effects for various covariables in
terms of ERR per unit exposure and 95% CIs are given
in the first results column of table 2 (equation 2). The
ERR per day worked underground, relative to the
external GDR rates, is "4.44 ("7.11 to "1.76) 310"5

and was found to be the statistically strongest exposure
effect (p¼0.001), that is, decreased for the number of
days worked underground relative to the external rates.
A similar value of "3.3 ("7.2 to 0.06) 310"5 relative to
the internal controls was found (table 2, third results
column), although of reduced statistical significance
(p¼0.097). This latter result is connected with a back-
ground SMR of 0.93 (0.78 to 1.08) (table 2, second
results column). The SMR model did not converge (NC)
for the g prostate dose relative to the external back-
ground rates. A statistically significant (p¼0.03)
decreased ERR/Gy for prostate g doses, relative to the

internal background of "1.27 ("2.4 to "0.14), was also
found (table 2, third results column).

Refined ERR parametric cohort risk models
The statistical significance of ERR/Gy for prostate g
doses reported with the simple analysis was not
confirmed by the refined analysis (ERR/Gy¼"1.18
("2.4 to 0.02), see table 2, fourth results column)
(equations 3e5). Although the coefficient for g dose was
of borderline statistical significance in the univariate
model, the forward selection did not keep the g prostate
dose in the multivariate model. A preferred model by
forward selection of the covariables g prostate dose, g;
years at medium PA, mpa; years at high PA, hpa, and days
worked underground, u, taken linearly one or two at
a time was found to be the model that included both hpa

and u (table 3). This model had a reduction in deviance
with respect to the stratified background model of 6.5
(p¼0.04) by the likelihood ratio test. This model
provided the results in the last column of table 2 (with
95% CIs) for the ERR per day worked underground,
which indicates a statistically significant (p¼0.01) small
decreased effect of "5.59 ("9.81 to "1.36) 310"5, and
for the ERR per year worked at high PA, which indicates
a statistically significant (p¼0.04) small detrimental
effect of 0.021 (0.001 to 0.040). The clinical significance
of the results can be assessed by obtaining the number of
deaths from prostate cancer prevented in this cohort
from working underground, obtained from the fitted
background and fitted excess number of cases in the
preferred model. Depending on whether the slightly
increased risk from high PA is accounted for or not, this
number is either 14 or 22 prostate cancer deaths,
respectively.

Table 1 Category means and ranges for the number of days worked underground and the number of years worked at high

physical activity (PA)

Category means

(and ranges)

Number of prostate

cancer deaths

Number of

person-years

Mean g prostate dose

(mGy, with SD)

Mean number of days worked underground

0 67 360536 1.1 (4.4)

408 (2e999.9) 46 429624 7.5 (9.9)

1466 (1000e1999.8) 30 184782 24.5 (26.7)

2475 (2000e2999.8) 34 139204 42.0 (44.2)

3465 (3000e3999.9) 24 97 808 68.3 (65.5)

4908 (4000e5999.9) 37 138138 111.4 (93.9)

7236 (6000e10 704) 25 74 836 156.9 (127.4)

Mean number of years worked at high PA

0 122 726358 9.8 (28.1)

2.2 (1e4) 52 342896 19.2 (33.1)

6.7 (5e9) 37 165377 47.0 (46.9)

11.8 (10e14) 22 87 297 94.5 (73.5)

16.8 (15e19) 16 54 598 148.3 (94.2)

23.3 (20e29) 11 40 425 199.4 (123.1)

33.3 (30e42) 3 7978 238.3 (163.0)

In each category the number of deaths from prostate cancer mortality, the number of person-years at risk (rounded) and the mean cumulative
person-year weighted g prostate dose (with SD) are given.
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Models that included just hpa or just u did not result in
statistically significant risks (table 2, fourth results
column) or lead to statistically significant model
improvement (table 3). No evidence for an interaction
between hpa and u was indicated by including a cross
term in the preferred model (p>0.5). Testing of the
quadratic or parabolic forms for hpa and u or testing risk
effect modification by attained age (table 3) or time
since first or last underground shift (results not shown)
did not lead to statistically significant model improve-
ment. The doseeresponse forms for the preferred
model and the adjusted non-parametric risks with 95%
CIs are shown in figure 2. It was not possible to confirm
this result by backwards selection since the models with
all six main covariables failed to converge.

DISCUSSION
The Wismut cohort is one of the largest single occupa-
tional cohorts and one of only a few cohorts with
detailed information on the number of shifts worked
underground. Although the number of shifts was docu-
mented, it is not known if these were early morning,
daytime or night shifts. A substantial proportion (25%)
of person-years are contributed by mine workers who did
not work underground, which generally ensures the
stability of analyses based on internal rates. The ERR per
unit of various exposures have been modelled relative to
the internal rates and relative to the external rates for
the general population of the former GDR.
A statistically significant (p¼0.001) negative response

for the ERR per day worked underground, when
modelled in relation to the general population of the
former GDR, is reported here. There are some indica-
tions of unit exposure responses of the ERR which are
decreased for g prostate dose (p¼0.03 and 0.055 for the
simple and refined models, respectively) with respect to
the internal rates. Rather than being decreased, the g
dose is a possible proxy variables for the number of days
worked underground since there are moderate degrees
of correlations between these covariables (r¼0.68 for the
correlation between time-dependent cumulative g pros-
tate doses and the number of days worked underground,
see also table 1). Indication that the g dose may be
acting as a proxy was tested here directly by the creation
of new categories of mine workers, with numbers of years
worked at high or medium PA and the number of days
worked underground and the application of model
selection techniques.
The assumption is made in this paper that radon and

long-lived radionuclides make only minor contributions
to the total prostate dose. Previous analyses have shown
that the ERR per 100 WLM of radon exposure, based on
internal Poisson models, was not elevated for prostate
cancer (ERR/100 WLM ¼0.000, 95% CI, "0.024 to
0.024).31 None of the radiation covariables (ie, g pros-
tate dose but also including long-lived radionuclides and
radon), when tested by inclusion singularly as linear risks
in refined internal Poisson regression models, resulted
in a deviance drop of more than three with respect to the
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background model which was stratified on age attained
and calendar year.
A linear ERR model with the number of years worked

at high PA and the number of days worked underground
as explanatory covariables provided a statistically signif-
icant fit when compared with the background model
(p¼0.039). Results (with 95% CI) for the ERR per
day worked underground indicated a statistically signif-
icant (p¼0.01) small decreased effect at "5.59 ("9.81 to
"1.36) 310"5 and for the ERR per year worked at high
PA, a statistically significant (p¼0.04) small detrimental
effect at 0.021 (0.001 to 0.040). This main result provides
new evidence in support of the decreased effect of
working underground which is manifested with respect
to the internal and the external rates.
The number of days worked underground is

connected with a particular hypothesis for reduced
prostate cancer rates, for example, melatonin produc-
tion rates (as described in detail in Girschik et al25 and
references therein). In summary, melatonin has been
shown to have anti-cancer properties acting through
several mechanisms.20e23 The production of melatonin
in the pineal gland is regulated by the natural diurnal
light-level cycle, with suppressed production during the
day, which is restored at night. Underground miners on
day shifts would have a reduced exposure to visible light
leading to an extended melatonin production period.
The relation between PA and prostate cancer risk was

classified as ‘probable’ with respect to decreased risk, by
the IARC in 2002,42 but no definite mechanisms have
been identified for a relation between PA and prostate
cancer. Several plausible mechanisms have been postu-
lated which include modulation of testosterone and
vitamin D levels by PA, a link between physical inactivity
and overweight/obesity and a beneficial modulation of
immune function through exercise (see Lee et al43 for
a review). A recent systematic review and meta-analysis44

considered 13 studies with occupational PA, considered
to be ‘higher quality’ studies and reported that nine
studies gave a decreased risk, one study an increased
risk and three studies reported no association. Two
other studies have reported increased risks: Hosseini
et al45 found that intensity of occupational PA was asso-
ciated with increased prostate cancer risk and Zeegers
et al46 reported an increased risk for obese men (body
mass index over 30) who were physically active for
more than 1 h/day and in men with high background
energy intake.
A statistically significant increase in risk with

increasing high PA is observed here, in contrast to the
IARC classification and the majority of other studies. It is
important to note that the variable PA here measures
only part of the total PA and could be prone to
misclassification. The PA variable is limited to the work
period at the Wismut company (the mean duration of
work at the company, 14 years) and no leisure time
activities could be considered. The classification is
simply based on job type without consideration of
possible changes in PA in a specific job over time, for
example, due to improved technical ‘labour-saving’
equipment. PA could also be an indicator of socioeco-
nomic status because the jobs with low PA are more likely
to be associated with higher education.
Another possible source of bias in the results based on

external comparisons that should be considered is the
selection bias known as the healthy worker effect.
However, this effect, which can generally lead to occu-
pational cohorts presenting mortality risks less than the
general population, is not indicated since the risks are
similar with respect to internal and external back-
grounds. The occurrence of this form of bias could also
be tested here by considering all solid cancer minus the
sites that have already been linked to the main mine
radiation exposure, that is, radon (lung, larynx, tongue,

Table 3 Results of applying model selection techniques with the likelihood ratio test for variable selection

Covariables in model, form D df D Deviance p Value

u, linear hpa, linear 2 6.47 0.039

u, linear mpa, linear hpa, linear 3 7.25 0.064

u, linear hpa, linear a, exponential 3 7.23 0.065

u, linear hpa, linear a, power 3 7.15 0.067

u, linear hpa, linear hpa, squared 3 7.06 0.070

u, linear u, squared hpa, linear 3 6.75 0.080

u, squared hpa, linear 2 5.04 0.080

ERR/unit exposure (SE)

g, linear "1.2 (0.6) 310"3 1 2.61 0.107

u, linear "3.1 (2.1) 310"5 1 1.88 0.171

hpa, linear 1.3 (1.1) 310"2 1 1.61 0.204

mpa, linear "2.8 (7.0) 310"3 1 0.15 0.697

The changes in degrees of freedom (df) and deviance are all with respect to the stratified background model, which had a deviance of 3178.9 for
a df of 555 433. g, mpa, hpa, u and a represent g prostate dose, years at medium physical activity (PA), years at high PA, days worked
underground and age attained, respectively. The top section represents a subset of seven models (preferred model in bold) from a complete
sorted list of all models tested, for which the probability of model improvement with respect to the stratified background model had a p value
under 0.10. The lower section represents the model selection results for all four models with single exposure covariablesdnone of which
resulted in a statistically significant model improvement when compared with the background model.
ERR, excess relative risk.
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mouth and pharynx). For this group of cancers, the SMR
with 95% CI is 1.01 (0.97 to 1.04) also indicating that
the healthy worker effect is not having a significant
influence on the prostate cancer results in this cohort.
A further source of bias, possibly affecting the decrease

in risk with increasing duration of working underground
based on internal comparisons, could be the healthy
worker survivor effect. Unhealthy workers may move
from working underground to working at the surface.
Consequently, the duration of working underground
may be higher in the healthy group compared with the
unhealthy group, leading to artificially decreased effects
in relation to duration of working underground.
However, this effect has been tested for by fitting the
preferred model, which included both the number of
days worked underground and number of years worked
at high PA, to the subgroup of all solid cancers minus the
sites that have already been linked to the main mine
radiation exposure (lung, larynx, tongue, mouth and
pharynx) and minus prostate. No significant trends were

found (p>0.5 for the linear trend of ERR with respect to
the number of days worked underground and p¼0.11
for the linear trend of ERR with number of years worked
at high PA) indicating that the healthy worker survivor
effect is not directly biasing the results for prostate
cancer.
Although there is no general consensus as to whether

radiation exposure is associated with prostate cancer
risk,47 an x-ray procedure risk doubling dose of about
20 mGy for prostate cancer incidence has been
reported.11 The magnitudes and ranges of the g prostate
doses in the Wismut study (with the prostate cancer
mortality cases having a range up to 444 mGy and the
cohort person-year weighted mean g prostate dose of
34 mGy) should be large enough to find such an
increased risk at the 20 mSv level, given the similar
relative biological effect of x-rays and g rays. However,
a g risk, at this 20 mSv level, has not been found in the
Wismut cohort data for prostate cancer mortality.
Yang et al8 reported that SMRs for prostate cancer

declined gradually in an SW coastal district of Taiwan
after the arsenic-contaminated artesian well drinking
water supply was improved to a tap-water system. Since
arsenic dust exposures are also available for the Wismut
miners,35 an arsenic covariable could be added to the
preferred model for PA and time worked underground
described above in a subsidiary analysis, but this only
resulted in a deviance drop of 1.2 and a p value of 0.33
for the associated arsenic risk coefficient and did not
confound the main risks from the preferred model.
An examination of the effects of smoking on the risk

of prostate cancer mortality, as indicated in Huncharek
et al,16 could not be carried out for the Wismut cohort
due to only a very limited amount of information on
smoking being available.29

Although there were 264 prostate cancer deaths in the
whole cohort, only one occurred before 1970, that is,
during the period with a higher percentage of missing
causes of death. This is consistent with prostate cancer
generally being a type of cancer that occurs predomi-
nantly in old age coupled with the observation thatddue
to miners entering and leaving the cohort at various
points in time during the follow-up perioddthe cohort
aged, on average, at half the rate of any individual, that
is, in 1960 and 2003, the mean ages of cohort members
were 35 and 57 years, respectively. Consequently, it is very
important to continue work on extending the current
follow-up period.

CONCLUSIONS
This work has extended the evidence in support of
a decreased, possibly protective, effect for prostate
cancer mortality from working underground provided
in25 and could be interpreted as support for ‘The
Melatonin Hypothesis’. A linear internal excess RR
model with the number of years worked at high PA and
the number of days worked underground as explanatory
covariables provided a statistically significant fit when
compared with the background model (p¼0.039).

Figure 2 The upper panel shows the excess relative risk

(ERR) and 95% CI as a function of mean number of years with

high physical activity (PA) and corresponds to the risk given in

the last column of table 2. The non-parametric points with 95%

CI are adjusted for mean number of days worked underground.

The lower panel shows the ERR and 95% CI as a function of

mean number of days worked underground and corresponds to

the risk given in the last column of table 2. The non-parametric

points with 95% CI are adjusted for mean number of years with

high PA.
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Results (with 95% CI) for the ERR per day worked
underground indicated a statistically significant
(p¼0.0096) small decreased, possibly protective, effect at
"5.59 ("9.81 to "1.36) 310"5. It is this main result that
provides the new evidence in support of the protective
effect of working underground which is also manifested
with respect to the external rates. Additional computa-
tions made to examine the influence of biases due to the
g doses, the healthy worker selection effect and the
healthy worker survivor effect indicate that the results
are unbiased in these respects, but the effects of such
biases cannot be entirely excluded.
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Abstract The non-cancer mortality data for cerebrovas-

cular disease (CVD) and cardiovascular diseases from

Report 13 on the atomic bomb survivors published by the

Radiation Effects Research Foundation were analysed to

investigate the dose–response for the influence of radiation

on these detrimental health effects. Various parametric and

categorical models (such as linear-no-threshold (LNT) and

a number of threshold and step models) were analysed with

a statistical selection protocol that rated the model

description of the data. Instead of applying the usual

approach of identifying one preferred model for each data

set, a set of plausible models was applied, and a sub-set of

non-nested models was identified that all fitted the data

about equally well. Subsequently, this sub-set of non-nes-

ted models was used to perform multi-model inference

(MMI), an innovative method of mathematically combin-

ing different models to allow risk estimates to be based on

several plausible dose–response models rather than just

relying on a single model of choice. This procedure thereby

produces more reliable risk estimates based on a more

comprehensive appraisal of model uncertainties. For CVD,

MMI yielded a weak dose–response (with a risk estimate of

about one-third of the LNT model) below a step at 0.6 Gy

and a stronger dose–response at higher doses. The calcu-

lated risk estimates are consistent with zero risk below this

threshold-dose. For mortalities related to cardiovascular

diseases, an LNT-type dose–response was found with risk

estimates consistent with zero risk below 2.2 Gy based on

90% confidence intervals. The MMI approach described

here resolves a dilemma in practical radiation protection

when one is forced to select between models with pro-

foundly different dose–responses for risk estimates.

Keywords Risk assessment � Radiation � Cerebrovascular

disease � Cardiovascular diseases � Threshold-dose � LNT

Introduction

One of the most important questions in radiation research

relates to the shape of the dose–response for detrimental

health effects at low doses, that is, whether any small dose

of ionizing radiation adds to health risks, or whether there

may be a threshold below which radiation may have no

effect, or whether even protective effects may occur

(Brenner et al. 2003; Averbeck 2009). This question bears

essential relevance for our societies given, for example, the

widespread use of medical imaging techniques such as CT

scans, X-ray images, and mammography. It is also relevant

for air crews and large worker populations who are

exposed occupationally, for example, in nuclear installa-

tions. The possible risks of ionizing radiation are not lim-

ited to cancer but also relate to non-cancer diseases (Little

et al. 2010). In that context, the question of a possible

threshold or protective effects at low and/or medium doses

is equally important as it is for cancer (Preston et al. 2003;

Shimizu et al. 2010).
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The mortality data from the Life Span Study (LSS),

relating to the A-bomb survivors in Hiroshima and Naga-

saki, are generally considered to be important for esti-

mating the risk associated with ionizing radiation. Analyses

of these data suggest a role of ionizing radiation in the

formation of non-cancer diseases such as cerebrovascular

disease (CVD)1 and cardiovascular diseases excluding

CVD2 (Preston et al. 2003). Preston et al. (2003) concluded

that the evidence for radiation effects on non-cancer mor-

tality remains strong, with risks elevated by about 14% per

Sv during the last 13 years of follow-up and that the best

estimate for a threshold-dose is 0.2 Sv with an upper bound

of about 0.7 Sv with no evidence against the linear-no-

threshold hypothesis.

For protracted exposures, an important data set is the

Mayak worker cohort (Azizova et al. 2008). The Mayak

workers were exposed to low and medium doses at low

dose rates. This together with the fact that these individuals

did not have the threatening and traumatic experience of

being exposed to the detonation of a nuclear bomb makes

this data set especially valuable for risk estimations of

general populations. Recently, statistically significant

increasing trends in the incidence of cardiovascular and

cerebrovascular diseases with external c-ray dose have

been reported for this cohort (Azizova et al. 2010a, b,

2011). Azizova et al. (2010a) found statistically significant

increasing trends with both total external gamma-ray dose

and internal liver dose in the incidence of ischaemic heart

disease, a form of cardiovascular disease. They also

reported statistically significant increasing trends in cere-

brovascular disease incidence but not mortality with both

total external c-ray dose and internal liver dose from

a-particle radiation (Azizova et al. 2010b, 2011).

In an extensive review, Little et al. (2010) present evi-

dence for the epidemiological associations between lower-

dose exposures and circulatory disease risks. They

reviewed epidemiological data related to the atomic bomb

survivors, low- and moderate-dose therapeutically exposed

groups, and diagnostically, occupationally, and environ-

mentally exposed groups. The authors conclude that the

epidemiological evidence for an elevation of these diseases

by moderate and low doses remains suggestive rather than

persuasive (Little et al. 2010).

In the current study, various plausible dose–response

curves (such as linear-no-threshold (LNT), linear quadratic,

linear with threshold, step functions, hormesis-like dose–

responses) were applied to the LSS data for CVD and

cardiovascular diseases excluding CVD from Report 13

(Preston et al. 2003), and suitable quality-of-fit criteria

were used to select the preferred models. A series of

likelihood-ratio tests was used to obtain a set of preferable

non-nested models. Multi-model inference (MMI), an

innovative method to combine the estimates of several

plausible non-nested models (Burnham and Anderson

2002; Claeskens and Hjort 2008), was then applied. The

method resulted in a joint dose–response for each of the

two biological endpoints. In the field of radiation epide-

miology, MMI poses a fascinating new approach that

avoids the danger of producing biased results from relying

on just one single model of choice. Before the MMI

method was introduced to radiation epidemiology by

Walsh and Kaiser (2011), there was an earlier proposal to

combine different probability distributions by assigning

different probabilities to them regarding the possible

existence of low-dose thresholds (Land 2002). This con-

cept of Land (2002) can be regarded as a stimulating

suggestion to apply MMI. For a further discussion of model

selection criteria in radiation epidemiology, see the study

by Walsh (2007).

An analysis of a more recent LSS data set with follow-

up from 1950 to 2003 has also been performed (Shimizu

et al. 2010). However, the question whether the dose–

response is linear at low doses without threshold or whe-

ther nonlinear dose–response features are present is still

unresolved. In the present study, it is shown that the shape

of the dose–response curve cannot be found by exclusively

using either the LNT or the linear threshold model, the

approach used by Shimizu et al. (2010). The fact that

several risk models yield plausible fits to the data is duly

considered and accounted for here.

Materials and methods

Data on non-cancer disease mortality

The present analyses are based on two data sets for cere-

brovascular disease (CVD; ICD-9 430–438) and cardio-

vascular diseases excluding CVD (ICD-9 390–429,

440–459) of LSS Report 13 (Preston et al. 2003; data

fileR13MORT.DAT from http://www.rerf.or.jp). In the

remainder of this publication, the ICD-9 codes 390–429,

440–459 are simply referred to as cardiovascular diseases.

In the file R13MORT.DAT, the data are provided in a

person-year table and are categorized by city, sex, age at

exposure, age attained, calendar time period during which

1 It is noted that Preston et al. (2003) and Shimizu et al. (2010) refer

to the ICD-9 codes 430–438 as ‘‘stroke’’, while stroke is in fact a

subgroup of ICD-9 430–438. The latter represents cerebrovascular

disease.
2 It is noted that Preston et al. (2003) and Shimizu et al. (2010) refer

to the ICD-9 codes 390–429, 440–459 as ‘‘heart disease’’, while these

ICD-9 codes are better described as cardiovascular diseases excluding

CVD (Dr. Frauke Neff, Helmholtz Zentrum München, personal

communication).
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the mortality checks were made, and weighted survivor

colon dose. For each data group, the data file contains

person-year weighted means of age attained, age at expo-

sure, colon dose with a weight of ten for the neutron

contribution, the number of person-years, and the number

of deaths cases.

The data were analysed with exactly the same restric-

tions applied by Preston et al. (2003): we used data with

follow-up starting on 1 January 1968 and ending on 31

December 1997. Only proximal survivors were taken

where proximal is taken to mean survivors who were

within a radius of 3 km from the hypocenter at the time of

bombing. That gives 50,364 individuals (19,467 men and

30,897 women), of whom 3,954 died from CVD (1,434

men and 2,520 women) and 4,477 died from cardiovascular

diseases (1,614 men and 2,863 women). The number of

person-years is 1200,991.8 (452,161.6 and 748,830.2 per-

son-years for men and women, respectively). Data per-

taining to men and women were fitted jointly.

Descriptive risk models

The mortality data for CVD and cardiovascular diseases

from Report 13 of the LSS were analysed with the following

parametric and categorical models for the risk that stems

from radiation: the LNT model, the quadratic model and the

linear-quadratic model, the linear-exponential model, the

linear threshold model (often referred to as threshold model

within this study), various step models, hormesis-like

models and one categorical model. Altogether, eleven dif-

ferent dose–responses were tested (Fig. 1). All of them were

implemented either as excess relative risk (ERR) models or

as excess absolute risk (EAR) models. The general form of

an ERR model is as follows: h = h0 9 (1 ? ERR(D, s, a,

e)) where h is the total hazard function, h0 is the baseline

model and the function ERR(D, s, a, e) describes the change

of the hazard function with weighted colon dose D allowing

for effects of sex (s), age at exposure (e) and attained age

(a). It is ERR(D, s, a, e) = err(D) 9 e(s, a, e). Here,

err(D) describes the shape of the dose–response function

and e(s, a, e) contains the dose-effect modifiers sex, age

attained, and age at exposure. The general form of an EAR

model is h = h0 ? EAR(D, s, a, e) where EAR(D, s, a,

e) = ear(D) 9 e(s, a, e). Mathematical details related to the

effect modifiers are given in Sect. 3 of the Online Resource.

For h0, we first applied the Preston baseline model given

in Eq. (A1) of the Online Resource (see file R13models.log

at http://www.rerf.or.jp/library/dl_e/lss13.html, Preston et al.

(2003)).

For err(D) and ear(D) the following dose–response

models were used:

err Dð Þ ¼ err � D LNT model; #1 in Fig:1

err Dð Þ ¼ 1:12� err�D2 Quadratic model; #2 in Fig:1

err Dð Þ ¼ err1 � Dþ 1:12� err2 � D2

Linear - quadr: model; #3 in Fig:1

err Dð Þ ¼ err1 þ err2Dð Þ � exp ÿerr3D
2

ÿ �

Linear - expon: model; #4 in Fig:1

errðDÞ ¼
0 D\Dth

errðDÿ DthÞ D�Dth

� �

Linear thresh: model; #5 in Fig:1

err Dð Þ ¼ 0:5� scale� tanh s Dÿ Dthð Þð Þ þ 1½ �
Step model; #6 in Fig:1

errðDÞ ¼
0 D\Dth

err � D D�Dth

� �

Step model with slope; #7 in Fig:1

errðDÞ ¼
0 D\Dth

err1 þ err2ðDÿ DthÞ D�Dth

� �

Step model with slope; #8 in Fig:1

errðDÞ ¼
0 D\0:005Gy

err1 0:005Gy�D\Dth

err2 D�Dth

8

<

:

9

=

;

Hormesis - like model; #9 in Fig:1

errðDÞ ¼
0 D\0:005Gy

err1 0:005Gy�D\Dth

err1 þ err2ðDÿ DthÞ D�Dth

8

<

:

9

=

;

Hormesis - like with slope; #10 in Fig:1

errðDÞ ¼

err1 0�D\D1

err2 D1 �D\D2

err3 D2 �D\D3

err4 D�D3

8

>

>

<

>

>

:

9

>

>

=

>

>

;

3 - step categorical model; #11

The necessary adjustments for random errors in

dosimetry applied to the dose term are already applied in

the publicly available data, but a separate adjustment

involving a multiplication factor to the dose-squared

covariable should be done explicitly, either according to

Pierce et al. (1990) (factor 1.12) or Pierce et al. (2008)

(revised factor 1.15). Since most of the published analyses

apply the factor 1.12, this has been adopted here for the

quadratic and linear-quadratic models.

The Preston baseline model (given in Eq. (A1) of the

Online Resource) was optimized here with series of like-

lihood-ratio tests. For nested models, the difference

between their deviances (dev) is v2-distributed (Claeskens

and Hjort 2008). A model is considered an improvement

over another model with a 95% probability if the deviance

is lowered by at least 3.84 points after adding of one

parameter. A description of this streamlining process,
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which has also been applied in a recent study on breast

cancer risk in atomic bomb survivors (Kaiser et al. 2011),

is given below.

Streamlining the Preston baseline model

Preston’s fit to the LSS data for CVD (presented in

Table 13 in Preston et al. (2003)) was reproduced in the

first step. Preston et al. (2003) concluded that an LNT

model implemented as ERR model fitted the data best. In

order to reproduce this, the Preston baseline model given in

Eq. (A1) of the Online Resource was combined with an

LNT model, implemented as an ERR model and fitted to

the joint data for CVD in men and women. This model is

referred to as Preston’s ERR-LNT model and contains 30

model parameters (dev = 3599.58, Table 1). Then, each of

the 29 baseline parameters was tested for its significance at

the 95% significance level by setting it to 0 and refitting

all the other parameters. Rigorous testing led to a new set

of statistically significant baseline parameters, with eight

parameters less than Preston et al. (2003) used within their

baseline model [h0 from Eq. (A1)]: the new model no

longer contained four age at exposure dependences, the

related three age knots, and one age attained dependence.

In addition, it was found that the model fit significantly

improved when two other age knots and one age at expo-

sure knot were allowed to be free (for details consult

Sect. 2 of the Online Resource). The streamlined baseline

model for CVD, which was used in combination with the

11 models depicted in Fig. 1, therefore has 21 (29 - 8)

model parameters (see Table S1 in the Online Resource).

For cardiovascular diseases, an analogous procedure

was applied. Preston’s best fit of the data for cardiovascular

diseases was reproduced: the Preston baseline model given

in Eq. (A1) of the Online Resource was combined with an

LNT model, implemented as ERR model and fitted to the

joint data for cardiovascular diseases. The results of fitting

Preston’s ERR-LNT model are given in Table 1:

dev = 3709.71 with 30 model parameters. Then, each of

the 29 baseline parameters was tested for its significance

Fig. 1 Parametric (#1 to #8,

#10) and categorical (#9, #11)

models used to investigate the

shape of the dose–responses

related to the risk that stems

from ionizing radiation. 1st row:

LNT model, quadratic model,

linear-quadratic model; 2nd

row: linear-exponential model,

linear threshold model

(sometimes only referred to as

threshold model, the threshold-

dose is denoted by Dth), step

model; 3rd row: step model with

slope, another step model with

slope, hormetic-like model; 4th

row: hormetic-like model with

slope; 3-step categorical model.

Note that in both hormetic-like

models the excess risk is set to

zero for D\ 0.005 Gy
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resulting in a streamlined baseline model with 14 model

parameters less than the Preston baseline model, which also

lost its city dependence (see Table S2 in the Online

Resource). The streamlined baseline model no longer

contained four age at exposure dependences, three age

attained dependences, and the related five age knots. Fur-

thermore, it was found that the model fit significantly

improved when two other age knots were allowed to be

free (for details consult Sect. 2 of the Online Resource).

The streamlined baseline model for cardiovascular diseases

therefore has 15 (29 - 14) model parameters (see Table S2

in the Online Resource).

Fitting the descriptive risk models

After having acquired two streamlined baseline models for

CVD and cardiovascular diseases with the procedure

described in the previous two paragraphs, all other models

(i.e. models other than the LNT model that was already

used for the streamlining process) depicted in Fig. 1 were

also combined with the streamlined baseline models as

either ERR model or EAR model and fitted to the data for

CVD and cardiovascular diseases. For those parametric and

categorical models that contain a threshold-dose Dth, the

following set of different values for Dth was used to care-

fully investigate which value leads to the smallest devi-

ance: 0.0001 Gy, 0.0002,…, 0.0005, 0.001, 0.005, 0.01,

0.02, …, 0.09, 0.1, 0.2, …, 0.9, 1, and 2 Gy. In the linear

threshold model, however, Dth was adjusted in the model

fit. The step model was replaced by a modified hyperbolic

tangent function as described below. Throughout this

extensive approach, likelihood-ratio tests were applied to

compare nested models with each other, to eliminate those

nested models with inferior deviance values and to obtain

two final sub-sets of non-nested models, one for each

detrimental health outcome.

The step model (Fig. 1) was not implemented as a cat-

egorical model. Instead, the following modified hyperbolic

tangent was used: 0.5 9 scale 9 [tanh(s(D - Dth)) ? 1].

With appropriate values for scale, slope s, and Dth, this

flexible function can accommodate various entirely differ-

ent shapes, among them the step function as depicted in

Fig. 1 (model #3). With the hyperbolic tangent, steps are

not imposed a priori but are a result of a fit to the data. The

advantage of this function is the fact that it generally allows

an estimate of Dth to be obtained with greater accuracy by

fitting the model to data, while in a categorical implemen-

tation a value of Dth has to be assumed for each fit.

It was also successively investigated whether or not any

of the three dose-effect modifiers, that is, sex, age attained,

and age at exposure improved the model fits significantly.

Data-fitting techniques and MMI

The MECAN software (Kaiser 2010) was applied to fit the

EAR and ERR models to the data. This software uses

Poisson regression (Schöllnberger et al. 2006) to estimate

the values of the adjustable model parameters by fitting the

model to the data. For the minimization of the Poisson

deviance, MECAN applies Minuit2 (2008). Symmetric,

Table 1 For both biological endpoints, the preferable final non-

nested models are shown with related final deviances (dev), difference

in final deviances (Ddev) with respect to the model with the smallest

deviance, number of model parameters (Npar), AIC-values, difference

in AIC-values (DAIC) with respect to the model with the smallest

AIC-value, and Akaike weights

dev Ddev Npar AIC DAIC Weight

CVD (ICD-9 430–429)

ERR-LNT model [#1] 3569.51 3.46 22 3613.51 1.46 0.2628

ERR-quadratic model [#2] 3570.14 4.09 22 3614.14 2.09 0.1918

ERR-step model [#6], Dth = 0.62 Gy 3566.05 0 23 3612.05 0 0.5454

Preston’s ERR-LNT model 3599.58 33.53 30 3659.58 47.53 –

Cardiovascular diseases (390–429, 440–459)

EAR-LNT modela [#1] 3693.73 0 17 3727.73 0 0.3619

ERR-quadratic modela [#2] 3694.05 0.32 17 3728.05 0.32 0.1918

EAR-threshold model [#5], Dth = 2.0 Gy 3695.0 1.27 17 3729.0 1.27 0.1379

EAR-step model [#6], Dth = 2.19 Gy 3695.66 1.93 17 3729.66 1.93 0.3084

Preston’s ERR-LNT model 3709.71 15.98 30 3769.71 41.98 –

As a comparison, the values are also shown for Preston’s ERR-LNT models. Note that for cerebrovascular disease the three preferable models are

ERR models; for cardiovascular diseases, the four preferable non-nested models are EAR models. The numbers in brackets refer to the eleven

dose–responses depicted in Fig. 1
a Contains an age-dependent dose-effect modifier
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Wald-type standard errors are calculated for the parameter

estimates.

The ERR and EAR risk estimates are calculated directly

from the hazard function:

ERR ¼ ðh=h0Þ ÿ 1

EAR ¼ hÿ h0:
ð1Þ

Confidence intervals (CI) for the risk estimates given in

Eq. (A1) are calculated with Latin hypercube sampling

(LHS) which accounts for uncertainties and correlations of

all adjustable parameters. For a risk variable such as ERR, a

probability density distribution of 104 realizations is

generated, which is used to derive statistical descriptors

such as mean, median, and percentiles. The MECAN

software (Kaiser 2010) allows to perform Poisson

regression, comparison of observed and expected cases,

and simulation of uncertainty intervals within one run. The

software package and all model-related input and result

files are available from the authors upon request.

For both investigated detrimental health outcomes, the

final non-nested models, which are presented in the

‘‘Results’’ section, were weighted according to the AIC

(see below) and used to perform MMI, which is a method

of mathematically superposing different non-nested models

that all describe a certain data set almost equally well

(Burnham and Anderson 2002). The method applies

Akaike’s Information Criterion (Akaike 1973, 1974):

AIC = dev ? 2 Npar, where Npar is the number of model

parameters. For each model fit, an AIC-value is calculated.

For a set of n non-nested models, the Akaike weight, pm, is

calculated for model m according to the following equation

(Claeskens and Hjort 2008):

pm ¼
exp ÿDAICm=2ð Þ

Pn
j¼1 exp ÿDAICj=2

ÿ � : ð2Þ

Here, DAICm = AICm - AIC0, where AICm is the AIC-

value for model m and AIC0 is the smallest AIC-value of all

n models. The resulting weights, multiplied by a factor of

104, give the number of samples for risk estimates to be

generated by LHS simulations. Then, for each set of

preselected values of age attained, age at exposure, and

dose, the created model-specific probability density

functions (PDFs) are merged. The resulting probability

density functions, each of size 104, represent all uncertainties

arising within a model and from the superposition of the

selected models. Statistical quantities such as mean, median,

and percentiles are derived from the final PDFs.

Below, larger deviances compared to our best models

(i.e. those with smallest AIC-values) are denoted by posi-

tive values of Ddev. The notation Dpar gives the difference

in number of parameters compared to the models with

smallest AIC.

Results

Using the approach outlined in the ‘‘Materials and methods’’

section, it was found that for CVD the following final three

non-nested ERR models out-competed all other models and

were included in the sub-set for MMI: an ERR-LNT model

consisting of the streamlined baseline model with 21 sig-

nificant baseline parameters combined with an LNT model

via parameter err (Ddev = 3.46; Table 1), an ERR-qua-

dratic model (Ddev = 4.09; Table 1), and an ERR-step

model with Dth = 0.62 Gy (Ddev = 0; Table 1 and

Fig. 1). Table 1 gives for these final three non-nested

models all essential information obtained by fitting them to

the CVD data. Table S1 in the Online Resource provides

all related model parameters and related best estimates

together with Wald-type standard errors: all three models

contain 21 baseline parameters; the ERR-LNT model and

the ERR-quadratic model each contain one radiation-rela-

ted parameter (err); the ERR-step model has two radiation-

related parameters (scale, Dth). As a comparison, Table 1

also includes the results for Preston’s ERR-LNT model:

Ddev = 33.53 and Dpar = 7, that is, even though Preston’s

ERR-LNT model has 7 parameters more than our ERR-

step model, the latter still leads to a better fit than the

Preston model by 33.53 deviance points. This improvement

in fit is related to the free age knots and age at exposure

knots described in the ‘‘Materials and methods’’ section.

For cardiovascular diseases, the MMI sub-set consisted

of four non-nested EAR models: an EAR-LNT model

(Ddev = 0), an EAR-quadratic model (Ddev = 0.32), an

EAR-threshold model with Dth = 2.0 Gy (Ddev = 1.27),

and an EAR-step model with Dth = 2.19 Gy (Ddev =

1.93). The first two models both include a dose-effect

modifier that depends on age attained. The step model was

implemented as a hyperbolic tangent function. Table 1

gives, for each of the final four models, all essential

information obtained by fitting them to the data for car-

diovascular diseases. Refer to Table S2 (Online Resource)

for all related model parameters (baseline and radiation

related), their best estimates and Wald-type standard errors.

It is noted that for younger ages the significant dose-effect

modifier in the EAR-LNT model leads to smaller slopes

than the one depicted in Fig. 3 (see Sect. 3 of the Online

Resource for details). As a comparison, Table 1 also

includes the results for Preston’s ERR-LNT model:

Ddev = 15.98 and Dpar = 13, that is, although Preston’s

ERR-LNT model has 13 parameters more than our EAR-

LNT model, the latter fits the data for cardiovascular

diseases by 15.98 deviance points better than Preston’s

ERR-LNT model (Table 1).

The related AIC-values are shown in Table 1 together

with the Akaike weights pm (2). The latter were used to

perform MMI as described in the ‘‘Materials and methods’’
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section. The results are shown in Figs. 2 and 3. For CVD,

the deviance of 3566.57 (Ddev = 0.49) related to MMI is

easily obtained, since the dose–response contains no dose–

effect modifiers. The MMI predicts a very low ERR for

doses below the threshold, because of the contribution from

the ERR-step model with a threshold-dose of 0.62 Gy, and

the 95% CIs include zero risk (Table 2). Therefore, the

MMI risk estimates for CVD presented here are consistent

with zero risk below the threshold of 0.62 Gy. The results

for cardiovascular diseases follow a similar pattern: based

on the 90% CI, the MMI implies zero risk up to 2.24 Gy.

The striking improvements of the deviances presented

here compared with those from Preston’s ERR-LNT fits

(Table 1) were mainly achieved by streamlining the base-

line models. Therefore, better matches of observed and

predicted cases were expected mainly in the group of

‘‘unexposed’’ survivors (i.e. individuals with doses below

5 mGy). To test this assumption, it was investigated which

categories of dose and age attained contribute most to the

decrease in deviance, found here with the preferred models,

when compared to Preston’s ERR-LNT fits. For CVD, the

preferred model according to AIC is the ERR-step model,

for cardiovascular diseases it is the EAR-LNT model

(Table 1). Using the related best estimates from Tables S1

and S2, forward calculations were performed with the data

sets stratified into several groups of weighted colon dose

and age attained. For CVD in men, the strongest contri-

bution of 8.3 points to the improvement in deviance stems

from individuals in dose category 0.1\D B 0.5 Gy with

ages attained of 40 years and higher. For women, the

strongest contribution of 19.8 points is related to dose

categories 0.005\D B 0.1 Gy and 0.5\D B 1 Gy with

ages attained of 40 years and higher. For cardiovascular

diseases, the strongest contribution of 12 points stems from

women in dose categories 0.1\D B 0.5 Gy and

0.5\D B 1 Gy at ages of 60 and higher, while men

hardly improve the final deviance compared to the fit with

Preston’s ERR-LNT model (1915.21 versus 1915.88).

Detailed results can be seen in Tables S3, S4, and S5 in the

Online Resource.

For both detrimental health outcomes, the risk estimates

ERR and EAR were calculated for the multi-model infer-

ences and for the non-nested models listed in Table 1. The

results are given in Tables 2 and 3 for a dose of 1 Gy and

for different values of age attained (50 and 70 years) and

age at exposure. For CVD and cardiovascular diseases, the

mean age of the cases (i.e. of individuals who died from

these diseases) was about 77 and 78 years, respectively.

Because of the threshold at 0.62 Gy for CVD, for this

disease ERR and EAR were also calculated for 0.2 Gy. The

risk estimates from Preston et al. (2003) and Shimizu et al.

(2010) are also provided. For CVD, the EAR depends on

city and sex because it is calculated from ERR models and

because the streamlined baseline model presented here

depends on city and sex. Therefore, the EAR-values for

MMI and for the single models #1, #2, and #6 in Table 2

are only valid for men from Hiroshima. For cardiovascular

diseases, the ERR depends on sex because it is calculated

Fig. 2 ERR for cerebrovascular disease versus weighted colon dose

for the final three non-nested ERR models and the multi-model

inference (MMI) (Table 1). Also shown are point estimates and

related 90% CI for a 3-step categorical ERR model that divides the

dose range into four categories: D\ 0.62 Gy, 0.62 Gy B D\ 1 Gy,

1 Gy B D\ 1.5 Gy, and D C 1.5 Gy. The 90% CI for the MMI are

provided in Table 2 for absorbed doses of 0.2 and 1 Gy. The figure is

valid for men and women of both cities. The preselected values for

age at exposure and age attained are 30 and 70 years, respectively

Fig. 3 EAR for cardiovascular diseases versus weighted colon dose

for the final four non-nested EAR models and the multi-model

inference (refer to Table 1). Also shown are point estimates and

related 90% CI for a 3-step categorical ERR model that divides the

dose range into four categories: D\ 0.75 Gy, 0.75 Gy B D\ 1.5 Gy,

1.5 Gy B D\ 2.19 Gy, and D C 2.19 Gy. The 90% CI for the MMI

are provided in Table 3 for an absorbed dose of 1 Gy. The figure is

valid for men and women of both cities. The preselected values for

age at exposure and age attained are 30 and 70 years, respectively
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from EAR models and because the applied streamlined

baseline model depends on sex (details are given in Sect. 5

of the Online Resource).

Discussion

In the present study, the dose–responses of the LSS non-

cancer mortality data for CVD and cardiovascular diseases

were investigated using different parametric and categori-

cal models (Fig. 1). Two sub-sets of final, preferable, non-

nested models were identified, one for each detrimental

health outcome. These models are summarized in Table 1.

They all describe the data about equally well: only rela-

tively small differences in deviances and AIC-values were

found.

For CVD, the ERR-step model (model #6 in Fig. 1; with

the step smoothed by the hyperbolic tangent function) with

a threshold-dose of Dth = 0.62 Gy has the lowest AIC. The

LNT model and the quadratic model are also included in

the MMI (Fig. 2), resulting in a weak dose–response below

the threshold (with a risk estimate of about one-third of that

from the LNT model) and a stronger dose–response for

higher doses. MMI results in a small excess relative risk

below the threshold. The 90% confidence intervals are

compatible with no risk up to 0.62 Gy (Table 2). This is

confirmed by a fit using a categorical model: the risk

estimate in the lowest dose group is not significantly dif-

ferent from zero (Fig. 2).

An analogous argument holds for the analysis of the

LSS data for cardiovascular diseases (Fig. 3). Again, the

MMI does not contain any threshold-dose but the lower

bound of the related 90% CI at 1 Gy is zero (Table 3). The

MMI is in fact consistent with zero risk up to 2.24 Gy. In

that context, it is notable that a fit with a categorical model

infers a U-shaped dose–response, that is, negative excess

Table 2 Values for ERR and EAR for cerebrovascular disease calculated with the multi-model inference, the ERR-LNT model, the ERR-

quadratic model, and the ERR-step model for 0.2 and 1 Gy and different values of age at exposure (e) and age attained (a)

ERR EAR [per 104 PY]

CVD

Multi-model inference

0.2 Gy

e = 20, a = 50 0.007 (0, 0.035) 0.05 (0, 0.23)

e = 20, a = 70 0.007 (0, 0.035) 0.17 (0, 0.84)

e = 30, a = 70 0.007 (0, 0.035) 0.3 (0, 1.4)

e = 50, a = 70 0.007 (0, 0.035) 0.8 (0, 3.8)

1 Gy

e = 20, a = 50 0.165 (0.033, 0.32) 1.10 (0.22, 2.1)

e = 20, a = 70 0.165 (0.033, 0.32) 3.97 (0.78, 7.7)

e = 30, a = 70 0.165 (0.033, 0.32) 6.6 (1.3, 13)

e = 50, a = 70 0.165 (0.033, 0.32) 18.0 (3.6, 35)

Single models

0.2 Gy, e = 30, a = 70

ERR-LNT model [#1] 0.0248 (0.0055, 0.044) 0.98 (0.22, 1.7)

ERR-quadratic model [#2] 2.84 9 10-3 (4.0 9 10-4, 5.3 9 10-3) 0.114 (0.016, 0.21)

ERR-step model [#6], Dth = 0.62 Gy 0 0

1 Gy, e = 30, a = 70

ERR-LNT model [#1] 0.124 (0.028, 0.22) 4.9 (1.1, 8.7)

ERR-quadratic model [#2] 0.071 (0.010, 0.13) 2.85 (0.40, 5.3)

ERR-step model [#6], Dth = 0.62 Gy 0.22 (0.093, 0.34) 8.7 (3.7, 14)

Preston ERR-LNT model (Preston et al. 2003) 0.12 (0.02, 0.22) 5.0a (1.0, 8.9)

ERR-LNT model (Shimizu et al. 2010) 0.09 (0.01, 0.17)b 2.3 (0.4, 4.4)b

The 90% confidence intervals are provided. The risk values from Preston et al. (2003) and Shimizu et al. (2010) are also shown. The numbers in

brackets refer to the eleven dose–responses depicted in Fig. 1. The EAR-values for MMI and for the single models #1, #2, and #6 are only valid

for men in Hiroshima. The city-averaged EAR-values for men can be calculated by multiplication with a factor of 1.1 (see Sect. 6 of the Online

Resource for mathematical details). The EAR-values for women can be calculated by multiplying with a factor of 0.6
a Not given by Preston et al. (2003); calculated from Preston’s ERR-LNT model
b This is the 95% CI
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absolute risk in the lower-dose regimes with a statistically

significant negative risk in the lowest dose group (Fig. 3).

The increasing risk with attained age (via the age-depen-

dent dose-effect modifier) produces a markedly higher risk

in the EAR-LNT model with 94 excess cases in contrast to

9 cases in the EAR-threshold model and the EAR-step

model, where the effect modifier was not statistically sig-

nificant. Consequently, the dose–response curve from MMI

also predicts a strongly reduced risk for death from car-

diovascular diseases due to radiation. In the context of the

results presented here, it is interesting to point out a recent

low-dose study in which ApoE null mice were used. This

mouse model system spontaneously develops atheroscle-

rosis when fed a normal low-fat diet. In these mice, the

effects of single doses of 25–500 mGy, given at either

early or late stage disease, were distinctly nonlinear with

dose and were generally protective for various measures of

the disease. In that animal model, most effects occurred

below about 100 mGy, and many of the endpoints mea-

sured showed maximum protective effects at 25-50 mGy

(Mitchel et al. 2011).

Related to Fig. 3, the EAR risk estimates for the EAR-

LNT model, the EAR-quadratic model and for the MMI

seem to be inconsistent with those calculated for the cat-

egorical fit, especially at the lower three doses. It is

emphasized that this seeming inconsistency stems from the

significant dose-effect modifier in the EAR-LNT model

and the EAR-quadratic model (see Table S2 in the Online

Resource). Figure 3 relates to an age attained of 70 years.

For lower ages, the EAR-values for the EAR-LNT model

are markedly decreased (numerical details are provided

in Sect. 3 of the Online Resource). Consequently, this

reduction also decreases the EAR-values for the MMI.

It is noted that for both diseases the categorical model

(#11 in Fig. 1), a non-nested model, was not used for MMI

because of its negligible contributions to the AIC-weights

(Walsh 2007, Hoeting et al. 1999). Because of its similarity

to the shape implied by the categorical model fit (Fig. 3),

we also used the Gompertz curve to fit the excess absolute

risk associated with the data for cardiovascular diseases.

Again, it was found that the DAIC-based weight was too

small to be used for MMI. For details, see Sect. 7 of the

Online Resource.

Because of the well-known gender differences in car-

diovascular disease mortality (Roger et al. 2011), it was

investigated whether the data for men and women needed

to be fitted separately. Model fits of the data for men

and women were performed using an ERR-LNT model.

For CVD, some differences were noted for the slope

parameters (err = 0.109044 Gy-1 for men versus err =

0.13524 Gy-1 for women). However, comparing the rela-

ted final deviances with the one from the joint fit (Table 1:

dev = 3569.51 using 22 parameters) clearly showed that

fitting the data for men and women separately does not lead

to a significantly improved fit (men: dev = 1779.58 using

11 parameters; women: dev = 1788.24 using 13 parameters;

sum = 3567.82). A similar result was found for cardio-

vascular diseases.

Preston et al. (2003) based their study on the use of the

following five models: an LNT model, a linear-quadratic

and a purely quadratic model, a linear threshold model, and

categorical models implemented as either ERR model or

EAR model. While Preston et al. (2003) report that there is

no direct evidence of radiation effects for doses less than

about 0.5 Sv, they conclude that radiation effects on LSS

non-cancer mortality can be adequately described by a

linear dose–response model. A data set on circulatory

disease mortality with 6 years of additional follow-up has

been publicly available since the end of 2010. Those data

were analysed recently by Shimizu et al. (2010) with the

Table 3 Values for ERR and EAR for cardiovascular diseases cal-

culated with the multi-model inference, the EAR-LNT model, the

EAR-quadratic model, the EAR-threshold model, and the EAR-step

model for 1 Gy and different values of age at exposure (e) and age

attained (a)

ERR EAR

[per 104 PY]

Cardiovascular diseases

Multi-model inference

e = 20, a = 50 0.10 (0, 0.35) 0.8 (0, 2.7)

e = 20, a = 70 0.12 (0, 0.35) 5 (0, 13)

e = 30, a = 70 0.09 (0, 0.25) 5 (0, 13)

e = 50, a = 70 0.07 (0, 0.18) 5 (0, 13)

Single models

e = 30, a = 70

EAR-LNT model [#1] 0.171

(0.078, 0.27)

8.8 (4.2, 14)

EAR-quadratic model [#2] 0.084 (0.026, 0.14) 4.4 (1.4, 7.4)

EAR-threshold model [#5],

Dth = 2.0 Gy

0 0

EAR-step model [#6],

Dth = 2.19 Gy

0 0

Preston’s ERR-LNT model,

Preston et al. (2003)

0.17

(0.08, 0.26)

9.1a (4.2, 13.9)

ERR-LNT model,

Shimizu et al. (2010)

0.14

(0.06, 0.23)b
3.2 (1.3, 5.2)b

The 90% confidence intervals are provided. The risk values from

Preston et al. (2003) and Shimizu et al. (2010) are also shown. The

numbers in brackets refer to the eleven dose–responses depicted in

Fig. 1. The ERR-values for MMI and for the single models #1, 2, 5,

and #6 are only valid for men. The ERR-values for women can be

calculated by multiplication with a factor of 1.8
a Not given by Preston et al. (2003); calculated from Preston’s ERR-

LNT model
b This is the 95% CI
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LNT model and the linear threshold model (model #5 in

Fig. 1) for a wide range of possible values of threshold-

dose Dth. They used differences in maximum likelihood to

compare nested models and the AIC for non-nested mod-

els. For CVD, they report that the best estimate of a

threshold-dose was 0.5 Gy but that this value was not

statistically significant so that no threshold-dose may exist.

For cardiovascular diseases, their best estimate of a

threshold-dose was 0 Gy (Shimizu et al. 2010). In the

present study, the earlier studies have been extended by

using several additional possible dose–responses and by

combining the results to obtain dose–responses and

uncertainty ranges that are not based on assumptions made

in a single model.

In their previous study, Preston et al. (2003) carefully

explain why they did not use the full available data with

follow-up starting in 1950. They state that characterization

of the dose–response is complicated by a healthy survivor

selection effect on non-cancer disease death rates. For a

few years after the bombings, baseline (zero dose) non-

cancer disease death rates for proximal survivors were

markedly lower than those for distal survivors. The dif-

ference diminished steadily over the first two decades of

follow-up, by which time it had largely vanished. This

statistically significant pattern suggests that proximal sur-

vivors included in the LSS were initially healthier than the

general population for reasons related to their selection by

having survived the bombings. Analyses of the LSS non-

cancer mortality data indicate that in 1950 baseline death

rates for proximal survivors were 15% lower than those for

distal survivors. The difference decreased to about 2% in

the late 1960s (Preston et al. 2003). It has been illustrated

by Preston et al. (2003) that a substantial healthy survivor

selection leads to spurious curvature in the dose–response.

According to Preston et al. (2003), the healthy survivor

effect can be dealt with by restricting the analyses to

proximal survivors and to the later period of follow-up, that

is, 1968–1997. Unfortunately, the latest analysis of the LSS

non-cancer data was done for the full cohort and for the full

period of follow-up, that is, 1950–2003 (Shimizu et al.

2010). Concern related to the fact that Shimizu et al. (2010)

place completely different emphasis and importance on the

reported magnitude of the healthy survivor bias has been

raised by Walsh (2011). Note that the downloadable

grouped data by Shimizu et al. (2010) do not contain the

same grouping boundaries as the data used in the present

study: there is no proximal/distal group and no boundary

corresponding to follow-up starting on 1 January 1968. A

preliminary analysis of exactly the same mortality data for

CVD that Shimizu et al. (2010) used (i.e. follow-up

1950–2003) using a streamlined Preston baseline model

showed that an ERR-LNT model is preferable. It is inter-

esting to note that when analysing the Shimizu CVD data

for the follow-up 1971-2003 (and thereby including most

of the original Preston et al. 2003 data plus the additional

6 years of follow-up plus the distal survivors), the present

authors found confirmation for the threshold-dose of

0.6 Gy obtained in the current study. The Shimizu CVD

data for the follow-up 1971–2003 were analysed in the

same way as the Preston et al. (2003) data. The Preston

baseline model [Eq. (A1) of the Online Resource] was

combined with an ERR-LNT model and fit to the data for

CVD. The Preston baseline model was then streamlined

using the likelihood-ratio test and then combined with the

step model from Fig. 1 as an ERR model. The related best

estimates and Wald-type standard errors (in parenthesis)

are as follows: Dth = 0.64 Gy (\ 1%), scale = 0.204

(0.081) with a fixed value for the slope s: 105/Gy (compare

with Table 1 in the Online Resource). However, because of

the above-mentioned incompatibility of the Shimizu et al.

(2010) data with the data used by Preston et al. (2003), the

analysis of the publicly available data set was not contin-

ued. Instead, the present authors are planning to pursue the

analysis of a more suitable data set with a time cut-point at

1 January 1968 and an added indicator to distinguish

proximal from distal survivors to be created by the Radi-

ation Effects Research Foundation (RERF) in Japan.

Application of the AIC criterion for model selection

exacts a rigorous application of parameter parsimony, since

model weights are very sensitive to differences in AIC. The

authors do not claim to have identified the optimal models.

There is a potential to detect better parameterizations by

fitting nonparametric models to the baseline death rates.

However, the introduction of nonparametric baseline

models into MMI requires further theoretical investigations

by a larger number of experts. The present study leads to

streamlined fully parametric baseline models (with signif-

icantly lower deviances despite the smaller number of

model parameters) compared to the Preston baseline model

(Preston et al. 2003). However, the risk estimates presented

here with LNT models almost exactly correspond to those

of Preston et al. (2003) (Tables 2 and 3).

In addition to these observed threshold-doses, another

important difference from the earlier work of Preston et al.

(2003) and Shimizu et al. (2010) is that the analyses pre-

sented here for the radiation influence on cardiovascular

diseases actually favour EAR-risk models. The other

authors prefer ERR models but renounced the rigorous

application of quality-of-fit criteria.

In a review of published low-/moderate-dose epidemi-

ological data sets on circulatory diseases, Little et al.

(2010) list in their Table 1 14 studies related to the

following exposed populations: atomic bomb survivors,

low- and moderate-dose therapeutically exposed groups,

diagnostically exposed groups, occupationally and envi-

ronmentally exposed groups. Here, the dose–response
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models applied in these 14 studies are briefly reviewed.

The two papers analysing LSS non-cancer data are by

Preston et al. (2003) and Yamada et al. (2004). The study

of Preston et al. (2003) made use of four different dose–

response models and has already been summarized above.

Yamada et al. (2004) assumed an additive linear dose–

response model: RRij = 1 ? bdij exp(ak(Zk)), where RRij is

the relative risk due to radiation dose associated with the

jth exposure level, dij is the jth dose level in stratum i, b is

the excess risk per Sievert averaged over all strata, and Zk
represents the effect modifiers (Yamada et al. 2004). They

also tested linear-quadratic and purely quadratic models.

For circulatory disease-related endpoints, such as hyper-

tension, ischaemic heart disease, myocardial infarction and

stroke, Yamada et al. (2004) did not find a statistically

significant dependence on radiation exposure. Little et al.

(2010) additionally included the following three studies

related to low-dose radiotherapy and medical diagnostics.

Carr et al. (2005) fitted a generalized linear model to a

cohort of 3,719 peptic ulcer disease patients treated with

radiotherapy or by other means. In the studies by Darby

et al. (1987) and Davis et al. (1989), the standardized

mortality ratio (SMR; number of observed cases divided by

number of expected) as a precursor to modelling dose–

response curves was calculated. The following eight

occupational studies were also reviewed by Little et al.

(2010). Ashmore and colleagues analysed the mortality

from cancer and non-cancer diseases within a large cohort

of Canadian radiation workers comprising 206,620 indi-

viduals. They used a relative risk model with risk

increasing linearly with dose (Ashmore et al. 1998).

Azizova and Muirhead (2009) modelled the ERR in the

Mayak worker cohort by a linear trend with external or

internal dose. In their analysis of 61,017 Chernobyl

emergency workers, Ivanov et al. (2006) used a linear

dependence of risk on dose as did Kreuzer et al. (2010) in

their analysis of cancer and cardiovascular diseases in the

German uranium miners cohort study. Non-cancer mor-

tality was analysed in a large cohort of employees in the

UK nuclear industry by McGeoghegan et al. (2008) using

the following model for ERR: R(b, a, r, i, s) = k(b, a, r, i, s)
[1 ? ERR(d)]. Here, R is the cause-specific mortality rate

and k is the background mortality rate in the absence of any

effects from radiation exposure. The subscripts b, a, r, i,

and s refer respectively to birth cohort, attained age, radi-

ation exposure status, employment status, and site of

employment. ERR(d) is a function of lagged cumulative

external dose (d) describing the excess relative risk

(McGeoghegan et al. 2008). Muirhead et al. (2009) per-

formed the latest analysis of the UK National Registry for

Radiation Workers comprising a total number of 174,541

persons. They analysed among other biological endpoints

the mortality from all circulatory diseases by modelling the

ERR as a linear function of dose. In their analysis of the

associations between low-level exposure and mortality

(including mortality from ischaemic heart disease) among

workers at Oak Ridge National Laboratory Richardson and

Wing (1999) applied a relative risk model of the form

k(Z, z, y) = exp(Za ? bx ? dy), where the mortality rate

(k) was considered in terms of a vector of covariates (Z),

the radiation dose accumulated before age 45 (x), and the

radiation dose accumulated after age 45 (y). This is a

generalized linear model. In the IARC 15-country study of

radiation workers, Vrijheid et al. (2007) found increasing

trends with dose for some biological endpoints and

decreasing trends for others, although none were statisti-

cally significant. In that context, we point out that Vrijheid

et al. (2007) based their analyses on a linear relative risk

Poisson model, in which the relative risk is of the form

1 ? bZ, where Z is the lagged cumulative dose in Sv and b

is the excess relative risk per Sievert. Vrijheid et al. (2007)

state that this model has been used commonly in analyses

of nuclear workers studies and radiation risk estimation,

and reference ICRP (1991) and US NRC (2006). Detailed

results for the ERR found within these eight occupational

studies have been summarized by Little et al. (2010).

Talbott et al. (2003) reported a decreasing trend in heart

disease mortality with dose for men and women exposed as

a result of the accident at the Three Mile Island nuclear

power station. For women, the decreasing trend was

significant. The authors performed logistic regression

fitting multiplicative relative risk models of the form

k(t) = k0(t)exp(x(t)b) (i.e. a generalized linear model) to

the cohort rates (Talbott et al. 2003). This comprises the 14

studies reviewed by Little et al. (2010) including the study

on environmental exposure by Talbott et al. (2003). The

authors of the current study are convinced that dose–

response analyses and related risk estimations should not

be based on the application of only one model (for which

usually a linear increase of risk with increasing dose is

assumed) unless this one model is clearly preferred by

model selection techniques. In the present study, it has

been demonstrated that the use of a large variety of dose–

response curves leads to a better and more realistic

description of dose–response curves for non-cancer vas-

cular diseases than the use of LNT models.

MMI is a form of Bayesian model averaging (BMA;

Hoeting et al. 1999). It can be shown that the formula used

to perform BMA (Eq. 1 in Hoeting et al. 1999) reduces to

(2) for the Akaike weights pm when one assumes that

a priori all models are equally likely. This is the approach

chosen here with respect to the models shown in Fig. 1.

The present study did not aim to find the true model but the

one which fits the data best. In this case, Burnham and

Anderson (2002) (p. 77) argue for equal model priors (i.e.

equal prior probabilities for the models to be tested) under
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a so-called information-theoretic approach. A recent criti-

cism by Richardson and Cole (2012) of applying the MMI

technique in radiation epidemiology has been answered by

Walsh et al. (2011).

The present study showed that the application of the

MMI technique to non-cancer data of Report 13 on the

atomic bomb survivors leads to distinctly nonlinear dose–

response curves and related threshold-doses. This provides

strong evidence that low and medium doses of ionizing

radiation may have different effects than high doses. Such

findings may stimulate the development of mechanistic

models, which explain dose–responses based on radiobio-

logical cellular processes. Biologically based mechanistic

models are important for estimating at which stages of the

disease process radiation may act (see, for example, the

work of Little et al. (2009)). Motivated by the results of

the present analysis, it is promising to include into math-

ematical models biological mechanisms (such as, for

example, possible anti-inflammatory effects of low and

medium doses of ionizing radiations) that may lead to

distinct nonlinearities in the related dose–response curves.

How this works for the biological endpoint of cancer

induction after exposure to low doses of ionizing radiation

at low dose rates has been shown by Schöllnberger et al.

(2004, 2005) using deterministic and stochastic multi-stage

models with clonal expansion.

Conclusions

Summarizing, it can be said that the present analyses of the

non-cancer mortality data from Report 13 on the atomic

bomb survivors predict a strongly reduced risk for death

from CVD and cardiovascular diseases excluding CVD due

to ionizing radiation. For CVD, MMI yielded a weak dose–

response (with a risk estimate of about one-third of the LNT

model) below a step at 0.6 Gy and a stronger dose–response

at higher doses. Based on 90% confidence intervals, the

calculated risk estimates are consistent with zero risk below

this threshold-dose. For mortalities related to cardiovascular

diseases excluding CVD, an LNT-type dose–response was

found with risk estimates consistent with zero risk below

2.2 Gy based on 90% confidence intervals. Great care must

be taken when analysing the shape of dose–responses for

non-cancer mortalities. In addition to LNT and linear

threshold models, other dose–responses must also be con-

sidered and tested. Non-standard dose–response curves

derived from the rigorous application of a statistical pro-

tocol may stimulate the development of mechanistic models

that explain dose–responses based on radiobiological cel-

lular processes. Analysing the shape of dose–responses by

testing a series of different empirical models, as it has been

done in the present study using MMI, provides valuable

information for the mechanistic modelling. In practical

radiation protection, MMI is an important tool for risk

assessment, especially at low doses. It allows different

models to be combined, leading to a more comprehensive

characterization of the uncertainty of risk estimates. This

conclusion also holds for other detrimental health effects

such as cancer.
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ERRATUM

Erratum to: Dose–responses from multi-model inference

for the non-cancer disease mortality of atomic bomb survivors

H. Schöllnberger • J. C. Kaiser • P. Jacob •
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Ó Springer-Verlag Berlin Heidelberg 2012

Erratum to: Radiat Environ Biophys (2012) 51:165–178

DOI 10.1007/s00411-012-0410-4

The original publication of this paper contained some

errors. The correct details are given below.

In Table 1, line 1, the ICD-9 numbers for CVD were

printed incorrectly. It should correctly read ‘‘CVD (ICD-9

430-438)’’.

In Table 1, line 8, related to cardiovascular diseases

excluding CVD it is stated incorrectly that an ERR-quadratic

model was used. It should correctly read ‘‘EAR-quadratic

modela [#2]’’.

In Table 1, right column headed by ‘‘Weight’’, three of

the Akaike weights were incorrectly assigned to the models

given in the left most column. The correct assignment of

the Akaike weights to the models is as follows:

The online version of the original article can be found under doi:

10.1007/s00411-012-0410-4.
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Table 1 For both biological endpoints, the preferable final non-

nested models are shown with related final deviances (dev), difference

in final deviances (Ddev) with respect to the model with the smallest

deviance, number of model parameters (Npar), AIC-values, difference

in AIC-values (DAIC) with respect to the model with the smallest

AIC-value, and Akaike weights

dev Ddev Npar AIC DAIC Weight

CVD (ICD-9 430-438)

ERR-LNT model [#1] 3569.51 3.46 22 3613.51 1.46 0.2628

ERR-quadratic model [#2] 3570.14 4.09 22 3614.14 2.09 0.1918

ERR-step model [#6], Dth = 0.62 Gy 3566.05 0 23 3612.05 0 0.5454

Preston’s ERR-LNT model 3599.58 33.53 30 3659.58 47.53 –

Cardiovascular diseases excluding CVD (390–429, 440–459)

EAR-LNT modela [#1] 3693.73 0 17 3727.73 0 0.3619

EAR-quadratic modela [#2] 3694.05 0.32 17 3728.05 0.32 0.3084

EAR-threshold model [#5], Dth = 2.0 Gy 3695.0 1.27 17 3729.0 1.27 0.1918

EAR-step model [#6], Dth = 2.19 Gy 3695.66 1.93 17 3729.66 1.93 0.1379

Preston’s ERR-LNT model 3709.71 15.98 30 3769.71 41.98 –

As a comparison, the values are also shown for Preston’s ERR-LNT models. Note that for cerebrovascular disease, the three preferable models

are ERR models; for cardiovascular diseases excluding CVD, the four preferable non-nested models are EAR models. The numbers in brackets

refer to the eleven dose–responses depicted in Fig. 1
a Contains an age-dependent dose-effect modifier
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LETTER TO THE EDITOR

Response to ‘‘model averaging in the analysis of leukaemia

mortality among Japanese A-bomb survivors’’

by Richardson and Cole

L. Walsh • J. C. Kaiser • H. Schöllnberger •

P. Jacob

Received: 16 November 2011 / Accepted: 10 December 2011 / Published online: 27 December 2011

Ó Springer-Verlag 2011

We would like to thank Drs. Richardson and Cole

(Richardson and Cole 2011) for taking an interest in a

recent paper on multi-model inference (MMI) based on the

Japanese A-bomb data for leukaemia mortality from

members of our group of research collaborators (Walsh and

Kaiser 2011). We also appreciate the time that they took to

consider our methodology. This methodology has been

successfully applied in many other fields of research—

physics, biology, environmental science, etc.,—where one

can find a large number of papers (e.g. Liddle et al. 2006;

Zhang and Townsend 2009; Lavoué and Droz 2009).

However, we consider the application to be new in the field

of radiation epidemiology and are particularly interested in

refining and improving our initial approach. We prefer to

use the MMI terminology rather than ‘‘model averaging’’

since model averaging implies that the related uncertainties

from model combinations are reduced—in reality with

MMI, the uncertainties are increased to account for

uncertainties between several models that describe the data

almost equally well.

Richardson and Cole correctly state in their comments

that ‘‘model averaging is one approach to characterizing

uncertainty in risk estimates in epidemiological studies in

which there is low statistical power to discriminate

between alternative model forms.’’ Therefore, we are very

surprised and concerned that they caution against our

approach in general and state that both of our recommen-

dations concerning the choice of models for risk assess-

ment should be viewed cautiously. Their arguments are

based on two examples: one using two models from the

appendix of Richardson et al. (2009) and another offering a

simply constructed hypothetical numerical illustration of

how our approach can lead to biased results. We will

consider these two points below and also a third point that

illustrates how our initial approach can be improved.

Example 1: using two models in the appendix A2

of Richardson et al. (2009)

Richardson et al. (2009) specifically addressed the dis-

tinction between a modelling approach that they consider

to minimize bias in estimation of an association and an

approach that focuses on overall goodness of fit. In their

analysis of the A-bomb leukaemia mortality data, they

adjusted for proximal versus distal location while previous

analyses, which did not seem to be cited, had not. Their

adjustment was achieved with a four-level variable in the

baseline function, which indicated proximal compared to

distal location at the time of bombing in each city. The

present authors have reproduced the fit of this model and

found that the two location parameters for Nagasaki were

not statistically significant (p-value = 0.23, 0.15).

Richardson and Cole noted that ‘‘prior research sug-

gested that location was a potential confounder of the

radiation dose-leukemia association, because rural (i.e.

distal) location was a determinant of estimated DS02 dose

and rural cohort members may have different mortality

risks than urban.’’ They state that ‘‘adjustment for this

variable did not substantially improve overall model

L. Walsh (&)
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85764 Neuherberg, Germany
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goodness of fit, but failure to adjust for it led to a sub-

stantial change in estimate of the association of primary

interest.’’ We point out that changes in ‘‘estimates of the

association of primary interest’’ (i.e. combinations of fit

parameters) can only be taken to indicate bias (rather than

random effects or some unknown combination of bias and

random effects), if the fit parameters represent ‘‘what

would be obtained in a sample so large that random error

was negligible’’ (Greenland 2008). After examining the

parameters in Richardson et al. (2009) table A1, page 378,

we cannot agree that there were substantial changes in the

association of primary interest (see Table 1). We observe

that bM changes from 1.1 (95% CI, 0.1; 2.6) in model 1 to

1.4 (95% CI, 0.3; 3.4) in model 2, which is not substantial

given the relatively large confidence intervals (CIs) (see

Table 1). An analogous argument holds for parameter bF
(Table A1 in Richardson et al. 2009 or Table 1).

Let us take the association of primary interest to be the

female ERR at 1 Gy, 25 years after exposure at the age of

30 years. The central estimate for this quantity is arrived at

by combining parameters bF and h (i.e. bF 9 (1 ? h)) given

in their table A1, page 378, with 95% CIs. For model 1

(without a location binary indicator variable), it can be seen

from Table 1 here that this is 2.26 [=1.2 9 (1 ? 0.88)],

(95% CI: -0.18; 3.53), and for model 2 (with the location

binary indicator) 2.66 [=1.6 9 (1 ? 0.66)], (95% CI:

-0.26; 4.02), that is, a 15% change in central estimate. It

can be seen from Table 1 that there is an analogous 11%

change for the corresponding male quantity. We do not

consider these changes of 15 and 11%, or the changes in the

parameters between models 1 and 2 (see Table 1), to be

substantial, and we cannot rule out that such shifts in risk

estimates are caused by random effects. This can also be

seen from the gender-averaged ERR at 1 Gy, 25 years after

exposure at the age of 30 years given in Table 4 of Walsh

and Kaiser (2011) and repeated here in Table 1, last row, for

the same two models. Here, the difference in risk central

estimate between models 1 and 2 corresponds to a shift that

is only about 10% of the 95% CI span and therefore again

not substantial.

It is also noteworthy that both original models also

contain a gender effect (via bM and bF) in the excess risk

part of the model (see Table A1 in Richardson et al. 2009)

that is not supported by the data (note the strongly over-

lapping CIs in Table 1). Also several baseline parameters

are included in these two models: two parameters for a

gender-specific spline join at the age of 70 years and two

parameters for a gender-specific secular trend that are also

not supported by the data (p-values of 0.3,[0.5, 0.4, 0.2).

We also note two misprints in the table A1 of Richardson

et al (2009) whereby the heading for models 2 and 3 should

have been ‘‘Estimate (95% CI)’’ and not ‘‘Estimate (90%

CI)’’ as printed. Therefore, the claim of Richardson and

Cole that our approach would discount their model 2 when

compared to a model that omitted adjustment for location

is irrelevant; their model 2 is rejected based on the

numerical arguments pointed out above.

We caution against adding possible explanatory covari-

ables (such as distal/proximal location), that are not sup-

ported by the data, to a model required for radiation

protection, just because of a suggestion of a mortality risks

that may be different. Our MMI approach in Walsh and

Kaiser (2011) was intended to lead to a focus on predictive

modelling of the outcome, which is indeed the primary goal

for researchers (and BEIR, UNSCEAR and ICRP commit-

tees) interested in providing a good model for radiation

Table 1 Comparisons of possible associations of primary interest, reproduced from table A1 of Richardson et al. (2009) and Walsh and Kaiser

(2011)

Association of primary interest Model 1 from table

A1 Richardson et al

(2009)

95%

Confidence

interval

Model 2 from table

A1 Richardson et al.

(2009)

95%

Confidence

interval

Change

(%)

bM 1.1 0.1, 2.6 1.4 0.3, 3.4 21

bF 1.2 0.1, 2.9 1.6 0.3, 3.8 25

H 0.88 0.16, 15.27 0.66 0.1, 5.32 -33

ERR at 1 Gy: males, 25 years since exposure at the

age of 30 years = bM (1 ? h)

2.07 -0.30, 3.01 2.32 -0.16, 3.69 11

ERR at 1 Gy females, 25 years since exposure at the

age of 30 years = bF (1 ? h)

2.26 -0.18, 3.53 2.66 -0.26, 4.02 15

Gender-averaged ERR at 1 Gy 25 years since

exposure at the age 30 years from table 4

(Walsh and Kaiser 2011)

2.11 -0.09, 2.98 2.5 -0.10, 3.59 16

The 95% CIs for the ERR given below have been simulated by the current authors from Wald-type standard errors and parameter correlations,

where the correlations between bM and h and bF and h were high (with correlation coefficients of approximately 0.8)

To find the risks given in the last row below in the original publication, refer to models ‘‘BEIR VII, phase 2’’ with ERR = 2.11 and ‘‘Richardson

et al. (2009) model 2’’ with ERR = 2.50 in table 4 of Walsh and Kaiser 2011)
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protection purposes. In obtaining a good model for radiation

protection, a parsimonious model, with only the explanatory

variables that are supported by the data, is usually associated

with smaller uncertainties than a model containing many

extra (possibly) explanatory covariables that are not sup-

ported by the data. Of course, if one is then interested in non-

significant effects, one can examine these by including them

in the preferred parsimonious model to put an upper or lower

limit on the central estimates. This is particularly useful for

meta-analyseswhere a studywith either non-significant risks

or non-significant risk effect modifiers can then be included

numerically and with CIs. In the USA, compensation claims

for cancer from occupational exposure are often based on the

99%CIs of the probability of causation (Kocher et al. 2008).

In this situation, an accurate determination of uncertainties is

crucial. We argue that this can be best achieved by applying

MMI to the risk estimates of carefully selected parsimonious

models.

Example 2—a simply constructed numerical

illustration: the hypothetical example

Richardson and Cole offered a simple hypothetical example

of how our approach can lead to biased results. We agree

that averaging their simple models 1 and 2 (as provided in

their comments, Richardson and Cole 2011) is misleading.

Unfortunately, Richardson and Cole did not provide the

Akaike Information Criterion (AIC) of the baseline model,

which is necessary to put the results into perspective.

Therefore, we have numerically reproduced their logistic

regression analysis. We agree with odds ratios of 1.24

(p-value = 0.35) for their crude model 1 with X and 1.01

(p-value[ 0.5) for their adjusted model 2 with X and Z. But

since the AIC of the baseline model is 678.1, we do not

consider neither the crude model 1 (AIC = 679.1) nor the

adjusted model 2 (we calculate AIC = 678.7 in line with

weights of 45% for crude model 1 and 55% for adjusted

model 2) an improvement in fit, which is good enough to

lead to an inclusion in an independently constructed MMI.

In particular, contrary to the claim of Richardson and Cole,

the adjusted model 2 does not explain the data adequately.

We will illustrate our point more rigorously in the next

section, by applying dedicated model selection criteria.

Example 3: using the hypothetical example

to demonstrate an improved methodology for model

selection

The hypothetical data in Table 1 of Richardson and Cole

(2011) have been generated with a known ‘‘true’’ model

that can easily be reconstructed. In this exceptional case,

the true model can be used as an additional criterion to

assess the adequacy of several candidate models for MMI.

In reality, the true model is not known and risk inference

from a group of several plausible models appears justified.

The selection of models for this so-called group of Occam

(Hoeting et al. 1999; Kaiser et al. 2011) can be done in

different ways. In Walsh and Kaiser (2011), we chose

published risk models and simply ranked them according to

their AIC. We are aware that parameter parsimony was not

always a key issue for the authors of these models. Thus,

application of the AIC criterion on hindsight might have

discarded good candidate models. On the other hand,

models with unsupported features might have been con-

sidered instead. A selection of leukaemia risk models based

on rigorous selection rules has not yet been performed.

In two recent risk studies with A-bomb survivors data on

breast cancer incidence (Kaiser et al. 2011) and on mor-

tality for non-cancer diseases (Schöllnberger et al. 2011),

we attempted to partly make up for these shortcomings. We

proposed a protocol to select only those models for

Occam’s group that possess features relevant for cancer

(respectively non-cancer) aetiology. It is based on a series

of pair-wise likelihood ratio tests (LRT) to eliminate nested

models. The tests were carried out on a high level of 95%

probability to exclude spurious properties of risk estimates

with weak statistical support. As suggested by Richardson

and Cole, the selection protocol is ‘‘focused on a com-

parison of models that employed an identical approach to

confounder control’’ since actually all confounders are

judged by the same assessment criteria. We will demon-

strate the selection protocol with Poisson regression by

assuming that this example can be used to calculate the

outcome rates for the four data groups with different

combinations of the X, Z covariables and an observation

period of 1 year (see Table 2). In Poisson regression, the

excess relative risk ERR = OR - 1 is the quantity of

interest. For a rare disease (number of cases � number of

persons at risk), the odds ratio from logistic regression is a

good approximation of the odds ratio from Poisson

regression. For logistic regression, the results for the true

model are given below in addition to the modelling results

of the previous section.

The selection protocol involves a series of LRTs to

improve a simple baseline model with additional parame-

ters (for details see Kaiser et al. 2011). A parameter is

accepted as an improvement with a probability of 95%, if

the deviance is lowered by at least 3.84 points. We have

applied LRTs to a number of models, including models that

correspond to the original models 1 and 2 of Richardson

and Cole (see Table 2). The sole model eligible for

Occam’s group applies an adjustment factor 2Z - 1 to the

excess relative risk ERRX. It explains the data almost

completely with a deviance of 0.01 and two adjustable
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parameters bsl and ERRX. The estimates are 0.409 for

ERRX and 0.0956 for bsl. The model has been identified

correctly by the selection protocol, and model averaging is

not required. Due to a non-negligible correlation coefficient

of 0.03 to outcome Y, 10 of the 106 cases are caused by

exposure X (Table 2). For a moderate correlation coeffi-

cient of 0.53 between exposure X and covariate Z, Poisson

regression is able to separate their effects. We also applied

the selection protocol in logistic regression with models

corresponding to those of Table 2. Minor differences in the

deviance distance from the baseline deviance were caused

by slightly different definitions of the odds ratio for logistic

regression compared to Poisson regression. But the

(almost) true model bsl ? (2Z - 1) 9 ln(ORX) 9 X for

logistic regression has been identified with a deviance of

6.6 points lower than the baseline model (deviance 676.1)

with the estimates of 0.107 for exp(bsl) and 1.49 for ORX.

Concluding remarks

Model selection bias can be defined as the bias introduced

by using the data to select a single preferred model from a

multiplicity of models employing many predictor variables.

For any one model, attempting to minimize all small

implications on the risk estimate, which could be due to

either confounding bias and/or random effects—in an

unknown way, leads to an increase in that models uncer-

tainty. We chose to avoid this and prefer to account for the

possibly large model selection bias via MMI. After careful

consideration, in this reply, of the points made by Rich-

ardson and Cole (2011), we stand by and reinforce the

approach and recommendations given in Walsh and Kaiser

(2011).

We agree with Richardson and Cole that our method

discounted models that employed a background stratified

approach to adjustment for confounding factors. The dis-

cussion section in Walsh and Kaiser (2011) fully

acknowledged this and identified this as an area needing

more research. We hope that interesting alternatives,

including a hierarchical regression approach, can be useful

here and would be very interested in seeing the results of

applying such a method to the data-set that we considered.
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Quantitative relationship between silica exposure and lung cancer

mortality in German uranium miners, 1946–2003
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BACKGROUND: In 1996 and 2009, the International Agency for Research on Cancer classified silica as carcinogenic to humans. The

exposure–response relationship between silica and lung cancer risk, however, is still debated. Data from the German uranium miner

cohort study were used to further investigate this relationship.

METHODS: The cohort includes 58 677 workers with individual information on occupational exposure to crystalline silica in

mgmÿ 3-years and the potential confounders radon and arsenic based on a detailed job-exposure matrix. In the follow-up period

1946–2003, 2995 miners died from lung cancer. Internal Poisson regression with stratification by age and calendar year was used to

estimate the excess relative risk (ERR) per dust-year. Several models including linear, linear quadratic and spline functions were

applied. Detailed adjustment for cumulative radon and arsenic exposure was performed.

RESULTS: A piecewise linear spline function with a knot at 10mgmÿ 3-years provided the best model fit. After full adjustment for radon

and arsenic no increase in risk o10mgmÿ 3-years was observed. Fixing the parameter estimate of the ERR in this range at 0

provided the best model fit with an ERR of 0.061 (95% confidence interval: 0.039, 0.083) 410mgmÿ 3-years.

CONCLUSION: The study confirms a positive exposure–response relationship between silica and lung cancer, particularly for high

exposures.

British Journal of Cancer (2012) 107, 1188–1194. doi:10.1038/bjc.2012.374 www.bjcancer.com
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In 1996, the International Agency for Research on Cancer (IARC)
classified crystalline silica, inhaled in the form of quartz from
occupational sources, as carcinogenic to humans (group 1) with the
lung as target organ (IARC, 1997). However, IARC noted
a lack of extensive exposure–response data from epidemiological
studies, differences in exposure metrics between the studies as well
as inconsistencies in the exposure–response relationship across
the studies. Since then, a number of individual studies (Ulm
et al; 1999; Rice et al, 2001; Pukkala et al, 2005; Chen et al,
2007; Mundt et al, 2011; Vacek et al, 2011) on the relationship
between occupational inhaled crystalline silica and lung cancer risk
have been published, in addition to a series of meta- or pooled
analyses (Brüske-Hohlfeld et al, 2000; Steenland et al, 2001;
Kurihara and Wada, 2004; Lacasse et al, 2009; Erren et al, 2011)
and reviews (Soutar et al, 2000; Pelucchi et al, 2006; Brown, 2009). In
2012 the IARC reconfirmed the classification of silica (IARC, 2012).
However, there is still a debate on the shape of the exposure–
response relationship, especially in the low exposure range.
The two most recent and currently largest analyses addressing

the shape of the relationship between cumulative silica exposure
and lung cancer are a pooled analysis of 10 cohort studies by
Steenland et al (2001) and a meta-analysis of 4 cohort and 6 case–
control studies by Lacasse et al (2009). The meta-analysis showed a

statistically significant increased risk 41.8mgmÿ 3-years
with a plateau 46mgmÿ 3-years. The interpretation of these
findings is limited by differences in the quality of silica exposure
assessment reported in the original studies and heterogeneity
across studies (Lacasse et al, 2009). The pooled analysis by
Steenland et al (2001) included 65 980 workers and 1079 lung
cancer deaths over several industrial settings. There was a
considerable heterogeneity between the various studies. An
increase in risk with the natural logarithm of cumulative silica
concentration was observed.
The German uranium miner cohort (Wismut cohort) study has a

comparable size (nearly 60 000 members) to the pooled analysis
(Steenland et al, 2001); it includes a large number of lung cancer
deaths (n¼ 2995) and provides a long follow-up with almost 2
million person-years. Individual information on occupational
exposure to crystalline silica is available, which allows a detailed
investigation of the shape of the dose–response relationship with
particular focus on the low-dose range in a single study. Individual
information on other known occupational carcinogens such as
exposure to radon and arsenic dust is available and can be
accounted for in the risk analyses. In addition, there is some
information about smoking from a nested case–control study
on lung cancer in the Wismut cohort (Schnelzer et al, 2010), which
allows the evaluation of potential confounding by smoking. The
aim of the present analyses is to investigate the shape of
the exposure–response relationship between crystalline silica
exposure and lung cancer mortality and the combined effect of
silica and radon.
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MATERIALS AND METHODS

Cohort definition and mortality follow-up

The Wismut cohort has been described in detail (Grosche et al,
2006; Kreuzer et al, 2008, 2010a, b; Walsh et al, 2010a, b). In brief,
the cohort includes 58 987 males employed for at least 180 days
between 1946 and 1989, selected as a random sample stratified by
date of first employment, place of work and area of mining. Every
cohort member contributes to the time at risk starting at the date
of employment plus 180 days and ending at the earliest of date of
death, date of loss to follow-up or the end of the follow-up period
(31 December 2003). Information on the vital status of individuals
was obtained from local registration offices, whereas death
certificates were obtained from the responsible Public Health
Administrations and the pathology archive of the Wismut
company.

Information on exposure to dust and radiation

The silica and respirable fine dust content in the Wismut mines
varied between time periods and mining regions and also between
different mines within a given district, and even between regions
within a specific mine (Dahmann et al, 2008). In the early period
(1946–1954) the situation in mines was aggravated by poor
industrial hygiene (i.e., dry drilling) and also by extremely low
ventilation rates, i.e., air velocities o0.1m sÿ 1 (Bauer, 1997;
Dahmann et al, 2008). Thus, the dust exposures for the Wismut
miners show high shift concentration averages for crystalline silica
of well 42mgmÿ 3 in many mines in the early times. After 1955
the situation improved continuously with the introduction of wet
drilling and increasing mine ventilation rates up to about
0.3m sÿ 1. This resulted in a decrease of dust concentrations by
497% (Bauer, 1997; Dahmann et al, 2008) as illustrated in
Figure 1.
From 1960, systematic measurements of silica and fine dust

concentrations performed by the Wismut company were available.
Major efforts were undertaken to retrospectively quantify expo-
sures to silica and fine dust before 1960, including reconstruction
of historical workplaces and simulating ventilation conditions
(Bauer, 1997; Dahmann et al, 2008). Using these estimates and
measurements, a detailed job-exposure matrix (JEM) was devel-
oped (HVBG and BBG, 2005). This JEM provides annual exposure
values for each calendar year, each place of work and job type
(4900 different jobs and several mining facilities). Annual and
cumulative exposures are given in units of dust-years that are
1mgmÿ 3 silica dust or fine dust over a time period of 220 shifts of
8 h. Differences in the number of shifts and daily working hours in
the different calendar years were accounted for. Figure 1 shows the
mean annual exposure values for silica dust in the cohort. Silica
dust is a proportion of the total measured respirable fine dust and
therefore highly correlated with fine dust exposure (r40.95).
Consequently, the variable respirable fine dust is excluded from all
risk analyses.
Arsenic exposure occurred only in mines located in Saxony

(Dahmann et al, 2008). The arsenic content in the deposit and data
on dust exposure were used as proxy variables to estimate the
arsenic exposure within the JEM because only a few measurements
of arsenic levels in air were available. The cumulative exposure
to arsenic dust is quantified in dust-years, where 1 dust-year
equals an exposure of 1 mgmÿ 3 over 220 shifts of 8 h (HVBG and
BBG, 2005).
Information on exposures to ionising radiation is based on a

separate JEM similar to that for dust. This JEM includes
information on exposure to radon and its progeny in working
level month (WLM), external gamma radiation in mSv and long-
lived radionuclides in kBq hmÿ 3 (HVBG and BBG, 2005; Lehmann
et al, 1998). Estimates for radon exposure were based on

systematic measurements in the air from 1955 onwards, and on
detailed expert rating in the years before (HVBG and BBG, 2005). A
WL is defined as 1.3� 103MeV of potential alpha energy per litre
of air. One WLM corresponds to exposure to 1 WL during 1
month, i.e., 170 working hours. The annual very high mean
exposure values for radon and its progeny in the early years
decreased after 1955 due to the introduction of ventilation
measures (see Figure 1). Exposures to external gamma and long-
lived radionuclides are not considered in the risk analyses due to
negligible doses to the lung compared with the radon progeny.

Statistical methods

Several RR models based on internal Poisson regression have been
applied here to investigate the shape of the relationship between
cumulative silica dust exposure and lung cancer mortality risk and
its interaction with radon. The confidence intervals (CIs) were of
the Wald-type at the 95% level. Age was stratified in 5-year groups
and individual calendar year in 58 categories. Analogously to
previous analyses on lung cancer (Grosche et al, 2006; Walsh et al,
2010a, b) a 5-year lag was used in calculating the cumulative
exposures to allow for a latent period between exposure and death.
Lag times of 0, 10 and 15 years were also considered. Information
on silica and arsenic dust was missing for 310 individuals of the
cohort. Therefore, these individuals were excluded from all
analyses leaving 58 677 miners out of 58 987 and 2995 out of
3016 lung cancer deaths. All models were fitted with the AMFIT
module of the EPICURE software (Preston et al, 1998).

Main models for risk of lung cancer and silica In a first step, the
RR of lung cancer death was estimated by a simple model with
silica dust in categories. The following a priori defined cut-points
were used for cumulative silica dust in mgmÿ 3-years (0–0.5, 0.5–
2, 2–5, 5–10, 10–20, 20–30 and 30þ ). In a second step, several
excess relative risk (ERR) models with baseline stratification by
age and calendar year were used. If r(a, y, sil, rn, ars) is the specific
lung cancer mortality rate for age, a; year, y; silica, sil; radon, rn;
arsenic, ars; and r0(a, y)¼ r(a, y, 0, 0, 0) is the baseline disease rate
for non-exposed individuals, then

r ða; y ; sil; rn; arsÞ¼ r0 ða; yÞ � 1þERRðsil; rn; arsÞf g:

Here, ERR is the excess RR for which several different functions
of sil were tested:
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Figure 1 Mean annual exposure to silica dust in mgmÿ 3-years and
radon and its progeny in WLM among exposed cohort members with
respect to silica (n¼ 58 677) and radon (n¼ 50 468).
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1. A linear function ERR (sil)¼ b � sil, where sil is the total
cumulative exposure to silica dust in mgmÿ 3-years.

2. A piecewise linear spline function with one knot.

ERR ðsilÞ¼
b1 � sil

b1 � sil þ b2 � ðsilÿ silkÞ

�

silpsilk
sil4 silk

Different locations of the knots silkA{5, 7, 8, 9, 10, 11, 12, 15} in
mgmÿ 3-years were tested. A model in which b1 was fixed at zero
was also fitted.
3. Quadratic as well as linear–quadratic functions of cumulative

silica exposure.
To adjust for potential confounding in the models above, the

cumulative radon and arsenic exposures were first included as
continuous variables in a linear way. Previous analyses on the
relationship between lung cancer and cumulative radon exposure
in the Wismut cohort provided evidence for a model that is linear
in radon exposure with the exponential effect modifiers age at
median exposure (or attained age), time since median exposure and
radon exposure rate (Walsh et al, 2010a, b). Therefore, these three
exponential effect modifiers of radon exposure were then addition-
ally included to achieve better adjustment for the major confounder
radon. The preferred models were identified by applying model
techniques for nested models, i.e., the likelihood ratio test (see
Walsh, 2007 for an explanation). Adjustment for confounders was
performed in an additive and in a multiplicative way. As the additive
model provided a better fit, only these results are shown.

Effect modification Effect modification by age, time and exposure
rate was present in the radon-induced lung cancer risk. These
factors may also modify the effect of the silica-induced lung cancer
risk. Therefore, all possible combinations of effect modification on
silica and radon were tested. The effect modifiers were calculated
in analogy to the calculations for radon (Walsh et al, 2010b). The
aim was to obtain the best suited and most parsimonious model to
describe the combined effect of silica and radon.

Quantification of the combined effect of silica and radon In a first
step, the combined effect of silica dust and radon on the risk of
lung cancer death was described by simple categorical analyses
with combinations of radon (o50, 50–1000 and 41000 WLM) and
silica dust (o10, 10–20, 20–30 and 30þ mgmÿ 3-years) without
consideration of arsenic and risk effect modifiers. To gain more
insight into the form (additive or multiplicative) of the interaction
between silica and radon, a geometric mixture model that is
piecewise linear in silica (with a knot at 10mgmÿ 3-years) and
linear in radon with effect modifiers for silica and radon and
adjustment for arsenic, as described above, was fitted:
1þERRmix¼ (1þERRmult)

l (1þERRadd)
1ÿ l

The mixing parameter l (0plp1) was first set to 0.0 (additive)
and was then enhanced up to 1.0 (multiplicative) in 0.1-length steps.

RESULTS

Among the 58 677 cohort members, 20 748 died overall between
1946 and 2003 while 2995 died from lung cancer. The cause of
death was available for 93.6% of the miners. In all, 4.7% were lost
to follow-up. The cohort members contributed 1 984 687 person-
years with an average follow-up period of 34 years, and the mean
duration of employment was 14 years. All cohort members were
exposed to silica dust at some time, because silica occurred not
only underground but also in appreciably lower concentrations at
the surface (Table 1).
In Table 2 the risk of lung cancer death in relation to cumulative

silica dust exposure is given. A positive trend could be observed.

Without adjustment for radon and arsenic a statistically significant
increased RR, compared with the reference category of
0–0.5mgmÿ 3-years was present in all categories except for the
category 0.5–2mgmÿ 3-years (see also Figure 2A). After adjust-
ment for the major confounder radon, all estimates decreased
markedly, but remained statistically significant in the exposure
categories 10–20, 20–30 and 30–56mgmÿ 3-years. Additional
adjustment for cumulative arsenic exposure led to a significant
improvement of the model fit quality, but only to a small decrease
of the RR (Table 2). More detailed adjustment for radon including
the effect modifiers age at median exposure, time since median
exposure and radon exposure rate, led to a further decrease of the
silica-induced risk, showing a statistically significant increased risk
only in the categories 20–30 and 30–56mgmÿ 3-years.
As the categorical analyses indicated a non-linear exposure

response relationship (Figure 2A), two-line spline models with
different knots were applied and compared by model selection
procedures (Walsh, 2007). Models with silica dust as linear spline
with one knot at 7, 8, 9 and 10mgmÿ 3-years yielded in statistically
better fits compared with the pure linear model. After adjustment
for radon and arsenic a spline model with a knot at 10mgmÿ 3

-years provided the best fit. Table 3 provides information on the
risk estimates for the model parameters b1 and b2 and the
corresponding RRs at 5 and 15mgmÿ 3-years based on the spline
model, with a knot at 10mgmÿ 3-years. Without adjustment for
radon and arsenic, the RR was 1.34 (95% CI: 1.20; 1.47) at
5mgmÿ 3-years and 2.44 (95% CI: 1.96; 2.61) at 15mgmÿ 3-years
compared with 0 dust-years. The RRs decreased after simple
adjustment for radon and arsenic. After more detailed adjustment
for radon, i.e., inclusion of the three exponential effect modifiers
the silica risk estimates further decreased to 0.97 (95% CI: 0.86;
1.08) at 5mgmÿ 3-years and 1.24 (95% CI: 0.98; 1.49) at
15mgmÿ 3-years, but yielded significant RRs for cumulative
exposures 416mgmÿ 3-years (Figure 2B). As b1 decreased to
ÿ 0.006 (ÿ 0.028; 0.015) after full adjustment, a model in which b1
was fixed at zero was fitted additionally. The preferred model was
achieved after detailed adjustment for the confounder radon (with
effect modifiers) and arsenic and b1 fixed at zero between 0 and
10mgmÿ 3-years. Quadratic and linear quadratic models of
cumulative silica exposure did not result in an improvement in
goodness of fit.
The best suited and most parsimonious model, to describe both

effects of silica and radon and their corresponding time- and dose-
rate-related effect modifiers, was piece-wise linear in cumulative
silica dust with one knot at 10mgmÿ 3-years, with the initial slope
fixed at 0 below 10mgmÿ 3-years including attained age as
exponential effect modifier. Table 3 shows that the preferred model
had a deviance of 30 592.5 and one parameter less than the model
with the optimised initial slope (deviance¼ 30 592.3). It was linear
in radon with exponential effect modifiers that depend on time
since median exposure and radon-exposure rate. The silica-
induced lung cancer risk decreases with increasing attained age
(Table 3).
In Table 4 the results of the categorical analyses on the

combined effect of radon and silica are shown. There was an
increase of the RR of silica (see increase in columns), and an
increase of the RR of radon (see rows). The risk in the highest
silica and radon exposure category (430mgmÿ 3-years and

Table 1 Exposures of the Wismut cohort, 1946–2003

Cumulative exposure to Exposed (%) Mean Median Max s.d.

Silica (mgmÿ 3-years) 100 5.9 1.8 56 8.0

Radon (WLM) 86 280 33 3224 445

Arsenic (mgmÿ 3-years) 31 121 67 1417 145

Abbreviation: WLM¼working level months.
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41000 WLM) is 4.6-fold (95% CI: 3.7–5.4) higher compared with
the risk in the reference category (o10mgmÿ 3-years and o50
WLM). With the geometric mixture model, the form of the
interaction between silica and radon was further investigated. The
purely additive model provided a statistically significant better fit
compared with the multiplicative model. These results indicate
that the effects of silica and radon exposure are more likely to be
additive rather than multiplicative.

DISCUSSION

The analysis of the Wismut uranium miner cohort study showed a
statistically significant positive exposure–response relationship
between silica and lung cancer for high cumulative silica
exposures. Analyses on the combined effects of radon and silica
provided evidence for a more additive rather than multiplicative
relationship of both effects.
In contrast to other studies, beside silica a strong second risk

factor – radon – was present in the cohort. Both variables correlate
over time (r¼ 0.79) with high exposures in the very early years and
low exposures later (Figure 1). Thus, the major challenge in the
statistical analyses was to fully account for this strong confounder.
The large size of the cohort and the detailed information on both
risk factors enabled this adjustment. Owing to the relatively high
correlation of radon and dust over time and the fact that radon is a
stronger risk factor than silica, it cannot be ruled out that
adjustment for radon including the three effect modifiers may have
led to some over adjustment. Therefore, a small increase in risk
even in the range o10mgmÿ 3-years cannot be ruled out.

Arsenic exposure was high in the early years and decreased later,
however, the correlation with silica was low (r¼ 0.46), and arsenic
itself a weak risk factor. The decrease in the silica-induced lung
cancer risk was small after adjustment for arsenic. Restriction of
the cohort data to individuals without any arsenic exposure
(n¼ 40 753) showed a very similar exposure–response pattern (RR
at 15mgmÿ 3-years¼ 1.35; 95% CI: 1.17–1.53) compared with the
non-restricted data (RR¼ 1.31; 95% CI: 1.20–1.42) for the fully
adjusted model.
The preferred model indicated that attained age modifies the

silica-induced risk. With increasing attained age, the risk for silica-
induced lung cancer decreases. Again, owing to the high timely
correlation of both factors and the fact that radon is a stronger risk
factor, it cannot be resolved whether there could be other
modifying factors for the silica-induced lung cancer risk.

Limitations

A possible limitation of this study could be misclassification of the
silica exposure in the early years from 1946 to 1960 when no
measurements for silica were available. A very detailed expert
assessment had been performed with simulated, remodelled
historical exposure settings using historic equipments, model
calculations and expert rating (Dahmann et al, 2008). Thus,
misclassification, if present, should be small.
A further limitation is the lack of individual information on the

potential confounder smoking. In a nested case–control study on
lung cancer some information on smoking based on data from the
medical archives or from relatives was obtained for 439 cases and
550 controls (Schnelzer et al, 2010). No statistically significant

Table 2 Risk of death from lung cancer by cumulative silica dust exposure in mgmÿ 3-years by categories, 1946–2003

Silica dust in mgmÿ 3-years Mean

Person-

years

# of

cases

RR 95% CI

unadjusted

RR 95% CI

adjusted for radon

RR 95% CI

adjusted for

radon, arsenic

RR 95% CI adjusted

for radon, arsenic

with effect modifiers

0–0.5 0.1 681 780 137 1.00 Reference 1.00 Reference 1.00 Reference 1.00 Reference

0.5–2 1 394 559 283 1.12 (0.89–1.35) 1.09 (0.86–1.31) 1.08 (0.86–1.31) 0.95 (0.77–1.12)

2–5 3 274 523 356 1.26 (1.00–1.51) 1.15 (0.91–1.38) 1.13 (0.89–1.37) 0.96 (0.78–1.13)

5–10 7 238 032 430 1.38 (1.10–1.66) 1.07 (0.83–1.30) 1.05 (0.81–1.28) 0.86 (0.67–1.04)

10–20 14 264 140 936 2.45 (1.98–2.92) 1.53 (1.19–1.88) 1.47 (1.13–1.81) 1.14 (0.87–1.40)

20–30 24 108 502 664 3.76 (3.02–4.49) 2.19 (1.64–2.75) 2.05 (1.51–2.60) 1.51 (1.08–1.94)

30–56 34 23 151 189 4.71 (3.62–5.80) 2.91 (1.96–3.83) 2.79 (1.87–3.70) 2.02 (1.28–2.75)

Total 5.9 1 984 687 2995

Abbreviations: Adj.¼ adjusted; CI¼ confidence interval; RR¼ relative risk. RR, baseline stratified on age in 5-year groups and individual calendar year in 58 categories. RR adj. for

radon (last-but-two column), for radon and arsenic (next-to-last column) and for radon with exponential inclusion of the effect modifiers age at median exposure, time since

median exposure and radon exposure rate and arsenic (last column) as continuous variables in an additive way.
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Figure 2 RR of death from lung cancer (n¼ 2995) in relation to cumulative silica dust without adjustment (A) and with additive adjustment for radon
(with the effect modifiers age at median exposure, time since median exposure and radon exposure rate) and arsenic (B). Categorical analysis (0–0.5, 0.5–2,
2–5, 5–10, 10–20, 20–30 and 30þ ) and linear spline model (bold line) with 95% confidence limits (fine lines).
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trend in the proportion of smokers with increasing silica exposure
for both lung cancer cases and controls was observed (two-sided
test for trend: P¼ 0.31 for cases, P¼ 0.52 for controls; Figure 3).
Pukkala et al (2005) observed no increased risk of lung cancer
in their preferred model in the category 1.0–9.9mgmÿ 3-years
(RR¼ 0.97; 95% CI: 0.91–1.03) compared with 0mgmÿ 3-years and
a statistically significant risk 410mgmÿ 3-years (RR¼ 1.42; 95%
CI: 1.20–1.70) after adjustment for smoking on aggregate level.
This is similar to results given in Table 2 and therefore possibly
further evidence that smoking is not a major confounder in this
study. However, residual confounding by smoking cannot be fully
excluded, because data on duration and amount of smoking are
incomplete.
Silicosis is debated as possible effect modifier of the silica-

induced lung cancer risk (Hnizdo et al, 1997; Ulm et al, 1999;
Soutar et al, 2000; Pelucchi et al, 2006; Taeger et al, 2008; Brown,
2009; Erren et al, 2011) and the carcinogenic role of silica in the
absence of silicosis is still debated. There is consistent evidence of
an increased lung cancer risk among silicotics, whereas studies
restricted to non-silicotics or those with ‘unknown silicotic status’
mainly show no increased risk of lung cancer. Many studies,
however, suffer from insufficient information on silicosis status
(e.g., Steenland et al, 2001; Attfield and Costello, 2004; Lacasse

et al, 2009) or missing quantitative data on silica exposure. In the
Wismut cohort selective data on silicosis are available. For a total
of 3645 cohort members silicosis was noted on the death

Table 3 Risk of lung cancer death by cumulative silica exposure in a linear spline model with one knot at 10mgmÿ 3-years, 1946–2003

Model b1
a 95% CI b2

b 95% CI Deviance

RRc 95% CI

5mgmÿ3-years

RR 95% CI

15mgmÿ3-years

Unadjusted 0.067 (0.039; 0.094) 0.088 (0.058; 0.119) 30 768.1 1.34 (1.20; 1.47) 2.44 (1.96; 2.61)

Adjusted for radon d 0.015 (ÿ 0.008; 0.038) 0.072 (0.042; 0.102) 30 692.1 1.08 (0.96; 1.19) 1.59 (1.09; 2.08)

Adjusted for radon and arsenic e 0.012 (ÿ 0.011; 0.035) 0.068 (0.038; 0.098) 30 688.2 1.06 (0.95; 1.18) 1.52 (1.24; 1.79)

Adjusted for radon (with exponential

effect modifiers f) and arsenic

ÿ 0.006 (ÿ 0.028; 0.015)

0.000 (fixedg)

0.066 (0.038; 0.094)

0.061 (0.039; 0.083)

30 604.2

30 604.5

0.97 (0.86; 1.08)

1.00 (fixed)

1.24 (0.98; 1.49)

1.31 (1.20; 1.42)

0-year lag

10-year lag

15-year lag

0.000 (fixed)

0.000 (fixed)

0.000 (fixed)

0.061 (0.039; 0.083)

0.060 (0.037; 0.082)

0.062 (0.039; 0.085)

not comparable

1.00 (fixed)

1.00 (fixed)

1.00 (fixed)

1.31 (1.20;1.42)

1.30 (1.19; 1.41)

1.31 (1.20; 1.43)

Silica with exponential effect modifier

attained age (centred at 64 years)

adjusted for radon (with exponential modifiers h) and arsenic

0.000 (fixed)

0.002 (ÿ 0.014; 0.018)

0.073 (0.046; 0.100)

0.073 (0.043; 0.100)

30 592.5

30 592.3

1.00 (fixed)

1.01 (0.93; 1.09)

1.37 (1.23; 1.50)

1.39 (1.16; 1.63)

50 years attained age 0.007 (ÿ 0.040; 0.057) 0.223 (0.142; 0.322) 30 592.3 1.04 (0.80; 1.29) 2.21 (1.43; 3.02)

60 years 0.003 (ÿ 0.019; 0.025) 0.105 (0.066; 0.134) 30 592.3 1.15 (0.90; 1.13) 1.55 (1.30; 1.84)

70 years 0.001 (0.008; 0.011) 0.045 (0.021; 0.068) 30 592.3 1.01 (0.96; 1.06) 1.24 (1.07; 1.39)

80 years 0.001 (ÿ 0.004; 0.005) 0.020 (0.004; 0.035) 30 592.3 1.00 (0.98; 1.03) 1.11 (1.02; 1.20)

Abbreviations: CI¼ confidence interval; ERR¼ excess relative risk. a,bb1 and b2 describe the ERR in the following way, silk¼ 10:

ERRðsilÞ¼
b1 � sil

b1 � silþ b2 � ðsilÿ silkÞ

�

silpsilk
sil4 silk

cRelative risk with 95% CI for a cumulative exposure of 5mgmÿ 3-years compared with 0. dAdjusted for cumulative radon exposure in a linear way. eAdjusted for cumulative

radon and arsenic exposure in a linear way. fExponential effect modifiers age at median exposure, time since median exposure and radon exposure rate. gParameter b1 is fixed at

0. hExponential effect modifiers, time since median exposure and radon exposure rate.

Table 4 Combined effect of cumulative exposure to silica and radon on the risk of death from lung cancer, Wismut cohort, 1946–2003

Radon

o50 WLM 50–1000 WLM 41000 WLM

Silica dust mgmÿ 3-years n RR (95% CI) n RR (95% CI) n RR (95% CI) Total

o 10 609 1.0 Reference 585 1.52 (1.34–1.69) 12 1.95 (0.83–3.07) 1206

10–20 54 1.10 (0.79–1.41) 663 2.45 (2.17–2.73) 219 3.11 (2.62–3.61) 936

20–30 6 1.33 (0.26–2.41) 238 3.11 (2.63–3.60) 420 4.29 (3.64–4.74) 664

30þ 0 — 42 4.75 (3.25–6.25) 147 4.56 (3.72–5.41) 189

Total 669 1528 798 2995

Abbreviations: CI¼ confidence interval; RR¼ relative risk; WLM¼working level month.
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certificates, the autopsy protocols or the protocols of the medical
archive of the Wismut company. It is unclear how valid this
information is. For the remaining 55 032 cohort members, the
silicosis status is unknown. Categorical risk analyses excluding the
3645, known’ silicotics (Table 5) show elevated RR’s in the silica
exposure categories 410mgmÿ 3-years after full adjustment. The
corresponding estimate for the parameter b2 (410mgmÿ 3-years)
was 0.034 (95% CI: 0.013; 0.055), which is appreciably lower
compared with that in the full data set (b2¼ 0.061; 95% CI: 0.039;
0.083). It is unclear whether this excess is real or due to residual
confounding (misclassified non-silicotics). Moreover, the statis-
tical power is reduced, because the majority of highly radon- and
silica-exposed cohort members were excluded as silicotics.

Comparison with other epidemiological studies

The increase in risk with increasing exposure in this study
is consistent with other studies (Checkoway et al, 1997;
Brüske-Hohlfeld et al, 2000; Rice et al, 2001; Steenland et al,
2001; Pukkala et al, 2005; Lacasse et al, 2009). On the other hand, a
few single studies concluded that there was no evidence that
crystalline silica acts as a risk factor for lung cancer (Steenland and
Brown, 1995; Ulm et al, 1999; Graham et al, 2004; Chen et al, 2007;
Mundt et al, 2011; Vacek et al, 2011). Exposures in some of these
studies (Graham et al, 2004; Vacek et al, 2011) or parts of the study
(Chen et al, 2007) have been quite low or subjects with silicosis had
been omitted (Ulm et al, 1999).
Steenland et al (2001) pooled 10 cohort studies from a variety of

industries and countries. The pooled study included 65 980
workers and 1079 lung cancer deaths. The logarithm of cumulative
exposure with a 15-year lag showed a statistically significant
positive trend with lung cancer risk. Categorical analyses by
quintiles of cumulative silica exposure resulted in odds ratios of
1.0, 1.0 (95% CI, 0.85–1.3), 1.3 (95% CI, 1.1–1.7), 1.5 (95% CI, 1.2–
1.9) and 1.6 (95% CI, 1.3–2.1) for cumulative silica exposure of
o0.4, 0.4–2.0, 2.0–5.4, 5.4–12.8 and 412.8mgmÿ 3-years, respec-
tively. The risks for high exposures are approximately comparable
to the present results, however, slightly shifted with a RR in this
study of 1.51 (95% CI: 1.08–1.94) in the category
20–30mgmÿ 3-years. The odds ratios of the lower exposure
categories are appreciably higher compared with the fully adjusted

risks presented here, but the CIs overlap in both studies. No
adjustment for smoking and other confounders was made.
Furthermore, there was a considerable heterogeneity between the
various studies in this pooled analysis.
The meta-analysis of Lacasse et al (2009) included four cohort

studies and six case–control studies having quantitative measure-
ments of crystalline silica exposure and adjustment for smoking.
An increase in risk of lung cancer was observed with increasing
cumulative silica exposure. Differences in the quality of silica
exposure assessment of the original studies and significant
heterogeneity across the studies limit its interpretation.
In conclusion, results indicate an elevated lung cancer risk at

higher cumulative silica exposures. No increase in risk in the range
o10mgmÿ 3-years was found, but a small increase cannot be
ruled out. It is unclear whether these results can be applied to
other industrial settings than uranium mining. In this study, even
in the absence of known silicotics some increase in the silica-
induced lung cancer risk was observed, however, this result has to
be treated with caution due to possibly incomplete data on
silicotics. Overall, the findings of this study support the evaluation
of the IARC to classify silica as carcinogenic to humans with the
lung as target organ (1997, 2012). The extension of the follow-up
period to the end of 2008 will allow more detailed analyses of the
low exposure range with alternative models.
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Abstract Radiation-related risks of cancer can be trans-

ported from one population to another population at risk, for

the purpose of calculating lifetime risks from radiation

exposure. Transfer via excess relative risks (ERR) or excess

absolute risks (EAR) or a mixture of both (i.e., from the life

span study (LSS) of Japanese atomic bomb survivors) has

been done in the past based on qualitative weighting. Con-

sequently, the values of the weights applied and the method

of application of the weights (i.e., as additive or geometric

weightedmeans) have varied both between reports produced

at different times by the same regulatory body and also

between reports produced at similar times by different reg-

ulatory bodies. Since the gender and age patterns are often

markedly different between EAR and ERR models, it is

useful to have an evidence-basedmethod for determining the

relative goodness of fit of suchmodels to the data. This paper

identifies a method, using Akaike model weights, which

could aid expert judgment and be applied to help to achieve

consistency of approach and quantitative evidence-based

results in future health risk assessments. The results of

applying this method to recent LSS cancer incidence models

are that the relative EAR weighting by cancer solid cancer

site, on a scale of 0–1, is zero for breast and colon, 0.02 for all

solid, 0.03 for lung, 0.08 for liver, 0.15 for thyroid, 0.18 for

bladder and 0.93 for stomach. TheEARweighting for female

breast cancer increases from 0 to 0.3, if a generally observed

change in the trend between female age-specific breast

cancer incidence rates and attained age, associated with

menopause, is accounted for in the EAR model. Application

of this method to preferred models from a study of multi-

model inference from many models fitted to the LSS leu-

kemiamortality data, results in an EARweighting of 0. From

these results it can be seen that lifetime risk transfer is most

highly weighted by EAR only for stomach cancer. However,

the generalization and interpretation of radiation effect

estimates based on the LSS cancer data, when projected to

other populations, are particularly uncertain if considerable

differences exist between site-specific baseline rates in the

LSS and the other populations of interest. Definitive con-

clusions, regarding the appropriate method for transporting

cancer risks, are limited by a lack of knowledge in several

areas including unknown factors and uncertainties in bio-

logical mechanisms and genetic and environmental risk

factors for carcinogenesis; uncertainties in radiation dosim-

etry; and insufficient statistical power and/or incomplete

follow-up in data from radio-epidemiological studies.

Keywords Lifetime attributable risk � A-bomb survivors �
Risk projection

Introduction

Assessments of detrimental health risks due to exposures

from ionizing radiation are often based on studies on

survivors of the World War II atomic bombings over

Hiroshima and Nagasaki. The life span study (LLS) of these
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A-bomb survivors continues to provide valuable radiation

epidemiological data and quantitative assessments of the

radiation-related solid cancer, site-specific and leukemia

risks (Preston et al. 2003, 2004, 2007; Ozasa et al. 2012).

Results from this cohort have formed a basis for the con-

struction of radiation protection guidelines that include the

setting of various dose limits and reference values to the

radiation received by occupationally exposed workers and

the general public. Such limits and values have come from

assessments and recommendations that are issued and

updated at regular intervals by national and international

bodies, that is, the International Commission on Radiologi-

cal Protection (ICRP), the United Nations Scientific Com-

mittee on the Effects of Atomic Radiation (UNSCEAR),

Biological Effects of Ionizing Radiation, U.S.A. (BEIR) and

the Environmental Protection Agency, U.S.A. (EPA).

Choices for risk models applied in reports produced by

such bodies (UNSCEAR, BEIR VII, EPA and ICRP) are

often mainly based upon the Japanese atomic bomb survivor

data. Although the specific choice of risk models for risk

versus dose–responses and the lifetime risk calculations

differ between regulatory groups, there is also disparity in

applications of the weights to be applied to excess relative

risk (ERR) or excess absolute risk (EAR) models when used

in the calculation of lifetime risks. These weights were, up to

now, invariably chosen in a qualitative way based on expert

opinion. Owing to this process of decision making based on

expert judgement, the numerical values of weights to be

applied to ERR and EAR models when used in the calcula-

tion of lifetime risks vary both between reports produced at

different points in time by the same body and also between

reports produced at similar points in time by different bodies.

The purpose of this paper is to propose and illustrate a

quantitative method for obtaining such weights. It is sug-

gested that this method could be a useful addition and an

aid to the qualitative decisions made by experts (which

have often been quantified based only on qualitative

judgement in the past) by providing additional quantitative

results, such that decisions can also be based on measures

of evidence specifically linked to the choice of ERR and

EAR models. Although this technique is applicable to all

measures of lifetime risk, the simplest measure called

lifetime attributable risk (LAR) is considered here to

illustrate the proposed weighting technique.

Materials and methods

Lifetime risks and the relative weighting of ERR

and EAR models used in the calculations

Lifetime attributable risk (LAR—see e.g., Kellerer et al.

(2001), (2002) and Vaeth and Pierce (1990)) has a linear

dose–response for a linear ERR or linear EAR model.

Separate evaluations of LAR can be made using both an

EAR model and an ERR model or a mixture of the two. For

a person exposed at age e, to a radiation dose, D the LAR is

LARðD; eÞ ¼

Z

amax

eþL

MðD; e; aÞSðaÞ=SðeÞ da ð1Þ

where M (D, e, a) is the EAR at an age attained, a, after an

exposure at age e. S(a) is the survival curve, that is, the

probability of surviving to age a, and L is the minimum

latency period (e.g., 2 years for leukemia, 5 years for solid

cancers). The ratio S(a)/S(e) is the conditional probability

of a person alive at age e to reach at least age a. (In Eq. (1)

there is an assumed dependence of population statistics on

gender). The LAR approximates the probability of a

premature incidence of primary cancer from radiation

exposure and is a weighted sum (over attained ages up to

amax) of the age-specific excess probabilities of radiation-

induced cancer incidence, M(D, e, a) can be defined in

three alternative ways:

M D; e; að Þ ¼ EAR D; e; að Þ; ð2aÞ

M D; e; að Þ ¼ ERR D; e; að Þ � m að Þ; ð2bÞ

or a weighted arithmetic sum of both-

M D; e; að Þ ¼ w1EAR D; e; að Þ
þ 1ÿ w1ð Þ ERR D; e; að Þ � m að Þð Þ: ð2cÞ

where m(a) is the spontaneous cancer incidence rate in a

pre-defined population or subpopulation at risk, w1 is a

weighting between 0 and 1, and S(a) is the survival func-

tion for the unexposed population. This makes the LAR

differ from the quantity REID (risk of exposure-induced

death) as used by UNSCEAR because REID has an

exposure-dependent survival function. However, LAR and

REID coincide at lower doses under about 0.5 Gy (see

Fig. 1 of Kellerer et al. 2001).

Model weighting from multi-model inference statistics

An important part of the inferential process in radiation

epidemiology and other fields is assessing the preferred

model for a dataset by selection involving Akaike’s

information criterion (AIC) (Akaike 1973, 1974; Walsh

2007). The introduction of AIC for model selection has

been a positive contribution to the field of radiation epi-

demiology. Akaike’s information criterion is defined by

AIC = -2log(MaxLikelihood) ? 2k, where k is the num-

ber of parameters in the model and the first term on the

right-hand side is just the deviance. Models with smaller

values of AIC are favored on the basis of fit and parsimony.

Model uncertainty contributes a large fraction of the total
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uncertainty for cancer risk evaluations associated with

radiation exposure. Assessing this source of uncertainty in

a qualitative way or even neglecting this source of uncer-

tainty altogether is a serious shortcoming of previous

evaluations.

Recent statistical literature covers various approaches

for combining information from different models fitted to

the same data via multi-model inference (MMI) (Hoeting

et al. 1999; Posada and Buckley 2004; Chatfield 1995;

Claeskens and Hjort 2008; Burnham and Anderson 1998,

2002, 2004). To average over candidate models, a weight is

assigned to each model and then measures of interest are

inferred across all weighted models. The Akaike weights

for model averaging have already been applied in radiation

epidemiology to provide an objective basis for model

selection and MMI (e.g., Walsh and Kaiser 2011). Within

this framework, the Akaike weights (wi, i = 1, 2, …, m)

are computed for each model,

wi ¼ exp½ÿ0:5ðAICi ÿminAICÞ�

=
X

m

j¼1

exp½ÿ0:5ðAICj ÿminAICÞ�; ð3Þ

wherem is the number of models andminAIC is the smallest

AIC value among allmodels considered. The probability that

the ith model is the best among the m models considered is

quantified by the individual wi values.

A model-averaged estimator of a quantity, l̂, can then

be obtained as a weighted average of estimators, l̂i, from

model i (i.e., in the practical terms of the analysis presented

here, either the right-hand sides of Eq. (2a) or (2b))

l̂ ¼
X

m

i¼1

wil̂i: ð4Þ

Consequently, the weights w1 and 1 - w1 in Eq. (2c) can

be obtained from w1 and w2 in a two model (m = 2, one

EAR and one ERR) MMI procedure.

EAR and ERR risk models for cancer incidence

of various sites and leukemia mortality

Recent site-specific and all solid cancer incidence models

for the follow-up 1958–1998 (Preston et al. 2007) (data file:

lssinc07.csv, results files: lss07solmod.log, lss07siteahs.log,

lss07sitemod.log from www.rerf.or.jp) and preferred leu-

kemia mortality models for the follow-up 1950–2003

selected form a comprehensive MMI study (Kaiser and

Walsh 2012), have been selected here for illustration. These

results files contain information on model fit parameters and

goodness of fit measures obtained from optimizing the

models to the data via Poisson regression. The results files

were generated with the AMFIT module of the EPICURE

software (Preston et al. 1993) and were made available on

the internet by Preston and co-workers, after the publication

of Preston et al. (2007).

Since the forms of the EAR and ERR models, chosen to

illustrate the weighting technique, have been described in

Preston et al. 2007 (for all solid cancer and site-specific

cancer incidence) and Kaiser and Walsh (2012) (for

leukemia mortality), they will not be given explicitly here.

The all solid cancer ERR and EAR models (linear in

neutron weighted colon dose) and seven site-specific

models (linear in neutron weighted organ dose) are fully

parametric and all have exponential effect modifiers for age

at exposure and effect modification for age attained via

power functions even if they are not statistically significant.

The preferred leukemia models from Kaiser and Walsh

(2012) apply a dose–response with both a quadratic and an

exponential dose term, modified by a power function of

attained age. The exponential term has the effect of

damping the quadratic dose–response to a small extent at

higher doses. All solid cancer models documented in the

RERF results files are gender-averaged models (except in

the cases of sex-specific sites, that is, female breast cancer).

The nine sites considered here to illustrate the weighting

technique are—all solid cancer, female breast, lung, colon,

stomach, liver, bladder, thyroid cancer and leukemia. The

solid cancer sites have both ERR and EAR models avail-

able in the results files. Other sites (oral cavity, esophagus,

rectum, gall bladder, pancreas, renal cell, central nervous

system, uterus, ovary and prostate) only have ERR models

documented in the results files, that are linear in organ

dose, but with no age-related effect modifiers. In fact, all

that is required to apply this new application of the MMI

technique is the deviance of the model fit and the number

of fit parameters in the model. This information has been

extracted from the original results files and is documented

in Table 1.

However, many of the fit parameters given in the ori-

ginal RERF results files are not statistically significant. A

justification for this general RERF approach was given in

Pierce et al. (1996) where it was explained that as follow-

up continues, risk modifications such as a sex effect will

increase in statistical significance and so fit parameters that

represent such risk modifications are included even if they

are not statistically significant at the time of analysis.

Since small differences in model specifications can lead

to differences in LAR projection results, it is more

appropriate to consider here the optimized models. In the

original paper by Preston et al. (2007), the models for all

solid cancer seem to have been applied for the site-specific

models considered here with little attention to model

selection techniques so that approximately one-third of the

original parameters were associated with large p-values

much greater than 0.1. Consequently, the fit parameters that

corresponded to p[ 0.1 in the original Preston et al. 2007
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models were removed, and the models re-optimized before

the model weights were calculated. This means that both

the baseline risks and the age and gender effect modifica-

tions in the excess risk part of the model were more

appropriately represented and differences in the statistical

significance of age or gender effect modifications between

EAR and ERR models were taken into account with model

selection techniques.

Results

The results of applying this technique to the sites consid-

ered here using the original models of Preston et al. (2007),

from the computer files on the RERF website, are shown in

Table 1. It can be seen, from the last column of Table 1,

that the relative EAR weighting, (w1), by cancer incidence

site is zero for breast, 0.11 for colon, 0.12 for all solid and

thyroid, 0.19 for lung, 0.22 for bladder, 0.25 for liver and

0.79 for stomach.

Table 2 shows the results of applying this technique to

the sites considered here with the optimized models where

the fit parameters that corresponded to p[ 0.1 in the ori-

ginal Preston et al. (2007) models were removed and the

models re-optimized. The weights obtained with the choice

of p[ 0.1 are very similar to those obtained if p[ 0.05 is

used. It can be seen, from the last column of Table 2, that

the relative EAR weighting, (w1), by cancer incidence site,

is zero for breast and colon, 0.02 for all solid, 0.03 for lung,

0.08 for liver, 0.15 for thyroid, 0.18 for bladder and 0.93

for stomach. The latter results are preferred here because

they have been obtained from models in which differences

in the statistical significance of age or gender effect mod-

ifications between EAR and ERR models were fully and

correctly accounted for by standard model selection tech-

niques. For example, in the original liver cancer models of

Preston et al. (2007), none of the age and gender excess

risk modifiers were statistically significant in the ERR

model (the gender and age at exposure effect modifiers

both had p[ 0.5 and the age-attained effect modifier had

p = 0.21) but the age attained (p = 0.008) and gender

(p = 0.04) risk modifiers were statistically significant in

the EAR model.

Table 1 Quantification of the relative ERR and EAR weights to

apply in the calculation of lifetime risks

Site/datafile Model
type

Deviance Number of
optimized
parameters

AIC Weights:
1 - w1

(ERR) w1

(EAR)

All solid/

lss07solmod.log

ERR 14736.0 19 14774.0 0.88

EAR 14739.9 19 14777.9 0.12

Thyroid/

lss07siteahs.log

ERR 3038.0 20 3078.0 0.88

EAR 3042.0 20 3082.0 0.12

Fem. Breast/

lss07sitemod.log

ERR 3295.2 13 3321.2 1

EAR 3307.1 13 3333.1 0

Stomach/

lss07sitemod.log

ERR 8943.6 19 8981.6 0.21

EAR 8941.0 19 8979.0 0.79

Colon/

lss07sitemod.log

ERR 4561.2 19 4599.2 0.89

EAR 4565.3 19 4603.3 0.11

Liver/

lss07sitemod.log

ERR 4795.2 19 4833.2 0.75

EAR 4797.4 19 4835.4 0.25

Lung/

lss07sitemod.log

ERR 5326.6 19 5364.6 0.81

EAR 5329.5 19 5367.5 0.19

Bladder/

Lss07sitemod.log

ERR 2418.1 19 2456.1 0.78

EAR 2420.6 19 2458.6 0.22

Leukemia/

DS02can.loga
ERR 2258.7 22 2302.7 0.12

EAR 2254.8 22 2298.8 0.88

In this table w1 and 1 - w1 correspond to the weights in Eq. (2c). The named
files, from which the deviance and number of fit parameters were taken, are
available from www.rerf.or.jp
a Note for leukemia: only an EAR model was published by Preston et al.
(2004), the deviance value for the ERR model was calculated in Walsh and
Kaiser (2011)

Table 2 Quantification of the relative ERR and EAR weights to

apply in the calculation of lifetime risks

Site Model

type

Deviance Number of

optimized

parameters

AIC Weights:

1 - w1

(ERR)

w1

(EAR)

All solid ERR 14,741.0 14 14,769.0 0.98

EAR 14,748.4 14 14,776.4 0.02

Thyroid ERR 3,048.7 12 3,072.7 0.85

EAR 3,052.2 12 3,076.2 0.15

Fem.

Breast

ERR 3,300.0 7 3,314.0 1

EAR 3,312.3 8 3,328.3 0

Stomach ERR 8,949.8 13 8,975.8 0.07

EAR 8,944.6 13 8,970.6 0.93

Colon ERR 4,562.5 13 4,588.5 1.0

EAR 4,576.9 13 4,602.9 0.0

Liver ERR 4,800.7 10 4,820.7 0.92

EAR 4,803.6 11 4,825.6 0.08

Lung ERR 5,330.4 13 5,356.4 0.97

EAR 5,339.6 12 5,363.6 0.03

Bladder ERR 2,423.6 11 2,445.6 0.82

EAR 2,426.6 11 2,448.6 0.18

Leukemia

Kaiser

and

Walsh

(2012)

ERR 2,670.9 10 2,690.9 1.0

EAR 2,677.7 12 2,701.7 0

In this table, w1 and 1 - w1 correspond to the weights in Eq. (2c). The

solid cancer models in Table 1 have been re-optimized, with only

those parameters retained that had p-values B 0.1, before re-calcu-

lating the weights. For the leukemia models from Kaiser and Walsh

(2012), the optimization was based on models with p-values B 0.05,

using the Report 14 data for the follow-up period 1950–2003, from

Ozasa et al. (2012)
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There is one important refinement to the breast cancer

models described on page 34 of Preston et al. (2007), but not

explicitly included in the computer files on the RERFwebsite,

that should also be considered here. That is explicitly allow-

ing, in the EAR model, for the generally observed change in

the trend between female age-specific breast cancer incidence

rates and attained age, associated with menopause that is

sometimes called Clemmesen’s hook (Clemmesen 1948).

Modeling Clemmesen’s hook is just done by allowing effect

modification of the EAR by the logarithm of age in the

functional form of a quadratic spline with a knot at age

50 years. If Clemmesen’s hook is explicitly accounted for, the

EAR weighting increases from 0 to 0.3.

Table 3 compares the central risk estimates obtained

with the original solid cancer models of Preston et al.

(2007) with the central risk estimates obtained from the

optimized models considered here. The central estimates

are very similar for all sites, indicating that the further

model optimization undertaken by the current authors, only

had a minor impact on the central risk estimates.

The leukemia model of Preston et al. (2004), which was

originally published only as an EAR model, had a deviance

of 2254.8 (value quoted from www.rerf.or.jp, file-

name:ds02can.log), the analogous ERR model has only

been presented recently (Walsh and Kaiser 2011) and had a

deviance of 2258.7 with the same number and type of fit

parameters. Applying this technique to these models for

leukemia mortality results in an EAR weighting of 0.88

(Table 1). However, the MMI procedures of Walsh and

Kaiser (2011) and Kaiser and Walsh (2012) identified

leukemia models with much higher model weights than the

leukemia model of Preston et al. (2004). Application of

the preferred models from Kaiser and Walsh (2012) with

the follow-up data covering the period (1950–2003), as

applied in the analysis by Ozasa et al. (2012), results in an

EAR weighting of 0.

From these results, it can be seen that, for the sites

considered here, lifetime risk transfer is most highly

weighted by EAR only for stomach cancer.

Discussion

In radiation-related cancer risk assessment for a subpopu-

lation at risk, one is often required to transfer the risk

obtained from the LSS of atomic bomb survivors to the

actual subpopulation at risk. Due to a process of decision

making based on expert judgement, the numerical values of

weights to apply to ERR and EAR models, when used in

the calculation of lifetime cancer risks, vary both between

reports produced at different times by the same body and

also between reports produced at similar times by different

bodies.

In transporting risk estimates from Japan to the U.S.A.,

BEIR V (1990) assumed a multiplicative model. In contrast

to this, BEIR VII/phase2 (2006) applied a weight, wB7 of

0.7 for the estimate obtained using ERR transport for sites

other than breast, thyroid, and lung, and a complementary

weight of 0.3 for the estimate obtained using EAR trans-

port. This choice was justified in BEIR VII/phase2

(Chapter 10), by acknowledging that there is somewhat

greater support for relative risk than for absolute risk

transport. However, the BEIR VII/phase 2 (2006) weight-

ing was done on a logarithmic scale. The LAR values were

calculated separately based on preferred EAR and ERR

models and then combined using a weighted geometric

mean, whereby LARB7 = LARERR
wB7 � LAREAR

(1-wB7). The

BEIR VII report acknowledges that the choice of wB7

values ‘‘clearly involves subjective judgment’’. This geo-

metric mean (GM) approach is not consistent with Eq. (4)

and the current literature on MMI (some of which is cited

in the materials and methods section of this paper).

The EPA (1994) report also adopted a GM approach

stating that this ‘‘reflects a judgment regarding the distri-

bution of uncertainty associated with the transportation of

risk’’. However, the later EPA (2011) report (see also

Pawel and Puskin 2012) made two points against the

weighted GM approach stating, ‘‘First, it is difficult to

Table 3 Central risk estimates with standard Wald-type errors, for

the models applied in Table 1 (from Preston et al. 2007) and Table 2

(the models from Preston et al. 2007 but re-optimized with the fit

parameters with p-values[ 0.1 removed)

Site/datafile Model

type

Central risk

estimate (±1SE)

Preston et al.

(2007)

Central risk

estimate (±1SE)

with optimized

model

All solid/

lss07solmod.log

ERR 0.467 ± 0.044 0.461 ± 0.043

EAR 51.63 ± 4.98 51.85 ± 4.97

Thyroid/

lss07siteahs.log

ERR 0.58 ± 0.26 0.67 ± 0.26

EAR 1.23 ± 0.51 1.37 ± 0.46

Fem. Breast/

lss07sitemod.log

ERR 0.88 ± 0.21 0.86 ± 0.20

EAR 9.26 ± 1.58 9.45 ± 1.57

Stomach/

lss07sitemod.log

ERR 0.336 ± 0.080 0.340 ± 0.074

EAR 9.52 ± 2.44 9.97 ± 2.08

Colon/

lss07sitemod.log

ERR 0.53 ± 0.16 0.57 ± 0.15

EAR 7.95 ± 2.15 8.80 ± 2.13

Liver/

lss07sitemod.log

ERR 0.30 ± 0.13 0.41 ± 0.12

EAR 4.23 ± 1.66 3.77 ± 1.33

Lung/

lss07sitemod.log

ERR 0.81 ± 0.16 0.90 ± 0.15

EAR 7.55 ± 1.68 8.71 ± 1.35

Bladder/

Lss07sitemod.log

ERR 1.24 ± 0.41 1.15 ± 0.37

EAR 3.23 ± 1.16 2.45 ± 0.75

The ERR is given per unit dose (1 Gy) and the EAR is given as the

number of cases per 10,000 person–years per Gy
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explain how a projection based on the GM should be

interpreted. Second, the GM is not additive in the sense

that: the GM of two risk projections for the combined

effect of separate exposures is generally not equal to the

sum of the GM projections for the exposures.’’ For these

reasons, EPA (2011) employed a weighted arithmetic mean

to combine ERR and EAR projections, but still applied the

numerical ERR weighting value of 0.7.

ICRP 103 (2007) projections were based on a weighted

arithmetic average of ERR and EAR risk model projec-

tions. For most sites, ICRP 103 used a ‘‘subjective proba-

bility’’ weight (wICRP) of 0.5 for the ERR model;

exceptions include breast, bone, and leukemia cancers

(wICRP = 0), thyroid cancer (wICRP = 1) and lung cancer

(wICRP = 0.3).

UNSCEAR (2006) projections (see also Little et al.

2008) were done separately for EAR and ERR transport.

Methods for combining site-specific ERR and EAR risk

projections for the risk transport problem were not

recommended.

Excess relative risks models, often referred to as multi-

plicative, are appropriate if radiation risks are proportional

to baseline rates, and EAR models (additive) are an alter-

native if radiation risks add to baseline rates. Since the

gender and age patterns are often markedly different

between EAR and ERR models, the Akaike model weights

can help to determine the relative goodness of fit of the two

types of models to the data. It can be seen from the results

section that lifetime risk transfer is most highly weighted by

EAR only for stomach cancer. The resulting Akaike model

weights could be applied directly, if the projections are done

from the LSS to a population at risk with similar genetic and

environmental characteristics and similar baseline risks

(e.g., the Japanese subpopulation at risk after the Fukushima

nuclear power plant radiation release in 2011).

However, such projections are also required when large

differences are observed in comparisons of baseline risks

between the subpopulation at risk and the LSS for some

site-specific cancers. For example, baseline risks for can-

cers of the colon, lung and female breast are higher in the

USA than in the LSS, whereas according EPA (2011),

ICRP 103 (2011) and UNSCEAR (2006) baseline risks for

cancers of the stomach and liver are much higher in the

LSS than in the USA.

In these cases, estimates based on relative and absolute

risk can differ substantially and additional considerations

are necessary. These include (a) comparisons of radiation

risks from epidemiological studies on non-Japanese popu-

lations with the LSS results, (b) evaluations of the interac-

tion of radiation and other factors that contribute to

differences in baseline rates and (c) considerations of bio-

logical mechanisms of carcinogenesis. If inter-population

and non-Japanese and interaction studies are sparse for

particular cancer sites with large differences in comparisons

of baseline risks between the subpopulation at risk and the

LSS, then just applying the LSS Akaike weights may lead to

misleading results and caution is required.

For example, the UNSCEAR (2006) stomach cancer

estimates for the population of the USA based on absolute

risk transport are approximately an order of magnitude

larger than those based on relative risk transport (and inter-

population and interaction studies are sparse for stomach

cancer). In this extreme case, a direct additive transfer

mode of the LSS EAR (EARLSS) to the much lower USA

baseline rates would lead to a proportionately very high

radiation risk. It is currently not known if the EARLSS for

stomach cancer should then be 1) applied directly to the

USA baseline rates (BLUSA) or 2) scaled first and then

applied, that is, applied as EARLSS *(BLUSA/BLLSS) or 3)

applied as an ERR that has been calculated using the

parameters from the preferred LSS EAR model. Due to

lack of knowledge on the interactions of radiation and other

factors that contribute to differences in baseline rates,

especially in the case of stomach cancer, there is no evi-

dence-based reason for preferring transfer mode 1, 2 or 3.

Weights from one radio-epidemiology study may be

different from those obtained in a different study for the

same cancer site. Some examples of this for breast and

thyroid cancer are given later in this section. Another

consideration—as pointed out in the BEIR VII/phase 2

(2006) report—is that ERR models used to obtain relative

risk transport estimates may be less vulnerable to possible

bias from under ascertainment of cases. A further consid-

eration is that since one in six cancers is caused by infec-

tions (de Martel et al. 2012), (e.g., Helicobacter pylori:

stomach cancer and hepatitis B and C viruses: liver can-

cer)—a result that the ERR model describes the variation

of radiation-associated risks in LSS with age-at-exposure

and attained age better or worse than the EAR model, may

only partially explain how radiation-associated liver cancer

or stomach cancer risks compare between the LSS and the

subpopulation at risk (i.e., between Japan and for example

the USA). A high prevalence of infection with hepatitis

may act as a confounding factor in the LSS (UNSCEAR

2006). In such cases, genetic or environmental risk factors

need additional assessment prior to the calculation of LAR.

Usually, the computation of LAR is done either for a

typical exposed individual person or an exposed popula-

tion, under a set of assumptions concerning genetic or

environmental risk factors, that is, it is assumed that the

typical exposed individual is also typical with respect to

genetic susceptibility or that the pattern of baseline cancers

in an exposed population is not atypical (i.e., through a

population susceptibility to a certain type of cancer (e.g.,

adult T cell leukemia is endemic Nagasaki (Arisawa et al.

2002))). Preliminary work on testing a set of assumptions
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concerning genetic or environmental risk factors should be

done and based on expert opinion, prior to the LAR

calculations.

Clearly, even after consideration of such points, unless

one adopts the UNSCEAR (2006) approach, there is a need

for a method that is based on the current statistical litera-

ture on MMI and quantitative weighting founded on evi-

dence-based techniques, rather than subjective

probabilities. The suggested application of the technique

presented here, aims to help to fulfill this need and it is

recommended with the cautions as already explained, as an

additional aid to expert opinion for future health risk

assessments.

The next few paragraphs consider some of the model-

based evidence obtained from the literature for leukemia,

breast, thyroid and lung cancer in order to see if the LSS

results from the approach presented here can be validated.

Model-based evidence obtained from the literature

for leukemia

Little et al. (1999) found that relative risk models which

account for leukemia sub-type provide a reasonable fit to

data on A-bomb survivors, cervical cancer patients and

spondylitis patients. Little (2008) presented leukemia risk

models for childhood radiation exposure to the LSS data

and data from several medical studies and found that ‘‘a

relative risk transfer may be more appropriate than an

absolute risk transfer between the Japanese A-bomb sur-

vivors and these three childhood populations’’. Little et al.

(2008) presented two optimal models for leukemia risk

models employed in UNSCEAR (2006). From the good-

ness of fit parameters in Table 2 of Little et al. (2008), the

ERR weights are 0.98 and 0.97 for the two optimal models

with the linear-quadratic dose–response and the linear-

quadratic-exponential dose–response, respectively. The

proposed method produces very similar results using

information from all of these papers and leads to the con-

clusion that, for leukemia, projections should be primarily

based on the ERR model (ERR weight = 1.0).

Model-based evidence obtained from the literature

for female breast cancer

Preston et al. (2002) derived breast cancer risks in eight

different cohorts and, although their findings did not pro-

vide a clear answer to the question of how risk projection

should be done, recommend that either EAR estimates or a

scaling of the attained age ERR model by the ratio of the

baseline rates in Japan to those in the population of interest

should be used. Preston et al. (2002) also stated that

‘‘Formal statistical comparison of the fits of the excess

relative risk and absolute excess rate models was not

possible. An informal comparison of the deviance values

for the various fitted models considered suggested that,

while deviances for the ERR models tend to be slightly

smaller than those for the EAR models, both types of

models provide comparable fits to these data’’ (page 231,

2nd column, 2nd paragraph from the top). However, there

is enough information on the deviance of the final pooled

data models of Preston et al. (2002) to compute the relative

goodness of fit. One can continue to read further in Preston

et al. (2002) that ‘‘final ERR model has deviance = 5849.3

and final EAR model has deviance of 5854.7 with two

parameters more’’. From this information, the change in

Akaike Information Criterion (AIC) is 9.4 which gives a

calculated evidence ratio in favor of the ERR model over

the EAR of 110 corresponding to a probability of model

improvement of 0.991, that is, see Table 2 of Walsh

(2007). In this type of comparison of the fits, an ERR

weight of 0.99 can be calculated which is similar to the

results presented here in Table 2 (ERR weight of 1 or 0.7,

if Clemmesen’s hook is accounted for). Both sets of

weights lead to the conclusion that projections should be

primarily based on the ERR model. This conclusion is also

supported by a recent MMI analysis of breast cancer

incidence in A-bomb survivors by Kaiser et al. (2012),

whereby none of the EAR models could be included in the

protocol selected set of models considered for MMI, due to

the poor quality of their fit to the data relative to ERR and

mechanistic type models.

Little and Boice (1999) provided a detailed comparison

of breast cancer risks in the A-bomb survivors to those in

the Massachusetts Tuberculosis Fluoroscopy (MTBF)

cohort. Applying the goodness of fit parameters from

Tables 2 and 3 of Little and Boice (1999), it is possible to

calculate weights for the earlier A-bomb incidence dataset

with follow-up: 1958–1987 as described in Thompson et al.

(1994) (ERR weight = 1) and the MTBF cohort (ERR

weight = 0.35). This discrepancy in the ERR weights

could be related to different molecular subgroup types of

breast cancer, possibly with different sensitivities to radi-

ation, occurring with different frequencies in the USA and

Japan—since breast cancer has been shown by Curtis et al.

(2012) to be divisible into 10 novel molecular subgroups

based on the impact of somatic copy number aberrations.

Such discrepancies indicate that the weights for breast

cancer risk transfer may need to be chosen more specifi-

cally for the population of interest, that is, a 35 % ERR,

65 % EAR transfer may be more appropriate for calculat-

ing LAR of breast cancer for a USA or western population

and a 100 % (or 70 %, if Clemmesen’s hook is accounted

for) ERR transfer may be more appropriate for calculating

LAR of breast cancer for a Japanese or Asian population.

An alternative evidence-based method, for applying dis-

crepant weighting results from different cohorts with a

Radiat Environ Biophys

123



known similarity of cancer sub-types, could be to apply an

outer weighting (by some appropriate measure of study

size) to the individual study weights.

Model-based evidence obtained from the literature

for thyroid cancer

A pooled study on thyroid cancer risks from seven indi-

vidual studies has been presented by Ron et al. (1995). In

Table 6 of Ron et al. (1995), there is enough information

given to calculate the weights for the earlier LSS incidence

data, and three cohort studies on children irradiated for

various maladies (see Table 4). Models for two studies (the

largest study, based on 309 thyroid cancers in children

irradiated for enlarged tonsils in Chicago and a study of 60

thyroid cancers in children treated for Tinea capitis) result

in an EAR weighting of 0. However, models for the study

on children irradiated for an enlarged thymus gland, based

on 38 thyroid cancers, results in an EAR weighting of 0.88.

Consideration of the goodness of fit of models from a

study of children affected by the Chernobyl nuclear power

plant accident (Table 1 of Jacob et al. 2006, gives parameters

for an EAR and an ERR model with the same AIC as each

other, that is,DAIC = 0.007) results in an ERRweighting of

0.5. Another study on children affected by the Chernobyl

nuclear power plant accident, Likhtarov et al. (2006), pro-

vides goodness of fit parameters required for the calculation

of the weights in Tables 6 and 7 of Likhtarov et al. (2006) for

models 1–4 of that study. These four models are for a base-

line plus linear dose–response (model 1), whereby the

interaction of dose with either gender (model 2), age in 1986

(model 3) or calendar year period (model 4) was also given.

Models 1–3 indicate a ERRweight of 1 butmodel 4 indicated

an EAR weight of 1 (but failed to provide converged EAR

risk estimates—see Table 4). The general conclusion is that,

for thyroid cancer, projections should be based on a mixed

model that is most heavily weighted toward the ERR (ERR

weight = 0.85, EAR weight = 0.15).

Model-based evidence obtained from the literature

for lung cancer

A recent lung cancer analysis (Furukawa et al. 2010)

indicated a complicated interaction between lung cancer

and smoking based on an analysis applying the ERR

model, that is, they applied generalized joint effect models,

which they called ‘‘generalized additive and multiplicative

ERR interaction models’’ and found stronger evidence than

an earlier analysis (Pierce et al. 2003) against the additive

approach. This indication partially supports the proposed

method which provides the conclusion that, for lung can-

cer, projections should be based on the ERR model (ERR

weight = 0.97).

Other methods applied to assign qualitative weights

Projection of risks for purposes of radiation protectionmakes

the assumption that the LSS risk estimates can be applied to

other exposed populations. In order to assess the evidence for

this assumption, it is useful to consider data from different

populations in the few pooled analyses that exist, such as

Preston et al. (2002) and Ron et al. (1995) for breast and

thyroid cancer, respectively. Comparisons are often made

Table 4 Collection of thyroid cancer studies from which the relative

weights for ERR and EAR can be calculated

Thyroid study Number of

incident thyroid

cancers

w1

(EAR)

1 - w1

(ERR)

Age at

exposure

This work (LSS,

FU:1958–1998)

471 0.15 0.85 All ages

RLSS,

FU:1958–1987

169 0.32 0.68 C15 years

RLSS,

FU:1958–1987

56 0.11 0.89 \15 years

RChicago tonsils

(MRH)

309 0 1.0 \15 years

RTinea capitis 60 0 1.0 \15 years
RThymus 38 0.88 0.12 \15 years

Chernobyl (Jacob

et al. 2006)

1089 0.5 0.5 B18 years

LChernobyl,

Model 1

(dose)

232 0 1.0 B18 years

LChernobyl,

Model 2

(dose*gender)

232 0 1.0 B18 years

LChernobyl,

Model 3

(dose*age in

1986)

232 0 1.0 B18 years

LChernobyl,

Model 4

(dose*calendar

year)

232 1.0a 0 B18 years

The studies marked with a superscript R are cited in and taken from

the pooled study by Ron et al. (1995), where the goodness of fit

parameters required for the calculation of the weights presented here

have been taken from Table 6 of Ron et al. (1995). The models

marked with a superscript L are taken from the study by Likhtarov

et al. (2006), where the goodness of fit parameters required for the

calculation of the weights presented here have been taken from

Tables 6 and 7 of Likhtarov et al. (2006) for models 1–4 of that study

which are for a baseline plus linear dose–response (model 1), whereby

the interaction of dose with either gender (model 2), age in 1986

(model 3) or calendar year period (model 4) was also given. Follow-

up (FU) period for the LSS is given
a However, no actual EAR values could be determined for model 4

due to the convergence problems reported in Likhtarov et al. (2006)
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between the actual values of individual study EAR and ERR

risks given in such pooled analyses to assess for overall

agreement. It can be seen from Table 6 in Ron et al. (1995)

that the individual study EAR central risks estimates agree

with each other much better than the corresponding ERR

risks (i.e., in four of the cohort studies, for persons exposed

under 15 years of age, the ERR per unit dose (range, with

95 % CI 2.5 (0.6; 20.0)–32.5 (14.0; 57.1)/Gy) differed by a

factor of 13 compared to a factor of 3 for the EAR unit dose

(range, with 95 % CI 2.6 (1.7; 3.6)–7.6 (2.7; 13.0)/104 per-

son–years Gy)—although in both cases the confidence

intervals of the upper and lower range values overlap. Sim-

ilarly Preston et al. (2002) noted a better agreement between

the individual study EAR central estimates than between

ERR central estimates. The latter observation for breast

cancer was considered in the assignment of expert judgment

weights for the EAR of 100 % in ICRP 103 (2007). An

additional consideration here is that although consistency in

risk estimates may be observed in some projections of the

multi-dimensional LSS EAR (and/or ERR) models with

models (or point estimates) from other studies—the degree

of observed consistency may change between different

model projections. ICRP 103 (2007) also pointed out that the

use of EAR models for predicting cancer risks in sites gen-

erally associated with regular screening is problematic

because variation in screening intensity will have a marked

effect on the rate of identified radiation-associated cancers.

The results obtained from the proposed quantitative method

of determining weights with the LSS data are mostly con-

sistent with this concern of ICRP 103 (2007), but not with the

results regarding inter-study agreements in central risk

estimates for thyroid and breast cancer.

The main aim of the work presented here is to describe a

quantitative method that could aid expert opinion in future

transfers of radiation risks from one population to another.

Further work is required to expand on the calculations

presented here and to perform an exhaustive analysis of

weights calculated from results currently available in the

literature. It is recommended here that, in future analyses of

cohort data relating to radiation risks, the goodness of fit

parameters for parsimonious ERR and EAR models,

obtained with a thorough modeling of baseline rates, could

also be provided as an aid to determining whether the

additive or multiplicative models fit the data best. Such

parsimonious models could be considered even if authors

publish and actually prefer a categorical model based on

many subgroups of explanatory co-variables as their main

results. Finally, it is noted that the transfer of radiation risks

from one population to another is not limited to a mixture

of just one ERR and one EAR model—in future a full MMI

procedure could be applied instead, so that model uncer-

tainty is account for more completely.

Conclusion

In the transport of radiation risks from one population (i.e.,

the LSS of atomic bomb survivors) to another population at

risk, transfer via ERR or EAR or a mixture of both has

been performed in the past in a qualitative and inconsistent

way. This paper identifies an approach that could aid expert

judgment and could be applied, with the cautions given, to

help achieve consistency of approach and evidence-based

results and therefore contribute to future health risk

assessments.

However, it is important to state that definitive conclu-

sions, regarding the appropriate method for transporting

cancer risks, are limited by a lack of knowledge in several

areas. Such areas include, but are not limited to, unknown

factors and uncertainties in biological mechanisms and

genetic and environmental risk factors for carcinogenesis,

uncertainties in radiation dosimetry and insufficient statis-

tical power and/or incomplete follow-up in data from

radio-epidemiological studies. It is also particularly

important to acknowledge that the generalization and

interpretation of radiation effect estimates based on the

LSS cancer data, when projected to other populations, are

particularly uncertain for cancer sites where considerable

differences exist between site-specific baseline rates in the

LSS and the other populations of interest.
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Abstract It has generally been assumed that the neutron

and c-ray absorbed doses in the data from the life span

study (LSS) of the Japanese A-bomb survivors are too

highly correlated for an independent separation of the all

solid cancer risks due to neutrons and due to c-rays.

However, with the release of the most recent data for all

solid cancer incidence and the increased statistical power

over previous datasets, it is instructive to consider alter-

natives to the usual approaches. Simple excess relative risk

(ERR) models for radiation-induced solid cancer incidence

fitted to the LSS epidemiological data have been applied

with neutron and c-ray absorbed doses as separate

explanatory covariables. A simple evaluation of the degree

of independent effects from c-ray and neutron absorbed

doses on the all solid cancer risk with the hierarchical

partitioning (HP) technique is presented here. The degree

of multi-collinearity between the c-ray and neutron

absorbed doses has also been considered. The results show

that, whereas the partial correlation between the neutron

and c-ray colon absorbed doses may be considered to be

high at 0.74, this value is just below the level beyond which

remedial action, such as adding the doses together, is

usually recommended. The resulting variance inflation

factor is 2.2. Applying HP indicates that just under half of

the drop in deviance resulting from adding the c-ray and

neutron absorbed doses to the baseline risk model comes

from the joint effects of the neutrons and c-rays—leaving a

substantial proportion of this deviance drop accounted for

by individual effects of the neutrons and c-rays. The

average ERR/Gy c-ray absorbed dose and the ERR/Gy

neutron absorbed dose that have been obtained here

directly for the first time, agree well with previous indirect

estimates. The average relative biological effectiveness

(RBE) of neutrons relative to c-rays, calculated directly

from fit parameters to the all solid cancer ERR model with

both colon absorbed dose covariables, is 65 (95 %CI: 11;

170). Therefore, although the 95 % CI is quite wide, ref-

erence to the colon doses with a neutron weighting of 10

may not be optimal as the basis for the determination of all

solid cancer risks. Further investigations into the neutron

RBE are required, ideally based on the LSS data with

organ-specific neutron and c-ray absorbed doses for all

organs rather than the RBE weighted absorbed doses cur-

rently provided. The HP method is also suggested for use in

other epidemiological cohort analyses that involve corre-

lated explanatory covariables.

Keywords A-bomb survivors � All solid cancer risk �

Neutron RBE

Introduction

Studies on survivors of the World War II atomic bombings

over Hiroshima and Nagasaki have been crucial to

assessments of the detrimental health risks due to expo-

sures from ionising radiation. The life span study (LSS) of

A-bomb survivors continues to provide valuable radiation

epidemiological data and quantitative assessments of the

radiation-related detrimental health risks (Preston et al.

2003, 2004, 2007; Ozasa et al. 2012). The radiation
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85764 Oberschleissheim, Germany

e-mail: lwalsh@bfs.de

L. Walsh

The Faculty of Medical and Human Sciences,

University of Manchester, Manchester, UK

123

Radiat Environ Biophys

DOI 10.1007/s00411-012-0445-6

Author's personal copy



absorbed doses in the LSS have been determined from

information on the mixed c-ray and neutron field and

survivor location at the time of the bombings using the

most recent dosimetry system DS02 (Young and Kerr

2005). However, in nearly all past LSS health risk analyses,

it has been assumed that the neutron and c-ray absorbed

doses are too highly correlated to be able to separate out

the detrimental health effects due to neutrons and c-rays

independently (e.g., Hunter and Charles 2002). Conse-

quently, the widely adopted practice, in nearly all recent

analyses, had been to base risk estimates on weighted

absorbed doses, that is, c-ray organ absorbed dose plus a

weighting factor for the neutrons multiplied by the organ

neutron absorbed dose. However, since the release of the

most recent data for all solid cancer incidence which, with

17,448 first primary cancer cases, represents an increase in

statistical power over previous datasets (i.e., 8,613 first

primary incident solid cancers in Thompson et al. 1994:

9,335 deaths from solid cancer in Preston et al. 2003; and

10,929 deaths from solid cancer in Ozasa et al. 2012), it is

instructive to consider alternatives to the usual approach.

Recent developments in the application of information

theory and multi-model inference to radiation epidemiol-

ogy have aided the inferential process by reducing uncer-

tainty associated with model-selection and accounting for

increased uncertainties when a multiplicity of models fit

the data almost equally well (Walsh 2007; Walsh and

Kaiser 2011). However, these approaches focus on com-

parisons among alternative models and not on the relative

importance of the explanatory variables included in the

models. Once, a preferred model or set of models has been

identified, radiation epidemiologists would often like to

know which of the various possibly explanatory covari-

ables included in the models has the strongest influence on

the risk response variable.

The purpose of this paper is two fold. The first purpose

is to propose and give details of a quantitative technique for

obtaining a measure of the relative importance of several

main and possibly explanatory covariables in the assess-

ment of detrimental health risks in epidemiological cohorts

using the method of hierarchical partitioning (HP) (Chevan

and Sutherland 1991). Hierarchical partitioning is consid-

ered here because this method has been shown by Murray

and Conner (2009) to be the best method for application

when correlations between the explanatory variables are

present. It is suggested here to apply HP more widely in the

field of radiation epidemiology cohort analysis because

correlations of concern are often present in the data. The

second purpose is to illustrate the application of HP to the

covariables for the c-ray and neutron absorbed doses in the

assessment of risks for all solid cancer in the publically

available LSS data to see if any extra information regarding

the average effectiveness of neutrons relative to c-rays can

be extracted from the data.

Materials and methods

Determination of the degree of independent effects

via HP

Hierarchical partitioning represents an add-on to any

technique that yields a measure of goodness of fit of a

model to a dataset (e.g., the deviance in Poisson regres-

sion). It is similar to a technique called ‘‘dominance anal-

ysis’’ in other fields of research (e.g., Budescu 1993). The

objective of applying HP to multivariate regression is to

partition a measure of association, R (e.g., the deviance)

between each independent component, I, and a joint com-

ponent, J, such that R = I ? J. The requirements of HP are

as follows: an initial measure of fit when no independent

variable is present; a final measures of fit when all con-

sidered independent variables are present; and all inter-

mediate models with various combinations of independent

variables. Given a dependent variable (y) and k explanatory

variables (x1, x2,…, xk), the independent effect of covari-

able x1 represents the average contribution of covariable x1
to the variance in y over all 2k possible models. Through

the process of HP, the independent effect of each covari-

able is calculated by comparing the fit of all models con-

taining a particular variable to the fit of all nested models

lacking that variable. Although the idea behind HP is

simple, the equations illustrating the method can be

somewhat abstruse and the application computationally

intensive. Therefore, a qualitative description of HP, sim-

ilar to that provided in German by Dormann and Kühn

(2009), has been opted for here.

Consider three independent variables, that is, the

explanatory additive covariables A, B and C, resulting in

23 = 8 simple linear models: no covariable (N), A, B, C,

A ? B, A ? C, B ? C and A ? B ? C. This set of models

can be considered to have four hierarchical levels (0, 1, 1,

1, 2, 2, 2, 3), respectively. In order to study the effect of A,

one considers all models without A, then one adds A to

each of these models and computes each of the resulting

changes in goodness of fit measure: A versus N,

A ? B versus B, A ? C versus C, A ? B ? C versus

B ? C. In the next step, the resulting changes in goodness

of fit measure are averaged for each hierarchical level.

Finally, these hierarchical level-specific averages are fur-

ther averaged over all hierarchical levels. The result of this

averaging procedure is the independent effect, I, of A on

the dependent variable. The joint effects, J, of A can be

calculated from the difference in goodness of fit measure of
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the complete model and the partial model. The application

made here is for the simpler case of only two independent

variables which are the c-ray and neutron absorbed doses

in the LSS data.

Correlations among explanatory covariables

Problems with multi-collinearity (high levels of correla-

tion) between independent variables include instability of

fit-parameter estimates, inflated standard errors for model

fit parameters with concomitant increases in Type II errors

and false rankings of variable importance (see for example

Zar 1999; Belsley et al. 2004). Degrees of multi-collin-

earity can be assessed with variance inflation factors (VIFs)

or tolerance values (TOLs) between two (or more) corre-

lated explanatory covariables (x1, x2). Calculation of TOLs

and VIFs does not vary based on the type of multivariate

analysis to be applied because multi-collinearity concerns

the relationship between the independent variables, rather

than the relationship of the independent variables to the

dependent variable. VIFs can be obtained by a linear

regression (even if performing Poisson regression) of one

covariable onto the other, that is, if x1 = bx2 is defined as

the regression function and r2 is the coefficient of deter-

mination in this linear regression model, then VIF = 1/

(1 - r2) = 1/TOL, see Fig. 1. The VIF indicates how

much the estimated variances of the regression coefficients

associated with x1 and x2 are increased above what they

would be if r2 = 0. Although suggested cut-off values for

the pair-wise correlation coefficient (r) requiring remedial

action vary widely, remedial methods are generally not

recommended unless r[ 0.80 (p 90, Katz 2011), see

Fig. 1. According to Katz (2011), TOLs\0.25 are worri-

some,\0.10 are serious; VIFs[2.5 may be problematical,

and[10 are serious. There are also ‘‘rules of thumb’’ for

indicating excessive multi-collinearity associated with the

VIF—most commonly the rule of 10—sometimes the rule

of 4. O’Brien (2007) has given a thorough review of such

rules and elucidated reasons for caution in applying such

rules.

Risk models and dataset

The most recent all solid cancer incidence data for the fol-

low-up 1958–1998 (Preston et al. 2007, data file: ds02can.

dat, results file: ds02can.log from www.rerf.or.jp), have

been used. The risk models applied here, for radiation-

induced solid cancer incidence, are very similar to those

already considered and explained in detail in Preston et al.

2007. Use is made of a general rate (hazard) model of the

form

kðdc; dn; a; e; s; c; nicÞ ¼ k0ða; e; s; c; nicÞ
� 1þ ERR dc; dn

ÿ �� �

; ð1Þ

for the excess relative risk (ERR), where k0(a, e, s, c, nic)

is the baseline cancer death rate, at age attained, a, age

at exposure e, with indicator variables for gender,

s (M = male, F = female), city, c (H = Hiroshima, N =

Nagasaki) and ‘‘not in either city at the time of the bombs’’,

nic. The organ absorbed doses from c-rays and neutrons are

dc, dn, respectively. Organs with separate c-ray and neutron

absorbed doses given in the dataset considered here are

colon, liver and marrow (for the other organs only the

weighted absorbed doses are available).

Although the baseline rates can be dealt with by strati-

fication, a fully parametric model is adopted here:

k0ða;e;s;c;nicÞ¼ expfb0;Mþb1;F þb2;N þb3;H nic

þ b4;N nicþb5;M lnða=70Þþb6;F lnða=70Þ

þ b7;Mmax2ð0; lnða=70ÞÞ

þ b8;Fmax2ð0; lnða=70ÞÞþb9;Mðe"30Þ

þ b10;Fðe"30Þg; ð2Þ

where b0,M, …, b10,F are fit parameters.

This is a simplified version of the model of Preston et al.

(2007) because some terms associated with p values[0.05,

including a city parameter relating to differences in base-

line cancer rates between Hiroshima and Nagasaki, were

not considered here. This was because an application of the

likelihood ratio test for nested models indicated that the

extra terms did not significantly improve the fit in the

current analysis.

The ERR models considered were of the form ERR(dc,

dn) = a1dc ? a2dn. A set of four models for HP was con-

sidered for the main analysis: a baseline model with

ERR(dc = 0, dn = 0); ERR(dc, dn = 0); ERR(dc = 0, dn);
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Fig. 1 The variance inflation factor (VIF) as a function of the degree

of correlation (r), between two explanatory covariables. The vertical

line shows the level below which remedial actions are typically not

recommended. The cross indicates the value from Table 3, for the

correlation between the neutron and c-ray absorbed doses in the

Japanese epidemiological incidence data (Preston et al. 2007)
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and ERR(dc, dn). Additional terms in dc
2 and dn

2 were also

included and tested in the ERR model to determine if they

resulted in a statistically significant improvement in good-

ness of fit of the model to the data. This approach differs

from the usual application of ERR(d), d = dc ? RBE � dn,
that is, the organ absorbed doses weighted by the relative

biological effectiveness (RBE) of neutrons relative to

c-rays. The value of 10 for RBE has been widely used in the

past for weighting the organ absorbed doses in spite of

indication for larger values (Kellerer et al. 2006, Rühm and

Walsh 2007). In the present work, adjustments in the ERR

relating to the explanatory covariables of gender, age

attained and age-at-exposure are omitted so that the

resulting risks are gender and age averages. This was done

because there is clearly a limit to the statistical power

associated with this data and so the model was chosen to be

parsimonious for the main purpose, that is, the determina-

tion of separate average c-ray and neutron risk estimates,

from which an average RBE can be determined.

Model fit parameters and goodness of fit measures were

obtained by optimising the models to the data via Poisson

regression with the AMFIT module of the EPICURE

software (Preston et al. 1993).

Results

The results of applying this technique are shown in Table 1

which gives the deviances of the set of four ERR models

for hierarchical partitioning, that is, just baseline model

with ERR(dc = 0, dn = 0), ERR(dc, dn = 0), ERR(dc = 0,

dn) and ERR(dc, dn). R (i.e., Rc and Rn) is a measure of the

zero-order association between the dependent variable

(ERR) and the subscripted independent variable, I is the

independent component of R and J is the joint component

of R, where R = I ? J. It can be seen from Table 1 that the

joint effect of dc, and dn is less than the independent effects

and only accounts for just less than half of the total effects

(R). The total deviance drop from adding the covariables

dc, dn in a linear ERR model relative to the baseline model

was 324.4. This deviance drop partitions into an indepen-

dent contribution from the c-rays of 177.8 (54.8 %) and an

independent contribution from the neutrons of 146.6

(45.2 %), thus providing also a rank of the importance of

the dose covariables. The addition of quadratic dc or dn
terms to the ERR model did not lead to either a statistically

significant improvement in overall goodness of fit or sta-

tistically significant fit parameters (p[ 0.5, by the score

test) in both cases. The goodness of fit of purely quadratic

dose models was much worse than for the linear dose

models.

Table 2 gives the all solid cancer ERR/Gy of c-ray

absorbed dose and the ERR/Gy of neutrons for the three

organ absorbed doses that are included with the dataset

applied, that is, colon, liver and marrow. The fit-parameter

correlation coefficients between the ERR/Gy of c-ray

absorbed dose and the ERR/Gy of neutrons are -0.826,

-0.817 and -0.813 for the risks with respect to colon, liver

Table 1 Deviances of the ERR models with respect to (wrt) colon doses, that is, just the baseline model (BL) with ERR(dc = 0, dn = 0),

ERR(dc, dn = 0), ERR(dc = 0, dn), ERR(dc, dn)

Covariables in ERR model Deviance Change in deviance, Ddev

BL 15,168.6 (wrt BL)

dc 14,850.6 Rc = 318.0

dn 14,881.7 Rn = 286.9

dc, dn 14,844.3 324.4

Models without neutron doses Add neutron dose effect Ddev, between models in same row

Effect of neutrons, dn

BL dn 286.9

dc dc, dn 6.3

Mean independent contribution of neutrons, In In = 146.6 (i.e., average of above two numbers)

Models without c-ray doses Add c-ray dose effect Ddev, between models in same row

Effect of c-rays, dc

BL dc 318.0

dn dn, dc 37.5

Mean independent contribution of c-rays Ic Ic = 177.8 (i.e., average of above two numbers)

Joint contribution Jn,c Jn,c = 140.3

R (i.e., Rc and Rn) is a measure of the zero-order association between the dependent variable (ERR) and the subscripted independent variable, I is

the independent component of R and J is the joint component of R
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and marrow absorbed doses, respectively. Using these

parameter correlations and the ERR/Gy with uncertainty

ranges in Table 2, the RBE of neutrons with respect to c-

rays and the corresponding uncertainty ranges were cal-

culated with Monte-Carlo simulation using 1,000 realiza-

tions. The results are RBE values of 65 (95 % confidence

interval (CI): 11; 170), 38 (95 % CI: 4; 97) and 29 (95 %

CI: 5; 75) when calculated from the fit parameters with

respect to colon, liver and marrow absorbed doses,

respectively (Table 3).

Table 3 gives the person-year weighted mean absorbed

doses and the partial correlation (r) between the neutron

and c-ray absorbed doses. The correlation between neutron

and c-ray colon absorbed doses is r = 0.74. The corre-

sponding VIF is 2.2 and therefore much lower than the

commonly assumed threshold values, beyond which

remedial measures are often taken (see also Fig. 1). The

neutron fraction of the organ absorbed dose, defined as

neutron organ absorbed dose/(neutron organ absorbed

dose ? c-ray organ absorbed dose) has also been calcu-

lated and given in Table 3 for the three types of organ

absorbed doses considered here. The mean neutron absor-

bed dose fractions in per cent are 0.46, 0.69 and 0.86, with

respect to colon, liver and marrow absorbed doses,

respectively.

Discussion

Hierarchical partitioning is not the only method currently

available to quantify covariable importance. A recent study

by Murray and Conner (2009) has compared six different

measures commonly used; zero-order correlations, partial

correlations, semi-partial correlations, standardised

regression coefficients, Akaike weights, and independent

effects (HP) using simulated test data that included corre-

lated explanatory variables and a spurious variable. Once

spurious variables had been identified and eliminated,

hierarchical partitioning was found by Murray and Conner

(2009) to be the best method for application when corre-

lation between the explanatory variables was included in

the test model. For this reason, the HP technique was

considered here suitable for application to the LSS epide-

miological data that have correlated neutron and c-ray

absorbed doses.

The partial correlation between the LSS neutron and c-

ray colon absorbed doses may be considered to be high at

0.74, but this value is just below the level, beyond which

remedial action is usually recommended (see Fig. 1). The

resulting VIF is 2.2 and also below levels often assumed to

indicate the need for the application of measures for

reducing multi-collinearity (such as combining two or

more independent variables into a single variable).

Applying HP it was found that only just under half of the

drop in deviance, resulting from adding the c-ray and

Table 2 Excess relative risk (ERR) for all solid cancer for various

models with respect to either the colon, liver or marrow absorbed

doses

Model ERR/Gy of c-rays

with 95 % CI

ERR/Gy of neutrons

with 95 % CI

With respect to colon absorbed dose

ERR(dc, dn = 0) 0.64 (0.56; 0.74)

ERR(dc = 0, dn) 96.2 (82.0; 111.2)

ERR(dc, dn) 0.47 (0.31; 0.63) 30.4 (6.5; 55.3)

With respect to liver absorbed dose

ERR(dc, dn = 0) 0.61 (0.53; 0.70)

ERR(dc = 0, dn) 57.7 (49.1; 66.82)

ERR(dc, dn) 0.46(0.31; 0.61) 17.3 (3.1; 32.1)

With respect to marrow absorbed dose

ERR(dc, dn = 0) 0.58 (0.50; 0.66)

ERR(dc = 0, dn) 42.9 (36.4.0; 49.7)

ERR(dc, dn) 0.44 (0.30; 0.58) 12.6 (2.2; 23.5)

Table 3 Mean person-year weighted colon, liver and marrow absorbed doses

Dose

type

Mean absorbed dose (Gy)

(person-year weighted) and range

Correlation

coefficient

VIF Neutron absorbed

dose fraction (%)

RBE

(95 % CI)

Colon dc 0.083 (0, 3.07) 0.742* 2.23 0.46 65 (11; 170)

Colon dn 0.00038 (0, 0.097)

Liver dc 0.087 (0, 3.09) 0.743 2.23 0.69 38 (4; 97)

Liver dn 0.0006 (0, 0.139)

Marrow dc 0.092 (0, 3.17) 0.739 2.20 0.86 29 (5; 75)

Marrow dn 0.0008 (0, 0.183)

The correlation between c-ray and neutron absorbed doses with the corresponding variance inflation factors (VIF) are also tabulated. The neutron

fraction of the absorbed organ dose, defined as neutron organ absorbed dose/(neutron organ absorbed dose ? c-ray organ absorbed dose), is also

given

* This value corresponds to a similar value from regressing dc on to dn of 0.744, resulting in a VIF of 2.23
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neutron absorbed doses to the baseline risk model, comes

from the joint effects of the neutrons and c-rays. Hence, a

substantial proportion of this deviance drop is accounted

for by individual effects of the neutrons and c-rays. It is the

presence of this substantial proportion of individual effects

that leads to a reliable determination of separate neutron

and c-ray risks and hence average RBE determinations.

Under these conditions, average RBE values of 65 (95 %

CI: 11; 170), 38 (95 % CI: 4; 97) and 29 (95 % CI: 5; 75)

when calculated from the risks (Table 2) correlate inver-

sely with the neutron absorbed dose fractions of 0.46, 0.69

and 0.86 %, where both sets of values are with respect to

colon, liver and marrow absorbed doses, respectively.

Although the 95 % CIs are quite wide, this pattern in the

central estimates of average RBE values is consistent with

the physics of the neutron shielding by the human body—

that is, the organs with less body shielding have larger

neutron absorbed dose fractions because the neutrons are

attenuated more than the c-rays by body shielding (Kellerer

et al. 2006).

The calculations of all solid cancer risks with reference

to the colon, as adopted in most recent LSS analyses such

as Preston et al. (2003, 2004, 2007) and Ozasa et al. (2012)

with the assumed RBE weight of 10, apply an RBE that is

at about the lower 95 % confidence limit of the RBE

determined here of 65 (95 % CI: 11; 170). Also, the level

of correlation between the c-ray and neutron absorbed

doses is not high enough to indicate that the linear com-

bination of these absorbed doses into organ-weighted

absorbed doses is absolutely necessary on the grounds of

remedy for multi-collinearity.

An important qualification with respect to the partial

correlation between the LSS neutron and c-ray colon

absorbed doses of 0.74 should be considered here. A large

part of the inhomogeneity between neutron and c-ray

absorbed doses is due to a systematic difference between

Hiroshima and Nagasaki. The partial correlations for the

two cities are 0.89 and 0.94 for Hiroshima and Nagasaki,

respectively. Consequently, it is a possibility that the por-

tion of any dose–response difference between neutron and

c-ray absorbed doses that is due to the difference in neutron

versus c-ray absorbed doses in the two cities could be

confounded with a city effect due to other factors, such as a

city-specific genetic predisposition to one type of cancer

(e.g., it is known that adult T cell leukaemia is endemic in

Nagasaki (Arisawa et al. 2002)). However, the author is not

aware of any such factors that could have confounded the

current analysis based on all solid cancers.

A previous method (Kellerer and Walsh 2001, 2002)

uncoupled the solid cancer mortality risk coefficient for

neutrons from the low dose estimates of the RBE of neu-

trons and the c-ray risk coefficient. This was achieved by

relating the solid cancer risk in terms of organ-averaged

absorbed doses—rather than the colon absorbed doses—to

two directly assessable quantities, namely the excess rela-

tive risk (ERR1) due to an intermediate reference dose

D1 = 1 Gy of c-rays and the RBE of neutrons, R1, against

this reference dose. It was concluded that the neutrons have

caused 18 or 35 % of the total effect at 1 Gy for tentatively

assumed R1 values between 20 and 50. The corresponding

solid cancer mortality ERR for neutrons was found to be

between 8/Gy and 16/Gy of organ-averaged absorbed dose.

The latter risks are more numerically compatible with the

ERR/Gy of neutrons presented here based on liver absor-

bed dose (17.3, 95 %CI: 3.1; 32.1) and marrow absorbed

dose (12.6, 95 %CI: 2.2; 23.5) than central risk estimates

based on colon absorbed dose (30.4, 95 %CI: 6.5; 55.3).

Also, the average RBE values of 65 (95 % CI: 11; 170), 38

(95 % CI: 4; 97) and 29 (95 % CI: 5; 75) obtained with

reference to the colon, liver and marrow, respectively, are,

if one equates R1 to the average RBE, more compatible

numerically for average RBE values based on liver and

marrow absorbed doses. The average RBE values of 38 and

29 based on liver and marrow absorbed doses, respectively,

are also more compatible with ICRP 103 (2007) (neutron

weighting factor values in the range of 5–20 depending on

energy), the results of Rühm and Walsh (2007) and bio-

logical experiments (RBE in the range 5–50, e.g., Edwards

1999) than the average RBE value of 65 based on colon

absorbed doses. Therefore, reference to the colon may not

be the best organ on which to base all solid cancer risk

estimates. Reference to either a less shielded organ than the

colon or organ-specific doses may be more appropriate.

The application of organ-specific doses to the grouped,

publicly available LSS solid cancer data for the purpose of

determining the all solid cancer risk per unit dose is not

entirely trivial. Pierce et al. (1996) noted that ‘‘It is

impossible to use more specific organ doses for solid

cancers as a class, since there is no designated organ for

those not dying of cancer.’’ However, this difficulty has

been resolved (Walsh et al. 2004) by treating each person

as a set of a number of sub-units at risk, where each sub-

unit belongs to one organ category.

Kellerer et al. (2006) presented indications for a higher

neutron RBE with respect to c-rays, than previously

assumed. Kellerer et al. (2006) obtained organ-specific

ERRs relative to the RBE weighted organ absorbed dose,

ERR/Gy. These risks were then plotted against the neutron

fraction of the absorbed organ dose, which decreases with

the depth of the organ in the human body. It was found that

the risks calculated with RBE = 10 are larger for organs

closer to body surface and that this trend, although

inconspicuous, was highly statistically significant. This

trend can be explained by underestimation of the neutron

RBE since the statistical significance of the trend was

found to decrease for larger RBE values.
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It is noted that whereas the LSS incidence data analysed

by Preston et al. (2007) contains organ-specific c-ray and

neutron absorbed doses for the three types of organ

absorbed doses considered here (colon, liver and marrow),

the publicly available data for the LSS mortality follow-up

period 1950–2003, analysed by Ozasa et al. (2012) is

limited by only including RBE = 10 weighted absorbed

doses. Therefore, further research into the neutron RBE,

based on the Ozasa et al. 2012 publicly available dataset, is

precluded due to this limitation.

Only the grouped data can be made publicly available

because Japanese human rights protection laws, related to

the extremely important issue of privacy for the atomic

bomb survivors, understandably require a rigorous pro-

gramme of de-identifying and assuring the security of

individual data at the Radiation Effects Research Founda-

tion (RERF) before allowing it to be shared with outside

investigators. Currently the RBE weighted absorbed doses,

with a weight of 10, for all organs of interest are included

in the publically available data. Further investigations into

the neutron RBE with the publically available grouped LSS

data are limited by a lack of availability of organ-specific

neutron and c-ray absorbed doses for all organs of interest.

Additional improvements in the precision by which the

average neutron RBE could be determined, although they

may not be substantial, could also come from a direct

application of the methods described here to the ungrouped

epidemiological data. Indications from Kellerer and Walsh

(2001), Kellerer et al. (2006) and the present study deserve

further investigation and should be treated seriously since,

for example, some proton therapy patients receive an

additional neutron dose as an unwanted by-product (FP-7-

EU-ANDANTE for more information see http://www.

sciencenet-mv.de/index.php/kb_746/io_2905/io.html). For

these reasons, the author would like to encourage RERF

scientists with access to the individual data to improve the

precision on current average neutron RBE determinations

as far as scientifically possible.

Conclusion

A simple evaluation of the degree of independent effects

from c-ray and neutron absorbed doses on the all solid

cancer risk with the HP technique is presented here. The HP

method is also generally recommended for use in other

epidemiological cohort analyses that involve correlated

explanatory covariables. The degree of correlation between

the c-ray and neutron absorbed doses has also been con-

sidered. The partial correlation between the neutron and

c-ray colon absorbed doses (r = 0.74) and the resulting VIF

(2.2) are both below the levels beyond which remedial

action is usually recommended. Applying HP to the models,

it was found that just under half of the drop in deviance

resulting from adding the c-ray and neutron absorbed doses

to the baseline risk model, comes from the joint effects of

the neutrons and c-rays—leaving a substantial proportion of

the deviance drop accounted for by individual effects. The

average ERR/Gy c-ray absorbed dose and the average ERR/

Gy neutron absorbed dose obtained directly here for the first

time, agree well with previous indirect estimates. The

average RBE of neutrons relative to c-rays, calculated from

fit parameters to the ERR all solid cancer model with both

colon absorbed dose covariables is 65 (95 %CI: 11; 170).

Therefore, the determination of all solid cancer risks based

on reference to the colon absorbed doses with a neutron

weighting of 10 may not be optimal, and this practice

should be reviewed. Any future improvements in neutron

RBE precision could have important public-health conse-

quences, for example, for the types of proton therapy that

produce unwanted by-product neutron doses.
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Abstract A recent analysis of leukaemia mortality in

Japanese A-bomb survivors has applied descriptive models,

collected together from previous studies, to derive a joint

excess relative risk estimate (ERR) by multi-model infer-

ence (MMI) (Walsh and Kaiser in Radiat Environ Biophys

50:21–35, 2011). The models use a linear-quadratic dose

response with differing dose effect modifiers. In the present

study, a set of more than 40 models has been submitted to a

rigorous statistical selection procedure which fosters the

parsimonious deployment of model parameters based on

pairwise likelihood ratio tests. Nested models were conse-

quently excluded from risk assessment. The set comprises

models of the excess absolute risk (EAR) and two types of

non-standard ERR models with sigmoidal responses or two

line spline functions with a changing slope at a break point.

Due to clearly higher values of the Akaike Information

Criterion, none of the EAR models has been selected, but

two non-standard ERR models qualified for MMI. The

preferred ERR model applies a purely quadratic dose

response which is slightly damped by an exponential factor

at high doses and modified by a power function for attained

age. Compared to the previous analysis, the present study

reports similar point estimates and confidence intervals (CI)

of the ERR from MMI for doses between 0.5 and 2.5 Sv.

However, at lower doses, the point estimates are markedly

reduced by factors between two and five, although the

reduction was not statistically significant. The 2.5 % per-

centiles of the ERR from the preferred quadratic-exponen-

tial model did not fall below zero risk in exposure scenarios

for children, adolescents and adults at very low doses down

to 10 mSv. Yet, MMI produced risk estimates with a

positive 2.5 % percentile only above doses of some

300 mSv. Compared to CI from a single model of choice,

CI from MMI are broadened in cohort strata with low sta-

tistical power by a combination of risk extrapolations from

several models. Reverting to MMI can relieve the dilemma

of needing to choose between models with largely different

consequences for risk assessment in public health.

Keywords Leukaemia mortality � Radiation risk �

A-bomb survivors � Nonlinear dose response �
Multi-model inference

Introduction

In a recent analysis of leukaemia mortality in the Japanese

life span study (LSS) cohort of A-bomb survivors, a joint

radiation risk has been derived from a group of several

models by applying the technique of multi-model inference

(MMI) (Walsh and Kaiser 2011). Reduction of bias from

relying on a single model for risk assessment constitutes

the main virtue of MMI. Application of MMI can produce

more reliable point estimates and improves the character-

isation of uncertainties (Burnham and Anderson 2002).
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Walsh and Kaiser (2011) have chosen models for a so-

called group of Occam, after a review of the relevant lit-

erature in radio-epidemiology. The group contained those

models which were deemed adequate for joint risk infer-

ence (Hoeting et al. 1999; Kaiser et al. 2012). They were

then ranked according to the Akaike Information Criterion

(AIC) which penalises models with many parameters. A

joint risk estimate is given by the mean of model-specific

estimates with AIC-based weights, and confidence inter-

vals (CI) are calculated by approximate methods.

For the models discussed in Walsh and Kaiser (2011),

parameter parsimony was not always the main concern of

model authors so that highly parametrised models had

received negligible weights in the weighting process. This

intrinsic feature of MMI was criticised by Richardson and

Cole (2012). They argued that models with explanatory

variables which may have an impact on the radiation risk

are not considered adequately. In their reply, Walsh et al.

(2012) cautioned against the use of model parameters

which are not sufficiently supported by the data. Based on

the hypothetical problem posed by Richardson and Cole

(2012), Walsh et al. (2012) illustrated that models, which

contain parameters with weak statistical support, may

cause misleading point estimates of the risk. In other

examples, over-parametrised models may have little

impact on point estimates but can still inflate uncertainty

ranges artificially. This side-effect contorts risk assessment

in radiation protection if an accurate determination of

uncertainties is desired. Such desire is brought forward in

court cases related to compensation claims for detrimental

health effects from occupational radiation exposure (Niu

et al. 2010). For example, decisions in USA courts are

sometimes based on the 99 % CI of the probability of

causation for cancer in a specific organ (Kocher et al.

2008).

Thus, the criterion for the choice of models for MMI in

the study of Walsh and Kaiser (2011) has been changed

here, so that the advice of Walsh et al. (2012) is taken

seriously. Instead of picking models from peer-reviewed

literature without further qualifications, potential candidate

models are now submitted to a rigorous statistical selection

protocol. Such a protocol has been introduced by Kaiser

et al. (2012) and applied to the selection of both descriptive

and mechanistic breast cancer models for joint risk

inference.

All models considered in Walsh and Kaiser (2011)

include a linear-quadratic dose response with different

combinations of explanatory variables such as sex, age at

exposure and attained age to modify the dose response of

the risk. A linear-quadratic response is also preferred in the

LSS studies on leukaemia incidence (Preston et al. 1994)

and mortality (Preston et al. 2004). It is recommended by

committees BEIR VII (NRC 2006), ICRP (Valentin 2007)

and UNSCEAR (2008) after consideration of a sizeable

number of leukaemia risk studies.

Although the linear-quadratic response can be regarded

as the accepted standard in the radio-epidemiology of

leukaemia, a number of non-standard responses have been

tested motivated by earlier investigations. Little et al.

(1999) found that a quadratic-exponential response yielded

optimal fits when applied to LSS leukaemia incidence data.

Preston et al. (1994) applied a model of two linear dose

responses, represented by two line spline functions with a

changing slope at a break point, as an alternative to the

linear-quadratic response. Explicitly, nonlinear dose

responses with sigmoidal forms have also been investi-

gated. They are well-known in toxicology (Hodgson 2010)

and are applied in radiation biology to describe normal

tissue damage, i.e., of the skin (Hall 2006).

It is emphasised here that the choice of candidate

models is on no account exhaustive and that a possible

inclusion of non-standard models into Occam’s group is

mainly justified by goodness-of-fit criteria.

The assignment of weights to risk models is also prac-

tised to transport organ-specific risk estimates from the

LSS cohort to western populations, if no information on the

radiation risk in Caucasian cohorts is available. However,

committees BEIR VII (NRC 2006) and ICRP (Valentin

2007) support different approaches to combine an excess

absolute risk (EAR) model and an excess relative risk

(ERR) model with weights quantified by expert judgement.

In any case, adequate transfer models must provide a good

description of the risk in the population of origin. The

relevance of this statistical criterion for risk transfer con-

cerning leukaemia will be highlighted by the present study.

Past studies of the leukaemia risk at low doses for young

attained ages and ages at exposure were performed for

settlements in the vicinity of nuclear power stations (NPP)

(Laurier et al. 2008; Kaatsch et al. 2008) and to estimate

the proportion of cases induced by computer tomography

(CT) scans (Pearce et al. 2012) or natural background

radiation (Wakeford et al. 2009; Little et al. 2009; Kendall

et al. 2012). Investigations in these fields and, additionally,

ongoing risk assessment for residents near the Japanese

Fukushima Daiichi NPP may benefit from both risk esti-

mates with stronger support of the data and a more com-

prehensive quantification of uncertainties, which are the

aim of the present study.

Materials and methods

Epidemiological data set

The present study is closely related to the study of Walsh

and Kaiser (2011) which used LSS mortality data from
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1950 to 2000. After it appeared, the LSS data have been

updated with an extended follow-up to 2003 in Report 14

(Ozasa et al. 2012). To provide an analysis with the most

recent data set, all results reported by the present study are

based on LSS Report 14. The updated data set comprises

86,611 subjects, 318 leukaemia deaths (including 22 cases

in 2001–2003) and 3,294,282 person years (including

109,927 person years in 2001–2003). The person-year

weighted means are 22 year for age at exposure, 50 year

for attained age, 58 year for age of cases and 134 mSv for

the weighted dose to bone marrow with a factor of ten for

the relative biological effectiveness (RBE) of neutrons. The

RBE value depends on the radiation field and the detri-

mental health effect under observation. For leukaemia, an

estimation is difficult and produces very large CI (Little

1997; Hunter and Charles 2002). The LSS cohort data in

file lss14.csv are available for download from the website

of the Radiation Effects Research Foundation (RERF) in

Japan (http://www.rerf.or.jp).

The MECAN software package

The analysis has been performed with the MECAN soft-

ware package which is available from the corresponding

author by request (Kaiser 2010). A user manual, regression

control files and an executable to repeat the present anal-

ysis are included. MECAN is executed in a terminal on a

command line under Linux or Windows. To implement risk

models other than those applied here, a minimal knowledge

of the C?? programming language is required. The code

includes the C?? library MINUIT2 (Moneta and James

2010) from CERN which minimises the Poisson likelihood.

Pre-processing of the grouped data, regression, comparison

of observed and expected cases, and simulation of uncer-

tainty intervals can all be performed in one run. The cal-

culation of risk estimates from MMI is automated with

shell script files which contain the set of required

commands.

Results from MECAN for the preferred models of the

present study and of the study by Walsh and Kaiser (2011)

have been cross-checked by independent calculations with

the EPICURE package (Preston et al. 1993). Deviances

from the two packages differed by around 10-3 points.

Relative differences of estimates for model parameters,

Wald-type standard errors and CI from the likelihood

profile fell below 10-2. Relative differences in the entries

of the parameter correlation matrices exceeded one per cent

in some cases.

Baseline model

The model for the baseline mortality rates

h0ðs; c; a; eÞ ¼ expfb0 þ bssþ bcc

þ ba1 ln a=55ð Þ þ ba2 ln
2 a=55ð Þ

þ be1 eÿ 30ð Þ þ be2 eÿ 30ð Þ2g

ð1Þ

applies the same functional form as the models of the

UNSCEAR committee and of Little et al. (2008) (see

Table 8 of Walsh and Kaiser 2011). The parameter b0
represents a constant factor, parameters bs and bc account

for rate differences by sex (males s = -1 and females

s = ?1) and city, i.e. Hiroshima (c = -1) and Nagasaki

(c = ?1). Parameters ba1 and ba2 quantify variations of

the rates with attained age. Parameters be1 and be2 depend

on age at exposure which for the acute exposure of the

A-bomb survivors serves as a surrogate for dependence on

birth cohort to account for secular trends in baseline rates.

The present baseline model consumes seven adjustable

parameters.

Model selection protocol

The selection protocol of Kaiser et al. (2012) has been

applied here. It starts with step-by-step attempts to optimise

the baseline model in Eq. (1) with exposure-related features

contained in a set of candidate models. Parameters are

added individually or in groups and retained, if the nested

model with the additional parameter(s) survived a likeli-

hood ratio test (LRT) against the model of origin. For

nested models, the difference between their deviances is

v2-distributed (Claeskens and Hjort 2008; Walsh 2007).

The number of degrees of freedom for the difference is

equal to the difference in the number of parameters. A

model with one additional parameter is considered an

improvement over the model without this parameter with a

95 % probability if the deviance is lowered by at least 3.84

points. The probability threshold is set relatively high to

avoid inclusion of spurious features in risk models

(Anderson et al. 2001; Walsh et al. 2012).

In the first round, various versions of the dose response

are tested which are shown schematically in the flow chart

of Fig. 1. To retain clarity, not all tested models are shown.

A second round would involve improvements with dose

effect modifications by explanatory variables such as sex,

age at exposure or attained age, an example is given in

Eq. (4). After passing an LRT, a model is kept for further

rounds of testing. It may join Occam’s group, if improve-

ments are no longer possible. Defeated models are rejected

for risk assessment. In Fig. 1, a defeated model is identified

by at least one arrow pointing away from it. Models sur-

viving the last round of tests ‘see’ only arrowheads. More

details of the protocol are given in Kaiser et al. (2012).

In the present analysis, an additional selection criterion

prevents the overpopulation of Occam’s group with models
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of negligible influence. Based on the Akaike Information

(Akaike 1973; Burnham and Anderson 2002)

AIC ¼ devþ 2 Npar; ð2Þ

where dev denotes the Poisson deviance andNpar denotes the

number of parameters, a weight 1=½1þ expðÿDAICk=2Þ�

can be constructed for the pairwise comparison of the pre-

ferred model with AIC0 and model k with AICk, where

DAICk ¼ AICk ÿ AIC0: If this weight fell below 5 % (or

DAICk exceeds 5.99), the corresponding model k was not

used for risk assessment (Hoeting et al. 1999; Walsh 2007).

Note, that the second criterion does not constitute a statistical

test (Burnham and Anderson 2002, p 84). After its applica-

tion, the L-exp model with dose effect modifier for attained

age has been discarded (see Fig. 1).

At the end of the selection procedure, Occam’s group of

non-nested risk models with enough relevance for risk

assessment has been established for use in the MMISP
analysis.1

Candidate models for Occam’s group

From the outset, the dose response of candidate models is

constrained to yield a zero excess risk at zero dose and to

rise monotonously with an increasing dose. Models with

hormetic dose responses have not been tested but would

have been admitted into Occam’s group if they qualified.

Apart from these preconditions, admission to Occam’s

group is achieved solely by sufficient goodness-of-fit.

Improvements of the baseline model from Eq. (1) have

been attempted with three types of dose responses ‘LQ-

exp’, ‘sigmoid’ and ‘spline’ (see Fig. 1) for both EAR and

ERR models. The complete dose response of the LQ-exp

model took the form (a d ? b d2)exp(-c d). To account

for random errors, the dose-squared covariable has been

multiplied with a factor of 1.12 (Walsh and Kaiser 2011;

Pierce et al. 1990). Sub-models with all seven possible

combinations of the dose–response parameters a, b and c

have been tested but only the two parameter combinations

a, b (sub-model LQ for linear-quadratic) and b, c (sub-

model Q-exp for quadratic-exponential) survived the series

of LRTs. Cubic-exponential or quadratic-exponential

models did not yield better fits than the Q-exp model. But a

model with a sigmoidal response (which progresses from

small beginnings and levels off at high doses) and a model

with two linear dose responses, connected by a break point

at dose dk (termed spline model), could also be added to

Occam’s group.

To perform valid LRTs, two continuous derivatives

(i.e. a C2 condition) of the Poisson deviance with respect

to the model parameters are required (Schervish 1997).

All but one model apply parametric functions which are

twice continuously differentiable. For the spline model, it

is not obvious that the C2 condition is fullfilled for

derivatives with respect to the break point dk. Therefore,

the region around the minimum of the Poisson likelihood

as a function of dk has been scanned numerically by

fixing dk at different values and re-fitting the remaining

parameters. The scan revealed a slightly tilted paraboloid

so that both derivatives are indeed continuous. The min-

imum is reached at dk = 0.36Sv (r CILP 0.28; 0.52). The

CILP are calculated from the likelihood profile with the

LQ

L Q

sigmoid spline

ae

a ae e

e a

ae

11

10

7

9

8

4.02 0.007.02

2.021.89

bsl

Npar

pxe−Qpxe−L

Fig. 1 Flow chart of model selection. Models are grouped in rows

pertaining to equal number of model parameters Npar. The protocol

starts with the baseline model bsl (top), arrows point to models which

survived a pairwise LRT on the 95 % level. Dose effect modifiers are

annotated as e for age at exposure and as a for attained age. AIC

differences to the preferred model Q-exp with dose effect modifier for

a are given for all models surviving the last round of tests. Model

L-exp with dose effect modifier for a is discarded because its DAIC

exceeded 5.99 (dashed arrow line)

1 The present study is named MMISP study, since models are chosen

by a SelectionProtocol. For a better distinction, the study of Walsh

and Kaiser (2011) is named here MMIPM study, since it was based on

previously PublishedModels.
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MINOS routine of MINUIT2. A graphical evaluation of

the numerical scan yielded the same values.

Dose effect modifiers of sex s, age at exposure e and

attained age a have been tested separately and in combi-

nation but only the modifier exp e ln a
55

ÿ �

has been accepted

in all three types of dose responses shown in Fig. 1. The

difference between males and females was not significant

for all selected ERR models in contrast to the results of the

(discarded) EAR models.

Determination of model-specific risk estimates

and confidence intervals

A best risk estimate for a single model is calculated with

the set of parameter estimates which minimises the likeli-

hood. To determine the corresponding CI, a probability

density function (pdf) with 10,000 entries is generated by

Monte-Carlo simulation which accounts for uncertainty

ranges and pairwise correlations of all adjusted parameters.

Two percentiles, corresponding to the required level of

confidence (i.e. 95 %), are adopted as upper and lower CI.

To meet the requirement of a symmetric parameter

correlation matrix as the backbone of the Monte-Carlo

simulation, each parameter-specific pdf must ideally follow

a Gaussian distribution. As a necessary precondition, the r

CILP, calculated from the likelihood profile, should lie

symmetrically around the best parameter estimate. The

precondition is fullfilled for the baseline model given in

Eq. (1) which is used by the models of Occam’s group. All

parameters of the ERR in the LQ and the Q-exp model

show symmetric CILP to a good approximation if models

are centred at e = 30 and a = 55 (see Table 1). However,

models centred at young ages at exposure and attained ages

exhibit markedly skewed CILP for the linear and the qua-

dratic term in the ERR(d). The ERR parameters a and b of

the sigmoid model possess asymmetric CILP with ratios of

0.7 and 2 between lower and upper bound but the asym-

metry did not disappear for centring at different values.

The spline model had symmetric CILP for the two linear

risk coefficients but the break point dk showed asymmetric

CILP for all tested combinations of centring. To calculate

CI with Monte-Carlo simulation for all five combinations

of e and a, the models have been centred at e = 30 and

a = 55. Although the precondition of symmetric parameter

CILP is not fully met for two ERR parameters of the sig-

moid model and one parameter of the spline model, one

expects that Monte–Carlo simulations of uncertainties for

these two models yield results with a moderate bias.

Centring does not change the quality of fit, i.e., the value

of the Poisson deviance and the best risk estimates. Walsh

and Kaiser (2011) exploited this fact and centred the risk

models at seven pairs of a and e for a more convenient

calculation of uncertainties. Especially at young ages, their

approach (implemented in their Method 1) yielded sym-

metric CI in the Monte-Carlo simulations even if the correct

CILP from the profile likelihood were highly asymmetric.

To partly make up for this bias, the simulation of CI in their

MMIPM analysis has been repeated with their models cen-

tred at e = 30 and a = 55 with approx. symmetric CILP.

Moreover, the complete parameter correlation matrix was

used now to simulate parameter uncertainties instead of the

fraction that pertained to the ERR part of the model. In the

repeated analysis, only the four models with the highest

weights (see Table 3 of Walsh and Kaiser (2011)) were

applied to the data set of LSS report 14 (Ozasa et al. 2012).

Now the 2.5 % percentiles of the ERR for the UNSCEAR

model do not drop below zero in contrast to the results

reported in Table 4 of Walsh and Kaiser (2011).

Multi-model inference

The surviving models are ranked according to their AIC,

defined in Eq. (2), and to each model k an AIC-related

weight

pk ¼
expðÿ 1

2
DAICkÞ

PMÿ1
j¼0 expðÿ 1

2
DAICjÞ

ð3Þ

has been assigned.

The central risk estimate from MMI is given by the AIC-

weighted mean of best estimates from the models in

Occam’s group. The CI of the MMI mean are derived from

a joint pdf with 10,000 entries which is obtained by merging

the model-specific pdf with sizes corresponding to the AIC-

weight (i.e. 5,301, 2,062, 1,927 and 710 realisations from

models Q-exp, sigmoid, spline and LQ, see Table 2). From

the joint pdf, an approximation of the unconditional sam-

pling variance [see Burnham and Anderson 2002, Eq. (4.3)]

Table 1 Best parameter estimates, symmetric Wald-type DCI from a

parabolic approximation around the minimum of the likelihood

function, and DCILP from the actual likelihood profile for the pre-

ferred Q-exp model; to facilitate the assessment of symmetry, DCIare

given as distances from the best parameter estimate in the standard r

range

Name Unit Best estim. Wald-type DCI DCILP

b0 – -9.50 0.10 -0.11; 0.10

bs – -0.322 0.057 -0.057; 0.057

bc – -0.140 0.065 -0.066; 0.064

ba1 – 2.11 0.27 -0.27; 0.27

ba2 – 1.08 0.21 -0.21; 0.20

be1 10-3 year-1 6.4 -0.46 -0.46; 0.46

be2 10-4 year-2
-7.2 2.3 -2.3; 2.2

b Sv-2 4.3 1.2 -1.1; 1.4

c Sv-1
-0.38 0.13 -0.13; 0.13

� – -1.62 0.35 -0.36; 0.34
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can be obtained. Implicitly, this pdf also accounts for model

correlations.

Results

For a total of 26 ERR and 16 EAR candidate models, lists

of Poisson deviances, number of parameters and AIC val-

ues are given in the online resource as a PDF excerpt of an

EXCEL workbook (ESM1). The AIC of the preferred EAR

model was still about 11 points away from the AIC of the

preferred ERR model. Thus, no EAR model fell within

Occam’s group.

For the four selected models, files with model-specific

data on the quality of fit, parameter estimates and CI (from

both the parabolic approximation of the likelihood mini-

mum and from the likelihood profile), the parameter cor-

relation matrix and tables to compare observed and

expected cases are added to the online resource in PDF

format. The data provided allow a repetition of the MMISP
analysis without re-fitting the corresponding models.

Table 2 presents the four ERR models in Occam’s

group. Only the dose dependence ERR(d) is shown there,

the final form

ERRðd; aÞ ¼ ERRðdÞ exp e ln
a

55

� �

ð4Þ

additionally applies a power function for attained age

a centred at 55 year.

Compared to the previous analysis, the baseline function

of both the LQmodel and LQ-expmodel fromSchneider and

Walsh (2009) was replaced by Eq. (1) with one parameter

less which increased the deviance by only about one point.

Accounting for the explanatory variables of sex and age at

exposure yielded no significant improvements of their

models so theywere discarded.With thesemodifications, the

LQ model of Schneider and Walsh (2009) morphed into the

LQ model of the present analysis, which is equivalent to

the UNSCEAR model considered in Walsh and Kaiser

(2011). With the same modifications, and after elimination

of the linear term, the LQ-expmodel of Schneider andWalsh

(2009) became the preferred Q-exp model of the present

analysis with parameter estimates given in Table 1. The

model of Little et al. (2008) was excluded from Occam’s

group because the dependence on age at exposure did not

survive the LRT with the UNSCEAR model.

The UNSCEAR model (termed LQ model in the present

analysis) dominated the MMIPM risk estimate in Walsh and

Kaiser (2011) with a weight of 51 % (see their Table 5),

but here its contribution is reduced to only 7 %. Now the

Q-exp model is preferred with a weight of 53 % with a four

points lower deviance than the LQ model. Inspection of

tables, which compare observed and expected cases in

model-specific result files (here ESM3 and ESM2) of the

online resource, suggests that the Q-exp model produced

slightly better fits to the data at young ages of exposure and

attained ages. For example, for Poisson strata (numbered 0,

10, 20 in the result files) with person-year weighted means

of e ^ 5 year, a ^ 15 y the contribution to the Poisson

deviance of the Q-exp model is about 2.5 points lower

compared to the LQ model. Such exposure scenarios are

of enhanced interest for radiation protection and here

the Q-exp model yields lower (and better supported)

risk estimates than models with a linear-quadratic dose

response.

The quadratic term of the Q-exp model determines the

response at doses \0.5 Sv, damping by the exponential

term becomes important above[2.5 Sv. In the intermedi-

ate range between 0.5 and 2.5 Sv, the response is well

approximated by a linear relationship (see Fig. 2). Between

2.5 and 3 Sv, nine cases have been recorded and there are

only two cases above 3 Sv. The markedly different risk

estimates for high doses are caused by the low statistical

power in the corresponding cohort strata.

Table 2 Parametric dose dependence for the ERR models of

Occam’s group used in MMI, the AIC-weight is calculated from

Eq. (3)

Model

name

Form of ERR(d) Npar Deviance AIC-

Weight

Q-exp bd2 expðcdÞ 10 2,670.890 0.5301

Sigmoid A
BþdC

11 2,670.778 0.2062

Spline a1d for d\dk
a2ðd ÿ dkÞ for d� dk

�

11 2,670.914 0.1927

LQ a d ? b d
2 10 2,674.910 0.0710
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Fig. 2 Excess relative risk (AIC-weighted mean or best estimate for

separate models, with 95 % CI) for a 55-year old adult exposed at age

30 from MMISP (present analysis), the preferred Q-exp model, the

sigmoid model, the spline model, the LQ model and from the repeated

MMIPM analysis with the four top-ranking models of Walsh and

Kaiser (2011)

Radiat Environ Biophys

123



The ERR at low doses for a 7-year-old child exposed at

age 2 is shown in Fig. 3. Compared to the previous anal-

ysis, the AIC-weighted mean of the ERR from MMISP is

reduced, i.e.,. by a factor of two at 100 mSv, although the

reduction is not statistically significant. The effect of any

one model is directly visible in the MMI dose response if it

has a weight of more than fifty per cent. The AIC-weighted

mean from MMISP closely follows the best estimate of the

preferred Q-exp model. The additional three models cause

a sizeable increase of the CI especially at low doses where

a determination of the ERR implies an extrapolation to

cohort strata with almost no cases (see Table 2 of Walsh

and Kaiser 2011). In these regions, CI from a single model

of choice underestimate the risk uncertainty by wide mar-

gins (see also Tables 3, 4).

Tables 3, 4 and 5 present the ERR from the fourmodels of

Occam’s group separately and from MMISP of the present

analysis and of the MMIPM analysis by Walsh and Kaiser

(2011) at 10 mSv, 100 mSv and 1 Sv. At exposure of 1 Sv,

both MMI analyses and all separate models yield similar

estimates and CI for children, adolescents and adults.

The situation changes at 100 mSv. Now the new pre-

ferred Q-exp model predicts a four times lower risk than

the previously chosen UNSCEAR (here LQ) model.

Compared to the repeated MMIPM analysis with the four

top-ranking models of Walsh and Kaiser (2011), estimates

from the present MMISP analysis differ by a factor of 2.5

and the CI are markedly reduced.

At 10 mSv, the AIC-weighted mean of the present study

no longer approximates the best estimate of the preferred

Q-exp model. The mean is strongly influenced by a 30

times higher estimate of the LQ model which on the other

hand acquires the lowest weight in MMISP. To avoid this

effect and to preserve the similarity between the point

estimates from the preferred model and from MMI, Kaiser

et al. (2012) recommend to replace the AIC-weighted

mean by the median of the joint pdf, which is given in

brackets in Table 3.

At doses of 10 mSv and 100 mSv, the 2.5 % percentiles

from the present MMISP analysis include a zero risk due to

the uncertainty of the spline model.
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Fig. 3 Excess relative risk (AIC-weighted mean or best estimate for

model Q-exp, with 95 % CI) for a 7-year old child exposed at age 2

from MMISP (present analysis), the preferred Q-exp model and from

the repeated MMIPM analysis with the four top-ranking models of

Walsh and Kaiser (2011)

Table 3 ERR (10-2) at 10 mSv

for five combinations of age at

exposure e and attained age a

AIC-weighted mean for MMI or

model-specific best estimate in

first row, 95 % CI from Monte-

Carlo simulation in second row,

for MMISP the mean is

calculated with the model-

specific weights of Table 2

y median of joint pdf from

MMISP in brackets

� Point estimates and CI from

repeated analysis (see text)

Model name or

MMI result

e = 2

a = 7

e = 2

a = 12

e = 7

a = 17

e = 12

a = 22

e = 30

a = 55

MMIPM 33.5 13.7 7.80 5.12 1.14

Walsh and

Kaiser (2011)*

-33.5; 208 -12.4; 61.7 -7.24; 28.5 -4.78; 16.4 -1.22; 2.77

LQ 40.4 16.8 9.48 6.22 1.39

UNSCEAR

(2008)

-0.753; 215 -0.370; 64.0 -0.237; 29.2 -0.167; 16.5 -0.0402; 2.80

Spline 17.7 7.34 4.15 2.72 0.609

-36.3; 153 -12.9; 46.1 -6.98; 22.0 -4.36; 12.8 -1.00; 2.19

Sigmoid 0.851 0.358 0.204 0.135 0.0310

1.2 9 10-3;

41.2

5.5 9 10-4;

14.9

3.2 9 10-4;

7.92

2.2 9 10-4;

5.06

5.8 9 10-5;

1.04

Q-exp 1.20 0.501 0.285 0.188 0.0427

(preferred

model)

0.246; 5.02 0.140; 1.50 0.0953; 0.699 0.0696; 0.398 0.0184; 0.0667

MMI
y
SP

7.09 (1.41) 2.94 (0.568) 1.67 (0.317) 1.09 (0.206) 0.245 (0.0463)

(present study) -9.02; 92.7 -3.67; 31.8 -2.01; 16.3 -1.34; 9.89 -0.323; 1.99
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Discussion

Little et al. (1999) analysed the dose response for three

subtypes of acute myeloid leukaemia (AML), chronic

myeloid leukaemia (CML) and acute lymphocytic leukae-

mia (ALL) separately and for all subtypes combined. Their

analysis was carried out with LSS incidence data, and with

two other data sets of women treated for cervical cancer

(incidence) and UK patients treated for ankylosing

spondilitis (mortality). From a list of 13 ERR models, using

similar versions of the general LQ-exp response with dose

effect modifiers, the Q-exp response has been preferred for

yielding the optimal fit. They used already LRTs to discard

models with statistically insignificant features. Their esti-

mates of the coefficients b for the dose squared and c for the

exponential damping were 5.8 (95 % CI 2.7; 11) Sv-2 and

-0.49 (95 % CI -0.76; -0.22) Sv-1, respectively (see

their Table 5). Risk estimates for leukaemia incidence are

expected to exceed those for mortality. Comparison with

estimates in Table 1 shows that this relation is realised for

dose . 3 Sv, albeit without statistical significance.

Separate estimates for the other two data sets produced

no significant risk (women with cervical cancer) or a ten

times larger coefficient b (patients with ankylosing

spondilitis). Comparison of risks in these different popula-

tions is complicated by the consideration that the LSS

subjects were not under observation because of known

diseases whereas members of the two other data sets were.

Basic tenets of MMI might be extended to address

questions of risk transfer between populations which are

discussed in reports of committees BEIR VII (NRC 2006)

and ICRP (Valentin 2007). BEIR VII propose to transfer

risks for solid cancer sites (except breast and thyroid) and

for leukaemia from the LSS cohort to the US population

with a linear combination of an ERR model and an EAR

model. They recommend point estimates as weighted means

obtained under the two models. For leukaemia and solid

cancer sites (except breast, thyroid and lung), the weights of

Table 5 ERR at 1 Sv for five

combinations of age at exposure

e and attained age a

AIC-weighted mean for MMI or

model-specific best estimate in

first row, 95 % CI from Monte-

Carlo simulation in second row,

for MMISP the mean is

calculated with the model-

specific weights of Table 2

* Point estimates and CI from

repeated analysis (see text)

Model name or

MMI result

e = 2

a = 7

e = 2

a = 12

e = 7

a = 17

e = 12

a = 22

e = 30

a = 55

MMIPM 81.8 32.9 18.7 12.3 2.76

Walsh and Kaiser (2011)* 17.0; 356 10.2; 97.7 6.24; 44.2 5.28; 24.9 1.60; 3.90

LQ 78.6 32.6 18.4 12.1 2.71

UNSCEAR (2008) 17.2; 348 10.2; 100 7.16; 44.9 5.48; 24.8 1.59; 3.81

Spline 101 42.0 23.8 15.6 3.49

22.8; 423 13.8; 121 9.83; 54.2 7.60; 30.1 2.27; 4.69

Sigmoid 91.1 38.3 21.9 14.5 3.31

18.7; 345 10.9; 102 7.61; 46.5 5.77; 26.3 1.56; 4.37

Q-exp (preferred model) 82.4 34.4 19.6 12.9 2.94

(preferred model) 18.2; 322 10.8; 94.4 7.45; 43.1 5.55; 24.3 1.54; 3.91

MMISP (present study) 87.6 36.6 20.8 13.7 3.10

(present study) 19.7; 343 11.4; 101 7.95; 46.2 5.94; 25.9 1.60; 4.31

Table 4 ERR (10-1) at

100 mSv for five combinations

of age at exposure e and

attained age a

AIC-weighted mean for MMI or

model-specific best estimate in

first row, 95 % CI from Monte-

Carlo simulation in second row,

for MMISP the mean is

calculated with the model-

specific weights of Table 2

* Point estimates and CI from

repeated analysis (see text)

Model name or

MMI result

e = 2

a = 7

e = 2

a = 12

e = 7

a = 17

e = 12

a = 22

e = 30

a = 55

MMIPM 38.5 15.7 8.92 5.86 1.31

Walsh and Kaiser (2011)* -15.5; 219 -6.19; 64.7 -3.61; 29.8 -2.49; 17.0 -0.642; 2.84

LQ 43.9 18.2 10.3 6.76 1.51

UNSCEAR (2008) 2.37; 227 1.18; 66.5 0.745; 30.3 0.513; 17.2 0.125; 2.88

Spline 17.7 7.34 4.15 2.72 0.609

-36.3; 153 -12.9; 46.1 -6.98; 22.0 -4.36; 12.8 -1.00; 2.19

Sigmoid 9.58 4.03 2.30 1.52 0.348

0.298; 91.9 0.145; 31.4 0.0889; 15.7 0.0620; 9.56 0.0164; 1.89

Q-exp (preferred model) 11.6 4.84 2.76 1.82 0.413

(preferred model) 2.39; 48.2 1.37; 14.4 0.932; 6.67 0.683; 3.79 0.182; 0.633

MMISP 14.6 6.10 3.47 2.28 0.515

(present study) -8.60; 103 -3.58; 34.0 -1.97; 17.6 -1.31; 10.5 -0.312; 2.07
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0.7 (ERR) and 0.3 (EAR) are chosen by expert judgement

based on the observation ‘that there is a somewhat greater

support for relative risk than for absolute risk transport’ (see

p. 276). Inconsistent with BEIR VII, ICRP recommend to

apply only the EAR model of Preston et al. (1994) for

leukaemia incidence.

In general, the consensus on a risk transfer model is based

on a complex mix of factors, but a comprehensive consid-

eration is beyond the scope of the present study. However,

any adequate transfer model should provide a good

description of the risk in the population of origin. Would

goodness-of-fit criteria be allowed to assess the adequacy of

a model, EAR models of leukaemia mortality would not

contribute to the transfer. The best EAR model exceeds the

AIC of the preferred Q-exp model by about 11 points which

leads to a negligible AIC-weight. A second criterion of

Bayesian information ðBIC ¼ devþ Npar lnðncasesÞÞ is often

used as an alternative to the AIC because it favours more

parsimonious models (Claeskens and Hjort 2008). It is 18

points higher which constitutes strong evidence (Kass and

Raftery 1995) for the rejection of the EARmodel. Likewise,

Little (2008) recommends to drop EAR models, but with a

different rationale. Based on a comparison of risks for

childhood exposure between the LSS cohort and three

medically exposed groups in Europe, he observed that het-

erogeneity in cohort-specific EAR estimates is much higher

than in ERR estimates.

A recent risk study of leukaemia (and brain tumours)

after childhood exposure by CT scans reports an ERR of 36

(95 % CI 5; 120) Sv-1 from a purely linear model for age at

exposure\22 year, dose range between 0 and 100 mSv and

follow-up of 23 year (Pearce et al. 2012). The same linear

model applied to the LSS incidence data (Preston et al.

1994) produced an ERR of 37 (95 % CI 14; 127) Sv-1 for

age at exposure\20 year, dose range between 0 and 4 Sv

and follow-up of 20 year (see Table 8 of the supplement to

Pearce et al. (2012)).

The authors of the present study fitted a purely qua-

dratic model to the LSS incidence data for all dose ranges

which increased the deviance by 4.8 points compared to

the linear model. If the overlap of dose ranges was

improved by a reduction to 0–500 mSv for the LSS data,

the quadratic model yielded a slightly better fit. The

deviance decreased by 2.4 points compared to the linear

model. Improved fits of a quadratic model at lower doses

are in line with findings of the present study (mortality)

and the study of Little et al. (1999) (incidence). With a

coefficient of 61 (95 % CI 22; 185) Sv-2 for the quadratic

model, the ERR at 100 mSv is six times lower than for the

linear model. Using both models in MMI would still yield

a reduction of the ERR by a factor of three compared to

the linear model.

Nevertheless, Pearce et al. (2012) report ‘little evidence

of nonlinearity of the dose response, using either linear-

quadratic or linear-exponential forms of departure from

linearity’, but purely quadratic responses appear not to

have been tested. At this point, the present authors suggest

a comparison of the CT risk with the LSS quadratic

response. Should alternative dose responses, such as purely

quadratic, fit the data comparably well, an even fairer

comparison might account for model uncertainty in the CT

cohort. In this case, reverting to MMI can relieve the

dilemma of needing to choose between models with largely

different consequences for issues of public health, e.g., for

assessing the risk-to-benefit ratio related to a CT scan. In a

wider context, MMI might be of use for statistical analysis

in a number of cohort studies of CT exposure and cancer

incidence which will be completed in the near future

(Einstein 2012).

Conclusions

Only models with a linear-quadratic dose response were

included in the MMI analysis of Walsh and Kaiser (2011).

The present analysis introduced three models with non-

standard dose responses which produced significantly bet-

ter fits to the data. All considered models yield very similar

point estimates and uncertainties in the dose range

0.5–2.5 Sv, i.e., in cohort strata with a sufficient number of

cases. Divergent predictions appear in strata with almost no

cases for children and adolescents exposed to very low

doses of 100 mSv and below (see Table 2 of Walsh and

Kaiser 2011). Yet for purposes of radiation protection,

these exposure scenarios are of increased interest. Com-

pared to the study of Walsh and Kaiser (2011), the present

MMI analysis predicts markedly lower risks with factors of

two around 100 mSv and up to five for lower doses. These

point estimates are considered as more reliable since they

were produced with models, which describe the data

slightly better notably for children and adolescents.

Besides the improvement of point estimates, a second

benefit of MMI has been demonstrated. Several plausible

models can be included in a more comprehensive (though

not exhaustive) determination of uncertainties. Again, the

benefit becomes noticeable in the above-mentioned cohort

strata with low statistical power, where the risk is deter-

mined by extrapolation. Now uncertainty ranges are mainly

determined by the spread of model-specific point esti-

mates, whereas the model-specific uncertainty ranges are

rather small. Hence, inferring uncertainties from a single

model of choice may lead to a substantial underestimation.

In this context, the present MMI study provides significant

risks only above some three hundred mSv, whereas the
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95 % CI of the preferred Q-exp model do not include a

zero risk for all considered exposure scenarios.

The impact of pertinent sources of uncertainty, such

as the ‘healthy survivor effect’, errors in dosimetry or

misdiagnosis of cases on risk estimates has been discussed

extensively in the literature, for the LSS cohort see, e.g.,

Little et al. (1999), Preston et al. (2003), Preston et al.

(2004). Already Little et al. (1999) preferred ERR models

with a Q-exp response. They did, however, not consider the

additional contribution to the uncertainty which is induced

by including models with other plausible dose responses

into the risk analysis. In this developing field of research in

radiation epidemiology, the present MMI study aims to be

of help.

The model selection bias cannot be eliminated by MMI

but can be markedly reduced. The bias is transferred from

the level of picking a single model of choice to picking a set

of candidate models. In the present analysis, this set inclu-

ded more than 40 models with different forms of dose

responses, of which four models have been admitted to

Occam’s group. Under the given rules for model selection, it

appears unlikely that by broadening the basis of candidate

models a considerable number of new models would enter

Occam’s group. Even if new models appeared, their impact

on risk estimates would be contained by the original models.
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85764 Oberschleissheim, Germany

E-mail: fdufey@bfs.de

Abstract. An increased risk of mortality from primary liver cancers among uranium miners

has been observed in various studies. An analysis of the data from the German uranium miner

cohort (the “Wismut cohort”) was used to assess the relationship with ionizing radiation. To

that end the absorbed organ dose due to high and low linear energy transfer radiation was

calculated for 58 987 miners with complete information on radiation exposure from a detailed

job-exposure matrix. 159 deaths from liver cancer were observed in the follow-up period from

1946 to 2003. Relative risk models with either linear or categorical dependence on high and

low linear energy transfer radiation liver doses were fitted by Poisson regression, stratified on

age and calendar year. The linear trend of excess relative risk in a model with both low and

high linear transfer radiation is −0.8 (95 % confidence interval (CI): −3.7, 2.1) Gy−1 and 48.3

(95 % CI: −32.0, 128.6) Gy−1 for low and high linear energy transfer radiation, respectively,

and thus not statistically significant for either dose. The increase of excess relative risk with

equivalent liver dose is 0.57 (95 % CI:−0.69, 1.82) Sv−1. Adjustment for arsenic only had a

negligible effect on the radiation risk. In conclusion there is only weak evidence for an increase

of liver cancer mortality with increasing radiation dose in the German uranium miners cohort.

However both a lack of statistical power and potential misclassification of primary liver cancer

are issues.

Submitted to: Journal of Radiological Protection

1. Introduction

Primary liver cancer (PLC) is estimated to be the second most common cause of death from

cancer in men worldwide and the sixth most common cause in women (Ferlay et al 2010)

with both incidence and mortality varying strongly between nations. In Germany in 2003,

the age adjusted mortality rate due to PLC was 4.8 per 100 000 for men as compared to

143.7 for all cancers combined (Becker and Wahrendorf 1998). The high geographical

variability in incidence and mortality reflects the spread of the main risk factors for PLC,

namely infections with hepatitis virus B (HVB) and C (HVC) (Bosch et al 1999). Other

risk factors include alcohol consumption (Bosch et al 1999) and, of lower importance,
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smoking (Bosch et al 1999, IARC 2004), obesity and diabetes. Several chemicals also

have been found to induce liver cancer (Bosch et al 1999) of which arsenic (Liu and

Waalkes 2008, Chiu et al 2004, Tapio and Grosche 2006, IARC 2011) may be of relevance in

the cohort. Radiation is a known risk factor for PLC (UNSCEAR 2008), however, the results

from different populations and exposures are inconsistent: Significantly increased risks, for

the incidence of PLC, have been observed in the Life Span Study (LSS) of atomic bomb

survivors (ERR(1 Gy)=0.32 (90 % CI: 0.12; 0.60)) (Preston et al 2007) who were exposed to

gamma radiation and neutrons while studies on both incidence and mortality among X-ray

radiotherapy patients (Weiss et al 1994, Kleinerman et al 1995, Mattsson et al 1997, Carr

et al 2002) did not find an increase of risk with radiation dose. Another set of studies

(Andersson et al 1995, Mori et al 1999, van Kaick et al 1999) where an increased risk of PLC

mortality was found as a result of exposure to ionizing radiation includes persons administered

with the radioactive contrast medium “thorotrast”. In contrast to the studies already mentioned

the major contribution to the radiation dose in thorotrast patients is due to high linear energy

transfer (high-LET) alpha radiation.

The German miners study, comprising nearly 60 thousand miners, is one of the largest

miner cohorts world wide. The study can, therefore, make a valuable contribution to

knowledge about the PLC risk due to radiation as the cohort comprises both a large number

of persons and cases which are exposed to both low-LET (mainly external gamma radiation)

and high-LET radiation (due to mainly alpha-radiation of radon, radon progeny and long

lived radionuclides) in the interesting low dose range. Only a few analyses of PLC in

miner cohorts have been published: Darby et al (1995) reported a significantly increased

standardized mortality ratio (SMR) in a pooled cohort of 11 miner studies while Laurier et al

(2004) and Vacquier et al (2008) found no significantly increased SMR compared to national

rates. Kreuzer et al (2008) reported a significantly increased SMR in the German uranium

miners cohort and a borderline significant increase of risk with cumulative radon progeny

exposure (Kreuzer et al 2008, Kreuzer et al 2010). Since that first analysis, a program for the

calculation of organ radiation doses has been developed (Marsh et al 2008, Marsh et al 2011)

so that it has become possible to analyze directly the relationship of PLC with radiation dose,

also separately for both high- and low-LET doses.

2. Materials and methods

2.1. Cohort

The cohort has already been described in detail (Grosche et al 2006, Kreuzer et al 2010); the

main characteristics are summarized in table 1. It represents a stratified random sample of

58 987 males, employed for at least 6 months between 1946 and 1989 at the former Wismut

uranium mining company in East Germany. The present analyses use information gathered

in the second follow-up which extends to December 31st, 2003 (Kreuzer et al 2008, Kreuzer

et al 2010, Walsh et al 2011). Information on the vital status of the cohort members was

obtained from local registration offices. Copies of death certificates were obtained from
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several sources, not only from the responsible Public Health Administrative offices, but also

from the central archives and the pathology archive of the Wismut Company. The underlying

causes of death from either the death certificates or the autopsy files were coded according to

the 10th revision of the International Classification of Diseases (ICD-10) with PLC having

ICD-10 C22.–. Information on histological subtype was usually only available when an

autopsy had been performed.

2.2. Exposure assessment and dose calculation

Radiation exposure was estimated by using a detailed job-exposure matrix (JEM) (Lehmann

et al 1998, HVBG and BBG 2005). The JEM includes information on exposure to radon

progeny in working level months (WLM), external gamma radiation in mSv and long-lived

radionuclides (LLR) in kBq h m−3 for each calendar year (1946–1989), each place of work

(surface, open pit mines, underground, milling), each mining facility and each type of job.

One working level is defined as any concentration of short lived radon daughters (218Po,
214Po, 214Pb, 214Bi) which gives rise to a potential alpha energy concentration of 1.3×105 MeV

per liter of air. One WLM corresponds to an exposure to one working level for 180 h

or 3.54×10−3 J h m−3. Area measurements of radon (222Rn) in the Wismut mines were

carried out from 1955 onwards. Thus, for the period 1946–1954, radon concentrations

were retrospectively estimated by an expert group based on simulations and posterior

measurements, taking into account ventilation rate, vein space, uranium content and other

factors. Similarly exposure measurements of γ-radiation and of LLR started in 1955 and

1967 whence values for years preceding these dates are also based on expert rating. For

the calculation of doses to the liver in miners a dedicated dosimetric program ”Alphaminer”

(Marsh et al 2008, Marsh et al 2011) was used. Specific scenarios were assumed depending

on the job type (hewer or not), the ventilation status in the mine (poor, medium and good),

the type of drilling (dry and wet) and the use of diesel machinery in order to assign values

for aerosol parameters such as median diameter, unattached fraction and equilibrium factor

for each exposure scenario. For the calendar year periods 1946–1958, 1959–1963 and ≥1964

equilibrium factor values of 0.5, 0.3 and 0.2 were assumed, respectively. Job types were

classified into three physical activity classes with corresponding breathing rates of 1.4 m3/h,

1.2 m3/h and 1.0 m3/h.

The calculation of absorbed doses to the liver as a result of inhalation of radon,

its progeny and LLR is based on biokinetic and dosimetric models of the International

Commission on Radiological Protection (ICRP) (ICRP 1994, ICRP 1979). On output,

absorbed doses (in mGy) to the liver are provided by source (radon progeny, radon gas and

LLR) and by type of radiation (low- and high LET radiation).

Information on arsenic is based on a separate job-exposure matrix (HVBG and BBG

2005, Bauer 2000, Dahmann et al 2008) similar to that for radiation. The annual exposure

values are given in dust years, where one dust year is defined as an exposure to 1 µg m−3

arsenic over a time period of 220 shifts of 8 h.
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2.3. Statistical methods

Internal Poisson regression was used to test for an association between mortality risk and

the lagged radiation doses or cumulative arsenic exposure. Here, a lag time of 5 years was

assumed for all doses and cumulative exposure. Every cohort member contributes to the

number of person-years starting 180 days after the date of first employment and ending at

the earliest of date of loss to follow-up, date of death or end of follow-up (31.12.2003).

Tabulations of person-years at risk and cancer deaths were created with the DATAB module

of the EPICURE software (Preston et al 1998). Cross-classifications were made by attained

age, a, in 16 categories ([0, 15), [15, 20), [20, 25), . . . , [85, 103] years), individual calendar

year, y, in 58 categories, cumulative arsenic dust Da in 8 categories (unknown, [0, 0], (0, 25),

[25, 50), [50, 100), [100, 200), [200, 500), [500, 1417] dust-years), cumulative high-LET liver

dose Dh in 7 categories ([0, 0], (0, 0.5), [0.5, 1), [1, 2.5), [2.5, 5), [5, 10), [10, 29.2] mGy) and

cumulative low-LET liver dose Dl in 7 categories ([0, 0], (0, 10), [10, 25), [25, 50), [50, 100),

[100, 250), [250, 1914] mGy). These categories were also used in the categorical analysis. In

all analyses including arsenic, the miners for which information was not available (n = 310)

were excluded from the analysis, including one liver cancer death.

The tabulated data were fitted to the model

r(a,y,D) = r0(a,y) [1+ERR(D)] (1)

where r(a,y,D) is the liver cancer mortality rate which depends on age a, year y and dose

or exposure (generically called “D”, here) and r0(a,y) = r(a,y,0) is the baseline disease

rate for non-exposed individuals (D = 0). A linear form for ERR(D) = βD was used

to model the dose-response relationship. In addition, a categorical analysis of the form

RR = 1+ERR(D) = 1+∑ j β jD j was performed, where D j(D) is a window function which

is 1 if D falls in class j and 0 otherwise. RR is the relative risk. Hence the RR for the persons

in an arbitrary category is the risk relative to the persons in the reference category of the

unexposed persons.

Additionally models which include both low-LET dose Dl and high-LET dose Dh

simultaneously were considered where either both entered linearly or one of the two

categorically and the other one linearly:

r(a,y,Dl,Dh) = r0(a,y)(1+βlDl +βhDh) (2)

Maximum likelihood method performed with the AMFIT module of the EPICURE

software (Preston et al 1998) was used for the estimation of the fit parameters β of

the stratified Poisson regression. All parameters are given here with their 95 % Wald-

type confidence intervals (CI). For the parametric models also likelihood-profile CI’s were

calculated where possible, although their computation frequently did not converge. The

confidence intervals did not differ much from the Wald intervals so that only the latter are

reported.
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3. Results

The cohort comprises 58 987 miners which contributed 2 million person-years in the time

span from 1946 to 2003. 86 % of the miners were exposed at any time to low-LET and high-

LET with an average absorbed liver dose of 47.9 mGy and 2.4 mGy, respectively (cf. table 2).

The yearly mean dose rates and mean doses due to high- and low-LET for exposed miners

in the cohort are expounded in figure 1. The pronounced temporal difference between the

high- and low-LET doses is due to the high-LET doses (mainly α-radiation) depending only

on the exposures to radon, its progeny and LLR, while the low-LET is mainly due to external

γ-radiation. In contrast to the exposure to the latter, the exposure to radon, its progeny and

LLR was strongly reduced with the introduction of effective ventilation systems in the late

nineteen-fifties. While the high-LET doses are on average much lower than the low-LET

doses, they may nevertheless be of comparable importance for health risk as the relative

biological effectiveness is usually higher (Valentin 2003). With respect to arsenic dust, only

18 234 miners were ever exposed (exposure occurred in Saxonian mines, only). The mean

cumulative arsenic dust exposure was 121.2 dust-years. 20 920 persons died from any cause;

159 from liver cancer. The mean (minimum, maximum) age at death from PLC was 65.4

(33.1, 87.9) years. In 37 % of the PLC deaths, liver cirrhosis was documented on the death

certificate.

First the risk estimates for each single dose or exposure parameter without further

adjustment are presented: In the case of low-LET the ERR/Dl [Gy−1] 0.57, 95 % CI:

−1.40; 2.55 was not significantly increased and also the categorical analysis (table 3) showed

no systematic variation of risk with dose. In the case of high-LET the ERR/Dh [Gy−1]

32.5 (95 % CI: −23.5; 88.6 ) was also not significantly increased although its absolute value

and range was considerably higher than that for low-LET. The categorical analysis (table 4)

showed again no systematic variation of risk with dose. No significant increase of risk of

liver cancer was observed in dependence on cumulative arsenic dust exposure (ERR/DAs

[(100 dust-years)−1]= −0.04 (95 % CI: −0.17; 0.09)).

Next, models which contained both radiation doses at the same time were considered:

Joint inclusion in a linear fashion of both low-LET and high-LET dose—equivalent to a

mutual adjustment of one factor on the other—increased the ERR per unit of dose in the

case of high-LET (ERR/Dh [Gy−1] 48.3, 95 % CI:−32.0, 128.6) and led to a decreasing ERR

with low-LET dose (ERR/Dl [Gy−1] −0.80, 95 % CI:−3.69, 2.10), however with neither of

the two parameters reaching statistical significance. The CI’s are not much larger than for

models with only one parameter which is in line with the correlation between the two doses

being moderate (r = 0.70) so that considerable variance inflation is not to be expected. Also

a linear adjustment of the categorical analyses on high-LET dose categories by low-LET did

not lead to a qualitative change of the categorical estimates (table 4). On the other hand linear

adjustment of low-LET categorical analysis by high-LET decreased the risk estimates in the

highest low-LET categories considerably (table 3).

Finally, the increase of ERR with equivalent dose Deq = Dl +20Dh (Valentin 2003) was

estimated as ERR/Deq [Sv−1] 0.57, 95 % CI:−0.69, 1.82.
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4. Discussion

One of the big advantages of the German uranium miners study is—beside its size—the very

detailed information on exposure to radon progeny, long lived radionuclides and external

gamma radiation. With the information from the corresponding JEM’s, it was possible to

calculate organ doses for the different ionizing radiation quantities (low- and high-LET) and

estimate separate risk estimates for each of them.

For either type of radiation (low- or high-LET) taken separately, a positive dose-risk

relation (ERR/Dl = 0.57 Gy−1 and ERR/Dh = 32.5 Gy−1) is found though neither of them

is statistically significant. As far as the combined influence of both radiation quantities is

concerned, the absence of liver cancer risk due to low-LET dose (ERR/Dl = −0.80 Gy−1) is

consistent with the null result of several studies on liver cancers following X-ray radiotherapy

(Weiss et al 1994, Kleinerman et al 1995, Mattsson et al 1997, Carr et al 2002). Although

in the case of high-LET the adjusted estimate of ERR/Dh = 48.3 Gy−1 is also not significant,

its large value would be in line with the strong increase of PLC with dose due to incorporated

alpha emitters as found in the Thorotrast studies (Andersson et al 1995, Mori et al 1999, van

Kaick et al 1999). For comparison purposes and radiation protection it is desirable to

condense the radiation risk due to both high- and low-LET into a single number. With a

weighting factor of 20 for high-LET radiation relative to low-LET radiation, as assumed in

the definition of equivalent dose Deq (Valentin 2003), a not statistically significant estimate

ERR/Deq = 0.57 Sv−1 was found.

In miner studies (Darby et al 1995, Kreuzer et al 2008) quite consistently an increased

risk of PLC among miners as compared to the general population is observed. Kreuzer

et al (2008) found the ratio of observed PLC deaths in the Wismut cohort O* corrected

for missing causes of death to expected ones E based on the mortality in the East German

population in the time span from 1960 to 2003 as O*/E=1.26 (95 % CI: 1.07; 1.48). The

present results suggest that this observed increase can—at least in this study—not be fully

explained by radiation effects but is likely attributable to other risk factors such as increased

alcohol consumption in the cohorts. For example in the Wismut cohort alcohol formed part

of the miner’s remuneration in the very early years.

As in previous analyses (Kreuzer et al 2008, Kreuzer et al 2010) a lag time of 5 years

was assumed. Other times (0, 10, 15, 20 years) were tested, too, but no significant differences

were found.

Although the present study comprises a considerable number of PLC deaths (n = 159),

the liver doses are rather small with a mean of only 48 mGy in case of low-LET radiation and

even lower mean for high-LET radiation. Power calculations (cf. UNSCEAR (2008, Annex

A, Appendix A)) indicate that numbers of deaths need to be an order of magnitude larger to

obtain a power of 80 %. Extension of follow-up and pooling with other cohorts may be future

strategies to achieve higher power.
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4.1. Misclassification of disease

The epidemiology of PLC faces specific difficulties in comparison with other cancer types,

namely the frequent misclassification of PLC (UNSCEAR 2008): “Mortality data [for PLC]

are unreliable because the liver is one of the most frequent sites for metastatic cancer. Up to

50 % of liver cancers reported on death certificates are metastatic rather than primary [...]”.

This makes it quite difficult to assess the radiation dependent risk despite PLC being—at least

word wide—a rather common cancer. In the German cohort, about a quarter of all deaths and

one third of the PLC deaths were confirmed by autopsy. Thus the problem of misclassification

can directly be addressed as for most autopsies a comparison with the causes of death from

the clinical report was possible. Deaths in the cohort for which both the clinical result and

the result from autopsy were available (n = 4086), among them 46 PLC cases, showed (c.f.

the 2×2 contingency table 5) that 8 out of 18 deaths with a clinical diagnose of PLC turned

out to be other diseases (ICD 10 codes: C16.9, C25.2, C25.9, C34.2, C34.9, K26.4, K74.6,

K81.9) among them also 2 cases of lung cancer for which a strong dose-effect relation is

well established. This misclassification of lung cancer as liver cancer might constitute an

alternative explanation for the rather large ERR per unit of high-LET dose given that the high-

LET radiation is a known risk factor for lung cancer (UNSCEAR 2008) and that the lung dose

is orders of magnitude higher (mean high-LET lung dose among exposed: 1542.6 mGy) than

that of the liver (mean high-LET liver dose among exposed: 2.4 mGy). For low-LET dose,

such a bias is not to be expected, as doses are quite comparable (mean low-LET lung dose

among exposed: 78.3 mGy; mean liver dose: 47.9 mGy).

The misclassification also occurs in the direction of liver cancers wrongly being

diagnosed as other diseases: only 26 % of actual liver cancer cases (n = 46) for which both

autopsy and clinical result was available, were correctly (or fully) identified on the clinical

report. The cases which had not been correctly identified were mainly classified as other

hepatic diseases (K70–K77, n = 16), unspecified neoplasms (C76.2, C80, n = 6), or other

types of cancer (n = 6).

It is possible that the level of misclassification inferred from this comparison exaggerates

the situation actually prevalent in the full cohort as: a) it is likely that autopsies are

preferentially performed when the cause of death is uncertain; b) The rate of autopsies was

very high (51.7 %) before German re-unification in 1990 but low (7.4 %) afterwards (compare

also table 1) so that in the early years the mortality data are mainly based on reliable autopsies;

c) Diagnostic progress may have increased the validity of death certificates (La Vecchia

et al 2000) in the course of time.

4.2. Possible confounding

The prevalence of the main risk factors for PLC, namely infections with HVB and HVC and

alcoholism in the cohort could not be assessed quantitatively. The prevalence of HVB and C

infections is rather low in Germany (Thierfelder et al 2001) as compared to the global mean

and the mortality from PLC in the East German population shows very little variation with

calendar period, so that larger waves of infections with HVB or C can probably be excluded.
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Furthermore, it is hard to imagine a plausible mechanism to generate a correlation of the

prevalence of HVB or C and the radiation dose so that it is rather unlikely that these infections

constitute strong confounders.

In the case of alcohol, selective information is available on some death certificates

(n = 896) on alcohol abuse, among them are 13 PLC cases. Table 6 shows the percentage

of deaths with documented alcoholism in all deaths with known cause (n = 19588) in the

cohort by high- and low-LET categories. Alcoholism seems to be less frequent in categories

with higher doses (P = 0.049 for low-LET and P < 0.0001 for high-LET; from Cochran–

Armitage test (Agresti 2002)) so that confounding would rather result in an underestimation

of the radiation risks.

Additive adjustment of low- and high-LET for arsenic hardly changed the ERR/D

[Gy−1] estimators to 1.22 (95 % CI: −0.85, 3.29) and to 30.0 (95 % CI: −27.9; 87.8),

respectively. Although there is accumulating evidence for a carcinogenic effect of arsenic

for liver cancer (Bosch et al 1999, Liu and Waalkes 2008, Chiu et al 2004, Tapio and

Grosche 2006, IARC 2011), this assessment is based mainly on either animal studies or

ecological studies on arsenic in drinking water. In the Wismut mines, arsenic dust was

composed mainly of badly soluble arsenides (HVBG and BBG 2005), which makes it hard to

compare with these kind of studies. In summary major confounding due to arsenic exposure

seems unlikely.

Because non-radiation-exposed individuals (workers at the surface) may differ with

respect to their lifestyle from exposed individuals, risk analysis was also performed on miners

excluding those who had never been exposed in the whole follow up, including 25 PLC deaths.

The corresponding adjusted ERR/Dl [Gy−1] is −1.00 and the ERR/Dh [Gy−1] is 67.4 with

both estimates not being statistically significant.

5. Conclusion

The German uranium miners cohort study is one of the largest occupational cohorts with

information on liver doses due to both high- and low-LET radiation in the low-dose range.

It comprises detailed information on both radiation dose and exposure to arsenic. While a

statistically insignificant increase of risk with high-LET dose was observed, no such increase

was observed with low-LET dose. Hence this cohort provides only weak evidence for an

increased PLC mortality risk due to high-LET radiation and no evidence for a risk due to

low-LET radiation. The negative outcome may also be the result of the restricted power due

to the rather low radiation doses despite the relatively large number of liver cancer deaths

(n = 159). While confounding by arsenic seems to be only of little importance, possible

confounding by alcohol consumption may rather lead to an underestimation of the radiation

risk. Misclassification of PLC and of secondary cancer diagnoses, based only on death

certificates, are an issue.
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Figure 1. Distribution of the mean absorbed liver dose rates and cumulative doses due to high-

and low-LET radiation by calendar year for radiation exposed miners in the Wismut cohort.

High-LET doses are only due to radon, radon progeny and long lived radionuclide exposure

while low-LET dose is mainly due to external gamma radiation. Both high-LET doses and

dose rates have been scaled by a factor of 20 for better visibility.
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Table 1. Main characteristics of the cohort and distribution of liver cancer deaths by calendar

year and age categories, 1946–2003.

Number of subjects 58 987

Person-years 1 996 959

Deceased miners 20 920

Alive 35 294

Loss to follow-up 2 773

Causes of death available 19 588

Liver cancer deaths 159

Mean (min, max) duration of follow up [yrs] 34 (0, 58)

Mean (min, max) duration of employment [yrs] 14 (0.5, 46)

Mean (min, max) age at first employment [yrs] 24 (13, 68)

Period # PLCa / # PLC by autopsy

1946–1969 5 / 3

1970–1979 15 / 13

1980–1989 33 / 23

1990–1999 73 / 12

2000–2003 33 / 2

Age at death [yrs] # PLC

<55 21

55–64 54

65–74 53

≥75 31

aPLC: Primary liver cancer.
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Table 2. Mean and maximal cumulative exposure or liver dose for high-LETa, low-LET,

radon progeny, long lived radionuclides, gamma radiation and arsenic dust among exposed

cohort members, 1946–2003.

exposure or dose # of exposedb mean maximum

high-LET [mGy] 50 772 2.4 29.2

low-LET [mGy] 50 772 47.9 913.5

Radon progeny [WLMc] 50 773 280 3 224

Radon progeny [mGy] 50 772 1.1 16.2

Radon Gas [mGy] 50 772 1.0 10.8

Long lived radionuclides [kBq h m−3] 50 761 4 132

Long lived radionuclides [mGy] 50 671 0.8 23.0

Gamma radiation [mSv] 50 761 47 909

Arsenic dust [dust-yearsd] 18 234 121.2 1 417.4

aLET: linear energy transfer.
bDifferences in the number of exposed persons and persons with nonzero dose are due to

exposure values having to be rounded to 3 decimals on input to the dosimetry software which

results in some persons with minimal exposures to get zero dose.
cWLM: working level month.
ddust-year: one dust year of arsenic corresponds to an exposure to 1 µg of arsenic during 220

shifts of 8 h.
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Table 3. Relative risk for liver cancer death by low-LETa dose categories and linear increase

in ERRb with low-LET dose; also adjusted for high-LET dose.

low-LET category mean low-LET person time # deaths RRc RR adjusted for high-LET

[mGy] [mGy] [1000 years] (95 % CId) (95 % CI)

[0, 0] 0.0 505 25 1 1

(0, 10) 3.8 633 35 0.80 (0.39, 1.22) 0.77 (0.36, 1.17)

[10, 25) 16.4 306 25 0.84 (0.37, 1.32) 0.72 (0.27, 1.17)

[25, 50) 35.8 218 30 1.12 (0.52, 1.72) 0.95 (0.36, 1.53)

[50, 100) 70.4 159 16 0.76 (0.28, 1.24) 0.52 (0.02, 1.02)

[100, 250) 156.8 123 18 1.01 (0.39, 1.63) 0.54 (0e, 1.18)

[250, 1 914] 342.9 52 10 0.99 (0.25, 1.72) 0.44 (0e, 1.31)

[0, 1 914] 31.8 1 997 159 – –

ERR/Dl
f [Gy−1] 0.57 (−1.40, 2.55) −0.80 (−3.69, 2.10)

Poisson regression stratified on age and calendar year.
aLET: linear energy transfer.
bERR: excess relative risk.
cRR: relative risk.
dCI: confidence interval.
eLower Wald bounds are < 0.
fERR/Dl: linear variation of excess relative risk with low-LET dose.



TABLES 15

Table 4. Relative risk for liver cancer death by high-LETa dose categories and linear increase

in ERRb with high-LET dose; also adjusted for low-LET dose.

high-LET category mean high-LET person time # deaths RRc RR adjusted for low-LET

[mGy] [mGy] [1000 years] (95 % CId) (95 % CI)

[0, 0] 0.00 505 25 1.00 1.00

(0, 0.5) 0.14 699 32 0.83 (0.39, 1.28) 0.84 (0.39, 1.28)

[0.5, 1) 0.72 162 18 0.99 (0.39, 1.60) 1.01 (0.40, 1.62)

[1, 2.5) 1.63 220 14 0.50 (0.17, 0.83) 0.54 (0.19, 0.89)

[2.5, 5) 3.63 184 22 0.87 (0.37, 1.38) 0.91 (0.38, 1.45)

[5, 10) 7.07 166 36 1.39 (0.67, 2.12) 1.54 (0.72, 2.37)

[10, 29.2] 12.83 60 12 0.94 (0.28, 1.59) 1.16 (0.27, 2.04)

[0, 29.2] 1.59 1 997 159 – –

ERR/Dh
e [Gy−1] 32.52 (−23.51, 88.56) 48.30 (−32.00, 128.60)

Poisson regression stratified on age and calendar year.
aLET: linear energy transfer.
bERR: excess relative risk.
cRR: relative risk.
dCI: confidence interval.
eERR/Dh: Linear variation of excess relative risk with high-LET dose.



TABLES 16

Table 5. 2×2 contingency table showing the distribution of primary liver cancer diagnoses

among those deaths for which both a clinical result and the result of autopsy are documented.

autopsy row sum

yes no

clinical yes 10 8 18

result no 33 4035 4068

column sum 43 4043 4086



TABLES 17

Table 6. Number of deaths with known cause and documented alcoholism and total number

of deaths with known cause by high- and low-LETa categories.

low-LET category # alcoholics/ # all % high-LET category # alcoholics/ # all %

[Gy−1] [Gy−1]

[0, 0] 113/ 2 872 3.93 [0, 0] 113/ 2 872 3.93

(0, 10) 270/ 4 325 6.24 (0, 0.5) 322/ 3 840 8.39

[10, 25) 161/ 3 290 4.89 [0.5, 1) 97/ 1 721 5.64

[25, 50) 113/ 3 146 3.59 [1, 2.5) 136/ 2 907 4.68

[50, 100) 100/ 2 535 3.94 [2.5, 5) 75/ 2 827 2.65

[100, 250) 85/ 2 306 3.69 [5, 10) 98/ 3 521 2.78

[250, 1 914] 54/ 1 114 4.85 [10, 29.2] 55/ 1 900 2.89

[0, 1 914] 896/ 19 588 4.57 [0, 29.2] 896/ 19 588 4.57

aLET: linear energy transfer.
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APPENDIX.          

Copies of the candidate’s degree certificates   �



 





 





 





 



 



 


