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Abstract

is thesis proposes novel algorithms for using Gaussian processes for Discriminative
pose estimation. We overcome the traditional limitations of Gaussian processes, their
O(N3) training complexity and their uni-modal predictive distribution by assembling
them in a mixture of experts formulation []. Our ĕrst contribution shows that by
creating a large number of ĕxed size Gaussian process experts, we can build a model
that is able to scale to large data sets and accurately learn the multi-modal and non-
linear mapping between image features and the subject’s pose. We demonstrate that
this model gives state of the art performance compared to other discriminative pose
estimation techniques.

We then extend the model to automatically learn the size and location of each ex-
pert. Gaussian processes are able to accurately model non-linear functional regression
problems where the output is given as a function of the input. However, when an indi-
vidual Gaussian process is trained on data which contains multi-modalities, or varying
levels of ambiguity, the Gaussian process is unable to accurately model the data. We
propose a novel algorithm for learning the size and location of each expert in our mix-
ture of Gaussian processesmodel to ensure that the training data of each expertmatches
the assumptions of a Gaussian process. We show that this model is able to out perform
our previous mixture of Gaussian processes model.

Our ĕnal contribution is a dynamics framework for inferring a smooth sequence of
pose estimates from a sequence of independent predictive distributions. Discriminative
pose estimation infers the pose of each frame independently, leading to jittery tracking
results. Our novel algorithm uses a model of human dynamics to infer a smooth path
through a sequence of Gaussian mixture models as given by our mixture of Gaussian
processes model. We show that our algorithm is able to smooth and correct some mis-
takesmade by the appearancemodel alone, and outperform a baseline linear dynamical
system.
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Introduction 1
Understanding human motion has seen a recent emergence into mainstream technol-
ogy. Entertainment systems are increasingly bundled with interfaces which respond
to human motion, allowing interfaces to move beyond buttons and menus. e most
high proĕle example of such technology is Microso Kinect, a hardware and soware
platform that allows people to interact with computer gates using body motion. ese
interfaces are now being showcased inmany areas of the entertainment industry. Other
consumer devices such as televisions are increasing allowing human motion to control
the television set through predeĕned gestures for changing channels or accessing and
navigating menus.

As motion capture devices are making their way into peoples homes, there is an
increasing need for applications which can make use of these systems. Applications
such as video search, allowing users to search through videos of human motion using
a motion itself as a search term. is opens up a plethora of opportunities for domains
such as sign languages. ese languages have evolved separately from spoken languages,
developing an intricate grammar based on spatial locations and motion. e Internet
forces deaf people to interact through a second language, a completely different form
of expression. Effective motion estimation would permit deaf users to search television
archives for phrases and subjects, it would permit sign language students to look up
terms in a dictionary by performing the sign themselves.

Pose estimation technology would have a great effect on animation. Animated char-
acters rely on human actors tomake their expression convincing and life-like. However,
capturing this human motion is expensive, requiring specialist motion capture systems
of a time-consuming manual annotation process.

In this thesis we address pose estimation techniques that are fast, scalable and can be
applied in varied environments. Particularly we focus on monocular pose estimation,
where the pose is estimated from a single colour image. ese techniques build Ęexible
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models from off-line training corpora to allow pose estimation to be performed using
individual images. is Ęexibility is ideal for tasks such as extracting pose from video
archives such as YouTube or television sign language interpreters.

is is a very challenging problem. Models must be able to handle the high levels
of ambiguity which is inherent when estimating  motion from  images. Sources of
ambiguity include unobservable movement such as people moving towards and away
from the camera, varying backgrounds, subject appearances and lighting conditions.

e techniques introduced in the thesis are designed to explicitly model these ambi-
guities, utilising probabilistic uncertainty to infer the correct pose in challenging condi-
tions. ey are also designed to be scalable, allowing large training corpora to be used,
increasing the range and accuracy of these models.

1 . 1 MOTIVATIONS

In this thesis we contribute to the ĕeld of discriminative pose estimation, a family of
techniques which learn a model for estimating human pose by modelling a mapping
directly from the image evidence to the pose space. e need for these fast and Ęexible
techniques is driven by a number of applications

• Sign language analysis— allowing native signers to interact with the Internet in a
natural and intuitive manner. Creating the possibility for new applications such
as searching by sign, dictionary look up or collaboratively edited documents.

• Motion capture for animation – giving amateur animators and ĕlm-makers the
ability to capture human motions without requiring the expensive and time con-
suming methods currently available.

• Video archives – using motion capture devices to search on-line video archives.
Flexible discriminative pose estimationmethods can be used to crawl these archives
extracting rich information about humanmotions and automatically categorising
footage.

Pose estimation techniques for these applications need to be fast, to process large
quantities of video, and be Ęexible enough to be deployed in a variety of environments.

1 . 2 CONTRIBUTIONS

e ĕrst contribution of this thesis is an appearance model for inferring human pose
directly from images by using a mixture of Gaussian processes. We show how existing
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mixture models can be adapted to facilitate the use of Gaussian processes (). e re-
sulting model is able to overcome the limitation of s, theirO(N3) training complex-
ity and uni-modal predictive distribution. We demonstrate that thismodel outperforms
state of the art techniques on human pose estimation data sets.

e second contribution builds on the ĕrst. We extend the model to jointly learn
the size and location of each  in the model. is allows each  to model a region
of the dataset that has coherent signal noise – a similar level of ambiguity. is has the
effect of givingmore accurate predictive distributions to each  and ensuring that they
model uni-modal regions of the data set. We show that this algorithm outperforms our
original mixture of Gaussian processes model.

Our ĕnal contribution is a dynamics model which infers a smooth pose sequence
for a video sequence. Discriminative pose estimation infers the pose for each frame
individually. is results in a jittery tracking sequence, where the ambiguity in each
estimate causes the predicted pose to jump around the true pose. We introduce a dy-
namics framework speciĕcally for our mixture of Gaussian processes model which uses
dynamic programming and a dynamical constraint to infer a smooth path through our
predictive distribution.

1 . 3 THESIS OUTLINE

e rest of the thesis is structured as follows
Chapter  reviews the related work on human pose estimation. We cover a wide

variety of approaches from the vast literature. We review which techniques are suitable
for which circumstances and use that to motivate our choice of approach.

Chapter  sets out how we evaluate our contributions. We discuss how human pose
is represented for pose estimation models. We cover the image features that we use to
extract information from training images. Finally, we cover the different data sets that
we used to evaluate our methods.

Chapter  gives the ĕrst of our contributions. We introduce a mixture of Gaussian
processes model for discriminative human pose estimation. e proposed algorithm
builds on the mixture of experts literature [, ] discussing how the linear experts of
these models canmake conĕdent but incorrect predictions about the subject’s pose. We
then introduce Gaussian processes [], showing how they are a powerful regression
technique, but have their limitations when applied to large human pose estimation data
sets. Finally, we show how our proposed algorithm is able to overcome these limitations
to give state-of-the-art performance on discriminative human pose estimation data sets.

Chapter  extends the work from chapter  proposing an algorithm for optimising
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the expert sizes and locations for amixture of Gaussian processes model. We review the
relevant techniques in the machine learning literature [, ] and discuss how their
formulation restricts them from being applied to large data sets. We propose a novel
algorithm incorporating some of these ideas which can be applied to human pose esti-
mation data sets with a large number of training samples and high dimensional features.

Chapter  proposes an algorithm for combining a dynamical constraint with our
mixture of Gaussian processesmodel. is algorithmuses dynamic programming tech-
niques to infer a smooth path through the predictive distribution of each frame. While
we introduce it in the context of our mixture of Gaussian processes model, this model
can be used with any technique which has a mixture of Gaussian distributions as its
predictive distribution.

Chapter  offers concluding remarks and suggests future directions for research.
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2 . 1 INTRODUCTION

Human pose estimation is tackled in a variety of approaches, each of which has distinct
suitability for different applications. e early methods consisted of generative models
which formulate the problem as a high dimensional search, generating pose hypotheses
and evaluating their likelihood against the image evidence. ese likelihood functions
typically render a human body model into the image plane and then measure the dis-
similarity between the projected human body model and the image evidence. is dis-
similarity is interpreted as a probabilistic likelihood function andmonte-carlo methods
are used to optimise the likelihood function []. However, the high dimensionality of
human pose makes naively sampling the pose space infeasible. As such, these methods
rely on dynamics models and dimensionality reduction techniques in order to reduce
the search space. ese techniques are covered in section ...

To overcome the reliance on densely sampling the pose space, discriminativemodels
have been introducedwhich learn a directmapping from the image evidence to the pose
space []. ese methods don’t require an expensive sampling process, and are oen
much faster than the generative models outlined above. e mapping is learnt offline
froma training set consisting of example images and their annotated pose. emapping
most commonly consists of a regression method that is able to model non-linear and
multi-modal mapping from image to pose. is is the approach that we adopt in this
thesis, as such we give a detailed overview of the literature in section ..

Discriminative methods are limited by their reliance on a training set of pose anno-
tated images, and they are unable to generalise to poses which don’t lie in their training
set. Pictorial structure models [] attempt to overcome this limitation by modelling
the appearance of individual body parts. ey model human pose as a tree structured
graph where each body part has a location and orientation, and are constrained by a
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set of springs, modelling relative location of neighbouring body parts. Graph inference
techniques are then used to ĕnd the correct pose. is approach allows their models to
ĕt poses that lie outside the training set. However, they are limited to performing infer-
ence in the  dimensional image plane, and they require a large number of appearance
model evaluations resulting in slow inference. We cover these techniques in section
...

.. Generative Models

Generative models use a human body model rendered in the image plane to obtain an
image likelihood. ismeasures howwell a pose hypothesis ĕts the image evidence. For
a pose hypothesis y and an image x, the image likelihood represents the distribution
p(x|y), the likelihood of the image evidence conditioned on the pose hypothesis. To
ĕnd the optimal pose for an image, Bayes rule is used to obtain the distribution p(y|x):

p(y|x) = p(x|y)p(y)∫
y
p(x|y)

. (.)

us to ĕnd the optimal pose for an image, these models generate example poses y
and compute their image likelihood p(x|y) to ĕnd the pose that maximises p(y|x).
e image likelihood function p(x|y) is a multi-modal function as image ambiguities
result in there being many poses that are well explained by the image evidence. is
requires an exhaustive search of the pose spacey as simplemode ĕnding techniques will
suffer from local minima. e high dimensionality of human pose makes this search
computationally infeasible due to the large number of image likelihood evaluations. To
make the search tractable, motion models and image cues are used to focus the search
space to only plausible poses. ese models can be broken into two categories, global
models that sample poses from an accurate statistical distribution over the pose p(y),
and local models that perform a local search in the image space initialised with the
previous pose estimate.

Globalmodels require a compact representation of the pose distribution p(y)which
is able to model the multiple modes of the image likelihood function but remain com-
pact enough to minimise the number of samples. is distribution is oen given by a
dynamics model which predicts the subject’s pose given the pose estimates of the pre-
vious frames. ese models give a distribution over the predicted pose p(yt) at image
frame t conditioned on the previous pose estimates y1:t−1. As such, the function that
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generative models wish to maximise is

p(yt|xt) ∝ p(xt|yt)p(yt|y1:t−1) (.)

where the integral over y in the denominator of equation . is dropped. Estimating
the pose for the ĕrst frame in the sequence t = 1 requires an expensive initialisation
procedure.

A common technique for maximising this function is particle ĕltering [] which
represents the posterior distribution p(yt|xt) using a set of weighted samples which
are propagated from frame to frame. ese weighted samples are able to represent and
propagate themultiplemodes of the likelihood function during tracking. e likelihood
of each particle ŷt is given by

p(ŷt|x1:t) = p(xt|ŷt)

∫
ŷt−1

p(ŷt|ŷt−1)p(ŷt|x1:t−1)dŷt. (.)

e pose estimate for each frame can then be found by taking the expectation of the
posterior distribution as modelled by the particles

yt = E[p(yt|xt)] =
∑
ŷt

p(ŷt|x1:t)ŷt. (.)

Different particle sampling strategies have been explored such as annealing [] or op-
timising individual particles [, ].

Local models formulate the tracking problem by taking a single pose estimate from
the previous frame and propagating it using a dynamics model as above. However in-
stead of maintaining a global set of samples or a distribution over the pose p(y), the
pose is optimised by taking a gradient of the image likelihood function δp(x|y)

δy
to obtain

efficient search directions in the pose space [, , ].

An important component of both models is the image likelihood function which
indicates how well a pose estimate matches the image evidence. e image likelihood
function consists of two components, an articulated  human body model which can
be projected into the image plane and a cost function for comparing the projectedmodel
to the image evidence. e human body model is typically represented as a hierarchy
of body parts with ĕxed shape parameters. e pose of the model is represented using
joint angles where each limb has  rotation parameters representing its rotation relative
to the previous joint. e initial pose and shape parameters are either set manually []
or obtained through an initialisation procedure []. e limbs are oen represented by
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primitive shapes such as cuboids [], cylinders [], ellipsoids [, , ] or tapered
superquadrics [, ]. Other researchers have employedmodels that use realisticmesh-
based body models [, , ]. Plankers et al. [] usemetaballs to model muscle and
then ĕt a skin mesh over the top. Other techniques ĕt a mesh to a  visual hull and
then learn a correspondence between each mesh point and each skeleton limb using
skinning [, , , ]. Rosenhahn et al. [] perform lower body tracking explicitly
modelling skirts using a physics based cloth draping model. ey show that they can
accurately track the articulations of the legs despite being occluded by the skirt.

e image cost function is used to calculate how well the projected human body
model conĕgured with pose y matches the image evidence. ese typically consist of
matching the silhouette of the projected model to an image measurement. Image mea-
surements used include, silhouette extraction [, , , , ], edge intensity images
[, ] and volumetric reconstruction [, , ]. Global models tend to calculate a
mismatch score between the projectedmodel and the image evidence. Local models of-
ten require points in the image to be assigned to points on the projected model [, ].
is allows a gradient δp(x|y)

δy
to be derived using the Jacobian of the disparity between

the model and the assigned image points. is gradient is then used to ĕt the model to
the available image evidence.

As discussed above, approaches based on the particle ĕlter algorithm [] use dy-
namics models to propagate sample poses from previous frames to be evaluated against
the new image frame. A poor dynamics model means that the model may lose track
of the subject, requiring an expensive re-initialisation step. Common dynamic mod-
els include constant angular velocity [] and Kalman ĕlters [, ]. Brand [] uses
a hidden Markov model to learn a temporal model of human motion to perform 
tracking where the human pose is modelled as a set of discrete states with Gaussian
emissions. Brubaker et al. [] build a dynamics model which simulates the physics of
human walking. ey model the physical forces acting on the legs, their centre of mass
and a spring force to provide the walking motion. is model is used to drive their
system for tracking side-on walking sequences.

Bymodelling human pose in a low dimensional manifold it is possible to reduce the
search space and give accurate models of human dynamics which generalise well be-
tween different performances of a motion. e most common technique for modelling
a human posemanifold is principal component analysis () [, , ] which ĕnds the
linear projection of the pose data such that themajority of the data’s variance lies along a
subset of the basis vectors called the principal components. e data is then represented
using a subset of the available components thatmodel themajority of the data’s variance.
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However, human pose contains lots of non-linearities which  is unable to model.
Non-linear manifold techniques allow a lower dimensional manifold to be learnt while
retaining high accuracy when mapped back into the full pose space. Non-linear tech-
niques include locally linear embedding [],  [] and  [, , , ].
eGaussian process dynamical model () learns amanifold where the latent points
constrained temporally and spatially [, ]. is allows complex non-linear motion
to be modelled using a low dimensional pose representation. To over come the O(N3)

limitation of Gaussian processes, Chen et al. [] manually segment their sequence and
learn a separate  for each subsequence, using a Markov model to select the 
during tracking. Hou et al. [] learn a back-constrained which ensures the latent
points to have a similar spatial layout as the pose. ese latent points are then clustered
to form a discrete representation of the pose space. A variable length Markov model is
then used to predict which clusters to generate particles from.

Another approach is to explore pose distribution in a top down fashion. Stenger
et al. [] model the pose distribution as a hierarchical tree, where the higher levels
of the tree consist of broad image observations and the leaf nodes consist of detailed
image observations. Inference proceeds by exploring the tree in a top down fashion,
only exploring regions that have a high image likelihood from their parent nodes.

Local methods commonly rely on the tree structure of the human skeleton to sim-
plify the pose search. Gavrila and Davis [] ĕt their skeleton in a tree like fashion, ĕrst
ĕtting the torso to the image evidence and then proceeding down each limb. Vlasic et
al. [] model a full surface mesh for their subject and break the tracking problem into
to parts, skeleton estimation and surface estimation. ey initialise their system with a
mesh taken from a  laser scan [] or a shape from silhouette technique [] and a
manually annotated skeleton. For each frame in the sequence, they ĕt their skeleton to
the image evidence by deforming the surface mesh using linear blend skinning. ey
deĕne an image cost function using silhouettes to build correspondences between the
mesh points and image points allowing a least-squares cost formulation for optimising
the skeleton. In the second stage, the mesh is deformed to match the silhouettes from
each camera, this removes the artefacts caused by linear blend skinning. is method
suffers from errors being propagated down the skeleton hierarchy, for example, if the
upper arm is ĕtted incorrectly then the lower arm will also be ĕtted incorrectly. Gall
et al. [] overcome this by incorporating a global inference step when the system fails
to ĕnd a limb. For example, if the lower arm does not match the image evidence suffi-
ciently, then a global inference procedure will be used to ĕt the entire arm. is greatly
reduces the requirement for manual intervention in their system. ey also enrich the
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image measurements by incorporating texture correspondences using the  algo-
rithm []. Liu et al. [] have extended the above system to track two interacting
characters as they perform activities such as dance and martial arts. ey use a seg-
mentation technique to assign each pixel to one of the characters, allowing each to be
tracked individually.

e above techniques rely on usingmultiple cameras to resolve the depth ambiguity
that results from a single view of human motion. ese ambiguities cause singularities
in the optimisation problem solved when ĕtting a  human body model to a single
image. Morris and Rehg [] introduce a scaled prismatic model which is a  repre-
sentation of human pose. e model does not suffer from the same singularities as a
 model when ĕtting to the image data. Using offline training data, they learn a map-
ping from this  model to  human pose. Howe et al. [] take a similar approach
and use a mixture of factors model to map from their  tracking model to  pose.

Sminchisescu and Triggs [] derive a second order image likelihood function al-
lowing them to obtain a covariance representing the uncertainty over each pose vari-
able. ey use this covariance to focus their search along the dimensions which have
greater uncertainty caused by image ambiguities. ey also incorporate a number of
model constraints directly into their optimisation problem. ese constraints include
hard joint angle limits, stabilisation priors, an inter-body penetration penalty and an-
thropometric shape priors.

.. Pictorial Structure Models

Pictorial structure models perform human pose estimation by optimising the location
of individual body parts in the image plane. In a similar fashion as above, pictorial
structure models maximise p(y|x) the probability of the pose y conditioned on the
image evidence x. However instead of generating samples from a prior over the pose
as with a generative model, the inference problem is formulated as a tree-structured
graph G(V,E), where the vertices V are the body parts, and the edges E capture the
spatial relationships between each body part. e objective function that theymaximise
is given by

p(y|x) ∝ p(x|y)p(y) =
∏
i

p(fi|yi)
∏

(yi,yj)∈E

p(yi|yj) (.)

where yi refers to the parameters of an individual body part i, and fi is an appearance
model for that body part. e parameters for each body part yi consist of the location
and orientation of the body part. e appearance term, p(fi|yi), captures how well the
conĕguration of part i matches the image evidence. e pose prior, p(yi|yj), models
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the likelihood of body part i in position yi given that body part j is in position yj .
Dynamic programming techniques [, ] are used to maximise the objective function
(.).

Ramanan [] learn offline edge intensity templates for each body part and model
the pose prior using distance histograms. is allows the pose model to represent a
wide range of poses. Ferarri et al. [] extend this model obtaining an initial location
and scale for the head and torso using a human detector []. ey then use this ap-
proximation to run grab-cut segmentation [] to identify which image pixels belong
to the subject and which belong to the background. A colour histogram appearance
model is build from the foreground pixels, and they use a pictorial structures model
as in []. ey also experiment with adding spatial-temporal priors, using a previous
image frame to initialise the pose search.

Andriluka et al. [] model their pose prior using a Gaussian distribution by trans-
forming the part locations into a space representing their relative angles. In this space
the body part relationships are approximately Gaussian and it allows efficient inference
using convolutions. eir appearancemodel consists of body part detectors using shape
context descriptors extracted from sliding windows and an AdaBoost classiĕer [].

Johnson and Everingham [] introduce a mixture of pictorial structure models.
ey cluster the pose of their training set and represent each pose cluster with a different
pictorial structuremodel. is allows theirmodel to handle awide range of poses. eir
appearance model consists of a cascade of classiĕers using  descriptors [] and
support vector machines [].

Wang et al. [] use the Poselets concept [] to build an appearance model for their
pictorial structure model. ey learn a hierarchy of Poselets where each Poselet votes
for a body part location. eir pictorial structure model then infers the location of each
body part from the Poselet detections.

2 . 2 DISCRIMINATIVE HUMAN POSE ESTIMATION

Discriminative pose estimation attempts to directly model the mapping from image
evidence to subject’s pose p(y|x). is requires a training set of images with annotated
pose to build an exemplar set. An image feature is extracted for each of the training
examples which attempts to capture the information relevant to estimating the human
pose. For an image feature x the predicted pose y is obtained using a mapping

p(y|x) = f(x) (.)
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where f() is a mapping learnt from the image features extracted from the training im-
ages X = {xi}Nn=1 and their annotated poses Y = {yi}Nn=1. However the mapping
f() is not strictly functional due to the ambiguities inherent in mapping directly from
the image to the pose space. As such, f() is oen modelled by multi-modal regression
techniques that are able model the ambiguous relationship between the image features
and the subject’s pose.

ese methods work on each image frame individually, and so don’t suffer from
problems of losing track of the subject and requiring initialisation as with generative
models. e mapping f() also tends to be very fast at predicting the pose of a test
image, in exchange for computationally demanding offline learning procedures. In this
section we give an overview of research into the image features x used to capture the
pose information, the models used to learn the mapping p(y|x) and ĕnally models for
incorporating dynamics into a discriminative framework.

.. Image Features

e image features used for discriminative pose estimation are largely derived from
those used for object detection. One of the earliest attempts at discriminative pose esti-
mation [] extracted shape context descriptors [] from silhouettes and clustered them
using -means. e cluster centres are used to form a codebook following a bag-of-
words approach, where each entry captures a distinctive shape contained in the training
images. To form an image feature the shape context descriptors extracted from each im-
age are histogrammed with respect to the codebook. e histogramming is performed
by centring a Gaussian on each codebook entry, allowing each extracted descriptor to
vote soly with respect to the codebook entries. A relevance vector machine was then
used to model the mapping between the histogrammed descriptors and the pose.

Ning et al. [] introduce a novel descriptor inspired by the shape context descriptor
that encodes local shape from image gradients as opposed to silhouette points. is
allows their features to be applied to grey-scale images, removing the dependency on
silhouette extraction. For each cell in the descriptor they extract the dominant edge
orientation and itsmagnitude to build a representation of local shape. ese descriptors
are then clustered along with their (x, y) locations in the training images to form a
codebook. Instead of centring a Gaussian on each codebook, they learn a Mahalabonis
distance which represents the relevance of the individual descriptor components. A
Bayesian mixture of experts model [] is used to learn the mapping to the pose space.

Sminchisescu et al. [] evaluate two alternative features built from  descrip-
tors []. e ĕrst feature is constructed by densely sampling  descriptors from a
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bounding box around the subject to form a  vector. e second feature clusters
extracted  descriptors to form a bag of words model as outlined above. ey train
their method on pseudo-synthetic images, where a synthetic human is rendered on to
real images. ey show that the densely sampled feature outperforms the bag-of-words
model when there are cluttered backgrounds using their Bayesian mixture of experts
model. ey suggest that this is because the background clutter is distributed among
the useful informationwith the bag-of-words feature. With the densely sampled feature,
the useful information and clutter are represented in different feature vectors, and the
learningmodel is able to separate them through learning linear weights for each feature.
e disadvantage of this feature is that the high dimensionality will cause difficulties for
some regression techniques.

Kanaujia et al. [] review a collection of hierarchical features, where low level image
cues are repeatedly combined to produce robust image features. ese features include
 [] and hyperfeatures [].  features are biologically inspired features which
are designed to match the visual cortex of primates. ey use a set of manually selected
Gabor ĕlters to extract low-level image features. ese features are then pooled using
hierarchical max operations to obtain a low dimensional representation. Hyperfeatures
use a hierarchy of local bag of words models to produce scale and translation invariant
features. At the base level,  descriptors are densely extracted for the entire image.
ese descriptors are clustered in local regions to form a codebook for each portion
of the image at level n of the hierarchy. e features for each spatial block within a
region are histogrammed with respect to the codebook to create a set of higher level
features. is process repeats, using the histogrammed features from level n to produce
a codebook for level n + 1. e features extracted from multiple levels can then be
combined to form a single feature vector.

Kanaujia et al. [] show that these features are effective for human pose estimation
tasks when using a mixture of experts model. In order to extract relevant informa-
tion from their features they experiment with canonical correlation analysis () []
and relevant component analysis () [].  learns a set of linear basis functions
that project their features and pose data to maximise their joint correlation. is has
the effect selecting relevant features for their pose prediction.  is used to learn a
Mahalabonis distance to give the distance between two feature vectors d(x,x′) as an
unnormalised Gaussian with covarianceD. e diagonal values ofD represent the rel-
evance of the individual features of x to the pairwise distance. ey show that utilising
these techniques are able to reduce the sensitivity to background clutter.

Extracting silhouettes has shown to be a very useful technique for improving the
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accuracy of discriminative pose estimation [, , ]. However, accurate silhouette ex-
traction is oen difficult and requires a backgroundmodel. Poor quality silhouettes can
strongly degrade the pose estimation accuracy. Ionescu et al. [] incorporate silhou-
ette extraction into the pose estimation procedure. ey use the constrained parametric
min-cuts segmentation algorithm [] to obtain ranked segmentations of the human
from the background. e ranking is given by a learnt quality function which scores
how accurate each candidate segmentation is. e segmentation quality function g()

is jointly learnt alongside a regression function f() to map the feature extracted from
the segmentation to the subject’s pose. e predicted pose is then obtained by choosing
the segment that maximises the segment quality function, and using that silhouette to
predict the pose

y = f(argmax
i

g(xi)) (.)

where xi denotes a feature extracted from silhouette i. ey show that this method is
able to accurately estimate the pose of humans in cluttered scenes.

e recent availability of structured light depth cameras through theMicrosoKinect
platform has enabled the use of depth features [, ]. ese cameras give a very accu-
rate depth image allowing easy background segmentation, operation in dark environ-
ments and invariance to subject colour variations. Depth features use pixel wise depth
comparisons to represent the local  structure of the image. e features extracted
for each pixel, p, are the set of depth disparities of neighbouring pixels selected using
random offsets from p. ese features are used to train a random forest classiĕer which
classiĕes each pixel into one of  body parts. e output of the classiĕer is a proba-
bility map for each body part giving the likelihood distribution over its location on the
surface of the subject. Mean-shi clustering is used to locate each body part’s position
from its probability maps.

.. Appearance Models

e mapping from the extracted image features to  pose is multi-modal due to am-
biguities in inferring  pose from  images. It also contains large amount of noise
caused by shadows, clothing and noisy backgrounds. As such, appearance models must
be able to represent these properties in order to give an accurate predictive distribution
over the pose.

Agarwal andTriggs [] evaluate the use of regressionmethods based on sparse linear
models. ese models give a prediction for the pose y as a linear function of the image
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features x
y = WTϕ(x) + b+ ϵ (.)

where w is a set of learnt weights, ϕ(x) is a feature transformation function, b is a
constant bias and ϵ is a noise process. In its simplest form, the feature transformation
function such that ϕ(x) = x which gives y as a linear function of x. To model a non-
linear mapping a kernel function k(x1,x2) can be used, in which case the predictive
function for the ith pose variable is

yi =
N∑

n=1

wn,ik(x,xn) + bi + ϵ (.)

where x is the test feature and xn are the training examples. A kernel function can take
on many forms, but it typically represents the distance between x1 and x2 as an inner
product. In this formulation the weights wn,i control the inĘuence of each training
example on the prediction.

Sparse linear models such as the support vector machine () and relevance vector
machine () place priors on the weights to push them towards zero. In the linear
formulation, this has the effect of removing irrelevant features from the pose prediction.
In the kernel formulation, this has the effect of selecting only the most relevant training
examples for pose prediction, allowing for very fast inference. Agarwal and Triggs []
evaluate both linear and kernel models where the weights are learnt using standard least
squares, a  and a  and show that kernel  gives the best performance for 
human pose estimation. ey show that a  is able to give very similar performance
but with much sparser solutions, only requiring  of training examples, compared to
 with a .

ese models have the limitation that they only give one predictive mode, their pre-
dictive distribution is typicallyGaussian, with themean and variance given byN (y|wTϕ(x),Σ)

where Σ is given by the noise process ϵ in equation .. A mixture of experts model
[, ] overcomes this issue bymodelling the predictive distribution as a weighted com-
bination ofK linear models

p(y) =
K∑
i=1

πiN (y|wT
i ϕ(x),Σi) (.)

where πi is a weight assigned to each expert using a logistic regression model. ese
models have received a lot of attention in human pose estimation [, , , , ,
, ]. e experts can consist of linear models [, ], relevance vector machines
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[, ] or support vector machines []. Kanaujia and Metaxas evaluate different for-
mulations for learning the expert weights πi including iterative re-weighted least squares
and Bayesian multi-category classiĕcation. Sminchisescu et al. [] use a generative hu-
man body model to evaluate the weights for each expert. ey show that when com-
bined with densely sampled  descriptors, incorporating the generative model leads
to a signiĕcant improvement in pose estimation accuracy.

e main limitation with the kernel based linear models is that selecting the form
of the kernel function must be done through cross-validation. In order to train these
models, kernel parameters along with regularisation parameters must be chosen to get
a good trade off between data ĕt and generalisation. Another limitation is the formu-
lation of how the predictive variance, Σ, is obtained. When a test point is sufficiently
far from selected training examples used as basis functions, the predictive variance col-
lapses towards zero which can lead to conĕdent but incorrect predictions.

AGaussian process () [] overcomes these limitations by giving a likelihood over
the kernel function. is allows kernel parameters to be optimised using gradient based
optimisation techniques. is also enables the use of kernels where each dimension of
the input features can be given a different kernel length scale, allowing relevant features
to be selected. Further, the predictive variance does not collapse towards zero when
the test feature lies outside of the training set. However, a  can only represent a uni-
modal function and requires O(N3) training time to optimise the kernel parameters.
is limits their use to small data sets.

Zhao et al. [] show that a  can give comparable performance to a mixture of
experts model on human pose estimation. To overcome the limitations outlined above,
Urtasun andDarrell [] construct online local Gaussian processes centred around each
test point. When predicting the pose of an unseen test point, they construct a  for the
K nearest training points ϑi, i = 1, . . . , K . Each online model is constructed from the
S points closest to ϑi in the pose space. e parameters for the model are taken from a
set of Gaussian processes trained offline on local regions of the data set. e prediction
is given as a mixture of Gaussian distributions, where the prior for each component is
computed as a function of its inverse variance. By constructing online local Gaussian
processes, themodel is able to scale to large data sets andmodelmulti-modalmappings.
However, using the predictive variance to set the component weights causes the model
to bias its predictions to the modes with less uncertainty in the data. e online model
construction also makes test inference slow as it requires computing and inverting a
new kernel matrix for each online test point.

Bo and Sminchisescu [] propose twin Gaussian processes as a way of learning the
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structure of the outputs. Gaussian processes only give a prediction over a single output
variable, so for pose estimation an individual  is learnt for each joint [, ]. is
has the disadvantage that the prediction of each joint is independent, possibly resulting
in a prediction where one joint doesn’t match the rest of the subject’s pose. Bo and
Sminchisescu jointly learn two Gaussian processes, one to model the pose predictions
and one tomodel the structure between each of the joint predictions. is has the effect
of enforcing the model to predict entire poses, rather than independent joints. ey
show that this model outperforms a single  on the HumanEva data set [].

Ek et al. [] use aGaussian process latent variablemodel () to performhuman
pose estimation as a relational mapping between the image features and the pose. A
 [] learns a set of latent points, Z, which form a non-linear low-dimensional
representation of a variable,Y, by optimising a  likelihood p(Z,Y|θZ→Y ). e latent
points Z are jointly optimised along with the  parameters θZ→Y which represent the
mapping from Z → Y. Ek et al. [] learn a shared latent space, where each latent
point zn ∈ Z is associated with a training image feature xn and its corresponding pose
yn. e latent space is constrained such that each latent point corresponds to a single
point in the pose space, forcing all the multi-modality to be captured in the mapping
from the latent space to the image feature space. Inferring the pose from a test image
consists of ĕnding the latent point that maximises the  likelihood of the latent point
to the observed feature

ẑ = argmax
z∗

p(x∗|z∗,X,Z, θZ→X) (.)

where x∗ is the test feature, z∗ is a latent point and θZ→X are the  parameters for
the mapping from latent to feature space. e corresponding pose, ŷ∗, is then found
by mapping the optimal latent point ẑ into the pose space using the Gaussian process
prediction

ŷ∗ = Ey∗

[
p(y∗|ẑ,Z,Y, θZ→Y )

]
. (.)

While this technique is able to model the multi-modal mapping from image to pose, it
still requires learning Gaussian process models to represent the entire data set, resulting
O(N3) training complexity, and limiting it to small data sets.

Memisevic et al. [] take a similar approach using shared kernel information embed-
ding () to learn a shared latent space between the image features and the pose. ey
represent the features X, pose Y and latent points Z using Gaussian kernel densities.
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For example the density over the feature space is given by

kX(x,x
′) = exp

{(x− x′)2

2σ2
X

}
. (.)

To map from the feature space X to the latent space Y a conditional distribution is
derived from the corresponding kernel densities

p(z|x) =
N∑

n=1

kX(x,xn)∑N
j=1 kX(x,xj)

kZ(z, zn). (.)

which gives the probability of observing a latent point z given a feature x. is is a
bi-directional mapping, allowing conditional densities to be derived between (X, Z)
and (Y, Z) in both directions. e kernel parameters representing each space σX and
σY are selected using the average nearest neighbour distance in the training data. e
kernel parameter for the latent space σZ is arbitrary as it just has the effect of scaling the
entire latent space.

Learning in the model requires optimising the set of latent points zn ∈ Z to max-
imise the regularised joint mutual information between the two mappings

Ẑ = argmax
Z

{
I(X,Z) + I(Y,Z) +

λ

N

N∑
n=1

||zn||2
}

(.)

where λ controls the amount of regularisation. is is set using an annealing proce-
dure, initialised as a large value and decreased as the model is trained. e value that
minimises the error on a validation set is chosen for test inference. Test inference uses
the same principal as the shared  of Ek et al. []. First the most likely latent
point ẑ is identiĕed by maximising p(z|x∗). is latent point is then used to ĕnd its
corresponding pose ŷ = argmaxy∗ p(y∗|x∗).

eir approach is O(N2) compared to O(N3) for the , allowing it to be ap-
plied to much larger data sets. ey demonstrate the use of online local models centred
around each test point. ese models take the  nearest neighbours in the input space
and learn a local  online. ey show that both local and global models out perform
 on the Poser data set [].

Shotton et al. [] take a segmentation based approach to discriminative pose es-
timation. By using depth images obtained from the Microso Kinect structured light
camera, they approach the pose estimation problem by attempting to segment individ-
ual body parts in the  surface image. ey identify  body parts which represent
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small regions of the body and use a random forest classiĕer to segment each of these
body parts from a depth image.

Using depth features, they obtain a probability of each pixel belonging to each body
part by using a random forest classiĕer []. A random forest classiĕer is an ensemble
of binary decision tree classiĕers. Each tree classiĕer consists of split nodes and leaf
nodes. Split nodes use a test function f(x, λ) → {0, 1} to propagate an input feature,
x, down to the next layer of a binary tree by selecting its le or right sub-tree based on
the parameter λ. ese functions can take on a number of forms, the most common is
an axis-aligned split which applies a threshold (λ) to a subset of the features in x. e
leaf nodes contain stored predictions over the target variable. In the classiĕcation case,
they typically store class histograms which give the probability for a pixel reaching that
leaf node belonging to each class.

Decision tree classiĕers are well known to over-ĕt their training data, creatingmod-
els that don’t generalise well to test data. Random forests train an ensemble of trees
where each tree is trained on a random permutation of the original training data and
a limited parameter set. e prediction from a random forest is made by taking the
average over each individual tree’s prediction.

Shotton et al. [] train their decision trees by learning split functions which thresh-
old the depth disparities at each pixel. e trees are trained in a hierarchical manner,
recursively selecting the best parameter that splits the data at each node in the tree up to
a ĕxed depth. Each pixel of each training image is assigned a class label denoting which
body part it belongs to and the set of all pixels are used to train each tree.

To obtain a pose estimate, a skeleton is ĕtted to the identiĕed body parts by offsetting
the joints by a ĕxed distance into the depth image. ismethod performs pose inference
in the image space in a similar fashion to a pictorial structures model. is means that
unlike other discriminative models described in this section, it is unable to infer a 
pose from a  image.

Girshick et al. [] extend the above to use regression forests. Instead of storing a
set of class probabilities at each leaf node, they store a vote towards a  joint position.
e votes are given as  offsets from the classiĕed pixel. ey use the same classiĕca-
tion metric as Shotton et al. [] to learn the structure of the trees. e hough voting
procedure similar to [] is used to obtain a set of candidate joint locations from the
votes. Using regression forests in this way achieves greater accuracy with less training
samples and gives faster test inference. is technique has also been applied to  upper
body pose estimation on  images using colour histogram features instead of depth
disparities [].
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esemethods [, , , ] infer the joint positions in the image space, requiring
 depth images to infer  pose. While it would be possible for [, ] to infer 
pose from a  image, none of the above papers evaluate how well this performs. As
such, they can’t be directly compared to the other discriminative techniques outlined
above [, , , ], which infer the  pose from a  image.

.. Dynamics Models

Dynamics models are not as common in discriminative pose estimation as they are not
so strictly required as with generative models, and they are more difficult to combine
with discriminative appearance models.

Agarwal and Triggs [] learn a second order autoregressive dynamics process to
resolve the ambiguities in their appearance model. ey combine the dynamics and
appearance by conditioning their appearance model on both the image features and the
propagated pose. is has the effect of resolving the multi-modality of the appearance
model by conditioning it on a predicted pose propagated from a previous frame. ey
integrate this model into the  [] framework by using their discrimi-
native predictive distribution to evaluate particle likelihoods. It should be noted that
this differs to the traditional generative usage of the  framework where
particles are evaluated using an expensive image likelihood function. Instead particles
are evaluated using the Gaussian prediction of the combined appearance and dynamics
prediction from the discriminative regression model. ey show that this model is able
to improve their tracking performance compared to a discriminative appearancemodel
alone.

ayananthan et al. [] use a model that works in a similar fashion to a particle
ĕlter, where they maintain L pose estimates which are propagated using Kalman ĕlters.
At each frame, they obtainK pose estimates from a bank of relevance vector machines
conditioned on the image features. ese are combined with the dynamical predictions
to formL×K predictions for each frame. A generative style image likelihood function
is then used to weight each prediction and the best L predictions are then propagated
to the next frame. is model uses a discriminative model to predict a set of pose hy-
potheses for each frame, and then a generative image likelihood model to select which
hypothesis are propagated. e image likelihood model needs to be speciĕcally devel-
oped for each data set.

Sminchisescu et al. [] introduce a probabilistic framework for incorporating a
dynamics prediction with a discriminative appearance model. ey use a mixture of
experts model which is conditioned on both the image features and the previous pose.
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is gives a predictive distribution over the pose as a mixture of Gaussian distributions
conditioned on the image feature and the previous pose estimate

p(yt|xt,yt−1) =
K∑
i=1

πiN (y|µi(xt,yt−1),Σi(xt,yt−1)), (.)

where µi(xt,yt−1) and Σi(xt,yt−1) are given by a Bayesian mixture of experts model
[, ]. To incorporate this into a dynamics framework, they maintain L pose hy-
potheses for each frame. To predict a new frame, they make a prediction using their
mixture of experts model conditioned on the image feature xt+1 and the L pose hy-
potheses for yt. is results in L ×K Gaussian predictions which are clustered using
a variational approximation scheme [] to obtain L predictions for frame t+ 1. ey
demonstrate that this dynamics framework improves their tracking results on some of
their more complex sequences.

2 . 3 DISCUSSION

In this chapter we have given an overview of techniques for human pose estimation.
Generative models which explicitly model the appearance of the subject perform well
in controlled environments and tend to be the best at generalising to new poses. ey
infer the pose by rendering pose proposals into the image space and evaluating an im-
age likelihood function. is function is oen expensive to evaluate and is typically the
bottleneck of such systems due to the high number of required evaluations. Dynamics
models are of crucial importance to give a compact proposal distribution. When de-
ployed in a monocular setting, the problem is less well formulated leading to a more
complex pose distribution. ese models have an even higher dependence on dynam-
ical models and other constraints in order to keep the problem tractable.

Pictorial structuremodels attempt to estimate the  pose of the subject in the (x, y)
image space. ey model human pose as a tree-structured graph where each body part
has a discrete location and rotation. Graph inference techniques are used to optimise
an objective function which captures the likelihood of each part at a particular image
location and orientation and the relationships between neighbouring body parts. ese
models are able to perform strongly in unconstrained environments with noisy and
cluttered backgrounds. However they are only able to estimate poses encountered in
an offline training set and are computationally expensive to ĕt.

Discriminative models, as used in this thesis, attempt to model the subject’s pose
directly by learning a mapping from an image feature to the pose space. ese methods
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use an offline training set to learn amodel which directly maps from an extracted image
feature to the pose space. ese models are typically very fast for inferring the pose of
a test image, and are able to operate on individual images, without requiring dynamics
models. While these techniques don’t require a dynamics model, it has been shown that
incorporating a dynamics constraint can improve tracking in some situations. emain
limitation of discriminative models is their dependence on a training set consisting of
pose annotated images. ey are unable to infer the pose of images which contain un-
seen poses. Microso Kinect has shown that with a large corpora of training data and
reliable image features discriminative techniques can be used in a commercial motion
capture setting.
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Data Representation 3
In this chapter we discuss the data representation and problem setting which we use to
evaluate the methods contributed in this thesis. We look at the problem of discrimina-
tive pose estimation – estimating  human pose directly from a monocular image. In
§. we show how human pose can be represented in a form suitable for monocular hu-
man pose estimation. §. covers the image features and segmentation techniques that
are used to evaluate our models and ĕnally §. covers the data sets used for evaluation.

3 . 1 REPRESENTING HUMAN POSE

We wish to model articulated human pose, that is the position of all the limbs of a per-
son as they perform an activity. e pose can be broken down into two components,
the global position and orientation of the skeleton, and the articulated conĕguration of
the skeleton. For representing the articulation of the skeleton there are two dominant
representations, joint angles – where a kinematic skeleton is constructed and the pose is
represented by a -dimensional rotation at each joint, and joint positions – where each
joint represents a -dimensional vector offset from an origin in  space.

e joint angles approach has the advantage that a pose expressed as joint angles
is independent of intra-subject variations such as limb-lengths and height. A given
pose can be mapped onto skeletons with different proportions, still expressing the same
pose. is is a valuable property for modelling human actions, where the action mod-
elled should be relatively independent of the person performing it. In the context of
discriminative pose estimation, a kinematic skeleton can have undesirable properties
due to errors propagating down the kinematic tree. For example, if there is an error in
the estimated joint rotation for the shoulder joint, this error effects the position of all
joints on that arm. is effect has a large impact on applications which require the 
position of the hand, such as manipulating virtual objects.
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We take the same approach to representing human pose as Memisevic et al. []
and represent the pose as joint positions, a -dimensional vector encoding the joint’s
location relative to subject’s root joint. is representation is very Ęexible as it does
not require a skeleton to be built for each subject. Instead each joint is represented
independently, removing the problem of errors propagating down the kinematic tree.
is is a natural choice for discriminative pose estimation for which a large proportion
of models estimate the location of each joint independently [, , , , ].

While suitable for pose estimation, this representation is less suitable for building
generic gesture models for recognising and categorising human gestures. Fortunately
converting between joint positions and joint angles can be performed in a closed form,
allowing the pose estimated in joint positions to be converted to joint angles, and vice-
versa.

We select the base of the subject’s spine as the root joint, and rotate the joint positions
into a coordinate frame that is independent of the camera viewpoint. is is performed
by using the camera’s extrinsic parameters to rotate the joints into a coordinate frame
where the  and  axes lie in the image plane, and the  axis represents the depth of
the joint from the camera. is allows images frommultiple cameras to be combined to
learnmodels from a large training set of different subjects from different camera angles.

is representation has been chosen for it’s relative simplicity and ease of interpre-
tation. e models used in this paper are independent of the pose representation, and
discriminative pose estimation techniques have shown to be effective on a wide range
of human pose representations [, , , ]. We model the  articulated pose of
the subject centred around their root joint. We assume that the global location of the
human in the image is obtained using a human detector. is allows our trained pose
estimation model to be invariant of the location of a human in the scene.

For the purposes of our learning algorithms, the ith joint can be represented as a 
vector yi = [xi, yi, zi]. We concatenate these vectors to form a complete pose vector
y = [y1, . . . ,yJ ] to represent the entire human pose.

.. Smoothing Hand Annotated Pose

Many pose estimation data sets have ground truth information which has been anno-
tated by hand. is gives a noisy pose signal caused by the inconsistencies in the anno-
tator’s placement of the joints in each image. We smooth the pose signal of each joint
using a linear low-pass ĕlter Ƭ. is removes the high-frequency jitter from the pose

Ƭintfilt from the M package, using parameters l = , p =  and α = ..
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signal, leading to visually smoother pose annotations. e cut-off frequency is manu-
ally selected to smooth the pose data without losing the articulation of the underlying
pose.

.. Calculating Pose Estimation Errors

To evaluate pose estimation models we need to calculate an error measurement that
reĘects how close a predicted pose x′ is to the ground truth pose x. In this thesis we
follow [] and use the mean absolute error () given by

MAE =
D∑
i

|xi − x′
i|. (.)

where i indexes the individual components of each joint’s position,D is the total num-
ber of dimensions in the pose representation. is gives the estimation error for a single
frame in the sequence. To compare the performance of different models we compute
this error metric for each frame, and then give the mean and standard error over the
entire sequence. e units of the metric are either given in millimetres or pixels, de-
pending on the underlying pose representation of the data set. e standard error is
calculated as

SE =
σ√
n

(.)

where σ is the standard deviation of the mean absolute error of a sequence, and n is the
number of frames in the sequence.

3 . 2 IMAGE FEATURES

For discriminative human pose estimation, an image representation is required that is
able to capture information relevant to discriminating the pose of the subject, while
suppressing background noise and maintaining a relatively low dimensionality. is is
performed by extracting an image feature which applies a transformation to the image
signal, followed by some high level processing. e features used are commonly adapted
from the object detection literature, which shares common requirements. In this section
we discuss the image features used in this thesis and discuss their relative merits.

.. Bag of Words

ere exist a number of local image descriptors that represent the local shape surround-
ing around a point of interest in an image. ese descriptors include  [], shape





3.2 IMAGE FEATURES

context [] and histogram of oriented gradient () [] descriptors. Each of these
descriptors represent an image patch using a ĕxed size vector.  and  descrip-
tors represent a histogram of edge orientations in spatial cells located around a centre.
ese can be applied directly to a grey scale or colour image to obtain a representation
of the edge information in that image patch. Shape context descriptors represent his-
tograms of contour points in log-polar cells distributed around a point of interest, and
are typically applied to silhouette images [].

ese descriptors represent local image patches which represent the local shape
around a central point. To build a representation for an entire image of a human we
must combine descriptors sampled at many locations in the image. A simple approach
for performing this is to densely sample the descriptors on a regular grid [, , ].
However choosing the size of each descriptor leads to a trade-off between having fea-
tures of very high dimensionality ( in []) or having a course image representa-
tion.

To overcome this problem, a bag-of-words model builds a histogram of local de-
scriptor responses to represent each image. e histogram bins consist of a codebook
– a set of exemplar descriptors that are obtained by clustering a large set of descriptors
extracted from a set of training images. For a set of N training images I1:N , the de-
scriptor set d(n) extracted from each image are concatenated and clustered using the K-
means algorithm. Each of theK cluster centres are used to form the codebook entries,
C = {ci}Ki=1. Each entry ci represents a distinctive and informative shape observed in
the training set.

An image feature xn can be computed by histogramming the descriptors d(n) ex-
tracted from image n with respect to the codebook C. To construct an image feature,
we ĕrst assign each descriptor in d(n) to it’s nearest codebook entry. We represent this
using an index vector d′ whose jth element is given by

d′
j = argmin

i∈D
|d(n)

j − ci|, (.)

where d(n)
j is the jth descriptor from image n. e ith element of the image feature xn

is then computed as the number of descriptors which are closest to codebook entry ci

xn,i =
∣∣{i : j ∈ d′, i = j}

∣∣ (.)

Each image feature xn is normalised,
∑

i∈K xn,i = 1, such that the feature is invariant
to the number of descriptors extracted from each image. Image features are computed
for test images using an analogous process, using the same codebookC extracted from
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the training set.
e focus of this thesis is on the learning models to infer the pose, as such we

construct our bag of words features following the conĕguration of other researchers
[, , ]. e local descriptors that we extract for each image depend on the data set.
For the Ballet and HumanEva data sets where silhouettes can be extracted we use shape
context descriptors sampled from every point on the silhouette contour [, ]. For
the sign language data set the dynamic background prevents background subtraction
from being performed. As such, we use  descriptors sampled from interest points
identiĕed using the difference-of-Gaussian technique from the original  algorithm
[]. Using this technique the number of descriptors is determined by the default 
algorithm parameters.

To construct the code book, we use -means clustering [, , ] and create a code-
book consisting of  entries following [, ]. For large data sets, the number of
descriptors extracted from all training images can grow too large for clustering. In such
situations we follow [] and cluster , descriptors randomly sampled from the
complete set.

.. Hierarchical Features

Another popular class of features hierarchically pool information from low level features
to form high level descriptive features that offer a degree of invariance to low level noise
[]. In this thesis we use the  feature which is a biologically inspired model built
to represent the visual cortex of primates. It has shown to give very high performance
for both object recognition [] and human pose estimation [, ].

e  features are built from a hierarchy of alternating sets of simple and com-
plex cells. e simple cells, (, ) are ĕlter operations which extract information from
the image layers, and the complex cells, (, ) pool this information using a local max
operation to give some local scale and transformation invariance. e layers used for
feature computation are applied in the order , , , . e process is illustrated in
ĕgure ..

e  layer consists of a bank of Gabor ĕlters at a range of scales and orientations
which have been selected using the same stimuli used to probe biological neurons [].
ese ĕlters are arranged into  scale bands, with each band containing ĕlters of two
sub-scales and  orientations. For example, the ĕrst scale band contains ĕlter sizes of 
and  pixels at  orientations. e second scale band contains ĕlter sizes of  and 
pixels. e input image is processed with all ĕlters from all scale bands to give a set of
response images.
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e  layer is formed by taking local maxima from the responses of the  layer.
e response for a pixel in scale band i and orientation θ in the  layer is computed
as the maximum value of  taken from the sub-scale responses in band i, over a local
grid of sizeΣi. is has the effect of giving the output of the  units invariance to local
transformation and scale effects. e output of the  layer consists of the local maxima
response images for the  ĕlter bands at  orientations.

e  layers randomly select a set of ĕxed size patches from the  responses at
all scales and orientations to form the centres of  basis functions. ese ĕlters are
applied to each scale band and orientation to obtain a set of response images for each
patch. We use patches of sizes × , ×  and ×  and extract  (K in ĕgure
.) patches per size resulting in  patches in total.

Finally, the  layer performs a maximum over the orientations, positions and scale
for each patch from the  layer. e output from each scale band is concatenated to
form a  feature vector describing the image. In a similar fashion to the bag of
words features above, each feature element corresponds to a local shape observed in the
training images. emagnitude of its value is proportional to the strength of the shape’s
observation in the current image frame.

.. Background Subtraction

Many discriminative pose estimation techniques extract the subject’s silhouette to iso-
late background image information from the subject [, , ]. is is performed us-
ing motion segmentation techniques, where the subject’s movement is used to identify
which pixels belong to the subject, and which pixels belong to the background. In this
thesis, we evaluate our models both with and without background segmentation.

We use the background segmentation technique of Zivkovic [] as implemented
in OpenCVƭ which uses Gaussian mixture models () to build a model of the back-
ground colour distributions. e probability distribution of a pixels colour is given by
by aK component 

p(pi) =
K∑
k=1

πkN (pi|µk, σkI) (.)

where µk and σk are the mean and variance of each component. e mixture compo-
nents are estimated online as new images are observed. emodelmaintains a set of the
T most recent images It−T :t which are used to train the  parameters at each pixel.

ƭhttp://opencv.willowgarage.com/wiki/
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Figure 3.1: Illustration of HMAX features. Image is processed through a hierarchy of simple
ölter layers, S1, S2 and complex maximisation layers, C1, C2. This yields features that have
high invariance to local scale and rotation. See text for details.
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Typically themodel is initialised using a sequence of empty frames such that p(pi)mod-
els the background colour distribution. When a foreground object enters pi indicated
by a signiĕcant change in the pixels colour, the model creates a new  component
with parametersπk, µk+1 andσk+1. e aimof the algorithm is to detect this new colour
as belonging to a separate foreground object. is is done bymodelling the background
using the L components with largest mixing priors

p(pi|B) =
L∑
l=1

πϑl
N (pi|µϑl

, σϑl
I) (.)

where ϑ stores a list of component indices sorted in descending order of πk.
is model makes an online judgement about whether each pixel belongs to the

foreground or background. It works on the premise that each pixel belongs to the back-
ground for the majority of the sequence, and is able to detect a foreground object when
the pixels colour changes. is gives it the property that if a foreground object enters
the scene and remains static for a sufficient period of time, it will eventually become the
dominant component of (.) and be modelled as background.

To segment our sequences we initialise the above model on a sequence of frames
of a empty scene without the subject present. is allows the mixture models at each
pixel to learn the background colour distribution. e subject can then be detected as
foreground when they enter the scene. To achieve satisfactory results we use a Gaus-
sian ĕlter to smooth our images before running the background subtraction and apply
morphology techniques to close internal holes in the silhouette. To ensure that our
silhouette represents the subject alone, we follow [] and use connected components
analysis to select the largest foreground object as our silhouette. Silhouettes are manu-
ally checked for each sequence to ensure that this process has the correct effect.

3 . 3 DATA SETS

We use three data sets to evaluate our contributions in this thesis. e ĕrst is a Ballet
data set []which has been recorded and annotated in the School of Computer Science,
University of Manchester, a sign language data set captured by [] and HumanEva, a
publicly available data set for human pose estimation [].

.. Ballet

eBallet data set consists of  repetitions of a complex ballet choreography performed
by the same dancer. e data set is captured on  cameras which have been used to
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Figure 3.2: Images from the Ballet data set. Left shows an example image, and the right shows
it's extracted silhouette.

obtain annotated  joint positions for the subject. We use  of the sequences for train-
ing, and the ĕnal sequence for testing. is results in  training frames and  test
frames.

To prepare the joint positions for our pose estimation model, we compute a root
joint at the base of the spine by taking the average position of the hip joints for each
leg. e other joints are then given as offsets from the root joint. e extrinsic camera
parameters supplied with the data set are then used to rotate the coordinates into the
camera coordinate frame as described in §.. As this data set has been hand annotated,
we smooth the pose signal as described in §...

We use the background subtraction technique in §.. to obtain silhouettes for the
data set. e model is initialised on approximately  video frames where the scene is
empty. Figure . shows an image from the data set along with it’s extracted silhouette.
As the subject’s movement can stretch to ĕll the majority of the frame, we don’t apply
any crop to the images before extracting the image feature.

.. Sign Language

e sign language data set consists of  frames of footage taken from  television
of a signer interpreting the news. is is a challenging data set due to the fast movement
challenging dynamic background. As this data set has been captured from a television
broadcast, there is no correct partitioning of the data where we have a training and
test set which contain the same behaviours. We evaluate our models by breaking the
sequence into chunks of  frames, and then randomly selecting partitions of these
chunks to form our train and test partitions. We evaluate the models on  random
partitions to reduce any bias introduced by the speciĕc partitioning. e resulting data
sets have  training frames, and  test frames.
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Figure 3.3: Image from the sign language data set. Left shows an example image, and the
right shows the cropped image from which we extract the image feature.

e ground truth annotations are represented as  joint positions expressed as im-
age pixel locations. We model the position of the head, shoulders, elbows, wrists and
the tip of the hands. Due to the ĕxed location of the signer, we are able to crop the image
such that they are centred and we represent the pose as pixel locations in this window.
As this data set has been hand annotated, we smooth the pose signal as described in
§... An image from the data set can be seen in ĕgure ..

Due to the dynamic background, we are unable to use the background segmentation
technique described in §... Instead the image features are extracted directly from the
grey scale image. For the bag-of-words feature, we sample  descriptors following the
different of Gaussian interest point selection in original  algorithm [].

.. HumanEva

e HumanEva data set [] contains multiple subjects and multiple activities and has
been captured speciĕcally for the task of evaluating pose estimation systems. Sequences
are captured using  colour cameras and  grey scale cameras. Pose is given as  joint
positions obtained using a commercial motion capture system. e data set comes with
predeĕned train, validation and test partitions. Since the test data is not made publicly
available, we follow other researchers [] and use the validation set as test data. To
train models, we gather the data from subjects ,  and  using the images from camera
. Camera  is chosen as it is the camera from which we can recover the most reliable
silhouettes.

e pose is represented as joint positions relative to the base of the subject’s spine.
ese joint positions are then rotated to be in the camera’s coordinate frame as in the
Ballet data set. We extract the image feature from a bounding box around the subject to
minimise the effect of background features. is bounding box can be obtained using
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Figure 3.4: Image from the Jog sequence of the HumanEva data set. Left shows an example
image, and the right shows a cropped silhouette image from which we extract our features.

the boundaries of the silhouette. Figure . shows an example image from the data
set and the extracted silhouette. e background subtraction can be unreliable on the
HumanEva data set due to the noisy images and subtle variations in the background and
lighting. Figure . gives some example silhouettes where the background subtraction
has failed. In some cases, this leads to image features extracted from silhouette data to
give poor results compared to those extracted directly from the image.

3 . 4 DISCUSSION

In this chapter we have discussed the speciĕc details on how we represent human pose
while providing some discussion on alternative methods. We have covered the image
features that we used to extract the image information relevant to human pose. Finally,
we have discussed the three pose estimation data sets that are used to evaluate ourmod-
els.
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Figure 3.5: Example silhouettes from the HumanEva data set where the background subtrac-
tion shows signiöcant errors. This can lead to poor pose estimation performance.
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In this chapter we show how Gaussian processes can be used for performing human
pose estimation in a mixture of experts framework. We start by giving a review of mix-
ture of experts models and their use in human pose estimation. In §. we introduce
Gaussian process regression demonstrating how it solves some of the issues with the
regression models used in mixture of experts models. In §. we introduce our model
for using Gaussian processes in a mixture of experts setting. is demonstrates how we
can overcome the limitations of Gaussian processes such that they can be applied in a
human pose estimation setting. Parts of this work have been published in [].

4 . 1 BAYESIAN MIXTURE OF EXPERTS

Discriminative human pose estimation presents a difficult problem for regression tech-
niques. Noise and ambiguity in the image features present the learning model with a
multi-modal and non-linear regression problem. is means that standard linear re-
gression techniques where the pose y is given as a linear function of the features x and
a set of learnt weightsw are unable to learn an accurate mapping. A Bayesian mixture
of experts model uses amixture of linear models tomodel multi-modal problems. Each
expert is an individual linear model that is learnt on a local region of the data set. e
predictive distribution of a Bayesian mixture of experts model is given by

p(y|x, θ) =
K∑
i=1

p(z = i|x)N (µi(x),Σi(x)). (.)
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whereK is the number of experts, µi() and Σi() are the mean and variance of the pre-
diction and are given by a Bayesian linear regression model

µi(x) = wT
i ϕ(x), (.)

Σi(x) = β−1 + ϕ(x)TSiϕ(x), (.)

where Si is the precision parameter of a Gaussian prior placed on the weights w, β is
a precision parameter of the outputs y and ϕ() represents a basis function. Each input
vector x will typically have a ‘’ concatenated onto the end such that the corresponding
weight acts as a bias, allowing the model to represent outputs that aren’t centred around
zero. e role of the basis function is to project the features x into an alternative feature
space to extend the model to being able to model non-linear functions. An example
basis function is a n-degree polynomial function, ϕ(x) = [x,x2, . . . ,xn] where the
resulting vector is formed by concatenating increasing powers of x. is allows the
linearmodel to ĕt polynomial functions. For pose estimation it is common to use radial
basis functions where each function is centred on a training point and ϕn(x) gives the
distance ofx to thenth training point. Basis functions of this form leads to kernelmodels
which we describe in §...

Each expert is given a weight p(z = i|x) using a logistic regression model. is
model selects which experts to use when predicting test points. is is a linear classiĕ-
cation model which maps an input feature x into a set of class probabilities p(z|x). e
probability that a feature x belongs to class i is given by

p(z = i|x) = ev
T
i x∑K

j=1 e
vT
j x

(.)

where vi is a set of weights learnt for class i.

.. Learning a Bayesian Mixture of Experts

Learning a Bayesian mixture of experts model involves learning each of the individual
expertmodels and the logistic regressionmodel to weight the expert contributions. Fig-
ure . shows a graphical model for a mixture of experts model. e algorithm learns
two sets of weights, the expert weights, W, and the weights for the logistic regression
model V. We use θ = {W,V,α, β} to collectively denote all model parameters. A
Gaussian prior with zero mean and variance αi is placed on the weights of each expert,

p(wi|αi) = N (wi|0, α−1
i ).
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Figure 4.1: Graphical model for a Bayesian mixture of experts.

is prior acts as a regularisation term on the expert weights and is necessary to avoid
over ĕtting [, ].

To optimise the model parameters, a latent variable z = {zn}Nn=1 is used to assign
each training point n to belong to an expert i. is variable can be encoded as aN ×K

matrix, where zn,i gives the probability that training point n belongs to expert i. To
represent probabilities all values of zmust lie between  and  and the rows should sum
to 

0 ≤ zn,i ≤ 1,∑
i∈K

zn,i = 1 ∀n ∈ N. (.)

e expectation maximisation () algorithm is used to optimise the model parameters
W and V. is algorithm iterates between two steps. e E-step optimises the latent
variables z with respect to the current value of the model parameters θ, and theM-step
then uses the updated z to maximise the likelihood of the model parameters θ. is
is repeated for a ĕxed number of iterations or until the model’s marginal likelihood
converges as illustrated in algorithm .

e latent variables z are computed by taking the expectation of their distribution
with respect to the rest of the model parameters, thus each value zn,i is calculated as the
likelihood of point n belonging to expert i

zn,i = p(zn = i,xn, θ)p(yn, zn = i|xn, θ), (.)

= p(zn = i,xn, θ)N (yn|µi(x),Σi(x)). (.)

e ĕrst term on the right hand side is the probability assigned using the logistic re-
gression model in (.). ese likelihoods are normalised for each training point as
described in (.).

e model parameters θ are then optimised with respect to the marginal likelihood
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of themodel. is is performed using standard techniques for optimising linearmodels,
except that the inĘuence of each training point is varied for each expert using z. For
example, the optimal weights for each expert are found using

wi = S−1
i

∑
n=1

zn,ixnyn, (.)

where Si is the precision of the prior on the weights, for full derivation see [, ]. us
the latent variables zi = {zn,j : n ∈ N, j = i} allow each expert to only model a local
region of the data set. is is an important property of the  algorithm that restricts
it being directly applied to Gaussian process experts, this will be covered in §..

Algorithm  Expectation maximisation algorithm. M represents the desired number
of iterations.
for all iter = 1→M do

z← E[p(z|X,Y, θ)]
θ′ ← argmaxθ p(Y|X, z, θ)
θ ← θ′

end for

.. Kernel Expert Models

Basis functions allow each expert to model a non-linear mapping by making a non-
linear projection of the input features x. It is common in human pose estimation tasks
to use radial basis functionswhich centre aGaussian distribution on each training point.
Features are then expressed as a set of distances for an input x∗ to each of the training
points xn, ∀n ∈ N . e predictive mean of the linear model can be expressed as a sum
over n basis functions

µi(x∗) =
N∑

n=1

wT
nϕn(x∗), (.)

where we have deĕned ϕn() to be a Gaussian basis function centred around training
point xn. is can also be expressed using a kernel function

k(x,x′) = e−
(x−x′)2

2σ2 (.)

which gives the distance between two points x and x′ as a Gaussian density. e kernel
parameter σ controls the variance of the kernel and is learnt using cross validation.

Cross validation is a technique for estimating the optimal model parameters using
a validation set taken from the training data. For a given model parameter, the model is
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trained using the training data with the validation set removed. e validation set is the
used to estimate the accuracy of the model with the selected parameter. is process is
repeated for a set of candidate model parameters, and the best performing parameter
from the selection is chosen. It is common to use K-fold cross validation, where the
training data is divided intoK partitions. e model parameter is then evaluated with
each K partitions used as the validation set. is ensures that all data points are used
in both the training and validation sets.

emodel parameters evaluated are typically selected from a regular grid in param-
eter space. In order to achieve a reasonable exploration of the parameter space, a large
number of parameters must be evaluated. is leads to an expensive training proce-
dure, as the model will typically have to be trained hundreds of times, using different
parameters and validation sets. Tomakematters worse, some kernel linearmodels, such
as the support vector machine, require a regularisation parameter to be selected using
cross validation. ese parameters are not independent, and require all their mutual
combinations to be evaluated.

Once the model parameters have been selected, the weights of the best performing
model are used to make a prediction

µ(x∗) =
N∑

n=1

wnk(x∗,xn) + b (.)

where we have added an explicit bias parameter b. Using a kernel model changes the
test prediction complexity to be O(ND), where N is the number of training samples
and D is the dimensionality of the feature space x. For large data sets, this can have a
dramatic impact on the computational cost of prediction compared to using a normal
linear model where ϕ(x) = xwhich isO(D). Bayesian mixture of expert models using
input kernels have been used by many researchers for human pose estimation [, ].
However, theO(N2)prediction time limits their scalability to large data sets. As a result,
other researchers have used sparse linear models as experts such as the relevance vector
machine ().

A  is able to build a sparse model by learning which training examples are the
most relevant for test inference. In the linear model with kernel basis functions de-
scribed above, the inĘuence of each training point xn is determined by the value of its
corresponding weight wn. A  gives an individual Gaussian prior N (wn|0, αn) to
each weight wn. is has the effect of pushing many of the weight parameters wn to
zero, essentially pruning training data from the model, allowing for sparse predictions
to be made. is greatly reduces the computational demands of predicting test data, as





4.2 GAUSSIAN PROCESS REGRESSION

only a small number of training samples are retained for making predictions – these are
known as the relevant vectors. ayananthan et al. [] adapt the  for use in a mul-
tivariate mixture of experts setting and apply their model to human pose estimation.

However these models have the undesirable property that as the test point x∗ moves
away from the training points xn the certainty of the prediction increases. As stated in
(.) the variance of a linear model is given by

Σi(x∗) = β−1 + ϕ(x∗)
TSiϕ(x∗). (.)

is is the sum of a ĕxed precision parameter β and a variance term that depends on
the basis function ϕn(x∗) responses and the weights precision Si. However, as a test
input lies far from the training data, the output of the basis functions ϕn(x∗) decreases
towards to zero causing the predictive variance to decrease. is means that the model
can give conĕdent but incorrect predictions. In this work we investigate into the use of
Gaussian processes which is a non-linear regression technique that does not suffer from
these problems.

4 . 2 GAUSSIAN PROCESS REGRESSION

AGaussian process is an extension of a linear model, where instead of deĕning a Gaus-
sian prior over the weights, a Gaussian prior is placed over the functions µ(x,w). us,
the training data x and weightsw are no longer model parameters, instead a Gaussian
process deĕnes a distribution over functions to which they are parameters. In this sec-
tion we show how Gaussian process regression can be derived from the perspective of
the linear model outlined above. For the purpose of introducing Gaussian processes we
denote y as a single output variable, in §. we explain how we use Gaussian processes
with multiple outputs. If we consider a linear model as a function f(x), the prediction
over a pose variable y is given by

y = f(x) + ϵ, (.)

where f(x) is given as
f(x) = wTϕ(x), (.)

and ϵ is a randomnoise process. is is analogous to the linearmodel prediction in (.).
For a set of training data, consisting of inputsX = {xn}Nn=1 and outputs y = {yn}Nn=1,
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the prediction can be rewritten as follows

y = Φw.

where Φ denotes a design matrix Φn,i = ϕi(xn). We can obtain a Gaussian prior over
the function values f = {f(xn)}Nn=1 observing

E[f ] = ΦE[w] = 0 (.)

cov[f ] = E[ffT ] = ΦE[wwT ]ΦT =
1

α
ΦΦT = K (.)

whereK is a grammatrixwhose elements consist of kernel function evaluationsKn,m =

k(xn,xm). is result is obtained by placing the same Gaussian prior on the weights as
in a linear model,N (w|0, α−1). As such, a Gaussian process prior is placed on f giving
a Gaussian distribution with zero mean and covariance given by the kernel function

p(f |X) = N (f |0, K) (.)

is distribution can be extended to include an unseen test point x∗[
f

f∗

]
∼ N

([
f

f∗

] ∣∣∣∣∣0,
[

K k(x∗,X)

k(x∗,X)T k(x∗,x∗)

])
(.)

ismodels the joint distribution of the training points and the unseen test point. From
this we can obtain a Gaussian predictive distribution over the pose variable y∗

p(y∗|x∗,X,y, θ) = N (y∗|µ(x∗), σ(x∗)) (.)

where the mean and variance are given by

µ(x∗) = k(x∗,X)K−1y, (.)

σ(x∗) = k(x∗,x∗)− k(x∗,X)TK−1k(x∗,X). (.)

A Gaussian process gives a Gaussian prediction over the outputs y as a function of
the test input x, training data (X,y), and a kernel function k(x,x′). is is funda-
mentally different to the linear models outlined above, where the model learns a set of
weights as a parameter to a ĕxed set of basis functions ϕi(x). Gaussian process learn-
ing takes the form of optimising the kernel hyper-parameters which will be covered in
§...
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(a) (b)

Figure 4.2: Gaussian process regression. Black crosses indicate training data, the blue line
represents themean and variance of the predictive distribution. (a) demonstrates a GPmod-
elling a uni-modal function, (b) shows a multi-modal function where the Gaussian process
averages the two modes.

e predictive mean in (.) can be thought of as a weighted average of the train-
ing outputs where the weights are given by the kernel distance between the training data
and the test point. e predictive variance can be interpreted such that the ĕrst term
k(x∗,x∗) captures the variance inherent in the data and the second term incorporates
the information from the neighbouring training data. When there is closely neigh-
bouring training data, the second term is larger resulting in a more certain prediction.
If there is no neighbouring training data, this term will fall to zero and the predictive
variance is given by k(x∗,x∗). is offers a major advantage compared to normal linear
models including the  []. As discussed above, these have a variance formulation
such that as the test input x∗ moves away from the training data, the predictive variance
decreases. Figure .(a) shows an example of Gaussian process regression on synthetic
data. e predictive distribution accurately models the data and gives higher variance
in regions where there is no training data to constrain the predictive distribution.

.. e Kernel Function

e kernel function represents the similarity between training examples which allows
the model to make predictions about test data. e kernel function can take on many
forms, Rasmussen and Williams [] give a detailed overview of the different kernel





CHAPTER 4. MIXTURE OF GAUSSIAN PROCESSES

functions available. In ourworkwe use kernels based on a squared exponential function

k(xi,xj) = σ2
signal exp

(
− (xi − xj)

TP−1(xi − xj)

2

)
+ b+ σ2

noiseδij, (.)

where the kernel hyper-parameters are θ = {P, σ2
signal,b, σ

2
noise}, σ2

signal is the signal
noise, b is a constant bias and σ2

noise is a noise term. P represents the bandwidth of the
kernel, this parameter adjusts how quickly the output variable y varies with respect to
the input x. We evaluate two formulations, an isotropic kernel P = Ip where p is the
bandwidth applied to all input dimensions, and a kernel with automatic relevance de-
tection P = diag([p1, . . . , pD]) where a bandwidth is learnt for each input dimension.
By learning a bandwidth for each input dimension, the model is able to detect which
dimensions of the input features are most relevant for pose prediction – enabling the
model to prune out noisy image features.

.. Gaussian Process Learning

e kernel hyper-parameters θ can be optimised by maximising the marginal log like-
lihood with respect to the training data y,X

log p(y|X, θ) = −1

2
yTK−1y − 1

2
log|K| − n

2
log2π. (.)

is computation is dominated by computing the inverse of the kernel matrix, K−1,
which isO(N3). Partial derivatives δ

δθj
p(y|X, θ) can be computed allowing each of the

kernel parameters to be optimised using gradient descent. is allows kernel parame-
ters to be accurately learnt from the entire training set, without having to rely on cross
validation as is commonly used with other kernel regressionmodels including the .

.. Limitations

emain limitations of Gaussian processes is their cubic computational complexity for
training. e predictive distribution given in (.) and (.) depends on K−1, the
inverted kernel matrix. Inverting a N × N matrix is O(N3). e computational cost
of inferring a test point is O(N2). To keep these computational costs manageable, we
learn multiple small Gaussian processes such that each model contains approximately
 points.

As with normal linear models they can only model uni-modal functions. Figure
.(b) demonstrates a Gaussian process trained on amulti-modal function, where there





4.3 MIXTURE OF LOCAL GAUSSIAN PROCESSES

are two possible output modes for each input. is causes the model to average over the
two modes resulting in a poor ĕt. is type of multi-modality appears in human pose
estimation where ambiguous poses, such as side-on walking, result in multiple output
poses for an image feature. In the next section we show how Gaussian processes can be
incorporated into amixture of experts framework to handle such occurrences, resulting
in a novel model that can accurately estimate the predictive distribution of human pose
given an image feature.

4 . 3 MIXTURE OF LOCAL GAUSSIAN PROCESSES

In this section we demonstrate how Gaussian processes can be used for human pose
estimation, constructing a model consisting of multiple Gaussian process experts each
modelling a local region of the data set. is allows the model to handle multi-modal
mappings, as well as overcoming the computational limitations of Gaussian processes,
allowing the model to scale to large data sets.

We frame the problem in relation to the mixture of experts model discussed in sec-
tion .. Gaussian processes can not be applied directly to the expectationmaximisation
learning algorithm used to train mixture of experts models. As we saw in section ..
each expert of a Bayesianmixture of experts model is trained using the weighted contri-
butions of all the training points as in (.). is is equivalent to solving a regularized
least squares problem where the residuals of each training point are weighted by the
latent variables zn,k. is likelihood formulation assumes that each training point is
independently distributed. However a Gaussian process explicitly models the joint dis-
tribution of the input variables, as such the likelihood can’t be factorized with respect
to the individual training points. Further, we must ensure that the number of training
points used to train each  is small such that the computational costs are manageable.

To apply Gaussian processes in a mixture of experts setting we re-deĕne the use
of the latent variable z such that instead of representing probabilities, it represents an
assignment. us zn,k = 1 indicates that training point n is used to train expert k. In
this section we look at how to set z such that each expert models a single mode of the
predictive distribution, as well as how to train the logistic regression model to obtain
predictive weights for each expert. In chapter  we introduce an algorithm for learning
z automatically from the data similar to the  algorithm.

It should be noted that the role of the latent variable in this model is very different
to that of a  [] or a  []. In these models the latent variable represents
a continuous low dimensional representation of the human’s pose. In our model, the
latent variables represent the discrete assignments of the training samples that are used
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to train each expert. ey play a role analogous to the latent variables in a Gaussian
mixture model [].

e predictive distribution for a test point x∗ is given by

p(y∗|x∗,X,Y,Θ) =
K∑
i=1

p(z|x∗)p(y∗|x∗,Xϑi
,Yϑi

, θi), (.)

where Θ = {θi}Ki=1, ϑi = {zn,j : ∀n ∈ N, j = i ∧ zn,j = 1} is a set of indices
representing the training points used for each expert and θi are the expert’s learnt hyper-
parameters. As with a Bayesianmixture of experts, each expert contribution is weighted
by the output of a logistical regression model given by p(z|x∗).

To ĕnd the training points for each expert, ϑi, we cluster the pose space using k-
means to obtain a set of expert centres, points in the training set which will have an
expert centred around them. We then ĕnd the nearest S points to each centre, setting
zn,i = 1.

ere are no constraints placed on z in this model, that is a single training point can
belong to zero or more experts. Each expert has a ĕxed size S which we typically set to
 points. We evaluate the effect of varying the expert size and the number of experts
K in §...

An individual Gaussian process is only able to give a prediction for one output vari-
able, in this case one axis of a joint of the subject. We learn an individual  for each
output variable within an expert, this allows each output variable to behave differently
with respect to the input features while still maintaining some structure between the
outputs. Each expert contains a small range of globally coherent poses, thus even if one
of the subjects joints is ambiguous, the  for that joint will give ameaningful prediction
based on the local training data of that expert.

.. Learning the Gating Function

To obtain a weight for each expert for a test point x∗ we use a logistic regression model

p(z|x∗) =
ew

T
i x∗∑K

j=1 e
wT

j x∗
(.)

which gives the probability of the test input featurex∗ belonging to expert i. eweights
W = {wi}Ki=1 are learnt by maximising the penalised log likelihood

Ŵ = argmax
W

[log p(C|W,X) + log p(W)] (.)
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where C is an N × K matrix representing which expert each training point is as-
signed to. e ĕrst term p(C|W,X) measures how well the predicted probabilities
given in (.) match the correct expert assignments C. e second term p(W) is a
regularisation prior to avoid over-ĕtting. We set p(W) = exp(λ|W|1) where |W |1 =∑K

i=1

∑D
j=1 |wi,j| is the l1 norm. is prior has the effect of pushing irrelevant weights

to zero allowing the model to select the relevant features for each class. e inĘuence
of the prior is controlled using the parameter λ which is set using cross validation.

Typically, the matrix C indicating the target classes is encoded as a -of-K binary
matrix, where each training point is assigned to exactly one expert. However, in the
context of this model, a single training point can potentially belong to zero or more
experts, as such we evaluate a number of methods for assigning the expert assignments
C in §...

Previous work by Urtasun and Darrell [] inferred test poses by constructing lo-
cal Gaussian processes centred around the nearest neighbours of each test point. Each
component of the predictive distribution corresponded to a  centred around a differ-
ent neighbouring test point, and the priors were set using the inverse predictive variance
of each . Setting the priors in this manner causes themodel to bias outputmodes that
have a lower signal noise. is means that regions of the data set which have inherent
ambiguity, such as fast movements containingmotion blur in the image, will receive less
importance in the prediction. is bias leads to a less accurate predictive distribution.

Dependence on selecting the nearest neighbours in the feature space makes the
model sensitive to background noise. e online experts can be constructed around
training images that have a similar background, as opposed to a similar pose. is
leads to incorrect predictions by selecting the incorrect data and hyper-parameters for
the prediction. We overcome this issue by learning a logistic regression model, which
is able to select the relevant input features for expert selection. is gives us greater ro-
bustness to varying backgrounds and other sources of ambiguity in the images. Further,
the online construction of each  in [] is computationally expensive, signiĕcantly
slowing test inference. In §.. we compare our method to [] method and show a
consistent performance improvement.

Another beneĕt of our model is the intuitive predictive distribution. In our model,
each component of the predictive distribution (.) corresponds to a separate mode of
the output. However with the predictive distribution of the Urtasun and Darrell model,
each mode can have multiple experts mapped onto it, and sometimes a mode can be
missed entirely. We demonstrate this on a synthetic data set in ĕgure .. Urtasun
and Darrell’s model on the le hand side shows how they have multiple components
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Expert Predictions - Urtasun and Darrell
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Figure 4.3: Comparison between the predictive distributions of the method in [85] and our
proposed method. Upper plots show the expert predictions and the lower plots show the
priors p(z|x∗). Training data shown as black crosses, each colour line and corresponding
shaded region represent the predicted mean and variance of an expert. Red points are sam-
ples drawn from the predictive distribution. Both models are trained with 5 experts of size
50.

modelling the same predictive mode, and their model misses the multi-modal section.
Our model on the right is able to model the multi-modal section, as well as give priors
that can be interpreted as a weight for each expert. In chapter  we introduce a model
that improves further on this by directly optimising z.

4 . 4 EVALUATION

We evaluate our model on the ballet dataset [], a sign language dataset [] and Hu-
manEva [] as described in chapter . We evaluate the model using two types of image
features, bag-of-words [, , , ] and  [, , ]. e bag-of-words features
are constructed following [] using a codebook of  cluster centres. For ballet and
HumanEva data set silhouettes are extracted and we use shape context descriptors []
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extracted from the contour of the silhouette. Standard background subtraction tech-
niques can’t be used to obtain silhouettes on the sign language data set so we extract
 descriptors instead [].

e ballet data set consists of a complex ballet choreography with  joint position
annotations. e choreography is performed  times and we use  of the sequences for
training and the ĕnal sequence for testing – resulting in  training samples and 
test samples.

e sign language data set is extracted from  television and consists of a contin-
uous  frame sequence. is is a very difficult sequence due to the moving back-
ground and image blur caused by fast movements. We break the sequences into 
frame chunks and then randomly select chunks for the training and test sets to give
 training samples and  test samples. We use  different random partitions of
training and test data to evaluate the models.

e HumanEva data set consists of  subjects recorded from multiple cameras per-
forming a range of actions. We evaluate our model by training a combined model for
subjects ,  and  using the images from a single camera () for the Walking and
Jog sequences.

Errors are given using the mean absolute error () measurement as described in
section ...

.. Expert Conĕguration

emain parameters of this algorithm are the number of expertsK and the size of each
expert S. A practical guideline for conĕguring the model is to choose a value for the
expert size, typically S = 100, and then set the number of experts asK = N/S where
N is the number of training points. is way, each training point will belong to one
expert on average.

Figure . demonstrates the effect of changing the number of expertsK with a ĕxed
expert size of . We set the number of experts using amultiplierα such that the num-
ber of experts is given byK = αN/S. us setting α to  results in each training point
belonging to one expert on average. Increasing α to higher values persuades a greater
overlap between experts – giving greater certainty at boundary regions but increasing
training time. In general, the performance tends to increase for more experts however
saturates when α is set to .. e performance starts to decrease slightly as lots of
experts are added, this may because it makes learning the gating network more chal-
lenging.
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Figure . demonstrates the effect of varying the expert size while holding the num-
ber of experts ĕxed. We train two models for each expert size, using a different number
of experts for each. e number of experts are calculated by setting α to  for expert
sizes  and .

e general pattern is that performance tends to increase with expert size up to a
saturation point. While this varies with each sequence, – tends to be a suitable
expert size. e ballet data set shows high sensitivity to the expert size, favouring each
expert to have  points. Larger expert sizes cause a signiĕcant drop in performance,
this may be because the ballet sequence is relatively short, approximately  frames,
thus large expert sizes cause each expert tomodel a verywide range of poses in this short
but complex sequence. epoor performance ofmodels with  experts of size less than
 could be attributed to the sparse coverage of the training data. As such, increasing
the number of experts at this size leads to a signiĕcant performance increase.

.. Expert Kernel Selection

Gaussian processes optimise the kernel hyper parameters in order to gain a good ĕt of
the training data. In this section we compare using an isotropic () kernel and a ker-
nel with automatic relevance detection (). Isotropic kernels have a single parameter
p which is used to set the lengthscale of the kernel. Automatic relevance detection ker-
nels learn an individual length scale for each input dimensionality []. is allows a
Gaussian process with an  kernel to learn which dimensions of the input features
are more relevant than the others.

Figure . shows a comparison between both kernels on each sequence with differ-
ent features. As can be seen the  kernels out perform the  kernels in all experi-
ments. is is a surprising result as one would expect that  kernels would identify
the relevant features and give better test generalisation. We suspect that isotropic ker-
nels perform better due to the fewer number of parameters that must be ĕtted. With an
isotropic kernel there are  kernel parameters, as opposed to  parameters with an
 kernel (see section .).

.. Training the Gating Network

In this section we evaluate the most effective way of training the logistic regression
model. is provides a weight over each expert’s prediction and is important for ensur-
ing that the model accurately represents the predictive distribution of the pose space.

We experiment with a number of ways for setting the target N × K probability


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Figure 4.4: Evaluating different numbers of experts for each data set. The number of experts is given
as a multiplier of the number of training examplesN divided by expert size S . I.e. for multiplier x,
the number of experts used for training is given by x = N/S . In these tests we use 100 points per
expert. Errors aregiven inmeanabsolute error (section3.1.2)with the results averagedover 5 runs. The
standard deviation in the sign language results is comparatively higher because each run is performed
over a different training and test partition.
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Figure 4.5: Demonstration of tracking errors in relation to the expert size. Errors are given in
mean absolute error (section 3.1.2) with the results averaged over 5 runs. See text for discus-
sion.
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CHAPTER 4. MIXTURE OF GAUSSIAN PROCESSES

matrixC from (.)

Expert Assignment Cn,i=

1 if n ∈ ϑi,

0 otherwise.

Nearest Expert Centre Cn = argmini |yn − ϕi|,

Expert Density Cn,i= p(yn|Yϑi
).

Assignments of the form Cn = i, where i is the expert index, are converted to a -
of-K encoding. We also normalise the columns of C such that they sum to one and
represent probabilities. e ĕrst approach directly uses the expert assignments to set
C. If a single training point has been assigned to two experts, then the normalisation
step ensures that the target probabilities will assign it equal likelihood for each expert.

SettingC to the nearest expert centre assigns each training point to exactly one ex-
pert. We compute the distance of each training point to all the expert centresϕ = {ϕi},
and assign each point to its nearest centre. Finally, we ĕt a density model to the training
poses to give a probability of each point belonging to each expert. e density models
we experiment are a single Gaussian distribution and a Gaussian mixture distribution
learnt using variational Bayesian inference [].

Tables . and . compare the above methods on each data set. We train a ĕxed
set of experts and compare how the different methods of setting the target probability
matrix C affects the tracking accuracy. e expert assignment technique gives good
performance all-round, giving a signiĕcant improvement on the ballet data set with
 features. On the sign language data set all methods give similar performance,
with the nearest expert centre technique taking a small lead. e nearest expert centre
technique performs poorly on the ballet data set with out background subtraction. is
could be because the background noise causes ambiguities that need to be reĘected in
the priors. By using the nearest expert centre technique each training point in C is
assigned to exactly one expert, thusC does not represent the ambiguity in the data.

In the HumanEva data set, the expert assignment technique oen falls behind the
others and nearest centre or the expert density techniques make better choices. e dif-
ferences between these techniques are mostly minor, but the optimal technique should
be chosen for each data set.

.. Comparison with Other Methods

We evaluate our mixture of Gaussian processes model () against a selection of
state of the art techniques. We compare to Bayesian mixture of experts  [], local
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Ballet Sign Language
HMAX Sil HMAX HMAX

Expert Assignment 26.8± 0.39 30.9± 0.42 7.3± 0.10
Nearest Expert Centre 27.6± 0.58 34.8± 0.82 7.5± 0.10
Expert Density Gaussian 26.8± 0.45 32.4± 0.56 7.1± 0.09
Expert Density GMM 28.7± 0.58 31.6± 0.52 7.8± 0.10

Table 4.1: Evaluating the most effective way of settingC for the ballet and sign language data sets.
Errors are calculated for each frameusing theMAEmeasurement given in section 3.1.2. The Ballet data
set errors are given in millimetres and the sign language errors are given in pixels. These results give
the mean and standard error over the entire test sequence.

Jog
BOW SC HMAX Sil HMAX

Expert Assignment 45.3± 0.77 38.4± 0.70 38.6± 0.63
Nearest Expert Centre 44.5± 0.74 39.2± 0.87 35.1± 0.50
Expert Density Gaussian 42.9± 0.72 37.7± 0.79 38.1± 0.68
Expert Density GMM 44.6± 0.79 37.4± 0.76 38.3± 0.68

Walking
BOW SC HMAX Sil HMAX

Expert Assignment 40.4± 0.85 39.6± 0.78 33.7± 0.56
Nearest Expert Centre 39.6± 0.83 34.6± 0.74 33.0± 0.55
Expert Density Gaussian 38.8± 0.81 38.0± 0.79 32.4± 0.54
Expert Density GMM 38.1± 0.77 37.6± 0.79 32.3± 0.52

Table 4.2: Evaluating themost effective way of settingC for the HumanEva data set. Errors are calcu-
lated for each frame using the MAE measurement in millimetres given in section 3.1.2. These results
give the mean and standard error over the entire test sequence.


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Ballet Sign Language
BOW SC HMAX Sil HMAX BOW SIFT HMAX

MGPR 32.5± 0.59 28.1± 0.49 32.9± 0.55 9.6± 0.03 7.3± 0.02
BME [11] 51.7± 0.93 62.0± 0.87 71.7± 0.84 12.9± 0.04 11.9± 0.03
Urtasun and Darrell [85] 36.1± 0.82 33.2± 0.79 38.3± 0.86 13.2± 0.03 8.1± 0.03
Random Forest 28.3± 0.42 31.4± 0.52 31.4± 0.47 8.3± 0.02 7.0± 0.02
sKIE [49] 31.6± 0.62 31.9± 0.67 37.6± 0.95 11.5± 0.07 9.0± 0.07
Kernel Regression 71.7± 0.85 71.7± 0.85 71.7± 0.85 12.1± 0.03 10.7± 0.02

Table 4.3: Quantitative results. Ballet results give themean absolute error per joint represented as 3D
joint positions in millimetres. Sign language results give themean absolute error in 2D joint positions
in pixels. Results are given along with their corresponding standard error. HMAX Sil and BOW SC
features are extracted from silhouettes, HMAX and BOW SIFT are extracted directly from grey scale
image.

shared kernel information embedding () [], Urtasun andDarrell’s [] local online
Gaussian processes and random forests [] and kernel regression []. Quantitative
results are shown in tables . and . and visual results are shown in ĕgure ..

Our model performs favourably compared to the other techniques, offering a sig-
niĕcant improvement of previous models based on using multiple Gaussian processes
for regression []. is can particularly be seen in experiments which contain back-
ground noise. e model in [] depends on using nearest neighbours in the image
feature space to construct online experts – making the model sensitive to background
image noise. is can be seen in the results for the   features on the sign lan-
guage data set, and the  features on the ballet data set. e   features on
the sign language data set do a poor job of incorporating invariance to image informa-
tion unrelated to the subjects pose, requiring a greater degree of noise invariance from
the regression model. For the ballet data set, the  features are computed without
background subtraction, and it is on this experiment that we see the largest lead of our
model compared to [].

It should be noted that our technique is also able to perform very fast prediction
due to it’s offline-learnt models. Techniques such as  and Urtasun and Darrell’s
local Gaussian processes build models online for each test point resulting in slow test
inference.

Our model is oen marginally out performed by random forest regression. Both
techniques give similar performance and both support fast learning and prediction. e
advantage of using our model is the compact mixture of Gaussian predictive distribu-
tion. is allows it to be directly incorporated into a dynamics framework such as [].
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Figure 4.7: Tracking results for the sign language dataset showing every öfth frame of a continuous
sequence. Ground truth shown in red, predicted pose is shown in green.
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Figure 4.8: Tracking results for the ballet dataset showing every öfth frame of a continuous sequence.
Ground truth shown in red, predicted pose is shown in green.
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Figure 4.9: Tracking results for the HumanEva dataset showing every öfth frame of a continuous se-
quence. Ground truth shown in red, predicted pose is shown in green.
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Jog
BOW SC HMAX Sil HMAX

MGPR 40.1± 0.77 35.4± 0.62 34.5± 0.52
BME [11] 57.6± 0.91 81.0± 0.62 91.5± 0.44
Urtasun and Darrell [85] 43.7± 0.77 37.8± 0.66 37.2± 0.39
Random Forest 39.8± 0.44 39.7± 0.55 34.1± 0.37
sKIE [49] 40.0± 0.71 44.5± 0.84 41.4± 0.56
Kernel Regression 90.1± 0.24 90.0± 0.24 89.6± 0.24

Walking
BOW SC HMAX Sil HMAX

MGPR 40.5± 0.66 34.32± 0.78 32.09± 0.45
BME [11] 56.7± 0.69 84.93± 0.34 86.02± 0.23
Urtasun and Darrell [85] 51.1± 0.85 45.00± 0.56 37.36± 0.37
Random Forest 46.0± 0.48 42.49± 0.46 32.87± 0.39
sKIE [49] 40.6± 0.86 38.13± 0.83 36.85± 0.57
Kernel Regression 86.5± 0.23 86.50± 0.23 86.02± 0.23

Table 4.4: HumanEva results given asmean absolute error inmillimetres alongside the corresponding
standard error. HMAX Sil and BOW SC features are extracted from silhouettes, HMAX and BOW SIFT
are extracted directly from grey scale image.

4 . 5 DISCUSSION

In this chapter we have shown how the idea of a mixture of experts model can be ap-
plied to Gaussian processes. We started by reviewing mixture of experts models which
combine amixture of linear predictors tomodel non-linear andmulti-modalmappings.
Each linear predictor can be extended to model non-linear functions by encoding the
input features using kernel basis functions increasing the accuracy of the learnt model.
However these models have an ill-formed predictive variance that collapses towards
zero when the test point moves away from the training data. is leads to conĕdent but
incorrect predictions. is problem is particularly prevalent when sparse predictors are
used such as  and  which prune the available training data at test time.

We introduce a novel algorithm for using Gaussian processes in a mixture of ex-
perts framework. Using Gaussian processes in this way allows them tomodel large data
sets with large amounts of ambiguity and multi-modalities. By training each Gaussian
process expert on a local region of the training data, we can overcome theO(N3) train-
ing complexity – allowing efficient learning and prediction. We have shown that our
model is able to give state of the art performance on human pose estimation data sets
compared to other leading regression techniques.
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Optimising Expert Locations 5
In this chapter we introduce a novel model for automatically optimising the size and
location of the experts in a mixture of Gaussian processes model. As can be seen in
the previous chapter, these models can be sensitive to the expert size and placement.
We explore an algorithm that uses a Gibbs sampling approach to optimise the training
points used to train each expert with respect to the model’s predictive distribution. In
§. we cover relevant models in the machine learning literature and explain why these
models cannot be directly applied to discriminative human pose estimation. In §.
we introduce our model which overcomes these limitations and in §. we evaluate our
proposedmodel and show its performance in comparison to themodel discussed in the
previous chapter. Parts of this work have been published in [].

5 . 1 RELATED WORK

.. Inĕnite Mixtures of Gaussian Processes

Techniques which employ multiple Gaussian processes () in a mixture model format
have been used in themachine learning literature tomodel smaller problemswhich have
similar properties to human pose estimation – multi-modality and varying ambiguity.
Rasmussen and Ghahramani [] introduce an inĕnite mixture of Gaussian processes
model which uses a set of indicator variables to determine which expert each training
point belongs to. e expert indicators z = {zn}Nn=1 represent a set of discrete variables,
where zn = i indicates that training point n belongs to expert i. e expert indicators
are optimised using Gibbs sampling. Gibbs sampling is a Markov chain monte-carlo
() [] technique for optimising a set of discrete variables. Each variable is sampled
in turn from a proposal distribution conditioned on the remaining variables which are
held ĕxed. By iteratively repeating this process the states of the individual variables
converge to a local maximum.


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ADirichlet process [] is used as a prior over the expert indicators allowing a pos-
sibly inĕnite number of  experts. e Dirichlet process models the probability of an
indicator variable zn being assigned to an existing expert, i ∈ {1, . . . , K}, or to a new
expert i = K + 1. To express this distribution it is useful to introduce the occupancy
number of an expert ni, which gives the number of points which belong to expert i

ni =
∣∣∣{zj = i : j ∈ {1, . . . , N}

}∣∣∣. (.)

e probability of an indicator variable zn taking on an existing value i ∈ {1, . . . , K},
or a new value i = K + 1 is given by

∀i ∈ {1, . . . , K}, p(zn = i|z/n, α) =
ni,/n

(N − 1) + α
, (.)

i ∈ {K + 1}, p(zn = i|z/n, α) =
α

(N − 1) + α
, (.)

where ni,/n gives the occupancy number of expert iwith the nth training point removed
with z/n taking on an analogous meaning. e probability of zn being assigned to an
expert i is proportional to the number of existing points in that expert. e probability
that new experts are created is governed by the parameter α.

is gives aDirichlet process a clustering property such that as the occupation num-
ber of an expert increases, the probability of points being assigned to that expert in-
creases. e parameterα plays an important role in balancing the probability of a train-
ing point being assigned to an existing expert or to forming a new expert. e authors
sample this parameter from a Gamma prior Gamma(α|aα, bα) [] with ĕxed parame-
ters aα and bα. By allowing this parameter to vary, it gives the model more Ęexibility in
adapting the number of experts.

As discussed above, Gibbs sampling re-samples each indicator variable from a pro-
posal distribution giving the probabilities of zn taking on a value in i ∈ {1, . . . , K+1}.
For a training point n, the proposal distribution is given by

p(zn = i|X,Y, θi, ϕ) ∝ p(zn = i|xn, z/n, ϕ)︸ ︷︷ ︸
Dirichlet gating

p(yn|xn,Xϑi/n,Yϑi/n, θi),︸ ︷︷ ︸
Expert likelihood

(.)

which is the product of the Dirichlet gating function discussed above and the  expert
likelihood. ϑi/n is an index set which selects the training data associated with expert i
excluding the nth point ϑi/n = {m : m ∈ {1, . . . , N}, zm = i,m ̸= n}.

e expert likelihood term of (.) gives the likelihood of the training pair (xn,yn)


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conditioned on the Gaussian predictive distribution of expert i

p(yn|xn,Xϑi/n,Yϑi/n, θi) = N (yn|µi(xn),Σi(xn)) (.)

where µi(xn) andΣi(yn) are given by a Gaussian process predictionmade on the train-
ing data of expert iwith the nth training pair removed. Evaluating (.) for a new expert
i = K + 1 requires giving the likelihood of a Gaussian process with no training data.
For the squared exponential kernel as used in their paper [], this is given by a sum of
the kernel’s variance parameters.

e expert likelihood term has the effect of ensuring that the training data of each
expert can be well-represented by a Gaussian process. If the training pair (xn,yn) has
a poor likelihood with respect to expert i then the probability of it being used to create
a new expert increases. In the case that a single expert models a multi-modal region
of the pose space, the predictive likelihood (.) of the expert’s training data will be
comparitively low due to the large predictive variance caused by the expert averaging
over twomodes. In such cases, a new expert will be created using a single training point
from one of the modes. When the remaining training data is re-sampled it will join the
expert corresponding to the correct mode for each point.

eDirichlet gating term, p(zn = i|xn, z/n, ϕ), in (.) is deĕned using a local input
dependent estimate of the occupation number ni,/n which is calculated using a kernel
model

ni,/n = (n− 1)

∑N
j=1 kϕ(xn,xj)δzj ,i∑N

j=1 kϕ(xn,xj)
(.)

where kϕ(x,x′) is a Gaussian kernel function with parameters ϕwhich give an individ-
ual bandwidth for each input dimension and δ·,· is the Kronecker delta function. is
allows the model to learn the relevance of individual input features for the gating prior.
is estimate of the occupation number is then used to compute the Dirichlet gating
term in (.) using the Dirichlet process probabilities given by (.).

To ĕt themodel to a data set consisting ofN training pairs (xn,yn), Rasmussen and
Ghahramani initialise the expert indicators z to contain a single value, representing a
single expert. e learning algorithm iterates between re-sampling the expert indicators
z using the Gibbs sampling technique and optimising the parameters of the Gaussian
process experts, θi, and the Gaussian kernel parameters, ϕ.  techniques are used
to optimise each of the model parameters in turn from their prior distributions. ese
parameters include the  hyper-parametersΘ = {θi}Ki=1, the gating kernel parameters
ϕ and the Dirichlet process parameter α. When new experts are created, the expert
parameters are sampled from the prior distributions over the expert parameters.
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e predictive distribution is given as a mixture of Gaussian distributions condi-
tioned on the test input x∗

p(y∗|x∗,X,Y,Θ, ϕ) =
K∑
i=1

p(z|x∗, z, ϕ)p(y∗|x∗,Xϑi
,Yϑi

, θi). (.)

which consists of each  expert prediction weighted by the kernel model which is
adapted from (.) to give the probability of the test point belonging to each expert

p(z|x∗, ϕ) =

∑N
j=1 kϕ(x∗,xj)δ(zj, i)∑N

j=1 kϕ(x∗,xj)
(.)

Rasmusssen and Ghahramani learn an individual bandwidth parameter for each input
dimension of the kernel function kϕ(). Learning a kernel model in this way is only
feasible for low-dimensional inputs due to the large number of samples that must be
evaluated. As such, it is not feasible to directly apply this model to pose estimation
problems which have hundreds of input dimensions and thousands of training samples.

.. Alternative Inĕnite Model

Meeds and Osindero [] extend the above technique to have a generative model over
the inputs. ey model the input distribution using a Gaussian mixture model ()
[] to model the inputs for each  expert. Figure . shows a graphical model which
demonstrates the generativemodel placed over the input space. e xn and zn variables
have swapped such that the inputs xn are conditioned on the expert indicators, zn. is
allows them to obtain a generative distribution p(x|z), generating novel inputs.

ey model the inputs using a  for each expert, where the probability of an
input x belonging to expert i is given by

p(x|z = i) =
L∑
l=1

πlN (x|µi,l,Σi,l). (.)

Each  has L components and is given by mean and covariance parameters µi,l

and Σi,l. e model is learnt in a similar fashion to Rasmussen and Ghahramani’s
model [], iteratively optimising the model parameters using  techniques and
re-sampling the expert indicators using Gibbs sampling. e predictive distribution is
similar to [] except that the gating network uses the likelihood of the test input x∗

given the  gating network.
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..yn.zn .xn ..
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Figure 5.1: Illustration of inönite mixture of Gaussian process models. Left is Rasmussen and
Ghahramani [61] and right is Meeds and Osindero [48]. In the latter model, the inputs x are
conditioned on the expert indicators z to give a generative model over x.

5 . 2 LOCAL EXPERT OPTIMISATION FOR HUMAN POSE ESTIMA-
TION

esemethods are not easily applied to human pose estimation problems which consist
of large data sets with high dimensional features. e kernel classiĕers used in [] can
be very sensitive to the bandwidth parameter. Learning these parameters for very large
data sets can become expensive due to the large number of  samples that must
be evaluated to ĕt the high dimensional models. e  input model of [] runs
into statistical problems in human pose estimation data sets. Typically a single expert
would contain  points and the input feature would contain . Estimating a 
to represent this data results in the components having low-rank covariance matrices –
leading to inaccurate expert selection.

In this section we show how we can adapt our model from the previous chapter
incorporating the ideas from the above models to automatically learn the size and lo-
cations of the experts. We maintain our logistic regression gating model and employ
a multinomial distribution [] over the expert indicators instead of the Dirichlet pro-
cess used in [, ]. As such, our model deals with a ĕnite number of experts. is
does not pose a limitation for Human pose estimation tasks. ese data sets contain
large training sets necessitating a large number of small experts. is allows theO(N3)

training complexity of each Gaussian process to bemanaged. By using a relatively small
number of points in each expert, the training complexity is expressed asO(KS3)where
K is the number of experts and S is their average size. By creating a large number of
experts, such that S remains small, the training complexity scales linearly with the with
the total size of the data set. As such, the ability to sample new experts is of less im-
portance, as Human pose estimation problems require a large number of experts to be
computationally feasible.
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.. Optimising the Expert Locations

Gibbs sampling can be used to optimise the likelihood of a mixture of Gaussian pro-
cesses model to ensure that each expert models an individual mode of the data set with
coherent signal noise. To formulate this model we re-deĕne the role of the latent vari-
able z compared to the previous chapter. We assign each training point to exactly one
expert by setting zn = i, i ∈ {1, . . . , K}.

We represent our predictive distribution as amixture of Gaussian distributions with
priors given by a gating model

p(y∗|x∗,X,Y,Θ, ϕ, z) =
T∑
i=1

p(z|x∗, ϕ)p(y∗|x∗,Xϑi
,Yϑi

, θi) (.)

=
T∑
i=1

p(z|x∗, ϕ)N (y∗|µi(x∗), σi(x∗)). (.)

where z = {zn}Nn=1, zn ∈ {1 . . . K} indicate which expert each data point belongs to,
ϑi = {n|n ∈ N, zn = i} is the set of indices of data points that belong to expert i
andΘ = {θi}Ki=1. Each prediction is given by a Gaussian process p(y∗|x∗,Xϑi

,Yϑi
, θi)

trained on a subset of the data ϑi and is weighted using a logistic regression model
with parameters ϕ that gives the probability of each expert conditioned on the input
p(z|x∗, ϕ).

.. Learning the expert indicators z

e expert indicators, z, control the size, location and number of experts and are set by
Gibbs sampling over the predictive distribution. e probability of a data point n being
assigned to expert i is given by

p(zn = i|z/n,X,Y, θi,ϕ) ∝ p(yn|xn,Xϑi/n
,Yϑi/n

, θi)

p(zn = i|z/n,xn,ϕ), (.)

where ϑi/n is the index set ϑi with index n removed with an analogous meaning for
z/n. To evaluate the probability of each point n belonging to each expert, we remove
point n from the model and calculate it’s likelihood with respect to each expert given
the remaining training data. ese likelihoods are then combined with the gating dis-
tribution given by the logistic regression model p(zn|X, ϕ) and normalised to form a
multinomial distribution. e corresponding value of zn is then set by sampling from
themultinomial distribution formed from (.). is process is repeated for each point
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in the data set, removing it from the model and re-sampling a value of zn based on it’s
posterior likelihood with respect to each expert.

e Gibbs sampling step is performed iteratively, aer a complete pass of the train-
ing data set, we update the expert and gating parametersΘ, ϕ, to represent the new ex-
pert locations. Algorithm  demonstrates this learning process. Training is initialised
by setting the expert indicators z either randomly or by running -means on the train-
ing pose data. e algorithm then proceeds in a similar fashion to expectation maximi-
sation. In the expectation step we re-sample the expert indicators and in the maximisa-
tion step we update the Gaussian process hyper-parameters and the logistic regression
weights. To detect convergence we calculate the log likelihood of the training data at
each iteration. For a test input x∗, a prediction is made using each expert as in (.)
and the output is weighted by p(z∗ = i|x∗, ϕ).

When training the model with large data sets, the size of each expert has to be con-
strained to avoid individual experts growing such that they are computationally infea-
sible to train. is is achieved by modifying the distribution given in (.) such that
the probability of a point being assigned to an expert is zero if it contains a chosenmax-
imum number of points.

p(zn = i|z/n,X,Y, θi,ϕ) =

{
p(zn = i| . . .) if ni < S,

0 if ni ≥ S
(.)

where ni is the number of points assigned to expert i.

e distribution p(zn = i|z/n,xn,ϕ) gives the probability of the training input
xn belonging to expert i and is given by an  penalized multinomial logistic regression
model []. e  penalty results in sparse weights allowing themodel to select relevant
input features.

.. Comparison with Previous Methods

Our proposed method differs from the previous models [, ] discussed above where
Dirichlet process is used to create new experts during training. Instead we sample from
amultinomial distribution given by p(zn = i|z/n,X,Y, θi,ϕ) (.). Models that place
a Dirichlet process over the expert indicators rely on sampling a hyper parameter α
from a Gamma distributionGamma(α|aα, bα) [] which governs the probability of the
model sampling a new expert. It is difficult to choose parameters aα and bα which lead
to a suitable number of experts in pose estimation problems. We have observed that
placing a Dirichlet prior over the expert indicators oen results the model sampling far
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too many new experts, resulting in a model with very few points in each expert. is
results in very poor performance for pose estimation as the expert is not able to learn the
image to pose mapping from so few training examples. Instead, our model is initialised
with a large number of small experts, and unsupported experts are removed during the
Gibbs sampling process.

emodel is formulated in a multivariate setting, such that each expert represents a
local set of full poses as opposed to optimising z individually for each output dimension.
is has the advantage of imposing a degree of structure to the predictive distribution
ensuring that predictions made are valid poses as observed from the training set.

Algorithm  Algorithm for learning mixture of GPs model.
for all j ∈ {1 . . .No. Gibbs iters } do

for all i ∈ T do
Remove expert i where

∑N
n=1 δ(zn, i) = 0

end for
Θ← argmax

Θ
p(Y,X,Θ, z)

ϕ← argmax
ϕ

p(z,X, ϕ)

for all n ∈ {1 . . . N} do
zn ← Multinomial(∀i{p(zn = i|z/n,xn, α)})

end for
end for

5 . 3 EVALUATION

We evaluate our proposed model on both synthetic data sets to check their validity and
the pose estimation data sets used in chapter .

.. Demonstration on Synthetic Data

In this section we demonstrate the learning process on a synthetic data set. is data set
allows us to visualise the expert locations and their predictive distribution as the learn-
ing algorithm updates the expert indicators z. We use a data set from [] consisting of
 functions with varying levels of output noise and a multi-modal region. It comprises
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of the following functions

f1(x1) = 0.25x2
1 − 40 + ϵ(σ1) x1 = (0, 15) σ1 = 7

f2(x2) = −0.0625(x2 − 18)2 + 0.5x2 + 20 + ϵ(σ2) x2 = (35, 60) σ2 = 7

f3(x3) = 0.008(x3 − 60)3 − 70 + ϵ(σ3) x3 = (45, 80) σ3 = 4

f4(x4) = −sin(0.25x4)− 6 + ϵ(σ4) x4 = (80, 100) σ4 = 2
(.)

where ϵ(σ) = N (0, σ2) gives a Gaussian noise process with standard deviation σ. e
individual functions of the data set are shown in ĕgure .. is data set is ideal for
demonstrating the model’s ability to correctly identify the location of each expert. To
obtain an accurate ĕt of this data set, each expert should be trained on a region with
a coherent signal noise. For example, if a single expert was used to model f3 and f4,
the predictive variance of the expert would average the signal noise of both functions,
resulting in poor predictive uncertainty.

Figure . shows the learning process applied to the above data set. In these plots, the
x-axis is analogous to the image features, and the y-axis is analogous to the pose. us
this data set represents a  simulation of discriminative pose estimation, amulti-modal
mapping with varying levels of ambiguity. e le hand column shows that the expert
indicators z are initialised randomly, leading to a predictive distribution where each
expert models a similar function. e middle column of ĕgures shows the predictive
distribution for each expert, and the right hand column shows the prior distribution
p(z|x).

Initially the predictive distribution is similar for each expert, themulti-modal region
is averaged leading to very high signal noise with many inaccurately placed samples. To
ĕt the model, we apply  iterations of algorithm  to the randomly initialised expert
indicators. e second row shows the model aer  iterations, the expert indicators
have began to cluster on coherent portions of the data set that represent the underlying
functions in (.). Particularly, the red expert is modelling f4, and the cyan expert
is modelling the portion of f3 which corresponds to the lower of the two modes. e
priors have also taken shape, reĘecting the red expert’s location on f4. e predictive
distribution now reĘects the individual modes of the data set, however the cyan expert
still generates some incorrect samples.

Aer further iterations of the Gibbs sampling algorithm, we see the cyan expert
models more of f3 and the green and blue experts model f1 and f2 respectively. e
green expert models the whole of f1 and part of f2, this is a reasonable solution as
both functions have identical signal noise and are therefore modelled well by a single
Gaussian process. e predictive distribution is able to interpolate between the two
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Figure 5.2: Synthetic data set for evaluating Gibbs sampling algorithm. See text for discussion.

functions, giving more uncertainty to this region where there is no training data. As
the Gibbs iterations are completed, the priors given in the right hand column develop
a more conĕdent partitioning of the input space. e ĕnal solution gives an accurate ĕt
of the data, the test samples drawn from the predictive distribution closely match the
training data. e le hand plot of ĕgure . shows the log likelihood of the training
data through the Gibbs sampling process. e log likelihood converges aer approxi-
mately  iterations and can be used to determine a sufficient number ofGibbs sampling
iterations.

Figure . illustrates the effect of using -means to initialise the expert indicators.
e -means initialisation of the expert indicators can give poor expert placement re-
sulting in an erroneous predictive distribution. However aer running the Gibbs sam-
pling algorithm, the locations of the experts are updated leading to a more accurate
predictive distribution.

.. Evaluation on Pose Estimation Data Sets

In this section we evaluate the model on the pose estimation data sets introduced in
chapter . We use the same evaluation strategy in §.. comparing the model intro-
duced in this chapter to other state of the art regression techniques including our own
model from the previous chapter. We compare to Bayesianmixture of experts  [],
local shared kernel information embedding () [], Urtasun and Darrell’s [] local
online Gaussian processes, random forests [] and kernel regression []. We train the
Gibbs sampling model by initialising the expert indicators using -means and then al-
lowing Gibbs sampling iterations to updates the expert locations. e right hand plot
of ĕgure . shows the log likelihood of the training data on the Ballet data set. Aer
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Figure 5.3: Mixture of Gaussian processes learning algorithm. Black crosses represent training data,
each expert is represented by a different colour. Left, the expert assignments z, middle, the predictive
distribution, right, the expert priors, p(z|x). From top to bottom shows the algorithm state after 0,
10, 20, 30, 40 and 50 Gibbs sampling iterations from a random initialisation.
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Figure 5.4: Plots showing the log likelihood of the training data at each gibbs iteration. Left
hand plot shows the synthethic data set in (.) with the indicators initialised randomly as
illustrated in ögure 5.3. The Right hand plot shows the log likelihood on the Ballet data set,
where the expert indicators are initialised using K-means.

 iterations the log likelihood has Ęattened out, indicating convergence of the expert
locations. Table . shows the pose estimation results achieved on the ballet and sign
language data sets, and table . shows the HumanEva data set.

Overall, theGibbs samplingmodel offers an improvement over themixture ofGaus-
sian processesmodel in previous chapters. Particularly the sign language data set, where
the Gibbs sampling model gives the best performance out of all the techniques com-
pared to. However we do see that on the Ballet data set, particularly with the silhouette
 features the previous model outperforms the Gibbs sampling model. e Gibbs
sampling model gives strong performance on the HumanEva data set, oen improving
on sequences where the previous model struggles.

.. Sensitivity to the Initial Number of Experts

In this section we look at how varying the number of experts that the model is ini-
tialised with effects the resulting pose estimation accuracy. e formulation of this
model, where each training point is assigned to exactly one expert, combined with the
Gibbs sampling makes it less sensitive to the expert conĕguration compared to the pre-
vious model. In the previous model the number of experts reĘected the coverage of
the data set, there was no guarantee that each training point is used to train an expert.
However here, the model formulation ensures that all regions of the data set are used
in the training process, and the size of each expert is adapted individually to match the
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Figure 5.5: Best viewed in colour. Predictive distributions for the mixtures of Gaussian Processes
model on the toy dataset from [61, 48]. The top row shows the expert predictions -- the black crosses
represent the training points, the red dots are samples drawn from the predictive distribution and the
coloured lines represent the predictive mean and variance of each expert. The bottom row shows the
priors for each expert. See text for discussion.

Ballet Sign Language
BOW SC HMAX Sil HMAX BOW SIFT HMAX

MGPR Gibbs 32.5± 0.53 33.9± 0.58 33.1± 0.51 9.5± 0.03 6.9± 0.02
MGPR 32.5± 0.59 28.1± 0.49 32.9± 0.55 9.6± 0.03 7.3± 0.02
BME [11] 51.7± 0.93 62.0± 0.87 71.7± 0.84 12.9± 0.04 11.9± 0.03
Urtasun and Darrell [85] 36.1± 0.82 33.2± 0.79 38.3± 0.86 13.2± 0.03 8.1± 0.03
Random Forest 28.3± 0.42 31.4± 0.52 31.4± 0.47 8.3± 0.02 7.0± 0.02
sKIE [49] 31.6± 0.62 31.9± 0.67 37.6± 0.95 11.5± 0.07 9.0± 0.07
Kernel Regression 71.7± 0.85 71.7± 0.85 71.7± 0.85 12.1± 0.03 10.7± 0.02

Table 5.1: Quantitative results. Ballet results give themean absolute error per joint represented as 3D
joint positions in millimetres. Sign language results give themean absolute error in 2D joint positions
in pixels. Results are given along with their corresponding standard error. HMAX Sil and BOW SC
features are extracted from silhouettes, HMAX and BOW SIFT are extracted directly from grey scale
image.
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Jog
Walking

BOW SC HMAX Sil HMAX
MGPR Gibbs 36.3± 0.59 35.5± 0.57 32.2± 0.41
MGPR 40.1± 0.77 35.4± 0.62 34.5± 0.52
BME [11] 57.6± 0.91 81.0± 0.62 91.5± 0.44
Urtasun and Darrell [85] 43.7± 0.77 37.8± 0.66 37.2± 0.39
Random Forest 39.8± 0.44 39.7± 0.55 34.1± 0.37
sKIE [49] 40.0± 0.71 44.5± 0.84 41.4± 0.56
Kernel Regression 90.1± 0.24 90.0± 0.24 89.6± 0.24

Walking
BOW SC HMAX Sil HMAX

MGPR Gibbs 39.8± 0.58 35.87± 0.63 32.41± 0.39
MGPR 40.5± 0.66 34.32± 0.78 32.09± 0.45
BME [11] 56.7± 0.69 84.93± 0.34 86.02± 0.23
Urtasun and Darrell [85] 51.1± 0.85 45.00± 0.56 37.36± 0.37
Random Forest 46.0± 0.48 42.49± 0.46 32.87± 0.39
sKIE [49] 40.6± 0.86 38.13± 0.83 36.85± 0.57
Kernel Regression 86.5± 0.23 86.50± 0.23 86.02± 0.23

Table 5.2: HumanEva results given asmean absolute error inmillimetres alongside the corresponding
standard error. HMAX Sil and BOW SC features are extracted from silhouettes, HMAX and BOW SIFT
are extracted directly from grey scale image.

local data. us, creating a larger number of experts results in each expert containing
less training points and vice-versa.

We evaluate how sensitive the model is to the number of initial experts for each
data set. We express the number of experts using a multiplier α which expresses the
number of experts as a function of the training data set sizeN . We give the number of
experts asK = round(αN/100) such that setting α to  gives a model with each expert
containing approximately  points. us, for the ballet data set with  training
frames, setting α to  results in a model with  experts.

Figure . shows the effect of varying the number of initial experts for each data set.
e ballet data set performs better when the model is trained with more initial experts.
is supports the results from §.. which showed smaller experts perform better on
the ballet data set. ismay be because the ballet data set consists of a repeated sequence
of approximately  frames. If experts are too large then they represent a large portion
of the sequence whichmay containmulti-modalities or varying ambiguity. Models with
more initial experts are able to remove unnecessary experts during the Gibbs sampling
process resulting in a better ĕt of the data.

e HumanEva and sign language data sets are less sensitive to this effect, but both
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Figure 5.6: Evaluating the effect of varying the number of initial experts on pose estimation
accuracy. Here we employ an expert multiplier α, where the number of expertsK is given
by K = αN/100. Errors are given in mean absolute error (section 3.1.2) with the results
averaged over 5 runs.

are shown to perform best when settingα close to . is results in each expert contain-
ing approximately  points, a result that is consistent with those given for the previous
model.

5 . 4 DISCUSSION

In this chapter we have shown howGibbs sampling can be used to optimise the size and
locations of the experts in amixture of Gaussian processes model. We reviewed thema-
chine learning literature which uses inĕnite Gaussian process models for representing
data sets with multi-modality and varying signal noises. e algorithms in the machine
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CHAPTER 5. OPTIMISING EXPERT LOCATIONS

learning literature rely on gating networks which are not scalable to human pose es-
timation problems. To model these data sets they require learning large numbers of
parameters which is either computationally infeasible in the case of [] or statistically
unstable [].

We introduce a novel algorithm for optimising the size and locations of the experts
in a human pose estimation setting. Human pose estimation requires features that have
hundreds of dimensions and data sets that have thousands of samples. Our model in-
corporates ideas from themethods discussed above but applies them in amanner which
scales to these challenging data sets. is model allows each expert to model a region
of pose that is uni-modal and has a coherent level of ambiguity.

Using a synthetic data set, we have shown that ourmodel is able to correctly identify
coherent portions of a data set that are well represented by a Gaussian process. We have
also demonstrated that our proposed algorithm improves on our previous mixture of
Gaussian processesmodel from chapter when applied to human pose estimation tasks.





Dynamical Models for
Discriminative Pose
Estimation 6
Dynamical models play an important role in generative tracking where the role of the
dynamics is to provide an initial estimate or a proposal distribution from which the op-
timal pose is obtained by evaluating pose samples against the image evidence. However
when tracking using discriminative models, an accurate pose estimate is obtained di-
rectly through the mapping from image features to pose – there is no dependence on an
initial pose estimate. As such, in discriminative tracking the role of a dynamical model
is to incorporate temporal coherency into a sequence of pose estimates, and to use dy-
namical constraints to resolve multi-modal ambiguity in the image to pose mapping.

Discriminative pose estimation makes a estimate of a pose y as a function of an
input x and some process noise ϵ

y = f(x) + ϵ.

By estimating each frame of a sequence independently, the smoothness of human dy-
namics is replaced with a jittery signal due to the process noise ϵ and inaccuracies in the
functional mapping f(). A dynamics model can be used to ensure that the pose predic-
tions yt for a sequence of frames t ∈ {1, . . . , T} are subject to a dynamical smoothness
constraint.

is mapping from image to pose contains multi-modalities caused by ambiguous
image evidence. is leads to the mixture of experts framework of previous chapters
where the mapping is modelled using a multiple functional mappings, each modelling
an individual mode of the ambiguous mapping. Dynamics can be used to disambiguate
the image evidence by selecting correct mode of the appearance model.

Previouswork on incorporating dynamics into discriminativemodels has been based
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on conditioning the appearance model on a dynamics prediction []. A linear regres-
sion model is learnt to predict the pose from both appearance and dynamics expressed
as the product of two kernels. e authors highlight the difficulty in learning the relative
inĘuence between the appearance and dynamics components in training their linear
model.

Other researchers have applied dynamics models to the mixture of experts frame-
work [, ]. ayananthan et al. [] learn a mixture of relevance vector machines
() for their appearance to pose mapping. ey integrate the prediction of each 
into a particle ĕltering framework []. At each frame they combine theirK  esti-
mates withL estimates propagated from the previous frame to formL×K predictions.
A generative image likelihood function is used to weight each of these predictions by
comparing against the image evidence. e top L predictions are then propagated to
the next frame using a linear dynamical system.

Sminchisescu et al. [] learn a mixture of experts model which is conditioned on
both the image features and the previous pose in a similar fashion to []. As with []
they maintain L predictions at each frame. For a new image feature, they make a pre-
diction using their mixture of experts model from each of the L previous poses to give
L Gaussian mixture distributions, each with K components. A variational clustering
approximation is used to obtain L predictions for each frame to propagate along the
sequence.

In §. we propose a method for incorporating a dynamics constraint which is
speciĕcally developed formodels which give amixture ofGaussian distributions as their
predictive distribution. It uses a switching variable to consider each expert observation
individually, and a dynamics programming algorithm to infer the optimal sequence of
expert observations. is removes the necessity of the clustering approximation used
at each frame in []. Learning is simpliĕed as it doesn’t rely on modifying the appear-
ance model to be conditioned on a dynamics estimate which introduces difficult issues
with balancing the inĘuence of each regression input. Instead our model relies on the
accurate Gaussian uncertainty of our mixture of Gaussian processes appearance model
to balance the inĘuence between appearance and dynamics. Parts of this work have
been published in [].

6 . 1 DYNAMICAL SECOND ORDER FILTERING FOR MIXTURE OF
EXPERTS MODELS

In this section we introduce a novel algorithm that uses a dynamical model to infer a
smooth path through a sequence of Gaussian mixture predictive distributions as given
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..yt.

zt

.

xt

.yt−1 .yt−2 .

zt−1

.

zt−2

Figure 6.1: Graphicalmodel for secondorder pose öltering showing the nodes involved in computing
yt. See section 6.1.

by ourmixture of Gaussian processes model. is algorithm differs from previous work
[] by using a latent variable to consider the individual components of the  in-
stead of relying on a clustering approximation. e algorithm combines a multi-modal
appearance model p(yt|xt) and a separate dynamics model p(yt|yt−1, . . .) to infer a
smooth path through a sequence of frames. is model allows dynamics and appear-
ance terms to be learnt separately, avoiding the delicate problem of balancing the sen-
sitivity between the two models [].

A mixture of experts model gives a predictive distribution over the pose y as a mix-
ture of Gaussian distributions as a function of an image feature x:

p(y|x) =
K∑
i=1

p(z = i|x)N (y|µi(x),Σi(x)). (.)

is is a general mixture of experts formulation, in this thesis we use our mixture of
Gaussian processes model proposed in chapter .

In human pose tracking we wish to make a point estimate ŷt for the pose at frame
t. e naive approach is to take the expectation of (.) by taking a weighted average of
the component means. While this approach is acceptable in a uni-modal setting where
only one of the Gaussian components is active, in multi-modal regions this averaging
can result in incorrect poses. Secondly, the output of successive frames is oen noisy
due to the image ambiguities inherent in monocular pose estimation.

We propose an algorithm for inferring a smooth path through sequence of multi-
modal pose estimations by formulating the problem as a second order Markov model.
We introduce a latent variable which allows us to consider each expert of our appear-
ance model individually, tracking multiple pose hypotheses through the sequence. e
role of this latent variable is to act as a switch, separating out the components of the
predictive distribution such that each forms a Gaussian appearance observation. By
treating each appearance expert individually, we avoid the problem of an exponentially
growing state conditional as when a  is propagated []. is simpliĕes inference
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compared to previous methods [] which propagate a  as their state distribution,
enforcing the use of a clustering approximation to be made at each frame. e latent
variable formulation allows us to derive a tractable algorithm for inferring the optimal
sequence of latent states, giving us a pose estimate for each frame.

Ourmodel is formulated such that wewish to infer two latent variables at each frame
in the sequence, zt denotes the expert representing a mode of the pose distribution, and
ŷt represents a smoothed prediction within that mode. We maintainK predictions for
each frame in the sequence, we denote the prediction at frame t from appearance expert
i as ŷi,n. e predicted pose at frame t by expert zt = i is given by:

ŷi,n =p(yt, zt = i|x1:t) = p(yt|xt, zt)∑
zt−2

∑
zt−1

p(yt|ŷzt−1,t−1, ŷzt−2,t−2)p(zt−1|x1:t−1)p(zt−2|x1:t−2) (.)

where p(yt|xt, zt) is the Gaussian expert prediction. p(yt|ŷzt−1,t−1, ŷzt−2,t−2)) is a dy-
namical predictionwhichuses the previous two states of ŷ to formaGaussian prediction
for ŷzt,n. Note the summation of zt−1 and zt−2, the dynamical prediction is a weighted
sum of the predictions from all combinations of previous locations. is reduces the
sensitivity of the prediction to the previous pose estimates. Finally, p(zt−1|x1:t−1) and
p(zt−2|x1:t−2) are the marginal probabilities of appearance mode being z = i for a par-
ticular frame conditioned on the previous observations. ese marginals represent the
probability of an expert i making the appearance observation at frame t. We evaluate
the marginals by integrating out the previous pose hypotheses

p(zt|x1:t) = p(zt|xt)p(ŷzt,n|Ytr)
∑
zt−2

∑
zt−1

p(zt−1|x1:t−1)p(zt−2|x1:t−2), (.)

where p(ŷzt,t|Ytr) is a density model which gives the probability of the posterior pose
prediction ŷzt,t being a valid pose. is has the effect of encoding the structure between
the joints by down weighting pose predictions that aren’t globally coherent with the
training examples.

e predictionmade for each expert at a given frame is a Gaussian product between
the dynamical prediction p(yt|yt−1,yt−2) and the appearance prediction p(yt|xt, zt).
is has the useful property that the inĘuence of each Gaussian distribution is inversely
proportional to its uncertainty. at is, if an appearance expert has higher predictive
variance, the dynamics model will have more inĘuence over the prediction, and vice
versa.
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.. Modelling Human Dynamics

Human dynamics are relatively well modelled using a second order autoregressive pro-
cess []. While this is not enough to model speciĕc human actions or behaviours, it
serves as a good general model of human motion. For the purposes of our dynamics
framework, we require a dynamical model which generalises well to a high variety of
poses as opposed to one that models speciĕc actions.

We model p(yt|yt−1,yt−2) using a linear regression model such that the prediction
of the current pose is given by a linear projection of the two previous frames

p(yi,t|yi,t−1, yi,t−2) = N
(
µ([yi,t−1, yi,t−2]

T ), σ([yi,t−1, yi,t−2]
T )
)

(.)

where µ() and σ() are given by standard Bayesian linear regression []. We model the
dynamics of each joint individually to simplify inference and allow for accurate mod-
elling of the dynamics. Structure between each joint is enforced using a kernel density
model p(ŷt|Ytr) =

∑T
t k(ŷt,yn) where ŷt is the predicted pose and Ytr = {yn}Nn=1

are the training poses. Figure . shows a comparison between ĕrst and second order
dynamics predictions. e ĕrst order dynamics in graph (a) contains a large amount
of output ambiguity, for a single previous pose yt−1 there is a large range of possible
current poses yt. Part (c) illustrates that a second order dynamics, p(yt|yt−1,yt−2), lies
on a linearmanifold allowing accuratemodelling using a second order linear regression
model.

.. Inferring the Optimal States

In this sectionwe showhowwe can use a dynamic programming algorithm for inferring
an optimal sequence of states z1:T and obtain a pose estimate for each frame. Inferring
the optimumpose is performed by applying themax-sumalgorithm [] to the sequence.
We initialise the algorithm by setting

p(y1|z1,x1) = µ1,i, (.)

p(y2|z2,x2) = µ2,i, (.)

p(z1|x1) = p(z1 = i|x1), (.)

p(z2|x2) = p(z2 = i|x2), (.)

where µt,i is the predictive mean of component i given by the predictive distribution
of appearance model and p(z1 = i|x1) is the prior associated with each component
(equation .). We then proceed through the sequence evaluating p(yt|zt,x1:t) for each





CHAPTER 6. DYNAMICAL MODELS FOR DISCRIMINATIVE POSE
ESTIMATION

−200 −100 0 100 200 300 400
−200

−100

0

100

200

300

400

y
n−1

y
n

y
n−1

 −> y
n

−200 −100 0 100 200 300 400
−200

−100

0

100

200

300

400

y
n−2

y
n

y
n−2

 −> y
n

(a) (b)

−200

0

200

400

−200

0

200

400

−200

0

200

400

y
n−2

All Dims

y
n−1

y
n

−200 −100 0 100 200 300 400
−200

−100

0

100

200

300

400

y
n−1

y
n
−

2

y
n−1

 −> y
n−2

(c) (d)

Figure 6.2: Best viewed in colour and zoomed. These plots show the pose data for the subject's left
hand in one axis for the Ballet dataset. Black crosses are training points, red are test and blue are
predicted from a linear model p(yt|yt−1, yt−2). Plot (a) shows a örst order prediction yt−1 against
yt, although there is clearly a linear relationship, there is a high degree of ambiguity. Plot (b) shows
yt−2 against yt and plot (c) shows a 3D plot with all three variables rotated to demonstrate the linear
manifold. The second order pose distribution p(yt|yt−1, yt−2) is highly linear, where yt−2 resolves
vast majority of the ambiguity in plot (a). Plot (d) shows yt−1 plotted against yt−2. The prediction of
a linear model shown in blue is able to model the human motion to a high degree of accuracy.
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appearance expert zt and the correspondingmarginal probabilities p(zt|x1:t) (equations
. and .). At each frame, we store zt−1 and zt−2 which correspond to the most likely
preceding appearance experts that lead to zt = i:

β(i, n) = argmax
zt−1,zt−2

p(zt = i|xt)p(zt−1|x1:t−1)p(zt−2|x1:t−2) (.)

e second phase of the algorithm involves back-tracking through the stored se-
quences inβ to extract the optimumsequence z. We start by setting zT = argmaxi p(zT =

i|x1:T ) and ŷT = p(yT |zT ,xT ), and then iterate backwards through the sequence
t = T − 1, T − 2, . . . , 1 setting:

zt = β(zt+1, t+ 1)zt−1 , (.)

zt−1 = β(zt+1, t+ 1)zt−2 , (.)

ŷt = p(yt|zt,x1:t). (.)

us Ŷ = {ŷ}Tt=1 contains the smoothed predicted pose sequence and z = {zt}Tt=1

stores the optimal sequence of experts that generated it.

6 . 2 EVALUATION

In this section we evaluate the dynamical pose ĕltering algorithm demonstrating its
ability to smooth the predicted pose and resolve ambiguous frames. We compare our
model against a standard linear dynamical system () whose parameters optimised
the parameters using expectation maximisation []. An  infers a time-varying sig-
nal from a set of noisy observations by modelling it as a linear dynamical process with
a linear-Gaussian observation distribution. Comparing against this model allows us
to demonstrate the effectiveness of our algorithm at extracting a smooth pose signal
compared to a baseline method. We manually tuned the dimensionality of the latent
space to minimise the tracking errors while remaining numerically stable for the 
algorithm. For the HumanEva and sign language data sets we used a latent dimension-
ality that is half of the dimensionality of the full pose vector. is gave a good balance
between smoothing and goodness-of-ĕt. For the ballet data set, the  was unable to
ĕt the ground truth data with a large latent space. We use a  dimensional latent space,
which is the largest that will ĕt the data without encountering statistical instabilities
while learning.

We train the  on the ground truth pose data, and then use the Kalman smoothing
algorithm [] to obtain the predicted pose sequence by smoothing the expectation of
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the appearance model’s predictive distribution E[p(y|x)] (.).

Figures ., . and . show example frames for each data set where the dynamics
model corrects the prediction of the appearancemodel. For the ballet data set these cor-
rections typically correct a misplaced leg where the appearance model predicts as being
bent for an individual frame. It also corrects some transitional poses between distinct
frames where the appearance features are very subtle between close poses. e sign lan-
guage data set is corrected when the appearance model makes incorrect predictions for
frames where the subject is static, but background noise may cause an incorrect predic-
tion. is dynamical prediction constrains the model from making large jumps which
do not obey the learnt dynamical constraint. For the HumanEva data set, the dynamics
model plays a key part in correcting rotations – where the predicted skeleton has the
correct pose but is globally rotated incorrectly. e dynamics constraint ensures that
the rotation of the subject does not jump around erratically when the image information
is ambiguous.

Figures ., ., . and . shows example output of our dynamical pose ĕltering
algorithm compared to the unĕltered expectation of the appearance model’s predictive
distribution, E[p(y|x)], and a linear dynamical system. For the Ballet and HumanEva
data sets we show the , , and  coordinates of the le hand and le foot. For the sign
language data set we show the  and  coordinates of the right elbow, wrist and tip of the
hand. ese ĕgures show that the dynamics model is able to smooth the prediction of
the appearancemodel reducing the jitter between frames. Depending on a speciĕc joint
the linear dynamical system either predicts the same signal as the appearance model, or
dramatically under ĕts the signal, resulting in poor tracking results.

Both the dynamical pose ĕltering algorithm and the linear dynamical system fail to
track theHumanEvawalking sequence in ĕgure .. eymay be a limitation of the lin-
ear assumption of the dynamical propagation used in bothmodels. A walking sequence
such as this can contain signiĕcant non-linearities, particularly where the subject’s feet
are planted on the ground, a rapid deceleration in the joint’s movement. Figure .
shows the mean absolute error of each joint for our dynamical pose ĕltering algorithm
applied to the walking sequence. Particularly high errors are observed on the subject’s
ankles which move with a highly non-linear motion.

Table . shows the effect on the mean absolute error on each data set. e dy-
namical pose ĕltering does not give a signiĕcant improvement in the overall tracking
accuracy, giving slightly poorer results on the sign language data set. Although the
tracking error is not improved signiĕcantly, the results are visually smoother with less
jittery tracking than the appearancemodel alone. is shows a limitation with using the
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Dataset DPF LDS Appearance Only
Sign Language 7.1± 0.03 7.3± 0.04 6.9± 0.02
Ballet 32.2± 0.61 56.8± 1.76 33.9± 0.58
Jog 31.8± 0.38 34.9± 0.42 32.2± 0.41
Walking 31.5± 0.40 33.4± 0.36 32.4± 0.39

Table 6.1: Effect of dynamical pose öltering algorithm (DPF) on overall tracking errors compared to a
linear dynamical system (LDS) and the appearance model alone.

Figure 6.3: Example frames from the ballet data set where the dynamical pose öltering algorithm
(green) is able to correct the appearance model (cyan). The ground truth pose is shown in red.

mean absolute error to evaluate human pose tracking algorithms. is measurement is
unable to reĘect temporal coherence of a pose sequence.

To quantify the smoothing effect of the dynamics model, we plot histograms of the
disparities between consecutive frames in the predicted pose sequences. For each frame
in a sequence we calculate the difference between the current frame and the previous
frame, ameasure of howmuch the subject’s skeletonhas changed in between two frames.
For smoother tracking, the disparity between two consecutive frames should be smaller
– leading to a histogram with a higher frequency of disparities in lower bins. In ĕgures
. and . we compare the disparities of consecutive frames between the predictions
made by the appearance model alone, and the predictions made by the dynamic pose
ĕltering algorithm. ese histograms show that the dynamics model results in lower
disparities on all four data sets, showing that it is able to smooth the pose predictions
effectively.
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ESTIMATION

Figure 6.4: Example frames from the sign language data set where the dynamical pose öltering al-
gorithm (green) is able to correct the appearance model (cyan). The ground truth pose is shown in
red.

6 . 3 DISCUSSION

In this section we have introduced a novel algorithm for combining our mixture of ex-
perts model with a dynamical constraint in order to extract a smooth pose sequence
from consecutive pose predictions. While the algorithm that we introduce is developed
in the context of our mixture of Gaussian processes algorithm, it can be directly ap-
plied to any model with a Gaussian mixture predictive distribution. We show how by
introducing a switching variable in our dynamic programming algorithm, we are able
to remove the clustering approximation at each frame required by previous dynamical
frameworks for Gaussian mixture models []. We demonstrate that our model is able
to smooth the predicted pose sequence and correct some pose predictions where the
appearance model has estimated the pose incorrectly.
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Figure 6.5: Example frames fromtheHumanEvadata setwhere thedynamical poseöltering algorithm
(green) is able to correct the appearance model (cyan). The ground truth pose is shown in red.
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Figure 6.6: Joint position over time for the X, Y andZ axes of the left foot and left armof the ballet data
set. The black shows the ground truth, the red shows the appearance model, green is the dynamical
pose öltering algorithm and blue is a linear dynamical system. Legend gives the mean absolute error
for each model over this segment.
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Figure 6.7: Joint position over time for the X and Y axes of the right elbow, wrist and tip of hand on
the sign language data set. The black shows the ground truth, the red shows the appearance model,
green is the dynamical pose öltering algorithm and blue is a linear dynamical system. Legend gives
the mean absolute error for each model over this segment.
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Figure 6.8: Joint position over time for theX, Y andZ axes of the left foot and left armof theHumanEva
Jog sequence. The black shows the ground truth, the red shows the appearance model, green is the
dynamical pose öltering algorithm and blue is a linear dynamical system. Legend gives the mean
absolute error for each model over this segment.
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Figure 6.9: Joint position over time for theX, Y andZ axes of the left foot and left armof theHumanEva
Walking sequence. The black shows the ground truth, the red shows the appearance model, green is
the dynamical pose öltering algorithm and blue is a linear dynamical system. Legend gives the mean
absolute error for each model over this segment.
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Conclusion 7
In this thesis we have proposed new algorithms for using Gaussian processes for dis-
criminative human pose estimation. Discriminative pose estimation attempts to infer
the articulated pose of a subject directly from an extracted image feature. is allows
fast inference to be achieved and Ęexiblemodels which can be applied to a variety of data
sets without modiĕcation. Models are built from large offline data sets which contain
annotated pose images, allowing regression models to learn the mapping from image
features to the pose space. In this thesis we have discussed how to represent articulated
human pose and what image features are effective for capturing the image information
relevant to human pose.

We show how to deploy Gaussian processes (s) in amixture of experts framework
in a way that allows Gaussian processes to scale to large data sets with high dimensional
features. Large data sets are typical for discriminative pose estimation where varied
training sets are required to build models which can handle a diverse range of poses.
High dimensional features are required to represent visual clues which contain informa-
tion relevant to a subject’s pose. Gaussian processes are powerful regression techniques
that canmodel non-linear functional mappings with accurate modelling of uncertainty.
eir kernel formulation allows them to model large feature spaces by considering the
training data as pairwise distances. ey do not suffer from the problems of collapsing
uncertainty as with other kernel linear models.

However, s have previously been limited to small data sets due to their O(N3)

training complexity. eir uni-modal predictive distribution limits their ability tomodel
the ambiguities and multi-modalities present in discriminative pose estimation. We
show that by incorporating Gaussian processes in a mixture of experts model, they can
scale to large data sets and model the multi-modal mapping between image and pose.
e techniques outlined in this thesis are general and can be applied to any problem
which requires non-linear and multi-modal regression.
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Our ĕrst contribution is a mixture of Gaussian processes where we learn multiple
Gaussian processes, each representing a local region of the pose space. is allows
multi-modal data to be modelled by representing each mode with an individual .
By limiting the size of each , we create a model which can scale linearly with the data
set size, allowing ever larger problems to be tackled. We show how a logistic regression
model can be used to give a weight to each expert’s inĘuence in the predictive distri-
bution. We show that this algorithm is relatively insensitive to parameter choices, and
gives state of the art performance compared to other discriminative models. is work
has been published in [].

Our second contribution extends this model to automatically optimise the size and
location of each expert. Gaussian processes are able to accurately model the non-linear
functions with consistent ambiguity. If these assumptions are violated through multi-
modality or varying ambiguity, the Gaussian process will not model the distribution
of the data accurately. Our proposed algorithm uses Gibbs sampling to learn a set of
indicator variables which assign each training point to belong to an expert. e learnt
indicators ensure each expert is trained with data which is well modelled by a single 
leading to a more accurate predictive distribution. We show that by learning the indi-
cators in this way our model out performs our previous mixture of Gaussian processes
model on human pose estimation data sets. is work has been published in [].

Our ĕnal contribution is a dynamics framework for estimating a smooth pose se-
quence from a sequence of independent predictive distributions. Discriminative pose
estimation makes predictions independently for each frame. Our algorithm uses a sec-
ond order dynamics constraint to infer a smooth pose through a sequence of Gaus-
sian mixture models – the predictive distribution of our mixture of Gaussian processes
model. e algorithm considers the appearance observation of each expert in turn,
combining it with a dynamics prediction formed by integrating out the poses from the
previous frames. A dynamic programming algorithm is used to infer the optimal ap-
pearance expert for each frame in the sequence. We show that our algorithm is able to
give a smooth estimate of human pose, correcting some mistakes made by our appear-
ance model alone. We show that our model outperforms a baseline linear dynamical
system. is work has been published in [].

7 . 1 DISCUSSION

One of the primary limitations of discriminative human pose estimation is the avail-
ability of training data. Collecting training data is an expensive process. e ballet
and sign language data sets used in this thesis have been manually annotated, a labour
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7.2 FUTURE CHALLENGES

intensive process which can oen contain erroneous annotations. Data sets such as Hu-
manEva have been captured using a motion capture system. is process enforces the
subject to wear a black body suit for effective marker tracking – limiting the real-world
applicability of the data. Recent work on the Microso Kinect platform has shown that
synthetic data can be a useful tool for building real-world systems. However realistic
synthetic data is far harder to generate for colour images of humans as opposed to the
depth images used in their system.

e mixture of Gaussian process models we propose in this thesis are shown to be
powerful regression techniques which give state of the art performance on human pose
estimation data sets. By training each expert on a local region of pose space, we allow
Gaussian processes to be applied to large scale problems, taking advantage of their accu-
rate predictive distributions. As larger data sets become available it will be interesting to
see how well the logistic regression gating model will scale. We have shown it to work
well with  experts for data sets with up to  training points, but it is unclear
whether these models will scale up to data sets which require thousands of experts.

Our dynamics algorithm allows the accuracy of pose estimation to be improved
by introducing a dynamics constraint. Although it does an effective job of smoothing
the predicted pose giving better visual results, it does not have a signiĕcant effect on
reducing the tracking error. One of the possible causes of these errors are incorrect
predictions from the appearance model. If the correct pose for a frame isn’t given a
high likelihood by the predictive distribution then the dynamics model will make an
incorrect prediction. e second order dynamics model gives a general representation
of human motion, but does not model speciĕc gestures or activities. is can be a de-
sirable property the model can be applied to a wide range of activities without requiring
training data for that speciĕc activity or gesture. Any deviation from the second order
linear prediction is modelled as uncertainty – relying on the appearance model to iden-
tify the correct pose. Modelling the subtle non-linearities in second order human pose
would allow more accurate dynamics predictions to be made. However this is a chal-
lenging problem as such a model will have to support very fast predictions with large
training data sets while giving an accurate predictive uncertainty.

7 . 2 FUTURE CHALLENGES

Improved gating network – as the available data sets grow, it is unclear howwell a logistic
regression model will scale to predicting hundreds of classes. As data sets grow, image
features with larger dimensionality will be required to facilitate a greater variety of pose.
is will cause the number of features relative to the expert sizes increase, resulting in
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a more difficult learning problem for the logistic regression model.
Non-linear dynamics – although human motion is modelled reasonably well with

second order linear dynamics, there are subtle non-linearities which lead to incorrect
predictions. A regression model which is able to model these non-linearities while still
retaining fast prediction and a stable predictive uncertainty would offer improved dy-
namics performance.
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