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Abstract

With the increasing demand for electrical power d@hd growing need for the
restructuring of the power industry, electric povgsistems have become highly
complex with inherent complicated dynamics. Themefohe study of power system
stability has continued to receive significant mtiten from both academic
researchers and industrial practitioners. Thisishieguses on supervisory wide-area
control for rotor angle stability of multi-machingower systems using Linear
Quadratic Gaussian/Loop Transfer Recovery (LQG/LTédntrol theory with
guaranteed robustness. The supervisory contr@lergdeveloped in both continuous-
time and discrete-time framework and their perforoes and robustness are

assessed using both frequency-domain tools, areddimmain simulation results.

The impact of the communication time-delays thamnemnly exist in wide-area
power system control on the performance and rolegstof the closed-loop system is
investigated. In particular, different methods farporating such time-delays into
the design of the supervisory LQG controller arastdered. This thesis proposes a
modified supervisory LQG controller that utilizelset Extended Kalman Filter to
estimate the unknown/varying time-delays. Simulaticesults obtained using
numerical examples involving non-linear power systemodels demonstrate the
benefits of the proposed scheme for both time-ianaiand time-varying delays. The
resulting supervisory control scheme is well suited maintaining power system

stability in the presence of communication timeagsl
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Chapter 1

| ntroduction

1.1 Background

Power system stability has been recognized as portant issue for secure system
operation since the 1920s. It is defined by Kundiras “the property of a power
system that enables it to remain in a state ofatpey equilibrium under normal
operating conditions and to regain an acceptalate sif equilibrium after being
subjected to a disturbance”. With the increasingialed for power supply and the
growing need for the restructuring of the poweruisitdy, electric power systems
have become highly complex dynamic systems. Therefthe study of power
system stability has continued to receive significattention from both academic

researchers and industrial practitioners.

Stability problems are broadly characterized in wabegories: rotor angle stability
and voltage stability. Rotor angle stability refépsthe ability of a power system to
maintain all the synchronous machines in synchronimstability is then usually

caused by the loss of synchronism, which may éesiveen one machine and the
rest of the system or between different parts efsystem. Voltage stability involves
the ability of the power system to maintain volga all buses under normal

operating conditions, even after experiencing &udisnce. The instability is mainly
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caused by the failure of the power system to meetdemand for reactive power.

This thesis focuses on the rotor angle stabilitg afulti-machine power system.

As stated in [1], the issue of rotor angle stapilihvolves the study of the
electromechanical oscillations inherent in powestemns. There are two main types
of electromechanical oscillations: local mode datidns in the frequency range of
0.7Hz and 2Hz, and inter-area oscillations in the frequency eanf0.1Hz and 0.7
Hz. Local mode oscillations involve one or more syondous machines at a power
station swinging against the rest of the poweresystinter-area oscillations refer to
the swinging of many machines in one part of thegrosystem against machines in
another part of the system. This type of oscillaias a system-wide phenomenon
and the corresponding inter-area modes are usyadlgrly-damped in large
interconnected power systems. This damping ofatea mode becomes even worse
due to the increasing long distance power trangfieteday’s interconnected grid. As
a result, poorly-damped inter-area oscillations negd to the instability of the
power system and may result in blackouts. Somebi®iacidents in the history of
power system failures are listed as examples [2-5]:

» Detroit Edison (DE)-Ontario Hydro (OH)-Hydro QuebgEIQ) systems
experienced several power failures in both ear0i®and 1985.

e Qver 70 incidents of unstable inter-area oscillsgiavere observed in the
Mid-Continent Area Power Pool (MAPP) system in MoAmerica in 1971
and 1972.

 In 1982 and 1983, the State Energy Commission obtéve Australia
(SECWA) experienced poorly damped system osciltatio

e On August 10, 1996, a major outage occurred in \testern Electric
Coordinating Council (WECC) system due to lightgntbed low frequency

inter-area oscillations.

* In August 2003, oscillations were observed as these for the largest

blackouts in the north-eastern US/Canada interadioresystem.

« On November 4, 2006, severe power oscillations wayeerved in the

European interconnected power system.
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The traditional approach for the damping of intexaaoscillations, as well as local-
mode oscillations, is to install power system siadnis (PSSs). A PSS uses local
signals, such as rotor speed, power or frequencgrader to compute adequate
supplementary input signals to the generation aticit system. PSSs have been
shown to be effective in improving the damping offblocal mode oscillations and
certain inter-area oscillations when appropriatahed [6, 7]. Since PSSs operations
are based on local measurements, their effectigenedamping inter-area modes is
limited. The damping may be insufficient for sevelisturbances or the increasing
inter-area oscillations caused by the heavy povearster in today’s interconnected
power systems. Several researchers have proposdiicaions to the design of
PSSs in order to improve their performance [8-Ir1]8, 9], the design of a PSS was
mainly modified by proposing an improved tuning huet. On the other hand, PSS
was retuned by selecting different input signalflid], while work in reference [11]
considered the coordination of PSSs in multi-maghgpower system. However,
electromechanical oscillations in wide-area powgsteam may be insufficiently
damped with these modified local PSSs, particulartyen subjected to large

disturbance.

Since the late 1990s, Flexible AC Transmission SustFACTS) devices have been
proposed for the enhancement of power system iyabiihese include Static VAr

Compensator (SVC) and Thyristor Controlled Serieen@ensation (TCSC) [12].

FACTS devices were initially designed for two mainjectives: (1) to improve the
power transfer capability of transmission systend @) to maintain the power flow
over designated routes [13]. Many researchersedptored the potential of FACTS
devices for damping of electromechanical oscilladid14]. These results led to
increased interest in designing controllers for H&Cdevices in order to improve
damping of electromechanical oscillations [15-2Blowever, the feasibility of

FACTS devices for improving the damping of electemtmanical oscillations has
been questioned due to the high cost of their implgation [21, 22]. It is also

important to note that both conventional PSS andCF3 devices are local

controllers, and are only effective in damping logedes. Their effectiveness in
damping inter-area modes is limited because imes-anodes are usually not
controllable and observable in the generator’s lleignals as compared to local
modes [23].
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There has recently been an increased interestplying Wide Area Measurement
System (WAMS) and control devices to improve dargmi inter-area oscillations,
hence improving the overall power system stabiliiyyese wide-area damping
control schemes rely on the Phasor Measurement(BMU) technology and have
been shown to significantly improve the dampingntér-area oscillatory modes. For
example, Kamwa and co-workers [23] illustrate thate-area stabilizing controllers
have significant potential for improving the dynanperformance of power system
when implemented on few sites only. New PSSs wasigded by using the
supplementary input from remote PMUs which geogicaily spread over nine
electrically coherent areas in this reference. @siydro-Quebec examples, Kamwa
etal also shows that wide-area measurements resultoth blean and robust
observability of inter-area oscillations and thadovoltage collapse phenomenon. It
was also shown that the transient stability mamgin only be extended with wide-
area control, and the impact on the inter-area nuasheping with wide-area control
is 1.5 to 2 times stronger than that of local P@Ssore comprenhencive overview
about Wide Area Monitoring, Protection and Confsgstems can be found in [24],
in which Terzijaetal discuss a number of challenging pointes relevantdirrent and
future development of Smart Grid solutions, alsmsth relevant for control

applications based on wide area measurements.

1.2 Literature Review

Among the wide-area control schemes, the wide-degaping controller has been
shown to have significant advantages in terms diabiity and operational

flexibility [23]. Each generator may be equippedhna local controller, called Power
System Stabilizer (PSS), whose role is to improaping of the power system and
therefore to deal with the oscillatory electrometbal modes. A supervisory
controller is placed at a control centre receiviegnote signals from PMUs, as well
as providing supplementary control signals backdoh machine together with the
local control signals from the local PSS. The sugery controller provides

sufficient damping on the electromechanical motldsei local PSSs are not effective
or if there is severe disturbance acting on a posystem. In addition, from an

economic viewpoint, it may be more cost effective implement centralized
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controllers that utilise existing control devicesther than to install new control
devices [22].

1.2.1 Controller Design

Several design methods based on WAMS technologg haen proposed to address
the supervisory damping control problem. The sisipté these uses a lead-lag block
compensator, which is similar to the conventiorahvBr System Stabiliser (PSS) [10,
23]. This controller is usually designed in a sanilvay to the conventional PSS,
which is based on a fixed operating condition @& lihearised power system model.

H_ control is a well-known advanced control technidae its robustness to the

uncertainties and has been used in wide-area dgmgntrol by a number of
researchers [18, 25-28]. However, it was foundd@ione to pole-zero cancellation
between the system plant and the controller whesedan the solution of the

Algebraic Riccati Equation (ARE) method, as shown29]. Also, since theH

control method considers the worst-case scendwotdsulting controller is likely to
be overly conservative when dealing with less sedesturbances. Furthermore, the
feasibility of the whole design procedure may bedioned due to the difficulty in

selecting the weighting functions [30, 31].

Linear Quadratic Gaussian (LQG) control is congdeto be a cornerstone of
modern optimal control theory and has been widelyliad in the control of multi-

variable systems [32, 33]. This approach involvegyming an optimal full state-
variable feedback (linear quadratic regulator (L&)d the observer (Kalman filter)
to provide the state estimates for the feedbacktiom. The control method benefits
from the separation principle, which allows the tcoller to be designed in a
straightforward manner for multivariable systemsrewy solving two separate
matrix equations [34]. The important feature of LQ@&htrol theory is that it enables
controller designers to trade off regulation perfance and control effort. In terms
of control design, due to reference input chantes,LQG type of cost function is
often a more practical criterion when minimizingdking errors or control signal

variations compared to thél_, control method [35]. In addition, the process
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disturbance and measurement noise can be takeadotmnt during the LQG design
procedure. This additional step can easily be aoctodated in the standard LQG
design. It is also straightforward to increase bkoff of the LQG controller by

adjusting the open-loop transfer function [36]. Tiesulting closed-loop system

(under certain conditions) is guaranteed to be asytically stable.

It has been pointed out that there are no guardnpeeformance and robustness
properties for the LQG-controlled system [29]. Kwakaak [37] and Doyle and
Stein [38, 39] proposed the Loop Transfer RecoyemR) procedure to recover the
performance and robustness properties at eithepldre input or the plant output.
With the combination of the recovery procedureplaust controller design technique
(LQG/LTR) with guaranteed robustness is proposg@®h and further discussed by
Stein and Athans [40]. This control method has deen adopted in control of
power system stability problems. In [41], the dasig PSS based on the LQG/LTR
technique is proposed to formulate more robustilstals. Later on, Dalela and
Radman [42] proposed LQR and LQG control procedwesa supplementary
controller to PSSs in order to increase stabilitgt eeliability of the system. However,
they only considered simple power systems. LQG QGLLTR control methods
have also been applied to the damping of inter-awallation modes by some
researchers. Shaalan [43] implements an LQG cdertrfar load frequency control
problem. The LQG controller provides better robasm as well as tracking
performance compared to the PI (Proportional artidghal) controller. LQG/LTR
control based on closed-loop iterative identifioatmethod is proposed in [44] and
applied to a SVC to increase the damping of lowriency oscillations in multi-
machine power systems. Son [20] introduces the LQB/Aechnique into the design
of TCSC devices for the damping controller desigore recently, Zolotastal [31]
presents LQG/LTR damping control scheme for a pgedaminimum-phase square

system augmentation to improve the inter-area nosdglations of power systems.

1.2.2 Discrete-Time Control

The controllers reviewed in Section 1.2.1 are alighed under the assumption that
the control algorithm executes instantaneously, agsuming that the sampling

period is infinitely small. In other words, all diese controllers are assumed to be
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represented as continuous-time systems. In pradimsever, this assumption may
be highly unrealistic, especially when consideriaugye-scale systems described by
high-order dynamic models possessing potentiatlyelaumbers of input and output
variables. This is particularly true when considgrithe problem of rotor angle
stability for which the dominant dynamics are ie fhrequency range of 0.1 to 2.

In such applications the issue of sampling may @rtmvbe a critical performance-
limiting parameter. Therefore, it would be advaetmgs to investigate and
understand this impact by addressing the problemmwdfi-area supervisory control
using discrete-time framework. Several publicatibase focused on the design of
discrete-time controllers for power systems. Intipalar, PSS was implemented
using sampled values of voltage and current on @amiocessor in [45]. Digital
control was adopted to generating units by updatiegcontrol parameters and set-
points at regular intervals in [46] and where egeherating unit is configured with
its own mini-computer for local digital control. @ial AVR and PSS were designed
to enhance the stability of power systems in [48]. 4n [49], the analysis of
asymptotical stability of digital control in powsystems with a special emphasis on
digital PSS was considered. Power systems withaligontrollers are treated as
nonlinear hybrid dynamical systems, and analyzeal imore exact way compared to

the conventional linear analysis for digital cofgro

Sampling of the continuous-time signal from thenpland its conversion to a

sequence of numbers is the fundamental propertiieofiesign of the discrete-time

controllers. These digital numbers are processed bigcrete-time controller. Then

the digital signals from the discrete-time coneolare reconstructed and applied to
the plant. Various reconstructions are typicallgdisShannon Reconstruction, Zero-
Order Hold (ZOH), and Higher-Order Holds [50]. Fibre design procedure of

discrete-time controllers, it is quite common taorgaout a continuous design first,

followed by the discretisation of the continuousdi controller. Thus, it is important

to perform discretisation in a proper manner tontaan the desired performance.

In order to minimise the amount of degradation th@iurs during discretisation it is
desirable to maximise the sampling rate of therotlet. However, the sampling rate
is limited by several factors, such as PMU dataort@pg rates, bandwidth of

communication links, the cost of hardware and cdipalof available instruments,
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etc. Therefore, the selection of an appropriatepdiagrate is a critical issue that has
a direct impact on the design of discrete-time diars and, subsequently, the

performance and robustness of the resulting cltsgolsystem.

1.2.3 Consideration of Communication Time-Delay

As stated in Section 1.1, WAMS and wide-area damptontrol rely on the
availability of PMU and communication equipment.eTRMU devices are used to
sample voltage and current waveforms of a bussanapling rate as high as Blx
[51]. Transmission of the measurement acquired tigh between different
generating units or substations over large disgngs a result, it is widely accepted
that communication time-delays will inevitably beegent [52]. These time-delays
are typically in the range of 0.3-1.0 second [ahjd may be caused by measurement
processing, transmission, synchronization and obnsignal calculation or
transmission. Since these time-delays are comgatalihe time periods of some of
the critical inter-area modes, their presence tyampacts the performance of the
installed wide-area controllers that utilise thi®layed information [52-54].
Therefore, time-delays should be accounted forhia dlesign of the wide-area
damping control. Classical control design procesluegplicitly account for the
presence of communication time-delays by utilising concept of a phase margin,
as explained in [29]. However, phase informationn readily available when

considering multivariable control problems, suchihessone addressed in this thesis.

Several researchers have proposed power systemrgaogntroller design with the
consideration of time-delays. In [55], time-delagswepresented by the first-order
Pade approximation in order to design a wide-a@aep system controller using
TCSC. The designed controller was applied to a@#egator system and the results
showed the use of multiple input signals for theigie of TCSC allows the controller
be more effective in providing additional dampioghe inter-area modes. Dottal
[56] proposed a centralized optimal power systemtrotler-based Linear Quadratic
Regulation methodology (LQR) for the enhancemenpafer system small-signal
stability by using the second-order Pade approxanatf the transmission time-
delays. The Smith prediction approach was utilizedcompensate time-delays

associated with communication and measurementS7h YWhen the open-loop of
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the power system has lightly damped poles, howeiier Smith predictor approach
does not ensure a minimum damping ratio of theeddsop poles [58]. In [51] and

[58], a H,_ control strategy based on the unified Smith ptedi@QJSP) was proposed

to design a centralized power system damping cletravhich was a 2-input 1-
output controller. This design may be inapproprifde multi-input multi-output
(MIMO) controller design. Wietal [59] proposed the design of a supervisory power

system stabilizer (SPSS) accounting for time-deléygsed on theH_ gain

scheduling theory. However, the designed SPSS ciyntaerate time-delays on the
order of 100ms which may be insufficient in wide-area dampingtrol with some
types of communication link, such as power linesatellite link [60]. The LMI
approach was used by [61] to design an adaptiversigory controller for the
stabilization of a multi-machine power system cdesng signal transmission delays.
The time-delay was considered as a structured tamesr in the controller design.

Since the supervisory adaptive controller was adexig based on theH

methodology and can tolerate 0.7 seconds time-d#iaydesigned controller may be

overly conservative when dealing with less sevéstitbances or longer time-delays.

1.3 Aims of the Research

In order to successfully introduce new technolagyeal-world problems it is critical
to fully understand the impact of its practical ierpentation on the performance and
the robustness of the resulting closed-loop sysfidmrefore, the main focus of this
thesis is to investigate the impact of two crititattors on the performance of the
designed wide-area supervisory controllers. Thesedritical factors are discrete-

time implementation and the presence of commumicditme-delays.

Firstly, the design of the supervisory controleito be conducted in the continuous-
time framework using optimal control theory andlisitig the frequency-domain
analysis tools in order to properly tune the resgltontroller so that the closed-loop
system possesses adequate robustness and perfermaalities. In particular,
Linear quadratic Gaussian/Loop Transfer Recove@GILTR) methodology is to

be used, which, compared to some other more adsgaeoidniques such ds_,
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addresses the ‘average’ rather than ‘worst casenhasts, resulting in less
conservative controller. Furthermore, the tunind-QG/LTR controller is typically

performed using a small number of user-specifiecipaters, which significantly
simplifies the design procedure when considerirghfarder multivariable systems

such as the one used in this thesis.

There has been a number of publications [99, 1] discuss the danger of relying
on the mathematical conveniences of the optimatrobmheory and ignoring the
intuitive tools utilised by the classical controlethodologies, which are mostly
employing frequency-domain analysis methods. Tloeegfthese frequency-domain
analysis tools and concepts will be employed thinoud this thesis in order to assess

the performance and the robustness of the closguldgstem.

Once the continuous-time controller is successfddgigned, then the next step will
be to re-design supervisory wide-area controllgrusing discrete-time framework.
Discrete-time controller will also be designed gsinQG/LTR methodology and

using frequency domain analysis tools. Additionaligpendence of the resulting
closed-loop system performance on the criticaldiacf sampling period will be

investigated in detail. Sampling period is partaly important in the applications
that involve large-scale systems with relativelgtfalynamics, such as the one

employed in this thesis.

The important additional implication of using det@-time controller is that the
impact of computational delays is automaticallycastded for and assumed to be
equal to the sampling period. Hence, this thesissaio investigate the impact of
computation time, required for the execution of entool algorithm, on the
performance of the closed-loop system. It shoulddted that the computation time
may be an important factor when dealing with higtleo large-scale systems that
have relatively high open-loop bandwidth, suchhesdne considered in this thesis.
In these cases the assumption of continuous-tin@emmentation maybe highly

inappropriate since it assumes unrealistic comjuurtak power.

Due to the fact that the modern power systems jpeeated over large geographical
areas and the fact that the final control elemerdy, generator, may be several

hundred miles away from the supervisory controliéris inevitable that some
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communication time-delay will occur. Therefore, sththesis will investigate the
impact that such communication time-delays have tba performance and
robustness of the closed-loop system. Also, differeethods of integrating the time-
delays into the design of the supervisory LQG/LTddteoller will be investigated.
These will include rational approximations of theme-delays in continuous-time
framework and exact representation of time-delay®rwdesigning discrete-time

supervisory controller.

Finally, this thesis aims to propose a novel apghoaf estimating communication
time-delays by using Extended Kalman Filter techaig@nd combining it with the

discrete-time LQG/LTR controller. Extended Kalmaiitef will be employed to

estimate the actual time-delays present in the camcation channel, which are
likely to be unknown and time-varying. Estimatechétdelays will then be used to
update the prediction model, which is utilised bg supervisory wide-area controller.
As a result, the controller is expected to be chpab maintaining power system

stability in the presence of communication timeagsl|

1.4 Main Contributions of the Thesis

The main contributions of the thesis are summaraefbllows:

» Design of the supervisory continuous-time LQG/LT&séed wide-area
controller that incorporates integral action andbased on loop shaping
methodology. The desired power system specificatiuch as system

bandwidth, are met by using frequency-domain amatg®els.

» Design of the supervisory discrete-time LQG/LTR tcolter used for the
damping of inter-area oscillations that incorposatetegral action and is
tuned using frequency-domain analysis tools. Radidocus is placed on the
impact that the sampling period has on the perfanmand robustness of the
resulting closed-loop system. Finally, it is sholow to re-design discrete-
time controller, by reducing the bandwidth, in arde recover some of the
performance sacrificed when increasing the samergpd.
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Detailed analysis of the impact that the commurmcatime-delays have on
the performance of the continuous-time and disdisie LQG/LTR
controller designed to improve damping of the wae¥a electromechanical
mode. Different rational approximations used taespnt the time delay in a
transfer function form are utilized for continuotusie controller design.
These different approximations are compared andetha@ts confirm that the
Pade Approximation is the most appropriate methselduwhen designing
continuous-time controllers that are intended tadimist to communication
time-delays. In the case of discrete-time controtlesign, time-delay is
represented exactly without resorting to rationgdraximation. Nevertheless,
the delay margin is found to be similar for botmtouous-time and discrete-

time controllers.

Proposal of a modified supervisory LQG controlliDLQG) for the system
with unknown time delays that incorporates Extenlatinan Filter (EKF).
Both constant and varying unknown time-delays aresicered in the design.
Methodology is demonstrated using both numericangdes and the test
power system simulation. It is very important tanpaut, however, that the
methodology of employing EKF has been proposedpeddently by [101]
who applied the method to a far simpler single-tngwo-output system.
However, the author of this thesis was completelsgware of that research
work, which was published at the same time as thlemsssion of the
conference paper detailing results from this thesgarding employment of
EKF. It is clear from the proximity of the publicah dates of [101] and the
conference paper written by the author of the thdbkat the respective
research projects were conducted independentlyach ether without any

mutual awareness of each other’s work.

1.5 Outline of the Thesis

Chapter 1: Introduction describes the basic concepts related to the igkuiee
power system stability and rotor angle stability particular. Review of WAMS
based wide-area damping control methods is alseiged. Particular focus in the

review is placed on the control methods, discretetimplementation and the
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considerations of communication time-delays. Aim tbé PhD project is then
presented along with the main contributions of tthessis. Finally, the outline of the

thesis is provided.

Chapter 2. Power Systems. Stability, Modelling and Tools for Analysis

introduces the basic concepts necessary to unddrtiie issues surrounding power
system stability and electromechanical oscillatioAsdetailed description of the
modelling for each of the main power system comptses presented. These
components include synchronous generator, exaitaggstem, power system
stabilizers (PSS), transmission lines, transforr@f®&CTS devices, typical electrical
loads and the electrical network. Modal analysishoe is then introduced followed

by the modelling and analysis of a test multi-maetpower system.

Chapter 3. Continuous-Time LQG/LTR for Multi-Machine Power System
considers the design of a supervisory continuaus-titQG/LTR controller for wide-
area damping control of power systems, using toe kkhaping methodology. The
controller is tuned such that certain frequency diontharacteristics are satisfied,
such as the bandwidth and peak values of the closgdtransfer functions. The
proposed LQG/LTR controller is compared with thenventional local PSS
regulators in order to demonstrate its effectivenes the damping control of a
multi-machine power system. Also, the controller assessed in terms of its

robustness to the changes in the operating conditio

Chapter 4. Discrete-Time LQG/LTR for Multi-Machine Power System focuses
on the design of the supervisory LQG/LTR controllsmg discrete-time framework
to represent open-loop dynamics of the studied paystem. Also, this chapter
focuses on the impact that the sampling periodonae performance of the closed-
loop control system. The effectiveness and robgstroé the designed supervisory
discrete-time LQG/LTR controller is then verifieding the non-linear power system
simulation with and without auxiliary Power Syst&tabilizers. Also, the robustness
of the supervisory controller with respect to chiaggoperating conditions is
assessed by changing the power transfer betwedwdthareas in the studied power

system.
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Chapter 5. LQG/LTR for Multi-Machine Power System with Time-Delay

considers the design of both continuous-time asdrdie-time LQG/LTR controller
for multi-machine power system in the presenceashmunication time-delays. In
the case of continuous-time LQG/LTR control, twoimational approximations are
used to the model the time-delays. These two ajppaiions are also extensively
compared. Discrete-time LQG/LTR control of a powegstem is considered using
exact expressions for the time-delays rather thaarting to rational approximations.
Different time delays are used to examine the @ffesess of the proposed
controllers in terms of the achieved delay margind their influence on the damping
of the critical inter-area mode. Performance anbdustness of the designed
controllers are assessed using both frequency-aoaralysis, which relies on the
linear description of the system dynamics, and {tlomain analysis, which utilises

high-fidelity non-linear simulation model of a pomsystem.

Chapter 6: Supervisory Controller Development using Extended Kalman Filter

for System with Unknown Time-Delay proposes a modified discrete-time
LQG/LTR controller that utilises Extended Kalmantéii technique in order to
estimate unknown and varying communication timexgel Effectiveness of the
proposed approach is verified using numerical exarfg@lowed by the evaluation

on multi-machine power system for both small sicarad large signal disturbances.

Chapter 7: Conclusions and Future Work presents the main conclusions of the

research presented in this thesis and suggeststtgt should be considered in the

future work.
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Chapter 2

Power System: Stability, Modelling

and Toolsfor Analysis

2.1 Introduction

This chapter firstly introduces some basic conceptessary to understand the issue
of power system stability. The modelling of the maomponents of the power
system is then described. These components inttadsmission lines, transformer,
synchronous generator, excitation system, PSS ataya|] FACTS devices, typical
electrical loads and the electrical network. Thé&eaive power system analysis
method, namely modal analysis, is then introducegether with the concepts of
eigenvalues and eigenvectors, mode shapes assuflé garticipation and damping

factors.

Based on these fundamental concepts, the lineastatel space representation of the
test power system, which is a 2-area 4-machines3gbwer system, is presented and
analysed using frequency-domain tools. This testgposystem and its linearised

state-space model will be used throughout theghesi

As stated in the previous chapter, the focus & thésis is on the issue of the rotor
angle stability, especially on the damping of irdeza electromechanical oscillatory
modes. The other issues regarding the stabilityotthge and frequency will not be

considered in this thesis due to the time condBain
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2.2 Power System Stability

Rotor angle stability is defined as the abilityimterconnected synchronous machines
of a power system to remain in synchronous [1]. Waeynchronous machine loses
synchronism with the rest of the system, the spdeats rotor is different from that
required to generate voltages at system frequeDeello and Concordia [62]
developed insights into the inner workings of thgwchronous machine, and
established the concept of damping and synchrapiramque in the system. in
particular, it can be shown that system stabiligpehds on the changes of the

following two components for each of the synchranhmachines:
AT, =TAS+ T AW (2.1)
where

T.AO is thesynchronizing torqu&€omponent which is in the phase with the

rotor angle perturbatioAo

T,Aw is thedamping torquecomponent which is in the phase with the speed

deviationAw

In the case of insufficient synchronising torguee tnstability of the power system
will occur through an aperiodic drift in rotor arglOn the other hand, insufficient

damping torque may result in oscillatory instailit

Rotor angle stability is usually characterized @hee small-signal or transient
stability, according to [1], both of which will dariefly introduced in the remainder

of this thesis.

2.2.1 Small Signal Stability

Clearly as the name suggests, small signal stalslithe ability of power system to
maintain synchronism under small disturbances. @hessturbances could be small
variations in loads and generation. The disturbsace considered to be small if the
resulting dynamic behaviour can be adequately sgmted using linear model

description.
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Due to the fact that the system dynamics can beesepted using linear model,
modal analysis can be readily applied for the deitgation of small signal stability.
Instability arising from small-signal disturbancesanifests itself in one of the

following two forms:

i.  Steady increase in generator rotor angle due todasynchronizing torque.
ii.  Rotor oscillations of increasing amplitude due aokl of sufficient damping

torque.

2.2.2 Transient Stability

Transient stability is the ability of the power ®m to maintain synchronism when
subjected to a severe transient disturbance [Mer8eransient disturbances may be
resulted from a loss of generation or a large Iéamals on the transmission network,
etc. System response subjected to such large lostoes involves large changes of
generator rotor angles, power flows, bus voltagaeersgy other system variables and
is influenced by the non-linear power-angle relatinp. In large power system,
transient stability may not always occur as finsing instability; it could be the
result of the superposition of several modes oillaon causing large excursions of
rotor angle beyond the first swing [1].

2.3 Electromechanical Oscillations

As mentioned in the previous section, small sigwability problem is usually one of
insufficient damping of system oscillations. Itdaused by the interaction between
the electrical and mechanical processes in the paystem, also named as
electromechanical oscillation. Theses oscillatiares inherent in the power system.
Electromechanical oscillations can be caused byl shisurbances such as changes
in generation or load. They may also be initiatgddoge disturbances such as faults
in the system or heavy loading. The stability o thhole power system is largely
depended on the stability of such electromechamales. If the electromechanical
modes are unstable or poorly damped, the overslesyresponse will be diverging

or sustained oscillatory.
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These electromechanical oscillations can be mautilyided into local mode
oscillations and inter-area oscillations. They whe further discussed in the

following.

Local Mode Oscillations

This type of oscillation generally involves onemore synchronous machines at a
power station swing together against a comparatilagige power system or load
centre. The frequency of this oscillation is in thenge of 0.7 to 2 Hz. The
corresponding local modes are usually dealt withrttore conventional methods of

tuning as discussed in [63, 64].

Inter-Area Oscillations

Inter-area oscillations usually involve combinaaf many machines in one part of
a power system swing against machines in anoth#¢ropahe power system. They

are normally in the frequency range of 0.1 to 0Z/[6b]. Inter-area oscillation is a

system wide phenomenon and the corresponding anéar-modes are usually poorly
damped. The damping characteristic of the integ-anede is dictated by the tie-line

strength, the nature of the loads and the power ftowough the interconnection and
the interaction of loads with the dynamics of gatens and their associated controls.
Many researches have been made on the study ofofuidlation, such as the

dynamic properties of these oscillations [66], tegiew of the instances of such
occurrences of poorly damped or unstable inter-aredes [65].

As stated above, electromechanical oscillation® Is&vious impacts on the operation
of the system. Inter-area oscillations in the icda@nected large power system clearly
identify inadequate damping as the primary factading to system separation. The
amount of damping and the frequency of oscillat@anies with system operating
conditions [67]. Over the years, many incidentsydtem outage resulting from the
inter-area oscillations have been reported: intemected Detroit Edison (DE)-
Ontario Hydro (OH)-Hydro Quebec (HQ) systems inlyed®60’s [68]; the power
blackout of August 10, 1996 in the Western EletiricCo-ordination Council
(WECC) experienced unstable low frequency inteeaoscillations following the
outage of four 400 kV lines [69]; and recent 200&kout in eastern Canada and US
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[70]. Therefore, stability of the overall system fkeavily influenced by the
electromechanical oscillations. The damping of ithier-area oscillations will be

mostly concerned in this thesis.

2.4 Power System M odelling

The modelling of different components of the powgstem is introduced. Due to
this research is focused on the short-term stgpgvernor action and prime movers

are not reviewed and modelled.
2.4.1 Transmission Lines

The most important roll to transmit and distribygewer from power station to

individual consumers within transmission and dmittion networks or connect a
power station to a substation is transmission littesan be either overhead lines or
underground cables. Overhead lines are mostly tosé@nsmit long-distance high-

voltage electric power in transmission system. @e other hand, underground
cables are responsible for the transmission of Evd medium-voltage among urban
distribution system. A transmission line is chaeaeged by four parameters: series
resistancdR, series inductande, shunt conductand® and shunt capacitan€with

the following description.

Series Resistance, .RResistance of the lines, which are determinednfro

manufacturers’ database.

Series Inductance, LThe line inductance depends on the flux linkagéhkin the
conductor across section and external flux linkaJéwe value of inductance per
phase depends on the self geometric mean distaimegted asD,, and the
geometric mean of the distances between the comduet the three phase, denoted

as Dy,

Shunt Conductance, Glt indicates the losses raised by leakage cisrahing
insulator strings and corona, which is usually igiodue to the small effect on the

power lines.
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Shunt Capacitance, CThe capacitance between conductors is the chngenit of
potential difference, which is the charge betwe®ss ¢conductors of a transmission
line. Its value mostly depends on the conductofusad, the permittivity of the

dielectric mediunk, and D,

The four parameters are distributed throughout lémgth of the line. The line

performance can be represented by the followingtops on a per-phase basis.
z= R+ jwlL 2.2)
y=G+ joC 3P

Equation (2.2) represents the series impedanceupirlength per phase, and

equation (2.3) shows the shunt admittance perdemith per phase.

2.4.2 Transformers

The transformer is a well-known device that linke parts of the power system with
different voltage levels. In addition to changimg tvoltage levels, transformers are
also used to control the voltage and reactive pdiesv. Due to their functions,
power system transformers can be classified imeethategories [71]:

Generator step-up transformer3hey connect the generator to the transmission
system.

Transmission transformer3hey connect different parts of the transmisspstems
that operate at different voltage levels; or conrtbe transmission and distribution
systems.

Distribution transformers They transform the voltage from a high level tdoa

voltage level required by the individual consumer.

Due to the large number of voltage levels involweda power system, as well as
system variables, the per unit values and equaticmsised for simpler computation
and solutions [71]. Figure 2.1 shows the per ugitivalent circuit of a two-winding
transformer. The resulting equivalent circuit equag are expressed in (2.4) and (2.5)

as follows [1].
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— __2_ J— —_ 2 _
v, =1, Z”Op+n -~ nSﬁ Zgi, (2.4)
S S
__Nh_ N5 - 5~
A —ﬁ—svp— n, ﬁ—s Lyl t NS Zgl, (2.5)
p p

where the superbars denote per unit val¥gs,V,, [

., I are the per unit phase

voltages and currents, and
Z,, =Z, at nominal primary side tap position
Z,, = Z, at nominal secondary side tap position
n,, = primary side nominal number of turns

n, = secondary side nominal number of turns

The standard equivalent circuit of Figure 2.1 isvgh in Figure 2.2 with:

ﬁ:l:% (2.6)
ﬁs npons
2
Z,=1(Z,y+ Z,) :(n”_j (Zo+ Z0) 2.7)
s0

This standard representation form of equivalentutirequations is widely used of

two-winding transformer in power systems [1].

Figure 2.1 Per unit equivalent circuit of a two-diimg transformer [1]
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Figure 2.2 Standard equivalent circuit of Figure [4]

2.4.3 Synchronous Gener ator

As previously mentioned, the power system stabifitpblem is largely one of
keeping interconnected synchronous machines in hsgnism. Therefore, an
understanding of their characteristics and accuratelelling of their dynamic
properties are of fundamental importance to thdystf the power system stability.
There are two basic types of synchronous machioasd rotor machine and salient
pole machine. Figure 2.3 shows the block diagramthef generator with the
associated excitation control. More details on #teucture and introduction of

synchronous machine can be found in [1, 71, 72].

A practical model derived by Saidy and Hughes [i83]sed in this thesis, it is also
named model &qg. This model is considered appropriate for repriegem of round
rotor machines, as well as salient pole machings. Set of different equations that

describes the dynamics of this model are givenb§r@].

E';:%O:E'q—(x'd—x';,) - B+ E, (2.8)
E, :%:Em ~(X4= %) 1~ E]] (2.9)
£ :%.O:E'd ~(X,= %) 1, )] (2.10)
E, :%O:(xq— X,) 1,~ E4] (2.11)
- 227'[_:0[Pm— P] (2.12)
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o = w-2rtf, (2.13)

V, =E + X, 1, (2.14)
V,=E - X1, (2.15)
VENYVERYE (2.16)
P=V, I +V,l, (2.17)
where

w rotor speed;

o) rotor angle;

Xyr Xy Xy d-axis synchronous, transient, sub-transient reaetan

Xqr Xqs X, g-axis synchronous, transient, sub-transient reaetan

Ty Too d-axis open-circuit transient, sub-transient timastant;

Too Too g-axis open-circuit transient, sub-transient timastant;

H inertia constant;

lgo 1, generatdraxis, g-axis current;

VgV, Ve generatal-axis, g-axis, terminal voltage;

P electrical power.

e

For salient pole machines, there)(g = X, thed-axis transient voltage component,

E,, is equal to zero. Consequently, equation (24 &Jiminated.

v

Generator

\ 4

AVR

PSS

A

w,P,8

Figure 2.3 Block diagram of the generator with &ttn control
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2.4.4 Generator Excitation System

The generator excitation system consists of ant&xend an Automatic Voltage
Regulator (AVR). An exciter can be either rotatmgstatic. The AVR regulates the
generator terminal voltage by controlling the antooh current supplied to the
generator filed winding by the exciter [71]. Tharsdard IEEE type DC1A exciter
block diagram is shown in Figure 2.K. is the ratio of the resistance of the exciter
field circuit and the slope of the air-gap linetbe line tangent to the linear portion
of the open circuit saturation curvg, refers to the integration of the forward loop.

S: (E,) represents the saturation function. The voltageletor is represented by a

gain K, with time constan®,. The outputs of these regulators are usually &chit
by either by the effects of saturation or the powepply limitation [1]. The
measured generator terminal voltageis compared with the reference voltagg
to produce the voltage errdyV . The final inputs of the generator excitation eyst
V,, is the error voltage compensated with the voltage Power System Stabilizer
(PSS)V,¢s. The output of AVR is the field voltage which isually limited by either

the effects of saturation or the power supply aaa loe easily represented as limits

on the output values of the regulator.

VRmax
1 1 Eq -
TAVRS+1 + Kg +Tes -
Exciter
S(Ey) [«
1 dl
T.s+1 |

Figure 2.4 Block diagram of IEEE type DC1A exciter
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2.4.5 Power System Stabilizer

Power system stabilizers (PSS) are used to prodaeping torque for the

synchronous machines by generating supplementatyadsignals for the excitation

system in order to suppress oscillations. Electararical oscillations of small

magnitude and low frequency exist in the intercate@ power system and often
persist for long periods of time, and in some casem impose limitations on the
power transfer capability. In addition, the generatltage regulator action will pose
a detrimental impact upon the dynamic stabilitytoé power system when the
synchronizing torque of synchronous machines iseeed in order to improve the
transient stability of the power system. Figure 2¥®ws the general structure of a
PSS. Equation (2.18) represents the transfer fumcti the general structure of PSS.

1+Ts
1+aTs

_k 1+Ts ) ( T,s )(1+T,s
P 1+aTs) (1+ T, s)\ 1+ T

N is the number of lead-lag block®y(s) F(s) is washout and low pass filter

H(s) = Kpss( j W(9 H 3

(2.18)

respectively.K ¢ is the gain of the transfer functioa, andT, refers to the lead-lag
constant and time constant respectivdly, T,, andT; (T, =1s~ 20s, typically

3s~10s; T,/T, <10) are time constants &¥(s)andF(s).

Phase
Low-pass filter Washout compensation Gain Vssmax
N
Aw 1+T,s TS 1+sT,
> > . —» Koss
1+T,s 1+T,S 1+aT,s Ves
V.

ssmin

Figure 2.5 Major elements of a PSS [1]

43



2.4.6 FACTS Devices

Flexible AC Transmission Systems, named FACTS, fiwvasissued in the United
States to improve the control of the transmissigsiesns in the late 1980s [13]. The
FACTS devices have been widely introduced for wasi@pplications with two

original main objectives [13]:

1) To increase the power transfer capability of tralssian systems;

2) To keep power flow over designated routs.

The FACTS devices are typically categorised into types. The first type utilizes
reactive impedances or a tap-changing transformién thyristor switching to

provide the control; the second type uses statiweders as voltage sources [13].

The devices, the Static Var Compensator (SVC),dtorcontrolled series capacitor
(TCSC) and phase-shifter all belong to the firsiugr. Each device acts on one of the
three parameters determining power transmissiorC 8%ts on voltage, TCSC acts
on transmission impedance and phase-shifter actsansmission angle. The second
type of FACTS devices employs converter-based symdus voltage source.
Devices such as Static Synchronous Compensator{SOM), Static Synchronous
Series Compensator (SSSC), Unified Power Flow @datr (UPFC) and the
Interline Power Flow Controller (IPFC) all belong the second type of FACTS
devices. The STATCOM controls the voltage by reacghunt compensation. The
SSSC controls the effective transmission impedahogugh series compensation.
The UPFC can control all three transmission pararmse{voltage, impedance,

voltage angle), as well as the real and reactivegpdlow in the line [13].

SVC was firstly used in mid-1970s. It has been kmawat SVC has significant
benefits on voltage regulation, as well as the oupment of transient stability and
dynamic stability [1]. In addition, SVC can mitigathe power oscillations and has
been utilized to damp the inter-area modes and dmtain system stability. The
structure and modelling of SVC is described inftiilowing mainly from reference
[74]. The model of SVC is represented by the pet equations (2.19). Figure 2.6
depicts the block diagram of the transient modehefSVC [74].
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{)ﬂ = f(%.a.V,Vy) (2.19a)

B,—[2a-sin2y-7(2- X,/ X.)]/mX
0= | -V B, (2.19b)
Q-V’B

where most variables are defined in Figure %6and f () denote the control

system state variables and the control system iamaespectively. The control

function f ([) depends on the type of control system used.

oV
| Filters
Ql a:l

Figure 2.6 Block diagram of the transient stabifitgdel of SVC [74]

A
Magnitude

2.4.7 Loads

It is known that load characteristics have a sigaift impact on system stability [1,
75]. Load models are typically classified into ttygpes: static loads and dynamic
loads. Static load models express as algebraiditunscof the bus voltage magnitude
and frequency. Dynamic loads need to be modelletth wWynamic equations or
differential equations. For static load models, t@tage dependency of load

characteristics has been expressed by the folloaxpgnential model:

10)
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whereP andQ are active and reactive components of the loachwhe bus voltage
is V. The subscript identifies the values of the respective varialméshe initial
operating condition. With the exponetandb equal to 0, 1, 2, the model represents

constant power, constant current, and constantdanpee characteristics respectively.

2.5 Multi-M achine Network Power Flow Analysis

Previous sections of this chapter introduce andudis different power system
components. Next, the analytical techniques foaitext analysis of power system as

a network are described in this section.
2.5.1 Bus Classification

There are four quantities are associated with dach active poweP, reactive
power Q, voltage magnitud®/, and voltage anglé. Depending on which of these

variables are specified, buses are classified | s

* PV bus: named voltage-controlled bus. Active powed aroltage
magnitude are specified. Depending on the chaiatitesr of the

individual devices, limits to the reactive powee apecified.
* PQbus: named load bus. Active and reactive powespeeified.

» Slack bus: voltage magnitude and phase angle a@figg. The slack

bus is the only bus with known voltage.

2.5.2 Network Equations

The electrical network consists of inter-linkednseission lines and transformers,
each of which can be modelled by threequivalent circuits described in Section
2.4.1 and 2.4.2. The nodal network equations imsenf the node admittance matrix

are formed by the combined individual models alovesd [1]:
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where

N total number of nodes;

Y, self-admittance of nodeand is equal to the sum of all the admittances
terminating at node
\?ij mutual admittance between nodasidj, and is equal to the negative of

the sum of all admittances nodeand;;

current injection at node and is equal to the algebraic sum of the

currents in all the branches terminating at nipde

V. voltage at node

The complex admittance and voltage can be writeel; & YO 4 , andV, =VOJ .

The active power and reactive power then can beatefrom equation (2.21) as

follows:

N

P =V?Y cos§ +.Z VY cosf -9 -¢ )

S (2.22)

N

Q=-V’Ysing + > VY\Ysing-9 -¢ )

j=1,j#
When the rectangular co-ordinate systenbj is used, the voltage and current is
represented as follows, shown in Figure 2.7.
V=vel=\+j\y, T=le’=I_+]jl,
and the real and reactive power now is represeaged

R =Vl *\o by Q =Vl ~Valy
Expressing the complex admittance in rectangulaordmates in terms of
conductanceG and susceptancs, as\?ij =G + jB , and substituting it to

equation (2.21), the current injection at each riad@btained as:
o™ . N =S N . -
=1y +]ly, :Z,Yijvj :Z(Qj +]B )(\éj +1V, )
j=1 j=1
thus the real and imaginary parts of currents eypeasented as:

47



i
Imag| b
V=V, + jV
Vb ______________ I a Jb
. : Real
v A
| ______ 1
’ |:|a+j|b

Figure 2.7 Voltage and current on the complex plane

2.5.3 Linearisation of Power Network Equations

The real and reactive power injection at each ned& non-linear function of the
system voltages, i.eP=P(V,0) and Q=Q(V,d) . In order to linearise these
expressions, Newton-Raphson method is used predmthyn1]. This linearisation

method utilizes the first order Taylor expansionl aweglects the higher-order terms.
The resulting linear relationship between powewficand voltage magnitudes and

angles can then be written as:

AP J, I, || A
= (2.23)
AQ J,, I, || AV
where AP and AQ denote the deviations of the real and reactiveepoat all the

system nodes from their nominal values, respegtived is the vector of voltage
angle deviations from their nominal values, af\d is the vector of voltage
magnitude deviations from their nominal values. Talements of Jacobian

submatricesJ,,, J,,, J,,, J,,, are the partial derivatives of the functions shaw

equation (2.24).

P . P . _3Q . _dQ

‘]uzﬁﬂjlz_a—v 21_65"]22_6\/

(2.24)

Substituting (2.24) into (2.23) produces the foliogvlinearised relationship:
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AQ|"|aQ aqllav
05 oV

2.5.4 Network Reduction

The size of the network can be reduced by elinmgatome of the nodes. These
nodes must be removed in such a way that the daraamd nodal voltages at the
retained nodes are unchanged [71]. Kron’s methodtiized in reduction of the

network. Equation (2.26) performs Kron'’s reductiormula.

kk

Yi =Y (2)26

fori=12,.k,.N,andj=12,.k,.N. Y, is the new admittance between node

i andj after the elimination of node

2.6 Modal Analysis

2.6.1 Eigenvalues and Eigenvectors

The eigenvalues of a matri®, are given by the values of the scalar parametfar

which there exist non-trivial solutions to the et

AD =\P (2.27)
where A is annxn matrix, ® is annx1 vector. Then solutions of (2.27) are the

eigenvalues ofA, which areA =A,A,,...,A,. These eigenvalues may be real or
complex. For any eigenvalue, the n-column vector®, which satisfies (2.27) is

called the right eigenvector #fassociated with the eigenvalde. It is showed as
AP =AD, i=12,..n (2.28)
®, :[(Djj o, - B !

Similarly, then-row vectorW. which satisfiesV, A=W.A ,i=1,2,...n is called the

left eigenvector associated with the eigenvalue
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Eigenvalues of a system physically refer to the @sodf oscillations. They could be
real or complex conjugate pairs. A real eigenvalogesponds to a non-oscillatory
mode, and each pair of complex eigenvalue correfptman oscillatory mode. The
stability of a power system can be determined ke d¢lgenvalues, that is, small
signal stability would be maintained if all the emyalues in the system have
negative real parts [1, 76]. Degree of stabilitgiéxided by how far the eigenvalues
located away from the imaginary axis in the lefif ptane (LHP). The further away

from the imaginary axis, the more stable the systeith be. Right eigenvector

associated with the mode accounts for the modeeshkipdefines the relative

distribution of the mode through the system dynastites. The information of the
observability of an oscillation mode can be re#ectby the corresponding

component of the right eigenvector. Left eigenveessociated with the mode gives
the distribution of the states. It has a direceefion the amplitude of a mode excited
by a specific input. The information of the conkability of a mode can be reflected

by the corresponding component of the left eigetordB0].

2.6.2 Damping Factors

As stated above, each pair of the complex conjugafenvalue corresponds to an
oscillatory mode. They are in the form dE o+ jw. The real component of the

eigenvalue gives the damping, and the imaginarypoorent gives the frequency of
oscillation. A positive real part represents ostitin of increasing amplitude
whereas negative real part represents a dampdthteni[1]. To determine the rate

of decay of the amplitude of the oscillation, tteerging ratio is used and defined

as
-0
Z:— 49
T rir 49)
2.6.3 Mode Shapes

As stated in the previous sections, electromechammdes can be classified into
local and inter-area model. Mode shape analysitdcachieve the classification of

the type of a mode simply based on its frequenbg. Mode shape could be specified
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by the right eigenvector. In local oscillations,lyora small percentage of the
generators have significant involvement in the li@n illustrated in Figure 2.8(a).
Inter-area modes involve all or a large number erfiggators and can represent the
case where the generators split into two or mokegsaups and oscillate against

each other as shown in Figure 2.8(b).

Img Img 5
A The element at the right eigenvector

(u Y, corresponding to the speed of
ki - generator 7

Real Real

w,

J

(a) Local mode (b) Inter—area mode

Figure 2.8 Mode shape of local and inter-area mode

2.6.4 Participation Factors

Participation factor [77] is a measure of the reafparticipation of thek-th state

variable in the-th mode, and vice versa. It is calculated as ¥lo

Pi = (‘R<i¢ik (2-30)
where @, is thek-th entry of the right eigenvecteb, and ¢, is thek-th entry of the
left eigenvector¥,. @, measures the activity déth state in the-th mode;d,

weighs the contribution of this activity to the nepdp, measures the net

participation of thek-th state in thei-th mode. By using the eigenvector

normalization, the sum of the participation factassociated with any modé Py)
i=1

or with any state variabl(ai p.) is equal to 1.
k=1
Participation factors play an important role tontiy the electromechanical modes.

For electromechanical modes, the correspondingcjtion factors for generator

state variable, such as angular speed, angulaata@v, electrical power etc, will be
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among of the highest compared with other statesticRation factors are also

applied in model reduction, which is useful in kgpwer systems [29].

2.7 Test Power System

2.7.1 System Modelling

A single line diagram of the test system is showRigure 2.9. This two-area system
was created by Ontario Hydro for a research repammissioned by the Canadian
Electrical Association. This system was designea@xbibit the different types of

oscillations that occur in an interconnected sysféB) 79]. The two-area system
consists of two active networks in which each oag two generators. The two active
areas are connected via one AC transmission lingtafic Var Compensator (SVC)
connects to bus 7 for providing reactive power supp The full set of the system

parameters i.e., the generator, transformer amgnmesion line parameters, as well

as the controller settings of the AVR and Goveirergiven in Appendix A.1.

_ 4
Bus 5 Bus 7 Bus 6 O

Bus 4

Bus 2

1 6
— Bc=06 |

Bus 3 Bus 8 Bus 1

Figure 2.9 Single Line Diagram of Test System

The system base set for p.u. system is 100MVA. steady sate, Generator 2, 3, 4
supply 90 MW active power to the system respectiviet. 0.9 p.u., whereas
Generator 1 produces 193 MW active power. The lgaddelled in system are all
consumed to be of constant impedance type forpatation conditions. The load in
Area 1 consumes 253 MW active power, and the loaflrea 2 consumes 210 MW

active power. As a consequence, the there is anegoower flow of 30 MW over
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the AC tie line from Area 1 (generation area) t@@2 (demand area). Modelling of

each components of this power system is givenarfahowing.

Generators

The block diagram of the generator with the assediaexcitation control
implemented in this test power system has been shiowigure 2.3. Generator 1, 3
and 4 are round rotor machines, Generator 2 iienspole machine, and Generator
1 is the reference generator. Each generator i¢ralead by the AVR. In the
modelling of this study, speed deviatidhaw and angle deviatiodAo will be utilized
instead of speed and angled stated in equations (2.11) and (2.12). The speed

deviation of Generator \w, is set to be the reference speed, namely, . Hence,

the ' order derivative of angle speed of Generator an@ 4 will be equal to the

speed deviation minus the reference spe®g, . The state-space model

representation of each generator can be referragpendix A.2.

Generator Excitation System

The standard IEEE type DC1A exciter in tH8 @der and AVR are implemented for
this test power system, which has been shown iar€ig.4. The parameter values of
AVR are given in Appendix A.1. The voltage limitsasvn in Figure 2.4 are given as

follows.

V

Rmax

=5.5, Vi, =—5.5

Rmin

Power System StabilizéPS9

In the application of the 4-machine, 8-bus test gosystem, the transfer function of
the structure of PSS is the same as shown in (2TM8) lead-lag blocks are used,
that isN is equal to 2. For each PSS, the input signdlasspeed deviation from the

corresponding generator, and the output signalhef RSS is the complementary
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voltage which will be fed into the AVR. The parasrevalues of PSS are given in
Appendix A.1.

Load

As the modelling of loads has been stated in Se@id.7, the load model used in
this study is the constant impedance model andesepted by a constant shunt
admittance connected to the bus. The resulting med@xpressed as follows

St 02 2)31
load |V0|2 ( )

where R, Q, andV, are given in (2.20).

Bus Classification

There are 8 buses in this 2-area 4-machine povetersy Bus 1 is the slack bus, Bus
2 ~ 4 arePV buses, and Bus 5 ~ 8 d€) buses. Table 2.1 shows the reactive power
limits of slack bus an®V buses applied in this test power system.

Table 2.1 Reactive power limits

Bus No.| Bus Type Q. Qmax
1 Slack —c0 +00
2 PV -0.6 4
3 PV -0.6 4
4 PV -0.6 4

2.7.2 Modal Analysis

The linearized state-space model of the test pey&em contains 35 states, 4 inputs,
and 12 outputs. All the eigenvalues correspondinttpé states are listed in Appendix
A. As stated in the previous sections, each paicashplex conjugate eigenvalues

corresponds to an oscillatory mode. Figure 2.1Gshihe location of the dominant
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eigenvalues with positive imaginary parts. The édslne in Figure 2.10 shows the
location of all the eigenvalues with damping ratib 5%, which is utilised as a
margin used to classify modes as either poorly-dampr well-damped. The
eigenvalues located above the margin corresponietpoorly-damped modes, and
the eigenvalues located bellow the margin reféhéowell-damped modes. It can be
seen in Figure 2.10 that there is one eigenvaldle the damping ratio smaller than

5%, which is related to inter-area mode.

s-plane
3B ‘
25¢
S
— 15;
10| ~
* *
5¢ 4
0 ——k : i -
-1.5 -1 -0.5 0
Real

Figure 2.10 Dominant eigenvalues of the test paystem without PSS

Table 2.2 Electromechanical modes betweerlpdnd 2.5z

Modes Eigenvalues Modes Eigenvalues

19,20 | -7.6715 7.243¢ 21, 22 -8.5474+ 4.495¢

23,24 | -1.1962+ 8.215¢ 25, 26 -0.8186+ 6.982¢

27,28 | —0.0353t 3.6734

As only the electromechanical modes are concemlkthe electromechanical modes
with the frequencies in the range of ®2and 2.5Hz and corresponding eigenvalues
are calculated listed in Table 2.2. Figure 2.1fh&s stem plot of the location of the
states with the largest and second largest Paatioip Factors values for each of the

modes located in the frequency range betweei®adnd 2.5Hz
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The eletromechanical modes are then identified base participation factors in
Figure 2.11 and the corresponding speed state gle atate of the four generators.
This test power system model has three primaryllasmy modes of interaction.
These modes and the corresponding damping faateishawn in Table 2.3. Mode 1,
-1.1962+ 8.215€, is dominated by Generators 2 and 3. The secondemo
—0.8186+ 6.982k, is dominated by Generators 1 and 4. Mode 1 andentare
local modes in frequency 1.31z and 1.11Hz respectively. Mode 3 is an inter-area
mode in frequency 0.5Biz which is of particular interested. This mode représ
the interactions of Generators 1 and 4 against a&rs 2 and 3 through the tie line
between bus 5 and bus 7. The damping ratio ofrteetmodes is 14.4%, 11.6%, and
0.96% respectively. It is clear that the dampintipraf the 3 mode is quite small,
that means the inter-area mode is poorly damped.

Location of Max PF values for each mode
30 I I \ \ I I I

20F----f----

T ST

19 20 21 22 23 24 25 26 27 28
Appropriate Modes between 0.1Hz and 2.5Hz

Location of 2nd Max PF values for each mode
40 I I I I I

30F----f---f oot

20p----f---frmm -

T T |

19 20 21 22 23 24 25 26 27 28
Appropriate Modes between 0.1Hz and 2.5Hz

location of 2@ Max value of PF location of Max value of PF

Figure 2.11 Location of maximum anff Znaximum PF values

Table 2.3 Electromechanical modes of the test peysiem

Modes Eigenvalues Frequency (Hz) Damping Ratip %
1 -1.1962+ 8.215¢ 1.31 14.4
2 -0.8186+ 6.982% 1.11 11.6
3 -0.0353t 3.673¢ 0.58 0.96
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Figure 2.12 shows the mode shapes of the three snodk positive frequencies.
Figure 2.12(a) shows the first local mode domindigdsenerators 2 and 3. Figure
2.12(b) shows the second local mode dominated mefagrs 1 and 4. The mode
shape of the inter-area mode is shown in Figur(2)1It is obvious the inter-area
mode that Generators 1 and 4 (Area 1) oscillafghase against of Generators 2 and
3 (Area 2).

Mode -1.1962+1.3076 Hz Mode -0.81862+1.1113] Hz Mode -0.035301+0.58465] Hz
90 0.0025 90 0.006
99 0'0%36 60 20 60

120

210 N 330

Figure 2.12 Mode shapes of the three modes

2.8 Summary

The basic concepts regarding power system stahitidelling and modal analysis
method have been briefly introduced in this chapliehas been shown that the
power system stability can be analysed using systigenvalues, eigenvectors and
damping ratios. Thus, it is highly recommended @gply modal analysis in order to

study stability issues considered in this theske Test power system, which is a 2-
area 4-machine 8-bus power system simulation, Isaskbeen described. Due to the
flexibility of the available tools, all the work wolving the power system and
associated controller design, including the cloeeg system implementation, will

be performed using Matlab and Simulink throughbetthesis.
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Chapter 3

Continuous-Time LQG/LTR for
Multi-M achine Power System

3.1 Introduction

Classical control methodologies focus on the raguaproblem in which a single
resource, which is considered as the system imputanipulated in order to control
a single variable-of-interest, considered to betrodled variable. This normally
leads to satisfaction of some local objective lutarely leads to the satisfactory
control of the system as a whole. Also, the probleimnon-effective or even
destabilising interaction amongst local controllsreften cited as a typical problem
when employing this type of control structure. @a bther hand, implementation of
the multivariable control scheme allows for the rcimated manipulation of several
different resources in order to simultaneously wanmultitude of variables-of-
interest that may be dispersed across the larde-sgatem, such as the one studied
in this thesis.

The Linear Quadratic Gaussian control design metlogy that employs the Loop
Transfer Recovery (LQG/LTR) is a well-known advahceultivariable control

technigue. The continuous-time LQG/LTR design foultmariable systems was
initially proposed by Doyle and Stein [39] and faéxpanded by Stein and Athans
[40]. This approach consists of designing both ¢tptimal full state- feedback
controller (Linear Quadratic Regulator abbreviat@sl LQR) [37, 85] and the
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associated observer, termed Kalman Filter, thatiges the optimal state estimate to
the full state-feedback controller. Using the methaf Loop Transfer Recovery

(LTR), the well-documented robustness and perfoonmaqualities obtained when

utilising LQR controller are then partially recoedrby the LQG controller.

The continuous-time LQG/LTR approach has been sitely used for the control
of multivariable systems [32, 33]. It also has begplied specifically to power
systems [20, 31, 41, 80, 81]. In particular, thevB®loSystem Stabiliser (PSS) was
designed by utilizing LQG/LTR method in [41] butlgrior the case of single-input
single-output (SISO) one-machine infinite-bus powgstem. LQG controller was
also used in [80] to regulate the local electromaeatal modes using excitation
control but also restricted to SISO single maclhirii@ite-bus power system. In [20],
LQGI/LTR technique was introduced into the designf6fSC devices for damping
electromechanical oscillations. Only local signatse considered as the input signal
in this damping controller design. Zolotatal [31] also presented LQG/LTR
damping control scheme in order to improve theriatea mode oscillations via a

proposed minimum-phase square system augmentation.

This chapter details the design of the continuaue-tsupervisory LQG/LTR
controller applied to the 2-area, 4-machine powstesn simulation. Control design
is based on the LQG methodology, which includespiteeedure of recovering the
robustness and performance properties of the chdssptimal control regulator
using the technique known as Loop Transfer RecofleFR). Designed controller is
firstly assessed using linearised small-signal rhotithe power system and then it is
applied to the non-linear simulation. In both o4k case studies, it is assumed that
the power system is not equipped with the locahgdPSSs. In the final case study
reported in this chapter, supervisory LQG/LTR colir is implemented on the
power system simulation in which each of the geesais equipped with its own

local PSS regulator.

3.2 Multivariable Frequency-Domain Design

The methodology of loop shaping represents a pétane of the modern MIMO
control system design. The use of singular valaemtlyse and design multivariable
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feedback control systems in the frequency domais iwiially introduced by Doyle
and Stein in 1981 [39]. In their pioneering pageytshowed how the classical loop
shaping ideas of feedback design could be genedalim multivariable systems
through the use of singular values, and also howddal with the unstructured
uncertainty when designing the feedback contrall€csdescribe this methodology,
the standard feedback configuration is consideretibustrated in Figure 3.1. The
plant G is shown to be interconnected with controlkerin the classical feedback
configuration. Closed-loop system shown in Figurke I#as three types of exogenous
inputs, which are reference commanmdslisturbancesl, and measurement noise
Controller outputs are designated byand the measured outputs utilised by the
controller are denoted kyy Some fundamental definitions are given in the riedex

of this section. More details can be found in [29].

Loop Transfer Functions formally given as a product of the controlleansfer

function and the open-loop system transfer function
L=GK (3.2)

Sensitivity Transfer Functiondescribes the relationship between the output

disturbances and the controlled outputs:
s=(1+1)" 2B

Complementary Sensitivity Transfer Functaescribes the relationship between the

set-points and the controlled outputs:
T=L(1+L)"=1-5S (3.3)

For a constanml[h complex matrixA, thei-th singular valueo; is the square root

of thei-th eigenvalue ofA" A, where A" is the complex conjugate transposeé\of
g (A=A (A" A (3.4)

where A ([)] denotes eigenvalues and the maximum and minimoguksir values are

defined respectively as:

T(A) = A (A A, g(A) = A (A A (3.5)
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Figure 3.1 Standard Feedback Configuration

3.2.1 Frequency-Domain Perfor mance Specification

It could be reasonably argued that it is impossilole any system to be fully
characterised by a given man-made dynamic modebther words, the model
uncertainty is inevitable. This uncertainty maydaeised by parameter changes, or
by neglected dynamics, or by a host of other unfpdceffects [39]. Then the actual
plant G' can be expressed by the nominal pl@nitvith the model uncertainties of

two types.

For additive uncertainties:

G'(jw) =G(jw) +AG(jw) (3.6a)
with
o[AG(jw)] <l (@)  Dw=20 (3.6b)
For multiplicative uncertainties:
G'(jw) =[1 +M (jw)|G (jw) (3.7a)
with
gM(ji]<l (@ Dw=0 (3.7b)

where |, ([ and |, (0J are known positive scalar functions of frequerioy The

uncertainty descriptions above belong to the atdissstructured uncertainties [29].

In this thesis, discussion will be restricted te thultiplicative uncertainties of (3.7a).
The bounding functionbn(a) in (3.7) commonly have the properties that they ar

small at low frequencies and increase to unity almalve at higher frequencies [39].
This reflects the fact that the model adequatepresents system dynamics in the
low-frequency region while the discrepancy betwés® model and the system is

much more pronounced in the high-frequency rediimce a design modeG(s), is
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specified along with the unstructured uncertairggatiption in the form of (3.7), the
feedback control design should satisfy the PerfoceaCondition and the Stability
Condition through the use of frequency shaping oe{39]. These two conditions
are described in more detail in the following.

Performance Conditions Low-Frequency Specifications

For MIMO systems, frequency domain conditions ferfprmance objectives should

satisfy the following inequality:
g[GK( ja)] >1, forw<aw, (3.8)

Where w, denotes the range of frequencies that are presehe spectral density

function of the disturbanc&’;K( ja)) is the frequency response of the loop daif

In words, this condition requires high feedbackha low-frequency region in order
to adequately reject the disturbances. By ensutivaj GK is very large, the
sensitivity transfer function relating disturbartoethe controlled variable is made to

be very small.

Another low-frequency performance bound may beveerifrom the steady-state
error considerations. In order to make the steaalyg®rror in response to a unit step
atr equal to zero, the integral action may be incluttedthe controller design. A
final consideration in terms of the low-frequen@hhviour ofGK refers to the issue

of balancing the singular values at low frequenciesother words, it is highly

desirable to have maximum and minimum singular esjunamelyg (GK) and

g(GK), close to each other, i.e. minimising the conditilumber of the loop

transfer function matrixGK. This would ensure that the system responds tp@at

changes and persistent disturbances in a similaneran all ‘input channels’.

Stability Conditions- High-Frequency Specifications
The control design needs to satisfy not only ttebiity of the nominal feedback

systemGK[1+GK] ™, but also the robustness stability of the nomiryatemG with

uncertaintiesG' K[I +G' K]'l. The following constraint is derived:

g[GK(ja)] <¥1.(w), forall 0Sw<w (3.9)
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3.3 Continuous-Time LQG/LTR Control

A linear multivariable plant described by a tramgtenction G(s) can be represented

by the following linear time-invariant state-spamedel:

X= Ax+ Bu+ w
(3.10)
y = Cx+ Du+ v

Where x ¢ JR" , u(t)OR™, and y ¢ JJR" are system state, input and output
vectors respectivelyw and v are the process noise and measurement noise
respectively, which are assumed to be uncorrela¢éeo-mean Gaussian white noise

processes with the following covariances:

E{ww}=w, Hw}=
(3.11)
E{w}=0, g vv&} =
whereE is the expectation operator.
3.3.1LQG Controal
The LQG control problem is to find the optimal aahtu(t) which minimizes
J = E{MT [ X Qx+ U Ry ]n (3.12)

where Q and R are constant weighting matrices such tigaE Q' >0 and

R= R >0. The solution to the LQG problem is achieved blyisg the two related

problems described below. First problem is conatmmigh the design of the optimal
state-feedback controller which is normally refdrte as Linear Quadratic Regulator
(LQR). Second problem is concerned with the desigtine optimal state estimator,

which takes form of a state observer.

Optimal State-Feedback. For the following system state-space model:
X= Ax+ Bu

13)
y =Cx
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with non-zero initial statex(0), find the optimal controu(t) which minimizes the

cost function

3=[ [T QXY+ U R Y] d (3.14)
The optimal state-feedback control law is givethia state-feedback form:
u(t) =K x(9) 18)
where
K.=R'B'P .18)

And P is the unique symmetric nonnegative definite sofutof the algebraic
Riccati equation (ARE):
A'P+PA-PBR' B P G0 (3.17)

Kalman Filter. Provide the optimal estimat& of the state x, so that
E{[x— q[ x- 3}} is minimized. The Kalman filter has the structafe
X= Ax+ But+ K (y- Cx (3.18)
The optimal Kalman filter gairk; is given by
K, =PC'V"* Q)1
where P, is the unique symmetric nonnegative definite sotubf ARE
PA+AP-PC V'CP+ W0 (3.20)
LQG controller. The LQG controller consists of both LQR reguladmd Kalman
Filter, as shown in Figure 3.2. Optimal regulaapplied not to the measured state

variables but their estimates provided by the Kalnkdter-based observer. The

state-space realisation of the resulting LQG cdietrcs given in the following form:

(3.21)

ot L]

-K 0

r
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Figure 3.2 LQG control closed-loop

One of the main theoretical results concerning L@&ulator and Kalman Filter is

the fact that the optimal gain matricks and K, exist, and the closed-loop system

is internally stable, provided the systems withtestpace realizatior(sA, B, \/6)

and (A «/W, C) are stabilizable and detectable. This result rawmbised the

manner in which the controller design was viewedhilé/ previously the control
engineer would explicitly choose the values of ¢batroller gains and then check to
see if the nominal stability is ensured, now thetod engineer simply picked the
cost function weights and the controller gains weyethesised automatically by a
computer, which solved the Algebraic Riccati Eqoiasi given in (3.17) and (3.20).

3.3.2 Performance and Robustness Propertiesof LQR

Assuming the system is deterministic and all tladest are directly measured, LQR
controller is well known for the possession of sbuyerformance and robustness
properties [82, 83]. One of these properties, whihermed the optimal return

difference relation, will be discussed and utilizedthis thesis. This relation is

concerned with the following LQR loop transfer npatr
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L(9=K (sl-A" B (3.22)

In particular, the optimal return difference redatishows that the following return
difference identity holds true [85]:

[1+L (jo)]" R[I +L, (j&)] =R+G"QG, D0swso (3.23)
where

G =M(sl-A"B (3.24)

r

R=R,Q=Q =0 andQ=MTQM. Using the definition of singular values with
R=n1 implies that

ati+Lian= a1 +26.0") (6 "]

:\/I +%/]i [(Gr(jj/z)H (G} 61/2):| (3.25)
:\/I +%0i2(Gr(§’/2)

This result governs the following performance atabiity robustness properties of

LQG loop at the plant inputs.

Performance Properties

For all frequencies WherHi[L,]>>1, the following approximation of (3.25) is

established for the LQR loop:

ai[L,(ja))]:a{\/aM (sl-A)* B}/\/E (3.26)
for each singular value, , thus we can choodd ands to tune the multivariable

loop such that (L, ) and(L,) are reasonably close together [39].

Robustness Properties

According to (3.24), for altv the minimum singular value satisfies

o[l +L,(jo)| 21, D0<wso (3.27)
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This implies that [39]
a1+, (jo) |22 , D0<wso (3.28)

In [39], it is shown that the LQR loop is guaramte® remain stable for all

unstructured uncertainties at plant input whiclstias A(w) <0.5.

3.3.3Loop Transfer Recovery (LTR)

Both the optimal state-feedback regulator LQR dred Kalman filter possess some
robustness and performance qualities [29]. Howewdren combined together to
form the resulting LQG controller, these propertes lost [29]. Both Kwakernaak
[37] and Doyle and Stein [38, 39] proposed a metbioeither designing the Kalman
filter such that the LQR robustness propertiesramovered at the plant input, or
designing the LQR such that Kalman filter robussngioperties are recovered at the
plant output. Both of these variants are colledyivknown as Loop Transfer
Recovery (LTR) procedure because they attemptdover sound properties attained
using either LQR or the Kalman Filter. Note thae thtructure of the resulting
LQGI/LTR controller remains the same as the one showigure 3.2. However, the
approach of tuning either LQR or Kalman Filter igdified in order to partially

recover optimal loop transfer function.

Recovery at the Plant InpuKalman Filter gainK, is calculated such that the loop

transfer functionK ,;(s)G(9 approaches, (sl - A™ B, which is the loop transfer

function obtained using optimal full-state feedb&€)R regulator. The system must
be minimum phase and must have at least as mapytsuds inputs i.e. =2m. The

resulting procedure consists of the following tweps [39]:

Step 1Additional columns of zeros are appendedtand the additional rows of
zeros are appended K so thatC(sl- A" B andK, (sl - A)" B are both
square.

Step 2Kalman Filter gainK, is synthesised by solving (3.20) with modified seoi

intensity matrices given a& =W, + BB aWd=q,|. Parametey, is then
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reduced until the LQG loop gain at the plant inpas converged sufficiently

closely to the optimal regulator loop gain. Notatthypically W, can be

chosen as a zero matrix.

Recovery at the Plant OutputQR controller gainK, is chosen such that the loop

transfer functionG(s) K (9 approachesC(sI—A)'1 K; , which is the loop

transfer function obtained using optimal state olese Once again, it is required that
the open-loop system is minimum phase. In additibis necessary for the open-
loop system to have at least as many inputs asutsuip order to recover loop

transfer The recovery at plant input can be cansidl as a dual to the recovery at

plant output with the details regarding the procedaound in [29, 32].

Due to the fact that the power system considerddigthesis has more outputs than
inputs the recovery of the loop transfer functiorihee plant input is performed and

the detailed design is presented in Section 3.5.2.

3.4 Selection of Cost Function Weights

Finding the appropriate values for the cost functieights specified in (3.14) is not
a trivial task. Conceptually, the control desigrsedects the weights in order to
appropriately reflect the inevitable compromisenssn the requirement to regulate
system outputs and the requirement of physicallgligable controller action.

Typically, values used in the cost function weigits chosen by trial and error with
the evaluation done predominantly in the time-domdihe control performance
specifications are often given in terms of the maxin allowed deviations of the
states and the control signals for a given disturbaln particular, Bryson and Ho
[84] suggest structuring the weight matx= M"QM so that the cost function
specified in (3.14) can be reformulated in termshef controlled outputs rather than

state variables:

3=[ [y Q)+ (Y7 R¢}] dfor M =C

ThenQ andR can be selected to be diagonal matrices with #iies equal to the

inverse values of the squares of the allowed dieviatfor each of the outputs.
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Denote the maximum deviations of theutputs asdy,, ..., Ay., and the maximum
deviations of them inputs asAu,, ..., Au,,. Then the resulting weight matric€s

andR are constructed as follows:

yay; 0
Q= : . (3.29)
0 Yny
and
1Az - 0
R=| : . : (3.30)

Note that there is a scalar ratio between the statkethe control terms, denoted as

£, which can be explicitly included in the parametation of the weighting

matrices, i.e. we hav® = pM"QM . Thus (3.25) can be rewritten as

a1 +L (jo)] =\ +pg*[G,Q"*] (3.31)

From (3.31) it can be observed that an increase by a factor of a leads to an

increase in regulator gaik, and loop gain_, by a factor of/a . The implication

of this is that the closed-loop system’s bandwidiid the peak values of the
sensitivity and the complementary sensitivity tfangunction are directly related to
the changes irp. More specifically, increase in the value pfis likely to cause
closed-loop system bandwidth to increase, whiclhilt®sn faster response to set-
point changes and disturbances. However, as atrekuhcreasingp, the peak
values of the sensitivity and complementary sensjtiransfer function are highly

likely to rise too, resulting in the deterioratiohrobustness.

3.5 Continuous-Time LQG/LTR for Power System

The schematic block diagram of the closed-loopesgysincluding 2-area 4-machine
power system simulation and the supervisory coletrols shown in Figure 3.3. The

modelling of the power system is detailed in Cha@teOutput (measured) signals
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are chosen to be electrical power, terminal voltage speed deviation of each of the
four generators. These 12 measurements are thetimwausly fed back to the
supervisory controller, which computes the appprcontrol signal for each of the
four generators. The control signals from the supery controller are then injected
into the power system by being added to the settpaif the local AVR for each of
the generators. It is important to note that thekweported in this chapter mainly
focuses on the power system that does not incloseePSystem Stabilizers (PSSs),
as shown in Figure 3.3. However, in Section 3.2 BSSs are assumed to be
implemented for each of the four generators in otdeinvestigate the impact that
their presence has on the overall closed-loop systehen controlled using
LQG/LTR.

Supervisory LQG/
LTR Control
A A
v For Vo Aw\
N
Generator 2 > E < Generator 4
T
W
o
Generator 3 > R < “T Generator 1 AVR O (;—
} Viers Vis K Ay VuT \/ 3

Figure 3.3 Schematic Block Diagram of the Supenyigontrolled Power System

3.5.1 Optimal Regulator Design

In order to increase the loop gain at low frequescand, therefore, reduce the
sensitivity transfer function at low frequencies$e tintegral action should be

incorporated into the supervisory optimal contmollBy incorporating the integral

action, it is ensured that th@(L(0)) =« and thereforez (S(0)) = 0, which ensures

complete rejection of the persistent disturbanced aatisfactory tracking of
piecewise-constant set-points [32]. Placing poleshe augmented model at the

origin, however, violates the assumption of asyriptatabilizability, which is
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required during the loop transfer recovery stephi@ controller design. Therefore,
the poles are placed in the vicinity of the origin.this particular application the
poles are placed at -0.001, which is virtually lz brigin when compared to the
closed-loop system’s bandwidth [32]. The state-spapresentation of the integrator

sub-system is given as:
X =Ax+y 33)
Where A =-0.001,,. By augmenting the original state-space modelrgine(3.13)

with this additional sub-system, the overall moafethe power system is represented

as follows:

(3.33)

B
where Aa:{é Z} Bﬁ:{o} C,=[C 0], and D,=D are the augmented

model state-space matrices. The dimensionalitjhefweighting matrice® andR
needs also to be modified in order to accommodatéhe presence of the additional
integrator states. The optimal regulator gain entlobtained by solving the ARE

(3.17) and applying (3.16) using the augmenteedstpaice model given in (3.33).

Two controllers are designed using different valoéghe cost function weights.

*

These controllers are designated K§$ and K| , respectively. In both cases the

r ?

parameterp , discussed in Section 3.4, is set equal to 10@raer to ensure

satisfactory bandwidth and robustness propertigantified by the peak value of the

complementary sensitivity transfer function.
In the case oK the cost function weights are selected pragméical

Q, =Q, =Q, =10for i=1,.,4 (3.34)

On the other hand, the cost function weights usedidsignK ' were obtained

initially according to (3.32) and (3.33). Then, thuether refinement of their values

was performed by ensuring that the performance amneassuch as the bandwidth
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and the peak of the complementary sensitivity fienfsinction, are satisfied. Their

final values were given as follows:
Qs =40107, Qs, =4[10", Qs, =410, Q. =4[107?,
Q41=5EL01, @2=5D01,Q43=5ﬂ01,@4=5D01, (3.35)

Q, =100, Q,, =10C, Q,, =10C, Q,, =110

The maximum and minimum singular value plots ldfjw) , (L) and g(L) ,
obtained using K° and K’ , denoted as L°(s)=K°sl-A)*'B and
L (s)= K (sl- A)* B, respectively, are shown in Figure 3.4. Figureshéws the
corresponding singular value plots &( jw) and T(jw) . Also, Table 3.1
summarises the important performance measuresnebtdaor the power system
when controlled usin? and K| . In the case oK, it is observed that the cross-
over frequencies fog (L) andg(L) as well as the bandwidity, are reduced when

compared toK’. The consequence of such reduction in the closep-kystem’s

bandwidth is improved robustness to the unceresnpresent in the high frequency
region at the expense of a more sluggish respomseisturbances or set-point
changes. Such reduction in the bandwidth is a deeesequence of the reduction in

the cost function Weightinnge and Q\,t , which play the dominant role in

influencing system performance. Also, as showniguife 3.5 as well as in Table 3.1,

maximum peak off (ja), |T(jw)|, denoted asv, , is reduced from 1.68B using

*

K? down to 1.1B for K_, indicating the improvement in the performance and

r
robustness. Finally, damping of the inter-areatsderechanical mode is increased

from 52.66% to 67.1% when using optimal regulagr. This further demonstrates

the benefits of implementink; as opposed tK?’ in terms of the improved

damping of the inter-area mode as well as the ttoless of the closed-loop system.
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Table 3.1 System performance properties

Inter-area Roll-off
Controller mode Ms | M, “h ) | D Rate
7 (%) | f(H2) (dB) | (dB) | (rad/9) | (rad/s) | (rad/9) | 4B/decade
Kr0 52.66| 0.44 0| 1.65 80 113 211 20
K; 67.10| 0.60| 0| 1.10 30.2 | 40.4| 585 20
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3.5.2 Recovery at Plant | nput

Since the 4-machine, 8-bus power system containe matputs than inputs, Kalman
Filter is designed so that the optimal regulatapla@ain is recovered at the plant

input, as discussed in Section 3.3.3. Recovery hiesed by setting

W = E( WVJ) =F W' andV = E(V\f) = gl whereW andV are the noise intensity
matrices discussed in Section 3.3.3. By setfirgB,, W =1, the recovery is

achieved ag) tends to zero. The Kalman filter gal€, is then obtained by solving

the ARE (3.20) and applying (3.19).

Once K, has been designed, the state-space realizaticgheofLQG controller is
given as:
Aa_BaK:_KfCa ‘ Kf

K 0

r

KiQG (s)=

Figure 3.6 shows the singular values of the LQQGltr@nsfer function—K:QGGa
(the solid lines), compared with the singular valud the LQR regulator loop
transfer functionK; (sl — A )™ B, (the dashed lines), fay=1, 102, 10* and10°.

It can be observed that for=10" virtually the full recovery is achieved. Figure’ 3.
shows the Bode plot o8( jw) and T(jw) with loop transfer recovery achieved
using q=10°. The closed-loop bandwidth is then equal to 2@8/s and the
maximum peaks of( jw) andT(jw), |S( je)||, and|T(ja)||, denoted asg and
M, , respectively, are smaller thandB, indicating satisfactory robustness and
performance. Table 3.2 compares the system perfarenaeasures obtained for the
closed-loop system when controlled by uslﬁ*g;)G andK. It is clearly shown in

this table that the two closed-loop control systewisieve very similar performance,
thereby demonstrating successful recovery of tle lwansfer function at the plant
input. Furthermore, the damping ratio of the etmtiechanical mode is reduced
insignificantly from 67.1% to 67.05% when using LQER as opposed to LQR

controller. This further demonstrates the fact thatperformance deterioration when
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Table 3.2 System performance properties usl;ﬁ(rﬁgG and K’

Inter-area Roll-off
Controller mode Ms | M, “h Yy | How) Rate
(%) f (Hz) (dB) (dB) (rad/s) (rad/s) (rad/s) dB/decad€
K: 67.10| 0.60 0| 1.10 30.2 | 404 58.5 20
KiQG 67.05| 0.60 0| 1.11 295 39.9 57.6 20

3.5.3 Robustnessto Various Operating Conditions

The robustness of the designed supervisory conigitime LQG/LTR controller
K:QG is assessed by changing the operating conditiovseruwhich the power

system operates. Due to the nonlinearity of thegyasystem model, it is expected
that the linear realisation will differ for diffené operating conditions. However, the
supervisory controller is expected to be suffidgmbbust to maintain stability and
satisfactory performance of the closed-loop systemall these different operating

conditions.

Changes in operating conditions are realized byedsing and increasing the power
output of Generators 2, 3 and 4 by 10%. FiguresB@vs the singular value plots of

L(jow), S(jw) and T(jw) for different operating conditions: (a) generatioh

Generator 2 is decreased by 10%; (b) generati@eokrator 2 is increased by 10%;
(c) generation of Generator 3 is decreased by Y@Ygeneration of Generator 3 is
increased by 10%; (e) generation of Generatordecseased by 10%; (f) generation
of Generator 4 is increased by 10%. It can be e@ksethat there is insignificant

change in the performance of the LQG/LTR controlgdtem for various operating
conditions compared to that at the nominal opegationdition. This indicates that
the optimally-tuned supervisory continuous-time QTR controller designed for

nominal operating condition is sufficiently robugt maintain the satisfactory

performance for various operating conditions.
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Table 3.3 lists closed-loop system’s performancesuees for different operating
conditions. Of particular interest is degradatidntlee inter-area mode’s damping
when the operating conditions change. This is palgrly evident in the cases where
the power output of generators 2 and 3 is incredsetthose cases the damping ratio

reduces to less than 34%. It can also be obsehatdhte maximum peak af(jw),
M, , is increased, indicating degradation of the pembnce and robustness.

However, these changes in the performance meaaweesot significant. Also, the
bandwidth is arguably unaffected and remains betw2@ rad/s and 30rad/s
Therefore, it can be concluded that for small-digdsturbances the designed
controller is sufficiently robust when controllirthe power system under different
operating conditions. However, it is important toten that the robustness analysis
reported in this section was performed using lineatisation of the power-system,
which facilitates the usage of frequency respoosést In order to properly assess
robustness of the designed LQG/LTR controller togdassignal disturbances,
nonlinear model of the power system is used anddhelts are reported in Section
3.6.

Table 3.3 System performance properties for varapesating conditions

Loop TF Inﬁgg;ea Ms | Myl ab | @y | dhy Rgela-toeff
7 (%) | f(H2) (dB) | (dB) | (rad/) | (rad/s) | (rad/s) | yg/decadd
Nominal Case 67.1] 0.6( 0 111295 | 399 | 576 20
sz‘;efé‘;;"sec 60.1 | 059| 0| 1.29 285 | 39.0| 575 20
szg“iro‘i)zsed 324 | 051| 0| 116 29.7 | 404 | 57.4| 20
G%‘;‘ffé‘;;"sec 59.8 | 0.56| 0| 1.30 28.7 | 39.2| 565 20
Gig“igﬁsed 331 | 045| 0| 1.13 297 | 40.3| 584 20
G4b‘;'lelcé‘j/§‘sec 56.1 | 0.42| 0| 1.36 287 | 403| 57.6/ 20
Gig“igﬁsed 50.8 | 041| 0| 1.18 290 | 39.2| 57.6/ 20
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3.6 Non-linear Power System Simulation

In order to properly assess the suitability ofdesigned LQG/LTR controller for the
control of the considered power system, it is ne@gsto implement it on the non-
linear simulation of the power system. Once impleted, the controller is assessed
in terms of its ability to reject small-signal digbances, which is discussed in
Section 3.6.1, as well as the large-signal disturbs, discussed in Section 3.6.2 and
3.6.3. Finally, the robustness of the designedrotiat with respect to the changing
operating conditions is assessed in Section 3.6.4.

3.6.1 Case 1 Small Disturbance

The small-signal disturbance is implemented by edasing the set-point for the

terminal voltage of Generator 2 by 2.5% at time €e2onds. The nominal steady-
state value of the terminal voltages of each ge¢oera 1 p.u.. Thus the new steady-
state value of the terminal voltage of Generatas 2.025 p.u., and the rest of the
generators’ terminal voltages are kept at 1 p.ea®t-state values of the generators’
speed deviations and electric powers are assumenhain unchanged. Dotted lines
in Figure 3.9 represent the response of the ofigigstem to the small disturbance,
while the solid lines refer to the system respongh the supervisory continuous-

time LQG/LTR controller. Figure 3.9 clearly shovst the speed deviation of each
generator of the open-loop system is under-daprttaes the open-loop power

system is unstable when subjected to a small thatwoe. On the other hand,

LQG/LTR maintains the stability with satisfactoryesponse to the applied

disturbance.
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Figure 3.9 System response to small disturbance

3.6.2 Case 2 Sdf-cleared Three-phase Fault

A three-phase fault is applied at bus 5 at timecbsed. The fault is then cleared with
auto-reclosing of the circuit breaker after 4 cgc(80mg. The time response of
speed deviation, electrical power and terminal agst of generators are shown in
Figure 3.10 for both the open-loop and the closexghIsystem configuration. The
open-loop system is shown to be unstable when stiglojdo a large disturbance. On
the other hand, the supervisory continuous-time Q@& is effective in stabilising

the power system after the fault has been cleared.
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Figure 3.10 System response to a self-cleared-fitnase fault

3.6.3 Case 3 Three-Phase Fault by Disconnecting Line4

Figure 3.11 shows the open-loop and the closed-tooge responses of the power
system following a three-phase short-circuit faapplied on the transmission line
between buses 5 and 7, followed by the action aicafinecting the faulty

transmission line after 4 cycles (809. This case is modelled by doubling the
reactance of the transmission line, which represtrd scenario in which one of the
two lines between buses 5 and 7 is permanentlypdisected. The time responses of
the open-loop system are found to be unstable Hisr particular disturbance, as
shown in Figure 3.11. Once again, the supervisdGILTR controlled system

satisfactorily damps electromechanical oscillatiand maintains the stability of the

closed-loop system.
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Figure 3.11 System response to a three-phasebfadisconnecting line

3.6.4 Case 4 Varying Operating Conditions

Robustness of the supervisory LQG/LTR controllethie changes in the operating
conditions was assessed for small-signal distudmit Section 3.5.3. However, in
order to properly assess the robustness for lagmeisdisturbances it is necessary to

implement the supervisory controller on the nordineodel of the power system.

Therefore, the supervisory controlll;'(riQG is applied on the non-linear model of the

power system under different operating conditidrage-signal disturbance is a self-
cleared three-phase fault applied at bus 5 at limecond with the self-clearing time
of 80 ms Different operating conditions are realized bgréasing and increasing the
power output of Generators 2, 3 and 4 by 10% at ¢#ate. Figure 3.12 shows the
electrical power output of the four generators @itiferent operating conditions,

when controlled byKiQG. It is clearly observed that the open-loop powestem is

unstable for all the considered operating condgiaen subjected to a large-signal
disturbance. On the other hand, the stability issprved by the supervisory

controller in the presence of a self-cleared tiplease fault and under different
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operating conditions. However, the settling timetlod response is longer than that
observed in Section 3.6.2. In particular, the sefttime observed in Section 3.6.2
was found to be 3.5 seconds while the settling tifiidae response considered in this
section is equal to 5.5 seconds. Such degradatioperformance is somewhat
expected due to the fact that the controller wasduor nominal operating condition.
Nevertheless, it is clearly shown that the desigrsegbervisory controller is

sufficiently robust when controlling power systenmder different operating

conditions.
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Figure 3.12 Electrical power output for various i@tieg conditions

3.7LQG/LTR for Power System I nstalled with PSS
3.7.1 Power System Installed with PSS

In this section, PSS is applied onto each geneddttite considered power system in
order to improve damping of the electromechanicsatilations by using the
supplementary input signals to the generation attort system. Figure 3.13 shows
the block diagram that represents the structurethef power system with the

supervisory controller implemented in addition tdlRR and PSS regulators.
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Figure 3.13 Schematic Block Diagram of the Supenyiontrolled Power System

Modelling and tuning of PSS is discussed in ChagteGection 2.4.5 where the
controller orderN is chosen to be 2 (two lead-lag blocks) in theliappon. The
resulting linearised state-space model of the p@ystem, including PSS regulators
as its integral part, has 51 states, 4 inputs, Hhautputs. Figure 3.14 shows the
locations of the dominant open-loop poles with pesiimaginary part for the
system with and without PSS, respectively. It iseled that the damping of the
electromechanical modes is improved by the apphicatof PSS, which is
unsurprising. Table 3.4 lists the frequencies ahd tamping ratios of the
electromechanical modes. Both Figure 3.22 and Taldleshow that the damping of
the three electromechanical modes has been imprdwedadding local PSS
controllers. Also, it is observed that the two locedes are well-damped, while the
damping to inter-area mode is still insufficientdaras a result, the supervisory

controller may be required.
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Figure 3.14 Dominant poles of the system withoub RSwith PSS

Table 3.4 Electromechanical modes of the 4-maclis®)s power system

Without PSS With PSS

Modes Pole Locations | f(H2) | { (%) Pole Locations | f (H2) | { (%)
Local1 | —-1.1962+ 8.215¢ 1.32 14.4 -1.6176+ 8.582¢ | 1.39 | 18.5

Local 2 | -0.8186+ 6.9826 | 1.12 11.6 | -1.2607+ 7.3485 | 1.19 | 16.9
Inter-area| —0.0353 3.6734 | 0.58 0.96 | -0.1693+ 3.5832 | 0.57 | 4.7

Figure 3.15 shows the maximum and minimum singuddue plots of the open-loop
power system transfer function with and without P®Scan be seen that the
behaviour of the two systems is almost identicatiie frequencies aboverdd/s. At

low frequencies, however, the gain of the systestaifed with PSS is smaller than

that of without PSS. In particular, for frequencigs to 0.1rad/s &(G) for the

system without PSS is greater by approximatelgB7 Also, the resonant peaks,
occurring at frequencies 3t@d/sand 7.2rad/s are observed to be reduced bydB}
and 3 dB, respectively, for the system that has PSS cdetsolinstalled. This
indicates that the damping of electromechanicalesasd improved by applying local

PSS controllers.
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Figure 3.15 Singular value plots of open-loop posystem

3.7.2 Continuous-time LQG/LTR

The state-space model of the power system instaligdPSS is expressed in (3.36):

X= ADSSX+ BPSSU+ W

3.36
y = CogeXt Vv ( :

where x(t), u(t), andy(t) are system state, input and output vectors reispéct
A.ss, Boss, Coss are the matrices of the state-space model degietimachine

power system with local PSS installed for eacthefdenerators. The same synthesis
procedure as discussed in Section 3.5 is followedhis section to design the
supervisory continuous-time LQG/LTR controller. Thetegral action is also
introduced by applying model (3.33) in order tonfoan augmented state-space

model. The augmented model is denotedGag; ,, which is expressed by the

al’

following state-space model.

Xa = Asss_ Xat BPS§ U+ w

3.37
y= Cpss_ aXat DPS§ U+ v ( )

where Ass ., Bpss v Cpss , @nd Dy , are the augmented state-space model
matrices, andk, is the augmented state vector. The cost functieightings used for

the controller design are denoted @5, R', W' andV"', respectively, and are

expressed as follows:
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Q'=pMTQM', R'=I,W'=F'"'WIr'",vV'=ql. (3.38)
where
M'=Cogs » Q=diag{ Q. Q. Qu} ['=Bos - (3.39)
with
Q. =400°%, Q, =400, Q, =410", Q, =4007,
Q, =500%, Q,, =8M0% Q, =8M10%, Q, =5010", (3.40)

Qu,y =100, Qs =200, Qriy =210, Qus =110,

This particular choice of the cost function weigltimatrices was made to ensure
that the closed-loop system performance and robsstmeasures, discussed in

Section 3.3, are satisfied.

The resulting supervisory continuous-time LQG/LTéhtoller is denoted aKfQG.

The supervisory controIIeKiQG designed for the system without PSS in Section 3.5

is also applied onto the system with PSSs. Thisesgmts the scenario in which the
controller is initially designed for the power st that has no PSS regulators
implemented and then it is deployed in the situegtion which PSS regulators are
present. Figures 3.16 and 3.17 show the maximumttadhinimum singular value
plots of closed-loop transfer functido(s) , sensitivity transfer functiog(9 and the

complementary sensitivity transfer functidits) of the system WitH(LPQG and KiQG,

respectively. Table 3.5 lists the correspondinggrerance measures obtained for

the power system when controlled By,,; and K ;. In the case oK the cross-
over frequencies fog (L) andg(L) are reduced by 1.6ad/s when compared to
KiQG. Maximum peak of the complementary sensitivityngfar function is smaller

indicating the improvement in terms of the perfonca and robustness, when

compared toK[QG. Applying controllerKLPQG improves the damping of the inter-area

electromechanical mode when compared K@QG, improvement of 64.44%

compared 56.08% respectively. However, it is alsoyweassuring to observe that

the supervisory controller designed assuming alesendSS regulators, i.da(lQG
behaves satisfactorily even if they are present.
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Table 3.5 System performance properties
Inter-area Roll-off
Controller mode Ms | Mr | @ “w | Y Rate
7(%) | f(Az7 | (@B) | (dB) | (radi9) | (rad/y) | (rad/9) | 4p/decadd
KfQG 64.44 | 0.57 0 1.2 29.2 38.4 56.0 20
Kloe 56.08| 0.43| 0| 10 296 400 576 20

3.7.3 Non-linear Simulation

In order to fully assess the effectiveness and rbleustness of the designed

continuous-time LQG/LTR controller, non-linear silaion of the power system,
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including PSS regulators is utilised. A three-phizsst is applied at bus 5 at time 1

second. The fault is cleared with auto-reclosirgdhicuit breaker after 4 cycles (80

ms.

The unstable time response of the open-loop syst@hout PSS or supervisory
controller implemented is shown in Figure 3.18 watldotted line. The inclusion of
PSS resulted in an increase of the damping ofritex-are oscillation mode. As a
result, the responses are stable as shown in F&jli8e(blue dashed line). However,
the inter-area mode is still lightly-damped andaasesult the system’s response is
still rather oscillatory with the settling time gtter than 10 seconds when subject to a
severe disturbance. The solid lines in Figure 3elBesent the time response of the

power system equipped with both PSS and the sugmwiLQG/LTR controller
KL"QG. The resultant response of the closed-loop systectearly shown to achieve

satisfactory level of damping with the minimal et time.
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Next, controllerskK/,; and K o, are compared in the presence of the three-phase

Figure 3.18 System responses to a self-cleared-fitrase fault

fault and the results are shown in Figure 3.1%ah be observed that the speed

deviation and the magnitude of the electrical powetput are smaller when the
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power system is controlled by the supervisory adler K,

K qe during transient period, which illustrates the esigrity of K

LQG

LQG

when compared to

andK o in

terms of the improved damping of the inter-area enasl well as the effectiveness in

stabilising the power system and rejecting larggudbances. Nevertheless, the fact

that KzQG managed to achieve satisfactory response is diygosesult indicating

satisfactory robustness of the controller that wdasigned for the power system
without any PSS regulators implemented.
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3.8 Summary

This chapter was concerned with the design of tigervisory optimal controller

using LQG/LTR design procedure in order to improttee damping of the

electromechanical oscillations of the multi-machpmver system. This supervisory
controller used the local information (rotor angleltage and electrical power output)
from each generator in order to improve the rotagla stability in the presence of
both small-signal and large-signal disturbancespLansfer recovery procedure at
the plant input was used to recover the robustaedsperformance properties of the

classical optimal control regulator.

The performance and the robustness of the resultinged-loop system were
analysed using frequency domain tools and assulmegr system model. Also, the
small-signal and large-signal disturbances werdiegpo assess the stability of the
non-linear power system regulated by the design@gersisory controller. In
addition, the robustness of the designed controMles assessed by considering
power system operation under different operatingnddmns. All the results
demonstrated the ability of the designed superyismmtroller to improve rotor

angle stability of the multi-machine power system.
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Additionally, the supervisory continuous-time LQGAR controller was designed for
the multi-machine power system equipped with thealoPSS regulators.
Corresponding results clearly showed that the desigcontroller was sufficiently
effective and robust in enhancing the wide-area ggogystem stability in the
presence of PSS regulators and regardless of whetheot PSS regulators were

assumed to be installed during the supervisoryrotiat’s design.
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Chapter 4

Discrete-Time LQG/LTR for Multi-

Machine Power System

4.1 Introduction

In Chapter 3, a continuous-time supervisory LQG/Lddntroller was designed to
improve the closed-loop system response by inargashe damping of the
oscillatory electromechanical modes. This controlis assumed to execute
continuously in time, i.e. with the sampling frequag tending to infinity. Such
assumption is not unusual in the field of powerteayscontrol. In fact, majority of
the researchers assume continuous-time implementathen designing wide-area
controllers [20, 31, 41-44]. However, the resultcantrol systems’ capabilities are
heavily reliant on a critical assumption that tremgling rates of the practical
computers used to implement designed controllersafficiently high to ensure that
the performance is not compromised. Such assumptiag become inadequate
when considering control of large-scale power systecontaining many areas and
generating units, for which computation time mayt be sufficiently small to
warrant the controller design in continuous-timenisTis particularly true when
considering the problem of rotor angle stability #chich the dominant dynamics are
found in the frequency range of 0.1 to 242 In such control applications the
sampling and computation time may prove to be aaiitiperformance-limiting

parameters. Therefore, it would be advantageousvistigate and understand this
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impact by addressing the problem of multi-area stipery control using discrete-
time framework. Then, the performance of the résyltiscrete-time controller can

be assessed for different values of the samplinigge

When developing discrete-time controllers, it isitgqucommon to carry out
continuous-time design first, followed by the detsation of the resulting
continuous-time controller. Such practice is ofteifowed despite the availability of
the design methods in discrete-time framework [8&wever, it is argued in this
thesis that it would be advantageous to considetralter design in the discrete-time
framework by firstly discretising the open-loop t®m dynamics. As a result, the
early design decisions regarding sampling periodi possible sampling skew or
computational delay can be incorporated into theeaocontroller design through
their integration into the discrete-time model nofaen-loop system [86].

Therefore, this chapter focuses on the designegtipervisory LQG/LTR controller
using discrete-time framework to represent opemp-ldgnamics of the studied power
system. Also, this chapter focuses on the analysihe impact that the sampling
period has on the performance of the closed-loayrobsystem. The effectiveness
and robustness of the designed supervisory distreeeLQG/LTR controller is then
verified on the non-linear power system simulatiath and without Power System
Stabilizers. Both small-signal and large-signatutisances are applied to the power
system simulation in order to evaluate the desigimmdroller. Also, the robustness
of the supervisory controller with respect to chiaggoperating conditions is
assessed by changing the power transfer betwedwthareas in the studied power

system.

4.2 z-Plane Specifications

In order to use the design methods discussed ipt€h& for the synthesis of the
discrete-time controllers it is necessary for thestem model as well as the

performance specifications to be translated in® ziplane. Poles in the-plane

s=o+ jw, are mapped ta= € in thez-plane. Note that the real part of the pole

in the s-plane (©) is mapped to the radius of the pole in thelane asr =e”™,
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while the natural frequency isplane (w,) is mapped to the angle of the pole in

polar coordinates in theplane asd = w,T, wherew, =+/1-?w, [87]. The left half

of thes-plane is mapped into the interior of unit circkntred at the origin in the
plane. The mapping of the margin to distinguish ploerly-damped and the well-
damped oscillation modes in tgplane to thez-plane is shown in Figure 4.1. The
eigenvalue located inside the dashed curve is detiped, and between the dashed

curve and the unit circle is poorly-damped.

s-plane z-plane
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Figure 4.1 Mapping of the damping margin

Figure 4.2 shows the mapping between the locatidheopole ins-plane to the the
location of that same pole in tzglane for sampling period, = 0.01. It can be seen
that the dominant poles located near the imagiaaiy in thes-plane are mapped to
be located near the unit circle in th@lane. Therefore, the pole located on the unit

circle in the z-plane indicates that the open-lpoper system is not stable.

3-plane

T._ damping=5%

-t

Z-plane

damping=5%

20t 0.8
= 15t o cer e ="
= dam ping=5% 2 06
= =
10} 4
.*. D."r
_ *
ar = ‘
" damping=5%
o o *‘# 0 ! 1 .*.-*’
0.5 - 0.5 0 0.5
Real Real

Figure 4.2 Eigenvalues of 4-Generator system witR&6
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The left part of Figure 4.3 displays the three wt@oechanical oscillation modes in
the s-plane, the right part of Figure 4.3 shows the esponding discrete-time

electromechanical oscillation modes for differeamgpling periodsT, =0.001, 0.01,

0.05 and 0.1 seconds, respectively, inziptane. The pole located above the dashed
line in s-plane indicates that the inter-area oscillationden@és poorly-damped. The
discrete-time eigenvalues corresponding to ther-mtea oscillation mode for
different sampling periods are all located betw#sm margin curve and the unit
circle in z-plane, i.e. they also appear to be poorly-dampéds, the properties of
the oscillatory modes observed using discrete-timmework coincide with those

observed using continuous-time framework.
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Figure 4.3 Electromechanical oscillation modes

It is important to note that the frequency domdut pf G(€"*) repeats forw= nw,
to (n+1)w,, N=0,1,2,... (w, =27/T,). Thus it is necessary to pl@(e“) only
for the range ofw=0 to w, =w,/2, where w, =w,/2 is known as Nyquist

s in the z-domain transfer function, all the

frequency [50]. Once is replaced by
frequency-domain analysis techniques availablectmtinuous-data systems can be

applied to discrete-data systems [87].

4.3 Discrete-TimeLQG/LTR

In order to design supervisory discrete-time LQGhtowler it is necessary to
translate the corresponding control problem frome tontinuous-time into the

discrete-time framework. This procedure comprisesamverting continuous-time
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system model, given in (3.10), and the controlledst function, given in (3.12), into
their discrete-time equivalents, under the asswngtiat the zero-order-hold (ZOH)

devices are used for the signal reconstruction.

4.3.1 Discr etisation of the Plant

Assuming periodic sampling with periag:
t=kT,, k=0,1,..
The resulting input signal(t) , reconstructed using Zero-Order-Hold (ZOH) device,

iIs constant over the sampling period, and the edemt discrete-time system

corresponding to (3.10) is given by [50]:

X(k+1) =®x(k)+T u( R+ wy @.1)
y(k)=CXK+y
with
o=t T :'[OTSeASdsE. (4.2)

Wherew, andv, are discrete-time Gaussian white noise procesfiészaro mean

and covariance given as [88]:
w = E{wv}=[" W& ¢
V, = E{ v} = (R, .
E{wV} =0, E{y W} =0.

The calculation of® and T is usually done by using the following series exgan:

2 213 \ ++1
l-|-’:J‘TseASdS: |'E+ATS + AT +...+ AT; F (4.4)
0 21 3l (i+12)!
Where® andl are calculated by:
P=1+A¥Y, I =Y¥B. (4.5)
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4.3.2 Discr etisation of the cost function

The continuous-time cost function (3.14) is transfed into its discrete-time

equivalent by integrating (3.14) over a time introf lengthT, , which denotes the

sampling period [50]:
JE=E{§x(k>TQw+W R (4.6)

where

Q.= ®(9" Qv(3 ds

’ 4.7)
R=[[r(s"T(3+ R d

and ®(s) and Tl (s) are defined as
®(s) = €, I(3) :jo & dtB, (4.8)

It is assumed tha®, is positive semidifinite and thd, is positive definite.

Note that the discrete-time cost function weightmatricesQ, and R, given in (4.6)
and (4.7) are affected by the sampling peffodNumerical calculations involved in

computing® andT can be referred to reference [87].

4.3.3 Discrete-Time LQG

The discrete-time LQG control problem is to fin@ thptimal control sequena€ k)

which minimizes the cost function (4.6) when thegass is described by (4.1). Note
that the control sequence as well as the cost iimdh (4.6) and the system
dynamics in (4.1) are defined in discrete-time asag the presence of ZOH
reconstruction devices. Analogous to continuougfindiscrete-time separation
theorem is used to allow the synthesis of disciiete-LQG controller to be split into
two sub-problems, which can be solved separatehe @ these is the discrete-time

optimal regulator control problem, solution of whics full state feedback control
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law gain K, , . The other problem is concerned with optimal séstgmation and its

solution is the discrete-time Kalman Filter gain , .

Given the deterministic model of the plant (4.1)tlut process and measurement

noises), the discrete-time optimal control law tmétimizes the cost function

00

JK=ZX(k)TQ>(|<)+MT R0 X (4.9)
is given by
u(k) ==K, XK K (4.10)

where K, , is the optimal regulator gain
K =(RATTRL(RM) TP (B (4.12)

and B, is the positive semidefinite solution of the deter algebraic Riccati

r

equation (DARE)

R (=8P, (k+)®~ K T(R+IT P, (k1F) K, + Q (4.12)
whereQ, and R, are the discrete-time weighting matrices which @deéned as in
(4.7).

The discrete-time Kalman filter provides the optireatimateX(k| k) of the state
x(K) , so thatE{[x(k)—S(kl RI'[ X B-"% 4 Bi} is minimized. The discrete-time

Kalman filter implementation consists of two stgpach timek, described below.
One of these is time update, by whigfk—-1|k-1) is updated tax(k| k—1), and
the other is measurement update, in which the meamnt of y(k) at timek is

incorporated to provide the updated estimefke| k).

Time update
X(k|k=D)=dXk—=1| k= 2+T u(k 1 (4.13)

P« (KIk=1)=®R , (k-1 k- 1" + Wy (4.14)

Measurement update

Ky =P (KIk-)C[CR (K k- )C+ V]| (4.15)
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P W (kIK=[ 1=K,  C] R (K| k-1) (4.16)

(k)= Xkl k=D+ K [ WK~ CtK k1] (4.17)

where P, is positive definite, and, | (k) is the discrete-time Kalman filter gain.

The discrete-time LQG controller can then be désgctiby the following:

®-TK, , ~K, ,C| K,
K, , \ 0

KdLQG(Z) = (4.18)

r_

4.3.4 Loop Transfer Recovery

Loop Transfer Recovery (LTR) is applied to the dise-time LQG controller
following the similar procedure to that presentadSection 3.3.3. First of all, note

that G, (2 is denoted as the transfer function of the disctigie model. Two cases

are considered as follows.

Recovery at plant inpuDiscrete-time Kalman filter gaiik; , (k) is obtained such

that the loop transfer functiold, ,;(2) G,(2 approaches the optimal regulator loop

gain K, (K)(zl- A™ B. The open-loop system must be minimum phase argt mu

have at least as many outputs as inputg izem.

Recovery at plant outpuDiscrete-time LQR regulator gaiK, , (k) is obtained

such that the loop transfer functid,(2) K, oc(2 approaches the Kalman Filter

loop gainC(zl- A™ K: (K. The open-loop system must be minimum phase and

must have at least as many inputs as outputs £en.

4.3.5 Discrete-Time Cost Function Weighting Selection

For discrete-time LQG, the cost function weigl@s and R are calculated by

applying transformation described in (4.7) and X4o8their continuous-time variants.
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By doing this, the cost function used to synthedise optimal controller is

transformed from the continuous-time to the disetehe framework. It can be

shown that the value of ratio 6}, /R, is equal to the value of ratio €/ R, which

Is designated ap . The discrete-time LQR loop transfer matricesaswed as
L (€)=K (zI-®)*T (4.19)
which satisfies the following return difference di¢y:
[1+L, ,@)] R[1+L, ((€9)]=R+ ¢ ,QG,, D0sw<w (4.20)
where
G 4 =M(zl-®)™T (4.21)

Therefore:

o, 11 +L, 4] =\/4 [1+0(6 Q)" (6, Q)]
_ \/| +o1[ (6., (6, @] (4.22)
=1 +007,[G, Q]

From (4.22) we can see that an increas@ ihy a factora leads to an increase in

regulator gainK, , and loop gainL, , by a factorvar .

4.4 Discrete-Time LQG/LTR for Power System

The block diagram of the closed-loop system, incigd2-area 4-machine power
system simulation, supervisory discrete-time cdld@rpthe analog-to-digital (A/D)
converter, the digital-to-analog (D/A) converterdaa zero-order hold (ZOH), is
shown in Figure 4.4. The modelling of the poweraysis discussed in Chapter 2. It
Is assumed that the analogue measurements areeshmplA/D converter with the

sampling periodT,. Once the discrete-time supervisory controller potes the

required digital control signals, D/A converts th&sranalogue signals which are fed

to the power system. ZOH device is then used topbeta the reconstruction of the
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analogue signal by holding each sample value coh$ta a duration of one sample

interval.

The performance of the discrete-time control systeroritically influenced by the

choice of the sampling periof] [50]. From the viewpoint of the controller design,

is desirable to select the sampling period to besraall as possible in order to
recover the performance achieved by the equivaentinuous-time controller [87].

However, from the implementation perspective, & gampling period is chosen to
be too small then the computational requirementtegeon the control system may
be prohibitively high. In the case of wide-area tcoindesign, this also leads to the
problem of selecting suitable Phase MeasuremensRMU) data reporting rates
[89]. Therefore, there is an inevitable compromisetween the cost and the

performance when selecting an appropriate sampkmigpd.

Supervisory

» A/D > Discrete-Time » D/A
Control
\ 2-Area 4-Machine < 70H <
T Power system
S

Figure 4.4 Block diagram of the supervisory diseitéine controlled power system

The first step when designing discrete-time LQG/Lddntroller is to discretise the
open-loop power system model using the procedutined in Section 4.3.1. Once
the model is transformed into the discrete-timenaork then the standard discrete-
time LQG/LTR design procedure can be applied. Nlmbevever, that the selection of
sampling period directly influences realisation tble discrete-time model and,
therefore, has far-reaching consequences on therpemnce and robustness of the
resulting closed-loop control system. In this cleapt is initially assumed that the

sampling period is equal t®, =0.01 seconds. Decision to start with such small

sampling period was made in order to allow thegtesif a benchmark discrete-time
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controller. Subsequently, LQG/LTR controllers witltrger sampling periods can

then be compared against this benchmark.

Once the open-loop system is discretised it is m@mbd to assess its fidelity with
respect to the corresponding continuous-time mdsiece both of these models are
of linear time-invariant type, it is appropriatedompare them in frequency domain.
Figure 4.5 shows the singular value plots of themslmop frequency responses for
the power system model given in discrete-time amel ¢ontinuous-time power
system model. It is clearly observed that the sygterformance of the discrete-time
model is very similar to the performance of the toarous-time model within the
range of frequencies from 0 Hz to 50 Hz. This iatks that the sampling period of

T, =0.01 seconds is sufficiently small to allow discretei model to replicate the

great majority of the continuous-time system bebai
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o
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B0} continuous-time system
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oY By S TR AT
10° 10 10" 10° 10
Frequency {radfs)

1

Figure 4.5 Singular value plot of open-loop trangfmction

4.4.1 Discrete-Time Optimal Regulator Design

Similarly to its continuous-time counterpart, dete-time LQG/LTR controller
incorporates integral action in order to track et disturbances and ensure
accurate set-point tracking. This is achieved bgnaenting the state-space model

with the integrator sub-system whose poles areeplan the unit circle, which is in
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accordance with the mapping of poles freqplane toz-plane as stated in Section 4.2.

The nominal system model (4.1) is augmented asvist
(x(k+D)] @ o] xK] . [T
ﬂkﬂ)HC 'Mx(k)}{o}u(k) (4.23)

® 0 T
where ®, :L_ I}’ r, = 0] C,=[C 0], andD, =D are denoted as the state-

space matrices related to the discrete-time model.

In order to translate continuous-time LQG cost fiorc into its discrete-time

equivalent, the weighting matric€y and R, are derived by using the discretisation

procedure given in equation (4.7) on the matri@QeendR, stated in Section 3.7 and
related to continuous-time LQG cost function. Thecckte-time optimal regulator

gain, denoted a¥, ,, is then obtained by solving the discrete-timecRiti equation:

P (K=0IP (k+D)®,- K " (R+ITP, (kD) K + Q

where B, is positive semidefinite.

r

Figure 4.6 shows the maximum and minimum singuldue plots of the resulting
discrete-time optimal regulator loop transfer fumetL, , =K ,(zI -®_ )7l (red

dash line) compared with the continuous-time opitimegulator loop transfer
function L (s) = K (sl— A)* B (blue solid line), which was designed in Sectioh. 3

Figure 4.7 shows the corresponding singular valogs pof the sensitivity transfer
function S and complementary sensitivity transfer functidn Also, Table 4.1

summarises the important performance measuresnebtdor the power system

when controlled usingk, and K, 4, respectively. In the case of discrete-time
optimal regulatorK, ,, the cross-over frequencies foiL) andg(L) as well as
the bandwidthay, are somewhat reduced when compare&fo Also, maximum
peak of T, M, , is increased from 1.1B to 1.41 dB, thereby indicating the

degradation in the performance and robustness vadoempared toK: . Finally,

damping of the inter-area electromechanical modedsiced from 67.1% to 66.9%

when using optimal regulatd, ,. These changes in values indicate degradation of
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ain (dB)

discrete-time controller's performance and robusineHowever, the observed
differences are deemed to be insignificant and ixpected that the discrete-time
controller will deliver performance that is almadéntical to that obtained using its

continuous-time equivalent.
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Table 4.1 System performance properties

Inter-area Roll-off
Controller mode Mg | My | @y | Wy | Wy Rate
(%) | f(H2) (dB) | (dB) | (rad/s) | (rad/9) | (rad/s) dB/decade

K, 67.10| 0.60 O | 1.10 30.2 | 40.4| 585 20

K. 4 66.9 | 0.60 0| 1.41 26.0 | 37.0| 51.2 20
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4.4.2 Loop Transfer Recovery at the Plant I nput

The discrete-time Kalman Filter is designed in ottderecover the optimal discrete-
time regulator (discrete-time LQR) loop gain at ghent input. The covariance of the
discrete-time Gaussian white nois&s andV, is given by (4.3), assuming ZOH
type of analogue signal reconstruction. Similanty dontinuous-time LQG/LTR
procedure, it can be shown that @gends to zeros, the recovery of the optimal
regulator loop gain at the plant input is achiey2d]. The discrete-time Kalman
filter gain K; , is then obtained by solving (4.14) and (4.16). O, , is

calculated, the state-space realization of theelisgime LQG controller is given as:

@, -T K _(K-K (KC, | K (K
_Kr_k(k) ‘ 0

KdLQG(Z) = (4.24)

Figure 4.8 shows the singular values of the disetiete LQG loop function

~Ky0cGa ¢ (dash lines), compared with the singular values dafcrete-time
regulator loop functionK, ,(zI-®,)™T', (solid lines), forq=107, 10, 10°,

10° and10™*°. Asq is reduced, the discrete-time LQG loop gain apghiea that of

the optimal regulator loop gain. However, the regzgwannot be fully achieved for

discrete-time design witly =10, with which a virtual full recovery is achievedrfo
continuous-time LQG/LTR, as shown in Figure 3.6e&¥ g is reduced tay =10"°

the complete loop transfer recover is not achieagdhown in Figure 4.9. Table 4.2

compares the system performance measures obtaimethd closed-loop system

when controlled by using(, ; and K, . In the case oK, ;, the cross-over
frequencies foro(L) and g(L) as well as the bandwidthy, are reduced when
compared toK, ; . Such reduction results in a more sluggish respotts

disturbances or set-point changes. The maximum pédk M, , is increased from

1.2 dB to 1.5 dB, indicating some insignificant degradation of tblesed-loop
system’s robustness and performance. Furthermtw, damping ratio of the
electromechanical mode has reduced insignificafithyn 66.9% to 66.4% when

using discrete-time LQG/LTR as opposed to disctiete-LQR controller. Therefore,
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Gain (dB)

Gain {dB)

some degradation in performance is observed bstdbgradation is not deemed to
be consequential and it can be concluded thatatisfactory loop transfer recovery
has been achieved for the discrete-time LQG/LTRrodler.
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Figure 4.90(S) and g(T) of the closed-loop usint, oc andK, 4

Table 4.2 System performance properties vK{IaG

Inter-area Roll-off

Controller mode Ms | M, W Yy | % Rate
7o) | f(H | (@B | (@B | (radry | (radi9 | (radi | gg/decadd

Kr_d 66.9 0.60 0 1.2 27.8 37.0 51.p 20
Kaos | 66.4| 060| 0| 15 246 358 493 20

4.5 Effects of Sampling Period

In Section 4.4, a supervisory discrete-time LQG/LddRtroller was designed for the

sampling period off; =0.01 seconds. In this section, different values of dargp

period are chosen and then their impact on systerfoqmance and robustness is
assessed. These different sampling periods areteseéléo beT, =0.01, 0.02, 0.05,

0.1 seconds. For each of these sampling periogsystem open-loop model and the
corresponding cost function of the LQG/LTR contolare discretised according to
(4.1) and (4.9), respectively. Then the discreteeticontroller is synthesised as
detailed in Section 4.3. Singular value plotsLofS and T for the resulting closed-

loop system are shown in Figure 4.10. One notabtevation from Figure 4.10 is
that loop gains reduce as the sampling periodincreases indicating diminishing
effect of feedback, which is somewhat expected.lel'db3 also lists closed-loop
system’s performance measures for different sampgberiods. In particular, it is
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observed that a§, increases, the cross-over frequenciesaflt) and g(L) as well
as the bandwidtlay, are reduced. The maximum peakTofM; , is increased from
1.1 dB up to 10.1dB whenT, is increased from 0.01 to 0.1, indicating sigmifit
degradation in terms of the closed-loop systemi$opmance and robustness. Also,
the damping ratio of the critical mode is reduceahf 67.1% to 62.8% a$; is
increased from 0.01 to 0.1. These results indichtd the sampling period is
increased to an extent that the expected bandwadtheved using the continuous-
time controller, violates the standard samplingptiid87]. More specifically, it is a
standard rule in discrete-time control systemsptcHgy closed-loop bandwidth to be
at least ten times smaller than the sampling frequei.e. f, >10w, in Hz, where
f,=1/T, [90]. Therefore, the reduction of the closed-laastem’s bandwidth is

necessary in order to retain some performance abdistness qualities while
implementing discrete-time LQG/LTR controller with relatively large sampling

period.
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Figure 4.100(L), o(S) and o(T) for different sampling periods

Table 4.3 System performance properties for diffesampling periods

T critical mode] M, | M, ay Wy | Wy
° {(%) | f(H2) | (dB) | (dB) | (rad/9) | (rad/s) | (rad/s)
Continuous-time| 67.1  0.6( 0 10 295 399 57.6
0.01 66.4| 0.60 0 15 246 358 493
0.02 66.4| 0.60 0 3.1 169 262 318
0.05 65.2| 0.60 0 7.1 10.( 15.f7 18(4
0.1 62.8| 0.59 0 10.1 0.5 5.7 11.2

The closed-loop bandwidttv, obtained withT, =0.01 seconds, is found to be equal

to 24.6rad/s as shown in Table 4.3. Therefore, the recommesdedpling period
should be no greater than 0.025 seconds in ordetonaolate the requirement that

f, >10w,. However, if the sampling period is to be increaabove 0.025 seconds

then the discrete-time LQG/LTR controller has torbdesigned with the reduced

bandwidth in order to retain performance and rafest qualities.
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The supervisory discrete-time LQG/LTR controllefirstly redesigned foil, = 0.01

seconds, which would provide the benchmark comrokgainst which other
controllers with increased sampling period can bmpmared. According to (4.22),
reduction in the bandwidth is achieved by redud¢hmyscalar ratio between the cost

function weightsQ andR, p. The retuned value gb is equal to 1. The redesigned

discrete-time controller is denoted K§LQG. Figure 4.11 shows the singular value

plots of L, S and T using K('jLQG for T, =0.01 seconds compared to that of its

continuous-time counterpart. Corresponding systerfopmance indicators are listed
in Table 4.4. It is observed in Figure 4.11 that gerformance of the redesigned
discrete-time LQG/LTR controller is almost identita that of the continuous-time
controller up to the Nyquist frequency of 3fad/s By re-tuning the cost function

weights, the closed-loop bandwiddh, is reduced from 24.6d/sdown to 5.9ad/s,
which satisfies the sampling constraifit>10w;. Cross-over frequencies, closed-
loop bandwidth andM, are also significantly reduced. Finally, the damgpof the

inter-area mode is reduced from 66.4% down to 47.9%
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Figure 4.110(L), o(S) ando(T) using Ky ¢ for T, =0.01

Table 4.4 System performances for retuned controlle

Controller critical mode| M. | M, a; Oy | Wy
(%) | f(Hz) | (dB) | (dB) | (rad/9) | (rad/9) | (rad/s)
Karoe 66.4 | 0.60 0 15 246 358 498
Continuous-time| 57.7 0.54 0 0.1 7.5 6.6 13.5
Karos 47.9 | 0.60 0 0.1 5.9 57 125
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It has been shown that the closed-loop system pedioce of the retuned discrete-
time LQG/LTR (:ontrollerK('jLQG is very close to that of the equivalent continuous

time LQG/LTR controller. Now, the discrete-time LQGR controller design

procedure is repeated for other sampling periodstlag resulting closed-loop system
is assessed and compared to that obtained Witmod:Ieth(',LQG. Figure 4.12 shows
the singular value plots df, SandT for sampling periodsT, =0.02, 0.05 and 0.1
seconds compared wifl} =0.01 seconds. It is observed that loop gains are retluce

as the sampling period,

IS 1

increases.Table 4.5 also lists closed-loop system’s

performance measures for different sampling periddsI, increases, the cross-over
frequencies forg(L) and g(L) as well as the bandwidt@} are reduced. Highly
satisfactory result, however, is that the maximueakpof T, M;, remains almost
unchanged whef is increased from 0.01 to 0.1. This fact indicatkat the

robustness of the closed-loop system is not gredtcted by the increase in the
sampling period. Also, the damping ratio of thaical mode is reduced from 47.9%
to 46.3% asI, is increased from 0.01 to 0.1 seconds. This detraies that the

closed-loop system performance and has deteriosatestwhat. Thus, the discrete-
time LQG/LTR controller is retuned for sampling ieer T, = 0.1 seconds in order to

achieve the satisfactory performance and robustness
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Figure 4.120(L), o(S) ando(T) using K('jLQG for different sampling periods

Table 4.5 System performances for different sanggb@riods

T critical mode, M. | M, [} Wy | Wy

: {(%) | f(Hz) | (dB) | (dB) | (rad/s) | (rad/s) | (rad/9)
0.01 47.9| 0.60 0 01 5.9 5.7 12.5
0.02 47.7| 0.60 0 01 5.1 5.4 121
0.05 47.2| 0.59 0 01 05 0.5 10.5
0.1 46.3| 0.59 0 01 0.3 0.4 9.3

The discrete-time LQG/LTR controller with the samglperiod ofT, =0.1 seconds
is retuned by increasing the cost function weiglatsesponding td);, , Q, andQ,,

in Q. by a factor of 5, and increasing the weight cgroesling to integrator state by
a factor of 2 in order to obtain the satisfied parfance. The resulting discrete-time

LQG/LTR controller is denoted dﬁ;LQG. Figure 4.13 shows the singular value plots
of L, Sand T of the system controlled bK;LQG. Table 4.6 lists the closed-loop

system’s performance measures when the systemnisotied by K;LQG and by
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Koo - It is clearly seen that the closed-loop systepesformance is improved

using the retuned discrete-time controllléﬁLQG. Its performance in frequency
domain is almost identical to the performance ef discrete-time controlleK ¢

designed for the sampling period §f=0.01 seconds. The cross-over frequencies
for (L) andg(L) are increased from Or&d/s and 9.3rad/sto 4.5rad/sand 11.1

rad/s respectively. System bandwidty, is also increased from Osad/s to 4.8
rad/s, which indicates the faster response to set-pmianhges and persistent output
disturbances. Finally, the damping ratio for theeirarea mode is increased from
46.3% to 47.3%. Therefore, the closed-loop systgmeidormance for the retuned
discrete-time controller withl, =0.1 seconds is satisfied. Its effectiveness and

robustness will also be assessed by applying b ¢im¢ non-linear power system

model in the next section.
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Figure 4.130(L), o(S) and o(T) using K; s

Table 4.6 System performances uslﬁgQG and K;LQG

Controller critical mode| M. | M, a; Wy | Wy
(%) | f(Hz) | (dB) | (dB) | (rad/9) | (rad/9) | (rad/s)
Karos 47.9 | 0.60 0 0.1 5.9 57 125
Koo 47.3| 0.59 0| 01 48 45 111
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4.6 Non-linear Simulation

In order to properly assess the suitability of shpervisory discrete-time LQG/LTR
controller designed fofl, =0.1 seconds,K;LQG, for the control of the considered

power system, it is necessary to apply it onto nba-linear model of the power

system and compare with controlle, . , which is designed fof, = 0.01 seconds.

4.6.1 Small Signal Stability

Firstly, an increase of 2.5% on the terminal vadtad Generator 2 is applied at time
t =0.2 seconds to simulate the small-signal disturbaDotted lines in Figure 4.14

represent the resulting response of the systenratteut by K, ., while the solid
lines refer to the system response with contrdﬂéLrQG. It is observed that the power

system variables deviate further from their nomwales when controlled bK;LQG.

This demonstrates that the digitisation of the wwler does introduce some
deterioration of the closed-loop system performamtmvever, both controllers are
shown to maintain the stability. This demonstratfest the retuned discrete-time
LQGI/LTR controller for sampling period 0.1 seconsisufficiently effective when
addressing the issue of wide-area damping contfathe multi-machine power

system.
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Figure 4.14 System responses to small disturbance

4.6.2 Large Disturbance Stability

In order to evaluate system performance in thegmas of a large-signal disturbance,
a three-phase short-circuit fault is applied onlithe 5 of the simulated power system
at timet =1 second. The fault is then cleared with auto-rectpf the circuit
breaker after 4 cycles (809. The time response of the resulting speed dewiati

electrical power and terminal voltage of generatoesshown in Figure 4.15 for the

power system controlled bK;LQG (dashed lines) and for the one controlled by
K;LQG (solid lines). Once again, it is clearly obserteat the maximum deviation of
the controlled variables is generally higher whenpk®ying K;LQG compared to

K(',LQG. Also, the settling time of the system controlled K;LQG is equal to 8
seconds, compared to the sampling time of 5 sectmid$he system controlled by
K;LQG . The main discrepancy between the two respomst=ms of the maximum

deviation from the nominal value is observed fa Hariables related to generators 1
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and 4 which are both located in Area 1. On the rottand, the regulation of the

terminal voltages of generators 2 and 3 locatedrem 2 is more satisfactory when
using K;LQG, which is somewhat surprising. Therefore, somesriw@tion in the

performance is experienced as a result of disetedis. Nevertheless, it is clearly
shown that the redesigned controlléﬁLQG that utilises relatively large sampling

period is effective in stabilising the power systeand rejecting large-scale
disturbance.
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Figure 4.15 System responses to large disturbance
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4.6.3 Robustnessto Various Operating Conditions

Designed discrete-time supervisory controllers assessed in terms of their
robustness to the changing operating conditiorfses& various operating conditions
are realized by changing the power transfer fromaAt to Area 2 with the following

different cases considered: (a) power transfenged by 10%; (b) power transfer
reduced by 15%; (c) power transfer reduced by 2@Popower transfer reduced by
25%. Large-signal disturbance is a self-clearedetfphase fault applied at bus 5 at
time t =1 second with the self-clearing time of B& Solid lines and dotted lines in

Figure 4.16 represent the resulting responseseotradal power output of the power

system controlled by the supervisory discrete-tid@@EG/LTR controllerK;LQG and
controller K;LQG, respectively. It is observed that the peak gboeses of the system
controlled by Kj o is higher than when controlled b¥,o; . Also the
corresponding settling time of the system repomssemger in the case d(;LQG

when compared to the system controlledlﬁyQG. In particular, for a large change
of the power transfer from Area 1 to Area 2, i.ewpr transfer reduced by 25%, the
settling time of the response of the system coletidby K;LQG and shown in Figure

4.16(d) is found to be 8.5 senconds, which is moadger than the settling time of

4.5 seconds recorded for the system controlled(h}éG. However, the stability is

preserved by controIIeK;LQG designed fofT, = 0.1 in the presence of a self-cleared

three-phase fault and under different operatingditams, which is a welcoming

result. Therefore, it is demonstrated that the giexi supervisory discrete-time
controller forT, =0.1, K;LQG, is sufficiently robust when controlling power 1%

under different operating conditions.
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4.7 Discrete-Time LQG/LTR for Power System |nstalled
with PSS

This section considers the application of the suipery discrete-time LQG/LTR
controller on the power system equipped with aarfliPSS regulators, installed for
each of the four generators. In many respectsstuton is analogous to Section 3.7
that considered application of the continuous-tisupervisory controller onto the

power system equipped with the PSS regulators.

As already mentioned in Section 3.7, the lineariside-space model of the power
system equipped with PSS regulators contains Sésstd inputs and 12 outputs.
This linearised continuous-time model is then diSsed assuming the ZOH
reconstruction. Resulting supervisory discrete-tink€)G/LTR controller is
synthesized by utilizing this model. In order tgess its effectiveness and robustness,
the designed discrete-time LQG/LTR controller iplaga to the non-linear power
system model and assessed in terms of its abditgject large-signal disturbance,

which is a three-phase fault applied to one ofpibmer system buses.

4.7.1 Discrete-Time LQG/LTR Controller

The discrete-time model is obtained by sampling ¢batinuous-time augmented

state-space modeG,s; ., given in (3.37) with the sampling peridd. The resulting
discrete-time state-space model is representeallaw/$:

X(k+D)=®psq XK+ s MR+ W

V() = Gogs R+, (4.29)

The same synthesis procedure as discussed in sdctias followed in this section
to design the supervisory discrete-time LQG/LTR toalfer. The cost function

weightings used for the discrete-time controllesige are denoted & , R, W,
andV,, respectively. They are obtained by applying (4T (4.3) to the weighting
matricesQ, , Q, andQ,, obtained in (3.34). Sampling period is chosendequal

to T, = 0.1 and the tuning is performed using two parameteatogous top , which

131



was introduced in (4.22). These goe and p, that correspond to the original system
states and the integrator states, respectivelyrdpte values for these parameters
are found be equal t@ =2 and p, =8. The resulting supervisory discrete-time
LQG/LTR controller is denoted ade[QG and is evaluated using both frequency-

domain analysis tools, which assume linear systestription, and time-domain

simulations, which utilise non-linear system modieladdition, the performance and

robustness of the system controlled kY, , which was designed in Section 4.5, is

assessed. This additional assessment is perfonmerter to establish whether the
controller designed for the system without Powest&y Stabilizers can be used

without any modifications once these auxiliary laegyulators are installed.

Figures 4.17 and 4.18 show the maximum and thenmoim singular value plots &f,
S and T of the system controlled b}(dp[QG and K;LQG. Table 4.7 lists the
corresponding performance measures obtained usengMo controllers. In the case

of de[QG, the cross-over frequencies fo(L) andg(L) as well as the bandwidth

«y are higher when compared ﬂé;LQG. In particular, system bandwidth is

significantly increased from 0.9 rad/s to 5.8 raa¥kich indicates a faster closed-
loop system response. Damping ratio of the inteeanode is also increased from

51.6% to 57.8%, which further demonstrates the soily of KJos over Kj o in

terms of the improved damping of the inter-areatedenechanical mode.
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Table 4.7 System performance properties

Inter-area
M M w w.
Controller mode S T a, o(L) (L)

2% | f(Hz) | (dB) | (dB) | (rad/9 | (rad/9) | (rad/s)

L4

Kiee |578| 057 o 01 58| 111 14

Kios | 516| 057 0| 02 09 1.1 118

4.7.2 Non-linear Simulation

The effectiveness and robustness of the desigrsadetie-time LQG/LTR controller
Is also assessed using the simulation of the m@maiti power system model when
subjected to a large-signal disturbance, which terae-phase fault applied on the
bus 5 at time t=1 second. The fault is then cleavéd the auto-reclosing of the

circuit breaker after 4 cycles (809.

The time response of the system with PSS regulatessalled but without
supervisory controller is shown in Figure 4.19 wdlibtted lines. The solid lines and
dash lines in Figure 4.19 represent the time resgwrobtained when the power

system with the PSS regulators installed is colemiaby the discrete-time controllers
de:QG and K;LQG, respectively. Firstly, it is shown that PSS regois alone provide

sub-standard control of the power system with #tdisg time much greater than 10

seconds, thereby providing direct motivation fag ttevelopment of the supervisory
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multivariable controllers. Also, it is observed tthéhe closed-loop system

successfully recovers from the large disturbandegusither of the two supervisory

discrete-time controllers. In the case I@j:QG, the settling time of the response is
reduced to 3.5 seconds, when compared to 5 secachisved usingK;LQG.

Nevertheless, it is also shown that the controlﬁ[QG, which was designed

assuming the absence of PSS regulators, can céfpzesly well in their presence
without any need for re-tuning or re-design. Thés a significant result as it
demonstrates satisfactory level of robustness efsilpervisory controIIeK:,LQG.

More specifically, it is shown that once the sujmoky controller is designed for the

power system without PSS regulators, it requiresutzsequent modifications after

these auxiliary controllers are installed.

x 10° Speed Dewation, GEN 1 x 10~ Speed Deviation, GEN 2

Aw (p.u.)

0 5 10 0 5 10
Time (s) Time (s)
x 10° Speed Dewation, GEN 3 x 10~ Speed Deviation, GEN 4
5 ;

. p*
with PSS + Kdl_QG

10 | ;e i *
with PSS + Kdl_QG

.......... Wlth PSS

Aw (p.u.)
Aw (p.u.)

Time (s) Time (s)

134



Pe (p.u.)

Pe (p.u.)

Vt (p.u.)

Vt (p.u.)

2.2

1.4

1.1}

1.05¢

0.95¢

0.9}

0.8+

0.6}

0.4+

Electrical Power, GEN 1

0 5 10
Time (s)
Electrical Power, GEN 3
. p*
with PSS+ KdLQG
with PSS + Kdl_QG
with PSS
0 5 10
Time (s)

Terminal Voltage, GEN 1

Time (s)
Terminal Voltage, GEN 3

-
N

with PSS + KP*
dLQG

with PSS + KdLQG

with PSS

0 5
Time (s)

10

Pe (p.u.)

Pe (p.u.)

15

Electrical Power, GEN 2

5
Time (s)
Electrical Power, GEN 4

10

Time (s)

10

Terminal Voltage, GEN 2

i

5
Time (s)
Terminal Voltage, GEN 4

10

Time (s)

Figure 4.19 System responses of the power sysidmP8S
to a self-cleared three-phase fault

135

10



4.9 Summary

In this chapter a supervisory discrete-time LQG/Lddwtroller was designed for the
multi-machine power system using the frequency-domanalysis tools. This
procedure comprises of converting continuous-tipgtesn model, given in (3.5),
and the controller’s cost function, given in (3.@)o their discrete-time equivalents,
under the assumption that the zero-order-hold (ZG&Vjces are used for the signal
reconstruction. The optimal regulator loop trangjam was recovered at the plant
input in order to retain the robustness of thematiregulator, which was verified

using frequency analysis tools.

The effect of the sampling period on the perforneaotthe resulting discrete-time
LQG/LTR controller was investigated. It was showsing both the frequency-
domain and the time-domain analysis that the cldsed system performance and
robustness deteriorated with an increase in a sagpkriod. However, it was also
demonstrated that some of the performance and trodsss can be recovered by
reducing the bandwidth through the appropriateurgqg of the cost function
weights used to synthesise the supervisory distira& controller.

Designed controllers were assessed using smakisagmd large-signal disturbances
as well as the changes in the nominal operatinglitions applied to the non-linear
simulation model of the power system. Also, the parnson between the discrete-
time and continuous-time LQG/LTR controllers wasf@aned in both the frequency
and time domain with the results demonstratingetifectiveness of the discrete-time
LQG/LTR controller.

Finally, discrete-time LQG/LTR controller was impiented on the non-linear
power system simulation with local PSS stabilizerstalled on each of the four
generators. The resulting closed-loop system wagpeaoced with its continuous-time
counterpart using both the frequency-domain and ttiree-domain tools when
subjected to the large disturbance in order to destnate its suitability in wide-area

control applications.
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Chapter 5

LQG/LTR for Multi-M achine Power
System with Time-Delay

5.1 Introduction

Using the supervisory LQG/LTR control system amtiitire together with a large
variety of measurement devices (e.g. PMU) and comation equipment, the
wide-area control can be realized on a multi-maelpower system. However, one
of the main operational challenges for its impletagan is the inevitable presence
of time-delays, which occur due to the large geplical areas covered by these
power systems. These time-delays may be caused dasurement processing,
transmission and synchronization as well as thetrgbrsignal calculation and
transmission. It has been shown that time-delays wesult in deteriorated
performance of the supervisory control scheme-%8]. Therefore, the impact of
time-delays should be quantified so that their @mnes can be taken into
consideration when designing wide-area control mehéor multi-machine power

systems.

Communication time-delays caused by the transmissioneasurement and control
signals over large geographical distances depenchaply on the type of

communication link used in the wide-area contrdtesns. Typical time-delays for
different communication link technologies are prd®d in Table 5.1 and are defined
as the time from the measurement instant to thanhshat the corresponding input

signals arrive at control centre [60]. It is im@ort to note that the time-delays
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resulting from the processing and routing of signate much smaller when
compared to communication time-delays, thus caméglected without loss of

generality [30].

Table 5.1 Communication time-delays for differeatnenunication links

Communication link Associated delayg
Fiber-optic cables 100 ~ 150
Microwave links 100 ~ 150

Power line carier (PLC) 150 ~ 350
Telephone lines 200 ~ 300
Satellite link 500 ~ 700

The main aim of this chapter is to discuss the ghpiaat the presence of the time-
delays has on the performance of the closed-lostesy Firstly, in the case of the

continuous-time control problem, the discussiorugss on the impact that the order
with which rational approximation of the time-delsymade has on the damping of
the electromechanical modes and the overall stylofia given power system. Also,

two alternative approaches of approximating timkxyke are considered and

compared with each other. Secondly, in the casleeofliscrete-time control problem,

it is shown that the time-delay does not need tordgesented using rational

approximation. Instead, the exact representatiotheftime-delay can be made as
shown in Section 5.5.

5.2 Rational Approximation for Constant Time-Delay

For a fixed time-delay of , the Laplace domain transfer function is giveneds

which is not rational and therefore not in a staddaansfer function form. One
typical approach for incorporating time-delays itite standard controller design is
to apply Taylor Series expansion eri’ in order to express it using finite-
dimensional rational approximation [91]. The resgittransfer function is denoted
by R(s), which can then be readily integrated into thendéad design or the
analysis of the closed-loop control system. Theeefd the delay-free system that is

to be controlled is represented Bys), then the aim of using rational approximation
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is to approximatees™¥ G(9 by R(s) @ $ as accurately as possible. In this chapter,
the most commonly used rational approximations, elgrRade approximation and
Bessel Thomason function, are used to approximhée time-delays and are
compared to each other using frequency-domain laadirne-domain analysis tools.
It is important to point out that in the contextpmwer system control, they tend to
approximate communication delays using a simpfe dr 2 order Pade
Approximation [53, 55, 56]. These papers, howew, not compare different
methods of approximating time-delays, and do nstulis the impact that the order
of rational approximation has on the overall siapbdf a given power system. These

deficiencies are addressed in this thesis.

5.2.1 Pade Approximation

A Pade approximant is the ratio of two polynomiasstructed from the coefficients
of the Taylor series expansion of a function. Isvsaown by Perron that f&™ , its
[m/ n] (m, nCJ N,) Pade approximants can expressed by a ratio ofptiynomials
which are given in equation (5.1) [91]:
iw(—sr)j
R ()= Pn(s7) _i J4m-—j)!

an(g) (m+n J) n j
,zo TGEIN

(5.1)

It has been shown in [92] that for any denominategreen>1, the proper Pade
approximant[m/n] is stable ifn—2<m< n. This provides the guideline when

selecting the appropriate order of the numeratod @enominator of Pade

approximation and will be used in this chapter.

5.2.2 Bessel-Thomson Approximation

Bessel-Thomson is an alternative form of rationgbraximation that utilises the
ratio of two polynomials. This method leads to fgnaf low pass all-pole transfer

functions, which give approximately constant timeday over as large frequency
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range as possible [93]. The transfer function o$d&& Thomson approximation of

ordern is presented as follows:

_2nt
R(T)=— (Zﬁ”_ﬁif;!! . (5.2)
;z“‘ m!(n—i)!(sr)

It is known that the higher order of the rationppeoximation, the more accurate
approximation is. On the other hand, higher ordethese rational approximations
may result in increased computational burden due¢héooverall increase in the
system model and therefore, the controller ordét.[Br next section, a comparison
of the frequency domain and time domain performasfcBade approximation and

Bessel-Thomson approximation are performed.

5.2.3 Comparison of Pade and Bessel-Thomson Approximation

The rational approximation transfer functi®{ <), obtained using either (5.1) or

(5.2), can be represented by the following statespnodel:

% =ax+hy

35.
Y, =¢x+dy

where x. represents the state variables related to a nemtiélhe-delay. Figure 5.1

shows the step responses of tfie 4'% 39 and 4" order Pade approximation and
Bessel-Thomson approximation for 26 time-delay compared with the response
of the actual time-delay. It is shown in Figure 5that the lower order
approximations sacrifice the accuracy. Also, Pageraimation results in an
increased overshoot and more oscillatory behawduen compared to its Bessel-
Thomson approximation counterpart, while also tasgllin a faster response. Figure
5.2 shows the phase response of tfle2l% 3% and 4' order Pade and Bessel-
Thomson approximations compared with the exactomsp of the time-delay for
150 ms (for fiber-optic cables) and 50s (for satellite links), respectively. The
figure shows the phase responses at the typiaglidrecy range of electromechanical
modes, i.e. 0.1-Hz (0.6-12.5rad/s). In the case of 15Mstime-delay, the second
order Pade and Bessel-Thomson approximation aredftabe sufficiently accurate.
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However, for 500ms time-delay, higher order of both Pade and BeskelRIson

approximation are found to be necessary in orderefwresent time-delay more

accurately.
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5.3 Continuous-Time LQG/LTR for System with Time-
Delay

5.3.1 Augmented System

The state-space representation of a deterministitiraious-time system has been

provided in (3.5), which is rewritten here:

X= Ax+ Bu 54
y=Cx+ Du (®-4)

Similarly, the communication time-delay can be @gsed in the state-space form as

follows:

. ‘B
Xd_Ath a Uy q8)
Ya = Gy + Dyyy

where x; represents the state variables of the communicdiroe-delay. If time-

delay is the same for each input signal, then uBlade approximation or Bessel-

Thomson approximation results in the following stapace representation:
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_arl O O brl 0 O
0 a : 0 b :
A, = ? ol B ? ol
O --- 0 O --- 0
- N o (5.5b)
c, 0 - 0 d, 0 - 0
0 c : 0 d :
Ca = 2 o0 Dy =| i -0
0 - 0 c, 0 - 0 d

Figure 5.3 shows the delay-free open-loop powetesysonnected with the time-
delay block.

Delay-free
power system

u A, B, A B y
— > —
C, D, C D

Time-delays

Figure 5.3 Delay-free power system connected witle-tdelay block

Time-delays can now be incorporated into the déleg- system’s model by
integrating (5.4) and (5.5) into the following augmted state-space model:

Al Wl R

(5.6)
X

y=[C DCd]{ }+ DD, u
X4

Thus the system with communication time-delay camdpresented by the following

form:
%= AX+ But+ w
- . @7
y = CXx+ Du+ v
where
- [A BG] - [BD,] - .
A= , B= ,C=[C DG], b=DD,. (5.7b)
0 A B,

andx=[x" x]" is the state vector of the augmented system madehdv are

the process noise and measurement noise, respgctieéined in (3.6). Alsou and
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y are the input and output of the system model thebrporates communication

delay along with the original open-loop dynamics.

It is important to note that for power system, fileguency response usually displays
the characteristic with cross-over frequencies thas 10Hz. Therefore, time-delay
can be approximated with the order of the rati@pdroximation greater than 2 and

smaller than 4 in order to provide an accurateasgmtation [94].

5.32LQG/LTR Controller Design

In the previous section the system model incorragatommunication time-delay
was presented in the standard state space form(5s@e In addition, the integral
action is also introduced into the deterministicdelp which results in the following

augmented state-space model:

e

(5.8b)

with the denotation of
- |A o] ~ [|B]| = . L
=| . , B, = ,C,=|C 0|,D,=D. 5.8b
A {C /J {0} [ ] (560)

The transfer function of this augmented model isotied aséa. The separation

theorem (3.8) ~ (3.16) and LTR procedure then carapplied to synthesize the

continuous-time LQG/LTR controller for the systemd) as follows.

Step 5.10ptimal State-Feedback. Design the optimal requlédr the augmented
state-space model (5.8) with the symmetric weightiratricesQ = pM™QM
andR=|. ChooseM =C,, Q=diagd Q, Q. Q} . wherep andQ,, Q, ,
Q , are selected by the control engineer such thatsétisfactory system

performance is achieved. The resulting optimal lagu gain is denoted as
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K, . Further details regarding optimal regulator degigocedure are provided

in Section 3.3.

Step 5.2.00p Transfer Recovery (LTR) at plant input. Thalidan filter is designed
for the augmented state-space model Witke T WI' "™ andV = gl . By setting

[ =B,, the perfect recovery would be achievedcasends to zero. The

designed Kalman filter gain is denoted }és. Further details regarding LTR

procedure are provided in Section 3.3.

The resulting LQG/LTR controller can then be expegsas follows:

Roo0(9 =[A°‘ B ‘ ’;} (5.9)

The 2% 3% and 4" order Pade approximation and Bessel-Thomson ajpation

are utilized in approximating the time-delay, henliiferent LQG/LTR controllers
are developed using the corresponding state-spaoceelm of the rational
approximations. It is assumed that the delay fahesignal in model (5.5) is the

same. The properly tuned cost function weidRts Q, , Q,, are set according to
(3.34) and the weights ration is set to be equgbtol00. Figure 5.4 shows the

singular value plots of the LQG loop transfer fu'mnt—KLQGGa, compared with that

of the optimal regulator loop transfer functidd)(sl—A)™ B, whenq=10° by

using the two rational approximations for time-gefa= 250ms. It is noted that the

Pade approximation has unit gain at all frequencies

It has been stated that higher order of the ratiaparoximation results in more
accurate approximation of time-delay. However, fraire viewpoint of the

performance of loop transfer recovery, higher omfethe two approximations leads
to increased discrepancy between the optimal réguleop transfer function and the
corresponding LQG loop transfer function shown igufe 5.4. In the case of Pade

approximation, cross over frequencyafL) is 15.0rad/s, 12.3rad/s, 11.5rad/sfor

2" 39 and 4" order, respectively. Also, 108B8/decaderoll-off rate occurs at 220
rad/s, 100rad/sand 60rad/sfor the increase in the order of Pade approximatian

the other hand, cross over frequencyggt) is 20.1rad/s 19.4rad/s 19.0rad/s
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when the order of Bessel-Thomson approximatiomisakto 2, 3 and 4 respectively.
Furthermore, 10@B/decaderoll-off rate occurs at 300@ad/s 170 rad/s and 125
rad/s for the increase in the order of Bessel-Thoms@r@pmation. Table 5.2 lists
maximum peak of sensitivity functiol ; and complementary sensitivity function
M, , as well as the system bandwidily of the closed-loop system by using
different order delay approximations. In the cab®ade approximation, there is an
insignificant increase iM¢ and w, for the increase in the order, whiM, is
decreased from 1.8B to 0.1dB when the order is increased from 2 to 4, which
demonstrates the superiority of the higher ordedePapproximation. By using
Bessel-Thomson approximatioM ¢ and M, are significantly increased when the
order is increased. In particular fof' #rder, M, and M. are increased to 2@B
and 3.6dB, respectively, which are higher in values when parad to the 4 order
Pade approximation. This is undesirable due tddbethat the increase ofl ;¢ and
M, indicates deterioration in terms of the closedl®ystem’s performance and

robustness. Therefore, it is clearly demonstrateat the Pade approximation is

superior to Bessel-Thomson approximation of thestohelay.
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Figure 5.4 Singular values bfusing Pade and Bessel-Thomson fer 250ms

Table 5.2 System performance properties

) . Bessel-Thomson
Pade approximation L
Order M; Mg a M; | Mg a,
(dB) | (dB) | (rad/s)| (dB) | (dB) | (rad/s)
2 1.3 1.3 12.1 1.9 1.4 12.6
0.2 2.0 11.0 2.4 2.9 12.5
4 0.1 2.1 10.4 2.8 3.6 11.1
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5.3.3 Evaluation using Linear System Analysis Tools

Communication time-delays are typically modelledngsfirst or second order
rational approximation [53, 55]. However, such lovder approximation may not be
always appropriate, particularly in those casesMoich time-delays are known to be
relatively large. In order to investigate the imp#wt approximation order has on
the performance of the closed-loop system, LQG rotlats were designed with

varying order of time-delay approximation. In tlegnaining sections of this chapter,
LQG, for n=2,3,4will be used to denote the supervisory continudmet
LQG/LTR controller designed for the time-delay appmated using Pade
approximation in %, 3% and 4" order, respectivelyLQG! for n=2,3,4 will denote

the controller designed for the time-delay appratied using Bessel-Thomson
approximation in %, 3% and 4" order, respectively. Finally, the LQG/LTR contggll
designed without consideration of the communicatiare-delays and designed in

Chapter 3 will be denoted dsQG, and compared ta.QG; and LQG; in this

chapter.

5.3.3.1 Various Time-Delays

Table 5.3 and 5.4 list the system performance mieasof the closed-loop system
controlled by LQG/LTR controller using Pade approation and Bessel-Thomson
approximation of the™, 39 and &' order, respectively, for different communication

time-delays and compared t®QG,. The performance measures are maximum peak
of the sensitivity functiorM ; and the complementary sensitivity functibh, , both

of which are measured oiB, as well as the system bandwidth measured imad/s

The observation of the increasétl, and M, and the reduced), demonstrate that

the closed-loop system performance and robustregssiarate for the increase in the

communication time-delay for all considered LQG/LTRntrollers. WithLQG,
controller, the value oM, reaches 4.21B for a time-delay of 25@ns This shows

that the closed-loop system witltQG, exhibits high sensitivity to time-delays. With
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controllers LQG, and LQG; for n=2,3,4, the M, and M, are significantly
reduced when compared to controlle@G, as shown in Table 5.3 and 5.4. This

indicates improvement in the performance when usirigrmation regarding the

time-delay to design the control system. It is abdserved thaM, and M, are

smaller in the case of LQG controller that utili$gésde approximation compared to
the one that uses the Bessel-Thomson approximafioerefore, using frequency-
domain tools it is shown that the most appropriatetroller to use in the presence of

time-delays is the one that utilises Pade Approkiona

Tables 5.5 and 5.6 list the damping of the inteaanode using.QG; and LQG;

for n=2,3,4 and LQG, for different communication time-delays. Results\stthat
LQG, only could maintain the closed-loop system stgbilor time-delay smaller
than 250ms which is in accordance with the result statedvabd-or controllers
LQG. andLQG;, higher order results in more damping providednier-area

mode. In addition, the designed LQG/LTR controliesing Pade approximation
provides more damping to the inter-area mode thancontroller that uses Bessel-
Thomson approximation of the same order. Finatlys iobserved that the system

controlled byLQGg could tolerate time-delay greater than 1 secosdsheown in

Table 5.5, while the time-delay toleranceld®G; is smaller than 80ths

It can be concluded that the designed LQG/LTR athetrs accounting for
communication time-delay, namelyQG. and LQG;, are more effective in
stabilizing the power system than the conventiaoatroller LQG, . Higher order of

the approximation results in more satisfactory exysperformance and robustness.
Both system performance measures and dampingefanéa mode demonstrate the

superiority of LQG/LTR controller designed using déaapproximationLQG;

compared to that of using Bessel-Thomson approximatQGg .
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Table 5.3 System performance using Pade approxamédr different time-delays

-I(;ié?ae); LQG, LQG; LQG; LQG;

T MT Ms 23 MT Ms ay MT Ms 23 MT Ms 23
100ms | 1.9 1.1} 118 13 1.2z 1565 0.1 15 131 1 0.7 412.
250ms | 4.2 1.1 7.9 1.3 1.3 121 0.2 2p 130 Q1 2.1 103
500ms| 4.3 2.0 4.9 1.4 1.3 8.1 0)4 2|5 1.2 0.2 2.9.0
800ms| 7.7 7.8 2.5 1.5 1.4 7.8 0J7 2|8 5.4 0.2 3.5.1

1s 79 | 105| 1.8 1.7 15 7.0 0.8 3.0 49 0.3 3.6 4.3

12s | 29.1| 28.8| 1.5 18 1.6 6.9 0.9 32 416 0.3 3.9 3.7
15s | 414 413| 1.2 2.1 1.7 6.7 0.9 33 413 0.3 4.4 3.2

for different time-delays

Table 5.4 System performance using Bessel-Thomgprogimation

e LQG, LQG; LQG; LQG;

T MT Ms 23 MT Ms 23 MT Ms 2 MT Ms 2
100ms | 1.9 | 1.1 | 118/ 1.7 13 19p 19 25 175 23 29 915
250ms | 42 | 11| 7.9| 19| 14/ 126 24 2p 125 28 36 111
500ms| 43| 20| 49 20 14 96 28 29 83 34 B72
800ms| 7.7| 78/ 25 21 15 81 29 30 63 37 B9s8

1s 79 | 105 18| 24| 15 74 30 3p 56 38 39 38

1.2s | 29.1| 288/ 15| 25 15 74 31 3D 52 41 39 36
15s | 41.4| 413| 12| 29/ 16 71 383 27 49 42 40 34
Table 5.5 Inter-area mode for different time-delagimg LQG;
Time- LQG, LQG: LQG: LQG!
delay f(Hy) | ¢ (%) | f(Hz) | ¢ (%) | f(H2) | { (%) | f(Hz) | { (%)
100ms| 0.60 20.2 0.54 29.0 0.54 30.3 0.55 31.5
250ms| 0.60 3.4 0.54 28.1 0.55 29.2 0.55 31.1
500 ms| 0.70 -9.6 0.54 27.5 0.55 28.7 0.55 30.5
800ms| 059 | -11.3 | 0.55 20.2 0.55 26.3 0.56 30.0
1s 0.55 | -11.5 | 0.55 15.6 0.56 19.2 0.56 28.4
1.2s 0.51 | -15.1 | 0.55 10.7 0.56 14.6 0.56 26.5
1.5s 0.50 | -16.6 | 0.56 7.2 0.56 11.9 0.57 22.1
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Table 5.6 Inter-area mode for different time-delagig LQG;

L‘g‘:y' LQG, LQG; LQG; LQG;
r | fHY [T @) | f(H) [ ¢ @) | f(HD [ ¢ o) | F(HD) | ¢ (%)
100ms| 0.60 20.2 0.54 27.5 0.55 29.4 0.55 31.3
250ms| 0.60 3.4 0.55 26.1 0.55 28.8 0.56 30.2
500 ms| 0.70 -9.6 0.55 11.0 0.56 15.6 0.57 27.4
800ms| 0.59 | -11.3 | 0.56 7.8 0.58 10.2 0.60 17.3
1s 0.55 | -11.5 | 0.56 4.9 0.58 6.3 0.60 11.0
1.2s 0.51 | -15.1 | 0.56 2.1 0.59 3.0 0.59 7.0

15s 0.50 | -16.6 | 0.58 0.8 0.59 1.9 0.59 3.6

5.3.3.2 Delay Margin

In order to aid the comparisodelay Marginterm is introduced to quantify the
ability of a given controller to retain stabilityhen faced with the communication
time-delays. More specifically, Delay Margin spexsf maximum value of the time-
delay that a given controller can tolerate befdre bverall closed-loop system
exhibits instability. Therefore, the aim of a cahtengineer is to ensure that the

Delay Margin is sufficiently large.

Delay margins for the stated controllers aboveearduated in this section. Table 5.7
lists the delay margins for the supervisory LQG/LTdentrollers using Pade
approximation and Bessel-Thomson approximation ifferént orders, as well as
controller LQG, . In case of the conventional controll&rQG, designed without
consideration of time-delay, the delay margin isnfo to be equal to 16@s Clearly,

this delay margin is not sufficient for the wideearpower system control for the use

of different types of communication link [60]. Fbre controllers that account for the
presence of time-delays, namdlQG. and LQG; for n=2,3,4, it is clearly shown
that the delay margin is significantly increasedpared toLQG, . Table 5.7 shows

that the delay margin is increased for the increpsirder of the approximation. In
particular for Pade approximation, not only does tlenominator ordem increase
the delay margin, but also the numerator degneecreases the delay margin. Also,

the delay margin of the closed-loop system thatsuBade approximation to
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synthesise controller is higher than using Besgpt@&imation with the same order.
In particular, it can be observed that the closEplsystem using™order Bessel-
Thomson approximation could only tolerate 528 time-delay, while the system
using 4" order Pade approximation could tolerate &.2me-delay, which is a
sufficient communication time-delay tolerance foiderarea power system control

application [60]. In conclusion, Table 5.7 cleadlgmonstrates the superiority of the

controllers LQG; and LQG] compared to the conventional controlleQG, in

terms of the robustness to the presence of timaydel

Table 5.7 Delay margin for different controllers

LQ LQG)

“lj'):rlgi};‘ . m=0 m=1 n?:; m=3 | m=4 HQG;
n=1 | 160ms | 220ms | 350ms — — — 220ms
n=2 | 160ms | 300ms | 460ms | 600ms — — 300ms
n=3 | 160ms — 480ms | 650ms | 850ms| — 400ms
n=4 | 160ms — — 680ms | 910ms| 1.2s | 520ms

5.3.3.3 Various Operating Conditions

In this section the closed-loop system’s perforneaad robustness are assessed in
the presence of time-delays and under the changpeyating conditions. The
variation in power transfer from Area 1 to Arear®\pdes these different operating
conditions, which was realised by changing the ggtien power of Generators 2
and 3. Different controllers designed by considgrthe presence of time-delay,

LQG. and LQG; for n=2,3,4, are applied onto the power system. Table 5.8 list

the delay margin for the six controllers and focheaf the different operating
conditions. Base case is denoted as the normahtpgicondition. It is observed that
the increase of the power transfer from Area 1 teaA2 significantly degrades the

delay margin. For each operating condition, higbreler of approximation results in

larger delay margin and the delay margin resultiogn the application oLQG] is

larger than that corresponding t®QG], which indicates the closed-loop system is
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more robust to variation of time-delay and of opiaga conditions when using

LQG; than LQG;.

Using 4" order of Pade and Bessel-Thomson approximatitresperformance and
robustness of the resulting closed-loop systemaaatysed. Tables 5.9 and 5.10 list
the resulting frequencies and damping ratios of itlter-area mode for varying

operating conditions and communication time-delaigained when usingQG;
and LQG;, respectively. The damping of the inter-area m®bserved to be

degraded by either the change in operating comddrahe increase in the time-delay.

As the power transfer increases, the damping ofirker-area mode is for both

LQG: and LQG; and for different values of time-delays. Degraofatiof the
damping is observed to be more prominent in the cdit QG; when compared to
LQG:. The inter-area mode becomes unstable in theafak®G; for time-delays

longer than 800ns On the other hand, controll&QG; sufficiently stabilises the

system for all assessed time-delays, even undewypeaver transfer.

It can be concluded that the communication timexgeland the changing operating
condition result in the degradation of the perfanoe observed through the
reduction in the corresponding delay margin and thamping of the

electromechanical mode. The closed-loop systerhssmwed to be more robust when
controlled usingLQG; rather thanLQG;. These results will be verified in Section
5.5 using the non-linear simulation of the powesteyn and observing time-domain

results

Table 5.8 Delay margin for different power transfer

Power transfer Pade approximation Bessel-Thomson approximation
increase:

ArealtoArea? LQG: | LQG: | LQG: | LQG; | LQG; LQG!

Base case 600 ms | 850 ms 1.2s 300 ms 400 ms 520 ms

10% 580ms | 750ms 1.1s 260ms | 360ms | 450ms
20% 500ms | 720ms 1.1s 240ms | 350ms | 450ms
30% 420ms | 690ms 1.0s 200ms | 320ms | 420ms
40% 380ms | 640ms | 950ms | 180ms | 290ms | 400ms
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Table 5.9 Inter-area mode for time-delays for défe power transfers usingQG;

Time- Power transfer from area 1 to area 2
delay Base Case Increase 10%| Increase 20% | Increase 30%| Increase 40%
7 f(Hz) | ¢ (%) | f(HD) | { (W) | f(Hz) | { (%) | f(Hz) | { (%) | f(HD) | ¢ (%)

100ms| 055 | 315 | 056 | 304 | 057 | 296 | 058 | 28.8 | 0.58 | 28.2

250ms| 055 | 31.1 | 056 | 295 | 057 | 28,8 | 058 | 276 | 0.58 | 27.1

500ms| 055 | 305 | 056 | 28.8 | 057 | 278 | 058 | 26.3 | 0.58 | 25.9

800ms| 0.56 | 30.0 | 056 | 28.0 | 057 | 26.0 | 058 | 251 | 0.58 | 24.8

ls 056 | 284 | 056 | 268 | 057 | 252 | 058 | 247 | 058 | 23.9

1.2s 056 | 265 | 057 | 254 | 058 | 23.0 | 058 | 216 | 0.58 | 20.3

15s 057 | 221 | 059 | 219 | 0.60 | 201 | 0.61 | 19.2 | 0.61 | 18.6

Table 5.10 Inter-area mode for time-delays fored#ht power transfers usingQG;

Time- Power transfer from area 1 to area 2
delay Base Case | Increase 10%| Increase 20% | Increase 30%| Increase 40%
r f(Hz) | { (%) | f(Hz) | { (W) | f(H) | { (%) | f(H) | ¢ (%) | f(HD) | ¢ (%)

100ms| 055 | 31.3 | 0.56 | 30.2 | 057 | 294 | 058 | 28.7 | 0.58 | 28.0

250ms| 0.56 | 30.2 | 057 | 29.0 | 058 | 28.2 | 0.59 | 275 | 0.59 | 26.8

500ms| 057 | 274 | 059 | 26.1 | 060 | 251 | 061 | 245 | 0.60 | 24.0

800ms| 060 | 173 | 061 | 16.0 | 062 | 152 | 0.63 | 147 | 0.62 | 14.6

ls 0.60 | 11.0 | 0.61 | 10.1 | 0.62 9.5 0.62 9.3 0.62 9.2

1.2s 0.59 7.0 0.61 6.4 0.62 6.1 0.62 6.1 0.62 5.8

1.5s 0.59 3.6 0.60 3.5 0.61 3.3 0.62 3.1 0.62 2.5

5.3.4 Non-linear Simulation

The performance and robustness of the power systatiolled byLQG;, LQG;
and LQG, in the presence of communication time-delays, assessed in this

section using the high-fidelity non-linear model tbe power system in order to
examine the suitability and effectiveness of thesidered supervisory controllers. A
large disturbance, which is a self-cleared threasphfault, is applied onto the bus 5

at time t=1 second.
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Figure 5.5 shows the speed deviation, electricalgpooutput, and terminal voltage
of each generator of the power system controlled @%; and LQG, respectively.
The time-delay is equal to 168s which is the delay margin of controll&QG,
according to the results shown in Table 5.6. Indage of 160nstime-delay, Figure
5.5 clearly shows that the power system controlydLQG, is unstable when
subjected to a large disturbance. This illustrates importance of considering

communication time-delays when designing superyisoide-area controllers. On

the other hand, controller that employ& drder Pade Approximation in order to
model the time-delays, denoted BQG;, is shown to maintain the stability with
satisfactory response to the applied disturbanbs flirther demonstrates the benefit

of including appropriate communication time-delagsdription into the model

utilised by the wide-area controller.
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Figure 5.5 System response usinQG; and LQG, for T, =160ms
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Figures 5.6 and 5.7 show the speed deviation fon ganerator of the power system
controlled by controllerd. QG and LQG; in the presence of 25@s and 520ms
time-delays, respectively, when subjected to a-deHred three-phase fault. The
corresponding responses of electrical power owipdtterminal voltage are shown in
Appendix B. In case of 25Mstime-delay, bothLQG; and LQG; can stabilize the
power system when subjected to the large distudyaas shown in Figure 5.6. This

confirms the result shown in Table 5.6 that theagehargin for either of these two

controllers is greater than 250s It is also observed that the settling time of the

closed-loop system controlled BYQG; is smaller than that of the system controlled

by LQG:, which indicates the benefit in using Pade appnation to model the
time-delays when compared to Bessel-Thomson appeation. In the case of 520
ms which is equal to value of the delay marginL@G;, controller LQG; cannot
stabilize the power system when subjected to aldisturbance, as shown in Figure
5.7. On the other hand, it is clearly shown in Fégh.7 that the power system can be
recovered from the large disturbance controlledcbwtroller LQG; for 520 ms
time-delay. Responses in both Figure 5.6 and 5nfodstrate the superiority of the
controller that employs Pade Approximation to reprég time-delays when

compared to the controller that utilises Basselfiibon Approximation to describe

time-delays in terms of the closed-loop systemaasp and its stability.

Figure 5.8 shows the speed deviation for each gémepf the simulated power

system controlled by QG: when subjected to a large disturbance and with the

communication time-delay of 13 The corresponding responses of electrical power

output and terminal voltage of each generator hosva in Appendix B. In the case

of 1.3stime-delay, which exceeds the delay margin fortimdler LQG?, Figure 5.8

shows thatLQG; is not effective in stabilizing the power systernem subjected to

a large disturbance, which is in accordance with rigssult from frequency-domain

analysis in Section 5.4.
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5.4 Discrete-Time LQG/LTR for System with Time-Delay

5.4.1 Disretising the System with Time-Delay

A continuous linear time-invariant system that utgs a time-delay is described by:

X=Ax+ By t-7)+ w
(5.10)
y=Cx+vVv

wherer >0 denotes a communication time-delay,and v represent process and
measurement noises respectively. In sampling (5tt@) cases are considered. The

first case is when the time-delayless than one sampling period denoted ashe

second case is when the time-defajonger than one sampling peridd. These two

cases are considered below.

5.4.1.1 Delay L essthan One Sampling Period

Firstly the deterministic case wittw=0 , v=0 , is considered and the

communication delay is assumed to be less tharsampling periodl,, i.e. 7 <T,.

Discretising the continuous-time plant (5.10) wsimpling periodr, gives [95]

X(k+1)=Ddx(K)+T U R+, U k1)

(5.11)
y(k) = CxRK

where

"e"*dsB (5.12)

o=t
T~
Mo .[o
r,=eM&" J'OT €*° dsB
Defining X(k):[xT(k) U ( k—l)]T as the augmented state vector, the resulting

augmented state-space model of (5.11) is given by

x(k+1) _ e I, X(K) N M, K
[u(k) Ho o}{wk—n} H“(’

k
y(=[C Ol[u(xlf_)l)}

(5.13)
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The extra state variabl& k—1) which represents the past value of the contraiaig

is introduced. The continuous-time system of (5i40hfinite dimensional; however,
the corresponding sampled system is a finite-dino@a$ system. Thus, the time-
delay is represented exactly rather than desculed rational approximation.

5.4.1.2 Delay L onger than One Sampling Period

If the communication delay is longer than one samgplperiod, then it can be
represented as

r=d-1T.+7', OST'<T, (5.14)
Whered is an integer, selected such that integrationxah (5.10) is over the
sampling interval (k+d~1)T, (k+ d) T]. Therefore, th& OH sampling of (5.10)
is obtained as [95]:

x(k+1)= OX(K+T, U k- d+1)+T, U k ¢

(5.15)
y(k) = Cx K

where®, ', andl", are given by (5.12) witlr replaced byr'. The corresponding

augmented state-space model is

[ x(k+1) 1 [® r, ©, - O] x(k | [0
uk-d+)| |0 0 I - O||luk-d)| |O
=y ] ugk)
u(k-1) O 0 0 - Ijjuk-2 0
uky | |0 0 0 - O__u_(k—l)_ 1] (5.16)
x(K)
u(k- d)
y(k=[Cc 0 - 0 (
u(k-2)
| u(k-1) |
and X(K)=[ X' (K U(k-9 -+ d(k2) H)]T is the augmented state

vector, with additionald [im extra states used to describe the delay [95].

The discrete-time augmented state-space modeleoyhtem with communication

delays is given as:
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X(k+1)=OX(K+I UK+ w

y(k) = CX(R+y

where w, andv, denote process and measurement noise, respectevedly were

(5.17)

originally introduced in (4.1).

Note that the augmented state vector means thendiore of the system can be
considerably increased if the sampling period latireely short compared with the

time-delay, thus resulting in the increase of tkigd_controller's dimensionality.

5.4.2 Controller Synthesis

To synthesize the discrete-time LQG controller §gstem (5.17), the discrete-time
cost function given in (4.9) is utilized. Thus ttiscrete-time cost function for the
discrete-time system with time-delay is represerdasdfollowing. Note that it is

assumed that <T,.

A

ST QNR+ B R K
=0 (5.18)
2

=Y x(K)TEXR+ U k1) REkD)+ ¢ X RU

0

wherex(k) =[ X' (K U (k-1)] , and

Qk{?f FfJ R=["[M(s-1) Q(s)+ R &t (5.199)
with

Q=" Q(9d, R=[[r(3'T(3+ R d (519
®(s) andl(s) are given by (4.7). It is assumed tigt is positive semidefinite and

that R! and R_are positive definite.

whenr >T, andr =(d-1)T,+7"', 0<7'<T, the cost function is given by

5=3 MK QX B+ K RO (5.20)
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wherex’ (k) =[x (K} U (k-9 - d(k2) G(ky],and

¢ 0o 0 - 0
R 0 - 0

Q=0 o R™* ... 0], R=RT (5.21a)
|0 0 0 - R

with
Q= [ (9" Qv(3 ds
R=[[r(37 @(3+ R ds
ﬁef-l=jf[r(s—r')TQ‘(s—r')+ R ds
R == R = RT

®(s) andrl (s) are given by (4.7). It is assumed t@t is positive semidifinite and

(5.21b)

that R’, ..., Rt and R are positive definite.

The discrete-time functiol; in its original form, given in (5.18) includes the

crossover terms(k)" M u(K and x(k)" M,u(k-1). However, it is assumed here

that M, =M, =0. The first termi x(K)" Q})( K is only affected by the sampling

k=0

periodT,, and the second ter@u(k—l)T R u k-1) is only affected by the delays
k=0

r. The third term" u(k)" R U B is affected by botfT, and7 .

k=0

Also, the discrete-time functiod, in its original form, given in (5.20) includes the
crossover terms«(k)" Myu(K) , x(K)' M,u(k-1), ..., andx(k)" Myu(k- d) . It is
assumed thab, =M, =---=M, =0. The term ofu(k— d) is only affected by the
value of 7' and is not affected by sampling peridd The term ofu(k—d+1) is
affected by bothT, and7'. The rest of the terms in function (5.20) are cafffiected

T, with no relation tor"'.
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Given the discrete state-space model (5.17) forcitinuous-time system with

time-delay expressed in (5.10), the discrete-tir@&Leontrol problem is to find the
optimal control law that minimizes the discreteirnost functionJ, or J,. The

block diagram of the power system controlled by Hupervisory discrete-time
LQGI/LTR controller for the time-delay is depicted Figure 5.9. Similarly to the
controller synthesised in Section 4.4, the integetion is incorporated and the
resulting augmented discrete-time state-space migddescribed in the form of
(4.19). The corresponding state-space matricesiemeted asp_, [, C, and D,.

The augmented state-space transfer function iseespd as follows:

G,=C,(z1-®,) T,+D, (5.22)

The discrete-time LQG controller for the systemhwtime-delay is then synthesized
using the methodology described in Section 4.3. dikerete-time optimal regulator

is synthesized by substitutirg, and T, into (4.11) as follows:

Kr d :(Rx+raT éfa)_lf; r:?cba (523)
and P is the positive semidefinite solution of DARE
Isr = d)aT I5rd)a - Rr_dT ( R -'-I:aT T?I:a) K_d + Q (524)

Where@ and R, are the corresponding weighting matrices. Thus,discrete-time

optimal state-feedback control law is constructed a

u(k) ==K, 4XK (5025

The discrete-time Kalman filter is synthesized pyplging ®, andl_ into (4.13) —
(4.17) with state vectox and positive definite}5f . The discrete-time Kalman Filter

gain is calculated as follows:

R, o =P KIk-DET[GR(K kDG + V] (5.26)

The discrete-time LQG controller for system desadliin (5.22) is represented in the

following form:
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~ c‘ba_falzr_d(k)_Kf_d(k)f:a‘ Rf_d(k)
Karos = - (5.27)
R, ,(K) 0
I
T Delavr u(t-r7) .| Continuous-time y(®) =
cay Power System '
Sampling
G

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Figure 5.9 Schematic block diagram of the closexgblsystem

5.4.3 Controller Design for Delayed-Power System
5.4.3.1 Delay L essthan One Sampling Period

For the case of <T_, the augmented state-space model of the poweenysiith

delay is given by (5.14) with additional 12 statesed to model the time-delay. The
discrete-time optimal state-feedback is computecbraling to (5.25). By setting

T, =0.01 seconds and = 0.005 seconds which is shorter than one sampling period,
the discrete-time optimal regulator ga'{h_d , the discrete-time Kalman filter gain
Kf_d, and the discrete-time LQG controll@rdLQG for system with time-delays is
then synthesized via (5.22) — (5.26). The disctiete- cost function weightéﬁ'k and

R are obtained via (5.19) using the continuous-thmst function weight® and R

used in Section 5.3\ andV, are the same as used in Section 4.4.2.
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For the delayed-power system, the solid lines gufé 5.10 show the singular value

plots of the discrete-time optimal regulator loopdtion Kr_d (zI-®,)'F, , and the
dashed lines represent the singular value plotghef discrete-time LQG loop
function —K .G, for =107, 10, 10° and10®. As q decreases, the discrete-

time LQG loop gain closely approaches the optinggutator loop gain, which
indicates the recovery is achieved at plant inpigure 5.11 shows the singular value
plots of sensitivity functionS and complementary sensitivity functioh of the
recovered closed-loop system. Table 5.11 listsesysperformance measures

obtained for the delayed-power system when co&doﬂsingKr_d and KdLQG. In
case of KdLQG, cross over frequencies a@f(L) and og(L) as well as system

bandwidth ), are reduced compared t6r_d. The maximum peak of, M., is

increased from 1.8@Bto 1.5dB, indicating the degraded robustness and perforeianc

However, system performances and robustness u?s[;[& are still satisfied in the

presence of the time-delays. The damping ratiohef électromechanical mode is

reduced from 60.9% to 54.1% when usiﬁgQG as opposed tdKr_d. Therefore,

some degradation in performance is observed bsidgradation is acceptable.
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Figure 5.11¢(S) ando(T) for Kr_d and KdLQG

Table 5.11 System performance measurelefp_rd and KdLQG

Inter-area
Mg | M ) @,
Controller mode S T s a(L) (L)

Z(%) | f(hp | @B) | (dB) | (rad/s) | (rad/s) | (rad/s)
K, 4 60.9| 056 0| 1.2 7.2 75 122

Keos | 541| 055 0| 1.5 55| 6.4 11.0

5.4.3.2 Delay L onger than One Sampling Period

In the case of >T_, the delay can be expressed using (5.15). The ewigth state-

space model of the power system with delay is tjigan by (5.18). The discrete-
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time optimal state-feedback gain is obtained ugihg3). The weighting matrices in
the corresponding cost function given in (5.20)mala/Qk and R, are obtained
using (5.21) whil&\, andV, are the same as those specified in Section £drzhe
design of discrete-time LQG/LTR controller, samgliperiod is set td  =0.01

seconds, the assessed delaysrax®.1 and 0.5 seconds. The recovery at the plant

input is achieved by designing the discrete-timém&a filter, so that the discrete-

time LQG loop function—KdLQGéd closely approaches to the discrete-time optimal

regulator loop functiorK, ,(zI -®,)™f , asq tends to zero, as described in Section

4.3.4.

Figure 5.12 shows the singular value plots of #mvered discrete-time LQG loop

function —KdLQGGd (solid line) forr = 0.1, and 0.5 seconds compared to that of the

controller designed for =0.005 seconds. It is observed that the loop gain is
reduced for the same value @fdue to the increase in time-delay, which indicates
that system performance and robustness deteriwtaa the time-delay is increased.

Table 5.12 lists closed-loop system performancesores obtained for the delayed-
power system when controlled usiﬂf@,LQG for 0.005, 0.1 and 0.5 seconds time-
delay, respectively. For the increase of time-detagss over frequencies ofL)
and g(L) as well as system bandwidth, are significantly reduced compared to
time-delay of 0.005 seconds. The maximum peak, &, , is increased from 1.8B

to 1.8 dB when the time-delay is increased from 0.005 sesdnd0.5 seconds,
indicating the degraded robustness and perform&no¢hermore, the damping ratio
of the inter-area mode is reduced from 54.1% t@%@5for the increase of time-delay.
Therefore, the degradation in performance is olesefor the increase of time-delay,
but this degradation is acceptable as long asithe-delay is no greater than 0.5
seconds. This demonstrates the effectiveness afesigned discrete-time LQG/LTR

controller for the power system with communicatione-delays.
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Figure 5.12 LTR forr =0.1, and 0.5

Table 5.12 System performance measures ulg'mg;

Time-delay |ntr:]:g§£ea Mg | My | @y | Wy | Wy
r 7 (%) f(Hz2) (dB) (dB) (rad/S) (rad/S) (rad/S)

5ms 54.1 | 0.55 0 1.5 5.5 6.4 11.0

100ms 38.1 | 0.57 0 1.6 4.9 5.4 9.9

500ms 35.7 | 0.58 0 1.8 3.5 4.6 8.2

For delayr =0.1, 0.5 secondsl0[12 and 50[12additional states are included in
the augmented state-space model of the system.l17)(5respectively. Thus, the
dimension of the augmented state-space model willabge if the delay is much
longer than the sampling period, hence the dimensiothe controller. This may

results in the increased computational burden.
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5.4.4 Evaluation using Linear System Analysis Tools

This section reports on the results obtained whesessing the performance and
robustness of the closed-loop system incorporatdigcrete-time LQG/LTR
controller designed in Section 5.5 using the liresk model of a power system. The

controller that incorporates the communication tue¢ays, denoted asQG,,, is

compared to the conventional discrete-time corgrdhat ignores the presence of the

time-delaysLQG,,, which was designed and detailed in Section 4.4.

5.4.4.1 Delay Margin

Delay margins for discrete-time controlletQG,, and LQG,, are identified for

different sampling periods and are listed in TahlE3. It is observed that the delay

margin for controllerLQG,, is quite small and is further reduced from 186to

100mswhen the sampling period is increased from 0.@brs@s to 0.1 seconds. This

delay margin is shorter than the delay margin fortimuous-time controllet QG,,
found to be equal to 16@hs in Section 5.4.2, due to the discretisation of the
controller. In case of controlldtQG,,, the delay margin is significantly increased to
be as long as 1.4 seconds compared toriéchieved byLQG,, with the sampling
period of T, =0.01 seconds. This demonstrates suitability L@G,, in the power

system applications with communication time-delalso, the increase in sampling

period has an insignificant deterioration on théayenargin for controllel.QG,,.

One other very important observation is that th&ayenargin for the designed

discrete-time LQG/LTR controllelQG, using sampling period off, =0.01

seconds is larger than that achieved by the comtistime controller that used'4

order Pade approximationQG; . This indicates the benefit of using discrete-time

controllers rather than their continuous-time ceumirts when dealing with the
communication time-delays. The reason is primatig to the fact that the design of

LQG,, incorporates the exact time-delay description thestate-space model of the
system, while controllelLQG; is designed by representing the time-delay with

rational Pade approximation.
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Table 5.13 Delay margin for different sampling pds

Sampling period Delay Margin
(second) LQG,, LQG,
0.01 120ms 1.4s
0.02 115ms 1.3s
0.05 110ms 1.1s
0.1 100ms 1.1s

5.4.4.2 Frequency Domain Analysis

The performance and the robustness of the closgul$ystem comprising of the
power system controlled by the designed discrete-iit QG/LTR controllerL,QG,

are evaluated in the presence of communication-tiete@ys and different sampling
periods using linearised power system model anduércy-domain tools. The
assessed time-delays range fromm®to 1.2 seconds. Sampling periods of 0.01,

0.05, and 0.1 seconds are utilized when designimey discrete-time LQG/LTR

controllers.

Table 5.14 lists system performance measures otldsed-loop system controlled
by LQG,, for different time-delays and sampling perioddéeérms of maximum peak
of T, denoted advl;, and system bandwidth, denotedas For every sampling
period, M is found to increase for the increasing valueimetdelay, whileaw;, is

decreased when time-delay is increased fronmS@Qip to 1.5s. This indicates that
system performance and robustness are degradedefancreasing communication

time-delay. In particularM, exceeds 2B for the time-delay longer than 1 second
for all sampling periods. In additioM; is increased andy, is decreased for the

increase of sampling period for any constant tirakyl This finding demonstrates
that system performance and robustness are degbgdée increase in the sampling
period used when implementing controller, whicinigaccordance with the results in
Chapter 4.
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Tables 5.15 and 5.16 list the damping ratio and ftequency of the inter-area
electromechanical mode for various time-delays gisiliscrete-time controllers
LQG,, and LQG,,, respectively. For each sampling period utilizeddesigning

LQG,,, the damping of inter-area mode is dramaticaljuoed down to negative
value, indicating onset of the closed-loop system&ability, as the time-delay is
increased from 5@sto 1.5s, as shown in Table 5.15. On the other hand, ttez-in
area mode for all time-delays within the delay nrar@as well as for different
sampling periods, is well-damped using controll€)G,, as shown in Table 5.16. It
is also observed that inter-area damping is dedrddethe increase in either the
time-delay or sampling period. However, such degtiad is insignificant and the
resulting system performance and robustness drsagisfied when using controller
LQG

m *

Table 5.14 System performance measures us@@G,,

Sampling Period (second)

Time; 0.01 0.05 0.1
delay Me | @y | My | @ | My | @
(dB) | (rad/9 | (dB) | (rad/9 | (dB) | (rad/9
50ms 1.5 5.3 1.5 4.8 1.7 4.3
100ms 1.6 4.9 1.6 4.0 1.7 3.8
250 ms 1.7 4.1 1.8 3.6 1.9 3.1
500ms 1.8 3.5 1.9 2.9 1.9 2.5
800 ms 1.8 3.0 1.9 2.7 2.0 2.(

1ls 2.0 2.5 2.2 2.1 2.2 1.6
1.2s 2.6 0.8 2.8 0.6 3.1 0.2
1.5s 2.8 0.4 3.0 0.1 3.2 0.1
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Table 5.15 Damping of inter-area mode for time-gelasingLQG,,

Time-delay Sampling Period (second)

r 0.01 0.05 0.1
fH) | ¢(%) | f(H) | (%) | f(H) | (%)
50ms | 053 | 204 | 053] 201 054 197
100ms | 054 | 195| 055 189 058  17.

250ms 0.57 2.5 0.57 1.4 0.58 1.0

3
0o

500 ms 0.54 -12.6 0.56 -14.1 0.57 -16.8
800 ms 0.55 -15.7 0.56 -16.8 0.56 -17.2
1ls 0.55 -16.6 0.55 -17.7 0.56 -18.8
1.2s 0.54 -18.7 0.54 -19.1 0.54 -20.3
1.5s 0.54 -20.2 0.54 -21.9 0.53 -22.1
Table 5.16 Damping of inter-area mode for time-gelasingLQG,,
Time-delay Sampling Period (second)
r 0.01 0.05 0.1
f(Hz) | {(%) | f(Hz) | {(%) f(H2) ¢(%)
50ms 0.55 38.5| 0.56 37.2 0.57 35.f7
100ms 0.56 38.1| 0.56 35.7] 0.57 33.2
250ms 0.57 37.5| 0.58 33.2 0.59 29.4
500 ms 0.59 35.7| 0.59 27.9 0.60 22.9
800 ms 0.58 34.1| 0.59 24.5 0.60 19.4
ls 0.57 33.2| 0.58 22.9 0.59 17.8
1.2s 0.56 325 0.57 21.5 0.58 16.5
1.5s 0.56 29.8| 0.56 19.3 0.58 14.2

5.4.4.3 Various Operating Conditions

Changes in the operating conditions, identicalltosé used in Section 5.4.2, are
utilised to assess the robustness of the disaratedontroller in the presence of the
communication time-delays. The sampling periodeisegjual to 0.01 seconds. Table
5.17 lists the delay margin for various differeqecating conditions for controller

LQG, compared to controlletQG,, and controllerLQG;. For the increase in the
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power transfer from Area 1 to Area 2, the delaygmafor LQG,, is significantly

reduced from 12@nsto only 55ms and the delay margin fdrQG; is reduced from
1.2 seconds to 95fhs detailed in Section 5.4. However, in the case @ftoller
LQG,,, the delay margin is insignificantly reduced foe tincrease of power transfer
from 1.4 seconds to 1.0 second, which demonstthtesobustness of the discrete-
time controller designed for the nominal operatoognditions and incorporating the
model for communication time-delays. It is also @tved that the delay margin for
LQG, is greater than that farqga: for each considered operating condition due to
the fact that the time-delay is represented exawcthjiscrete-time formulation rather
than using Pade approximation. This is a very irgudrresult that demonstrates the
superiority of the controlleLQG,, when compared t€QG; in terms of the closed-
loop system robustness to the changing operatindittons and in the presence of
communication time-delays. Such superiority is thuéhe fact that the discrete-time
controller design incorporates exact model of theetdelay rather than its rational

approximation.

Table 5.18 lists the damping ratio and the frequeok the inter-area mode for
different operating conditions and various timeagslwhen using controlldrQG,,.

The damping of the inter-area mode is degradeckitber the change in operating
condition or the increase in the time-delay. Howevee inter-area mode is well-
damped for various operating conditions and difieteme-delays when the power

system is controlled by QG, , which demonstrates its effectiveness and robastne

Table 5.17 Delay margin for different power tramsfor LQG,,, LQG,,, LQG;

aealtoneas | LQGs | LQG, | oe
Base case 120 ms 14s 12s

10% 110ms 1l4s 1.1s

20% 85ms 1.2s 1.1s

30% 70ms 1.1s 1.0s
40% 55ms 1.0s 950ms
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Table 5.18 Inter-area mode for time-delays forest#ght power transfers usingQG,

Power transfer from area 1 to area 2

Time-

delay 7 Base Case Increase 10%| Increase 20% | Increase 30%/| Increase 40%

f(Hz) | {(%) | f(Hg) | (%) | f(Hy) | {(%) | f(Hy) | (%) | f(H) | {(%)

100ms | 055 | 385 | 055 | 349 | 055 | 344 | 054 | 336 | 054 | 328

200ms | 056 | 381 | 055 | 324 | 055 | 319 | 055 | 31.2 | 054 | 305

500ms | 057 | 375 | 056 | 272 | 056 | 26.7 | 055 | 26.2 | 055 | 257

800ms | 059 | 357 | 057 | 239 | 056 | 235 | 056 | 23.0 | 055 | 227

1s 058 | 341 | 057 | 223 | 056 | 21.8 | 055 | 215 | 054 | 211

1.2s 057 | 332 | 056 | 209 | 055 | 205 | 055 | 20.2 | 0.53 | 19.9

Note that the results in this section were all mi®d assuming power system is
represented by its linear model. In order to expamdhis analysis, non-linear model
of the power system is utilised in the next section

5.4.5 Non-linear Simulation

In this section, the designed discrete-time LQG/Ldhtroller LQG, is applied
onto the non-linear model of the power system drel resulting performance is
compared to that obtained using controlleQG,,, as well as that of using
continuous-time controlletQG; detailed in Section 5.4. A large disturbance, in a

form of a self-cleared three-phase fault occurongous 5 at simulation time equal to

1 second, is applied onto the power system.

5.4.5.1 Case 1 Comparison between LQG,, and LQG,

Figure 5.13 shows the speed deviation, electrioalgp output and terminal voltage

of each generator using supervisory discrete-tietroller LQG, compared to
LQG,, for time-delayr =120 ms Note that this is the delay margin faQG,,,

which is clearly shown in Figure 5.13. On the othand, the discrete-time controller

that uses information regarding time-delays, namédG, , maintains the stability

with satisfactory response to the applied distucbanThis demonstrates the

175




effectiveness and the superiority of the designiedrete-time controllelQG,, .
Note that the delay margin related tQG,, is somewhat smaller than that obtained

for its continuous-time counterpart in Section 5Fhis is mainly due to the

discretisation of the system dynamics.
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5452 Case 2 Comparison between LQG, with T,=0.01 and LQG,_ with
T,=01

Next, the impact of the sampling period on the grenance of the discrete-time
controller in the presence of communication tim&ge is investigated and the main
results are shown in Figure 5.14 and 5.15. Thegeds show the speed deviation for
each generator of the power system controlled byrotlerLQG,, designed using
sampling periodl, =0.01 and T, =0.1 second in the presence of 56 and 1s
time-delays, respectively, and when subjected $el&acleared three-phase fault. In
the case of 50fhstime-delay, the results are shown in Figure 54d iadicate that
LQG,, with either T, =0.01 seconds ofT, =0.1 seconds can stabilize the power
system when subjected to a large disturbanceals®observed that the settling time
of the response of the power system controlled-@¢,, usingT, =0.01is shorter
than that of using, =0.1, which indicates that the use of shorter sampfiagod
results in larger bandwidth and, therefore, fasgsponse, which is somewhat
expected. In the case of 1 second time-delay albertrLQG, using forT, =0.1
seconds sampling period cannot stabilize the peys&iem when subjected to a large
disturbance, as shown in Figure 5.15. This resuifioms the finding that the delay
margin for this controller is equal to 1.0 secofah the other hand, it is clearly
shown that the power system can be recovered ftamlarge disturbance when
controlled by controllel.QG,, using T, =0.01 second sampling period. Hence, the

controller with the faster sampling rate has higtelay margin compared to the
controller that utilises longer sampling period.
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5.4.5.3 Case 3 Comparison between LQG, with T, =0.01 and LQG;

Figure 5.16 shows the speed deviation, electrioalgp output and terminal voltage

of each generator obtained when using supervismgrete-time controllet QG
using T, =0.01 seconds and theQG; controller for time-delayr =1.2 seconds.

Note that this is the delay margin faQG; . The power system controlled hQG;

could not be recovered from a large disturbancd fdrseconds time-delay, which is

clearly shown in Figure 5.13. On the other hand,dIscrete-time controlletQG,

maintains the stability with satisfactory responsethe applied disturbance. This
demonstrates the effectiveness and the superiofitthe designed discrete-time

controller LQG,, due to the fact that the time-delays are represeakactly using

discrete-time formulation rather than using ratiaproximation.

Figure 5.17 shows the speed deviation of each gtreof the power system

controlled byLQG,, usingT, =0.01 when subjected to a large disturbance for 1.4

seconds time-delay. It is shown that the poweresgstontrolled byl QG could not

be recovered from the large disturbance when time-telay exceeds the delay

margin.
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5.5 Summary

This chapter focused on the design of the supawvisontinuous-time and discrete-
time controllers for the power system in the preseof communication time-delays.
Continuous-time controllers were designed by firsdpresenting time-delay in the
rational form using Pade Approximation and Basdebiison Approximation. These
were then assessed using linear representatioheopower system and utilising
frequency-domain analysis tools. Also, the contusitme controllers were
compared in the time-domain using non-linear sitntamodel of the power system.
It was clearly demonstrated that the controllelisitig Pade approximation achieves
much better performance and robustness when conhparé¢hat designed using
Bassel-Thomson approximation. Order of the timexgeipproximation was also
varied in order to assess its impact on the petdoa. The result of this assessment
was that the @ order approximation is the most appropriate fag garticular power

system application.

Also, discrete-time controller was designed usirgce representation of the time-
delay rather than resorting to rational approxioratiAs a result of using exact time-
delay model, discrete-time controller was showadhieve larger time-delay margin

when compared to its continuous-time counterpart.

In conclusion, it has been clearly shown that theppsed continuous-time and
discrete-time LQG/LTR controllers can tolerate lengime-delays compared with
the conventional LQG/LTR controllers designed with@any consideration of the
communication time-delays. Also, discrete-time coinformulation is found to be
more appropriate when dealing with communicatiametidelays because it uses their
exact representation rather than rational approkamaluring controller design. The
effectiveness and the robustness of the proposetlotiers for various time-delays
and different operating conditions were verifiedngsboth small signal and large

signal disturbances.
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Chapter 6

Supervisory Controller Development
using Extended Kalman Filter for

System with Unknown Time-Delay

6.1 Introduction

In the previous chapter, the continuous-time amsdrdie-time LQG/LTR controllers
were designed assuming a presence of a known armslach communication time-
delay existing between them and the power systemweder, this assumption may
be highly inappropriate in circumstances in whibleyt are unknown and/or time-
varying. Therefore, in this chapter the Extendethi€en Filter (EKF) is designed and
used to continuously estimate the time-delay s¢ ithean be used to update the
prediction model, which is utilised by the supeovisLQG/LTR controller. Both the
simple single-input single-output system and thelinear power system model are
used to demonstrate the benefits of the propodeehse. Also, the proposed control
scheme is compared with the conventional discrgte-tLQG controller that
assumes time-delay to be non-existent in orderetaahstrate its effectiveness and
applicability to multi-machine power systems. Effeeness and performance of the
closed-loop system controlled by supervisory LQGRLGoupled with EKF filter is
verified using both the small-signal and large-aigstability studies involving the

non-linear power system model.
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6.2 Estimation of Unknown Time-Delay

It was shown in Chapter 5 that an effective wayintorporate time-delay into a
standard transfer function is to represent it ie thational form using the Pade
approximation of the appropriate order. In thismothe actual value of the time-
delay appears as a linear model parameter. Asudt,rése Extended Kalman Filter
can be used to estimate this parameter value $attban be incorporated into the

prediction model used by the supervisory wide-awadroller.

6.2.1 Augmented Model

Using Pade approximation (5.1), it has been shdwahthe augmented model of the
system with the constant time-delay can be reptedery (5.6). Therefore, the time-
delay can be represented as a parameter that usnedsto linearly affect the
dynamics of the process. In order to be able tonest this parameter by using
Extended Kalman Filter, auxiliary state of the stgpace model is created by making

the substatiorx, =1/7 where7 represents unknown time-delay for the open-loop

system model specified in (5.6). Then the new augetesystem model containing
auxiliary state variable can be defined as follows:
X = Ax+ Bu
_ (6.1a)
y =Cx+ Du

whereX(t) =[ X' () () X (D]T. The structure of the state-space model matrices

in (6.1a) is given as:

X(t) A BG Of X9 BDQ,

(=] 0 A 0| xg()|+ By |u()

%] [0 0 0fx®] [ O
X(t)

[C DG O %(|+ DDyuh
X (1)

(6.1b)

y(t)
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By incorporating the state space model for the tilaky, given in (5.5), into (6.1b),
the state-space model given in (6.1b) is a funatiotne time-delayr . Note that the

state-space model matrice’s and B are the functions ok becauseA, and B,

depend on the value of,(t) . Therefore the model expressed in (6.1) is nogalin

It is important to note that the number of statealdes for the system given in (6.1)
will be higher than that for the original systenfided in (5.6). In particular, if for a
given system the number of the plant state, inpdtautput variables is equal tom
andr respectively, then, assuming tkeh order Pade approximation is used, the

dimension ofx, is (k). Subsequently, the dimension ®fis (n+kCm+1) L,

If, however, time-delay is assumed to be the samedch channel, then only one
auxiliary state variable is required. In this cleapt is assumed that the time-delays
are all equal to each other so dimensionality Xofis (n+kCm+1)[1. Such
assumption is used to demonstrate the benefit ef ptoposed approach. It is,
however, expected that its generalisation to thee caith different time-delays
present in different channels can be easily accisimgd at the expense of increased

computational burden.

Discretisation

The sampling procedure described in Chapter 4 akentfrom [95] is applied in
order to discretise the continuous-time augmentedeaingiven in (6.1). The resulting

discrete-time model is provided in (6.2):

X(k+D) =P X(K+T (R U B

. a (6.2a)
y(k)=Cx(KR+ DU K

P =€t = |+ AY
B S _ (6.2b)
r :IT e*dsB= W R
0
Where the structure of the state vector is the sasrtbat of the continuous-time
model and is given ag(k) =[ X (K X(® ¥( a]T , T, is the sampling interval

and the state transition matrix is given as:
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AT?2 A2T3 A T+l
ATy + AT + [+ A'I; +
2! 3! (i +1)!

D — [ AS ye
lP—IO eds= IT+

Note that both® andT” depend orx , hence model given in (6.2) is non-linear.
This is due to the fact thah and B are non-linear functions of(t), which

represents the value of the time-delay.

6.2.2 Estimation of Time-Delay using Extended Kalman Filter

In order to estimate the state vector of the noedr model (6.2), the Extended
Kalman Filter (EKF) is utilised. EKF is the well-awn recursive algorithm used to
estimate states for the nonlinear systems. For nibiinear system model, a
linearisation procedure is usually performed ineortb get an approximate linear
representation. The EKF can then be used to estithatsystem states by applying
the standard Kalman Filter algorithm on this apprated linear model [96].

The non-linear model (6.2) with the standard exogeninputsw and v, which
denote process disturbances and measurement aspectively, is represented as

X(k+1)= f(X(K), UK)+ w

6.3
y(K) = (XK, UR)+ v (6:3)
whereX(k) = X (K (R ¥( B(]T, w andv represent the process disturbances

and the measurement noise, respectively, as defmé¢3.5). Functionsf ()] and
h() depict non-linear dynamics of the system. [Egk), H(k) be the Jacobian

matrices corresponding to([)) and h([)], respectively. They are formally defined as:

F (k) = XK. Y F (= 2f((R. 4
’ ox(k) I | ’ ou %(k)u,
X(k),u , (64)
H. (k) = H (X(K) H (k) = OH(X(K)
' 0xX i(k),u’ ) ou %(K),u

The discrete extended Kalman Filter algorithm idgrened by recursively executing
the following four steps.
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Step 1 — Initialization
Initialize P(0]0) and X(0]0)=[%(0]0) % (0]0) % (0|Q. P is defined
as the error covariance of states

Step 2 — Prediction

X(k+1] k)= f(x(Kk|K), U) (6.5)

§(k) = h(X(K| K) (6.6)

P(k+1]k)= KL P(KI R E(K + E(RW (K + Y (6.7)
Step 3 — Measurement Update

L(k+1)=P(k+1|K)H™ (H, P(k+ 1| K)H ™+ V)* (6.8)

P(k+1|k+1)= (I- L(k+ )H, )P(k+ 1]k) 8.

X(k+1|k+1)= f(X(k+1|k),up L(kt D)(y(k- "YK) (6.10)

Step 4 — Repeat

Increment the time and go back to Step 2.

Here,W, is the covariance matrix of the system noisg,is the covariance matrix of
the input noise an® is the covariance matrix of the output noidé.andW, are

nonnegative definite symmetric matrices whileis a positive definite symmetric
matrix. L(k) is the Kalman Filter gain at time stkmnd ﬁ(k| K) is the estimate of

X(k| K) at time stefk.

The algorithm provided above consists of two mateps. prediction and

measurement update. During the prediction step, phedicted state vector
X(k+1|k) and the state error covariance maffigk+1|k) are computed. During
the measurement update step, estimated state v(dterl | k+ 1) is obtained as the
sum of the predicted state vectofk+1|k) and the correction term. Also, at the

measurement update step the estimated state exanance matrixP(k+1| k+1)is

calculated based on Kalman filter gain The schematic representation of the
extended Kalman filter algorithm applied on thetegs with input time-delay is

showed in Figure 6.1.
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Figure 6.1 Schematic Representation of ExtendecthKalFilter

6.2.3 EKF for First Order Pade Approximation

In order to clearly illustrate the proposed metkiwal time-delay is firstly represented
by the £' order Pade approximation:

o5 L 1-08s

6.11
1+0.5s ( )

The state-space model representing time-delay md@eb) is given as:
A, =diad a, g,..., a} , By=diagh, b,..., b} , C,=diag{ ¢, ¢,..., ¢} , and
Dy =diag{d,, d,..., d} with

a = br=
c,=2, d=-1

T

_2
Z_l

NN

A8)

Substituting (6.6) into (6.1) results in the follony augmented state-space model:

X(t) A 2B 0| xv] [-B
(M =10 =2% 0| xq(t)|+] 2% | u(t)
(] [0 0 0Of %) 0

x(t)
y(t) =[C 0 0]| % (t)|- Du(t)

Xe(1)

(6.13)
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The equivalent discrete-time model, introduced ®2) for ' order Pade

approximation is then given as follows:

x(k+1) I+ T A 2T,B O] XK
xg(k+1)|=| 0 1=2Tx(k) O xy(K)
Xa(K+1) 0 0 | % (k)
-B(T, + TSZ“) +2T2%(K B
o 2% K)(T-Tex{R) [ uUB
0
I @ l
y(k=[C 0 0] %(K|- DuK
%o (K)

whereX(K) = X (K K(B (§] .

(6.14)

Then f () and h(D)l, defined in (6.3), andr (k) and H(k), defined in (6.4), can be

represented using (6.15) and (6.16), respectively.

(1 +TAXK+ TBX( B+ BY K (X

2

(02| A-Tx(%(R+ (T-T5 x(B) A k0K N9 =CxB.
x(K
F (k) = of (X(k), u)
af(k) X(K),u
i . .
|+T A T.B — BUHK
FO)=| 0 1-Tx (K -Tx(R+(T- T XK ¢k
0 0 I
- .
- B
GG R P
0= ], | (T s X8
0
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oH (X(k))

He () = =

=[C 0 0O (6.16c)

(k)

6.2.4 EKF for Second Order Pade Approximation

Time-delay can also be represented by t@@ler Pade approximation as follows:
ERCCE S
e =12 2

R I
12

(6)17

The state space matrices of the approximated tieteerchre derived as follows:

a,

I
H

N

N lo
o

I

|H
N

2 (6.18)
c.=[0 -r], d =1
The augmented state variables are th@n[xfﬂ XZZJT. By substituting (6.18) into

(6.1) and introducing the auxiliary statg, the overall augmented model can be

represented as:

X0 | [A o -Bx' of X0 | [ B
Xg1(t) 0 0 1 o|| X (V) 0
NG 2 o2 U
%20 | |0 125 -6x 0| xo(D | [12%
%@ | [0 0 0 OJf x(9 0
- T (6.19)
X(t)
¢
y®=[c o -Dx' o %t + Du(t)
X42(1)
RAON

wherei(k)=[XT(k) (R %(K X HT'

Following discretisation, the system model in (6i@3orporating ¥ order Pade
approximation is given as follows:
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xk+1) 1 [1+T.A 0 -Tx!B o x(k)
Xa(k+1) | _| 0 | T, 0|] X41(K)
Xgo(k+1) 0 -12ZI3 1-6x, Of %2k
X(k+D) | | 0 0 0 1L %(k)
(I +T52A)B—6TsxeB
+T, 6T u(k) (6.20)
12 (1 - 3rex,)
L O -
x(K)
w=[c o -pxt o] "% s puw
y(k) =] 0] |t Pu
Xe(K)

Now, f(0] andh(l} in (6.3) andF (k) andH (k) in (6.4) can be represented using
(6.21) and (6.22) respectively:

(H+TAXK - T B (B X( §+ T les A6 TX R Buk

f= X (K + Tox,(R+6T X( B @ K
=121 ¢ (K) Xy (K)+ (1= 6T %,(K) %, (R+ 12T % ( B(+ 3T x( B @ |
L X, (K) | (6.21)
h=Cx K
|+T. A 0 -T.X'B T.x, X* B-6 T Bu
reg=| o LT 127 %,
X 0 -12I¢ |- 6Tx, -24Tx X~ 6T x,+ (24T x- 108t %)
0 0 0 |
(6.22a)
T +125A—6TSXJ B
F,(k) = 6T2 % (6.22b)
12T % (1 - 3T x,)
L O -
H.(k)=[C 0 0 0 (6.22¢)
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6.3 Numerical Examplel

6.3.1 First Order Pade Approximation

The estimation by EKF discussed in the previousi@eavill now be illustrated
using a numerical examples. First of all, a secortter SISO system is considered

with the transfer function expressed as:

_ 1
%9 = S0er T (6.23)

The state space matrices of this system are gisen a

{—0.1 0} { 1}
A= , B= ,
1 0 0 (6.24)

c=[0 04, D=o.

Time-delay, 7, is approximated by*lorder Pade approximation given in (6.5). The
actual time-delay applied is=1 second. The sampling interval of the simulation is

set to beT, =0.01 seconds. The input applied is the random numlmrasi The

weightingsW = diag{ W, W} andV are chosen to be the following:
W, = diag w, W, w} = diadlo® 1,107, 3, W, =1, V=10*.  (6.25)

whereW, is the model error covariance matri&, is the input noise covariance
matrix, andV is the output noise covariance matrix. The es@h&, is then
obtained by applying EKF procedure in order toreate the time-delay, which is

given by 7 =1/X, .

A. Investigating Impact of Different Initial Condibns

The initial realization ofP(0 | 0), which is the error covariance of statesis chosen

to be the identity matrix. The initial values ofethestimated state vector
§(0|0)=[$<T (0]10) X (0]0) X (0|@J can be chosen arbitrarily. In this
experimenk(0|0) and X, (0| 0) are set to be equal to zero while the initialreate

of the time-delay, i.eX,(0|0), was varied in order to assess its impact on the
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performance of the proposed scheme. Figure 6.2 shiogvestimated time-delay
for four different choices ok (0]0). It is observed in the figure that for each of the
four initial values of7 the estimated time-delay converges to the trueevaiur =1.
Interestingly, convergence is observed to be mastef for those cases for which
the initial estimate of the time-delay is higheartithe true value. This phenomenon

will be considered in the future research work expe to continue following PhD

thesis submission.

Estimated Time Delay

a 2 4 5 g 10 12
Time (=)

Figure 6.2 Estimated time-delay using EKF for digfat initial conditions

B. Investigating Impact of Different Weighting Furteons

In order to investigate the impact of different ghraging functions,x.(0|0) is set to
be equal to 0.5w,, w,,, W, andV are set according to (6.19). Time-delay

estimation error is defined as the difference betwihe estimated time-delay and the

actual time-delay, that is—7 . Figure 6.3(a) shows the estimation error foretght
weightings on%,, namelyw,, =102, 10", 1, 10, 1€. It is observed in Figure 6.3(a)
that larger values ofv,, result in more oscillatory response of the estiomaerror.
On the other hand, the estimation error for smallle of w,, is less oscillatory but

with a steady state error.

The results have also shown that the estimatiootisargely affected by the changes

in the weightingW,. On the other hand, the changes in the weightmgsw,, and

V do have significant effect on the estimation. Tikidemonstrated in Figure 6.3(b),
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which plots the estimation error for different veduofw,;, w,, andV while setting
w,, =1. In particular, it can be observed that the insegaw,,, w,, andV results in

the positive estimation bias, i.e. estimate is aigthan the true value of the time-

delay.
1
w_=1 value in (6.19)
(R =
- w10 >18lhl V|- increase w, by 10% | |
]
0e w =107 (] g - increase w ,, by 107
v 0.4 w107 | g — — -increase V by 10?
I 102 = increase V by 10*
w 0.2 w107 °
IS
0 E | v
0.2 8
0.4 . - : =
a ns 1 1.4 2 2 3 4 5
Time (s) Time (s)
(@) (b)

Figure 6.3 Estimation errors for different EKF chstiction weightings

6.3.2 Second Order Pade Approximation

Using the numerical example system specified ihd6and (6.18), the second order
Pade approximation (6.11) is applied in this sectithe actual time-delay applied is
kept at7 =1 second. The sampling interval is kept at Ts=0.6dosds while the

input signal is the same as that used in SectiBr2.6The weightings specified in

(6.25) are applied wittW, = Ll) ﬂ due to the fact that the second order Pade

approximation is used for the time-delay.

The initial realization ofP(0|0)is set to be identity matrix. The estimated state
vector is represented b¥(K)=[ X (K %,(R (B "X ﬁ with the initial
conditions of the estimated state vector set %8:0)=0, X,,(0]0)=0, and
X4,(0]0)= G, X,(0]0) = 0.5. Figure 6.4 shows the time-delay estimagoror by

using first order Pade approximation and the seaoddr Pade approximation. It is
observed in Figure 6.4 that the convergence ofesitenation using " order Pade

approximation is much faster and free of steadie steror. Therefore, when utilising
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EKF to estimate time-delay"2order Pade approximation is to be preferred when

compared to the*lorder Pade approximation.

1% Pade
——— 3 pade

3 4 5
Time (s)
Figure 6.4 Time-delay estimation error fétdand 2% order Pade Approximation

6.4 Modified Discrete-Time LQG

The supervisory discrete-time LQG controller isigesd in conjunction with the
EKF estimator, discussed in previous sectionsisf¢hapter, in order to improve the
robustness of the wide-area control scheme whetindeaith the inevitable
presence of communication delays. The main diflezenf the proposed LQG
controller, when compared to the conventional L@3hat the estimated states are
obtained by using the EKF filter instead of thensgtad linear Kalman Filter. The
proposed approach is nhamed as modified discrete-i@G (MDLQG) approach.
The discrete-time LQG is designed initially assugnthat there is no time-delay,
until the estimated value of time-delay is providgdEKF. The estimated time-delay
is then applied to update the proposed discrete-tiQG procedure detailed in
Section 5.5 [97]. Figure 6.5 shows the configurated the modified discrete-time
LQG control algorithm.
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Figure 6.5 Configuration of MDLQG

As described in the previous sections, the estonatif the unknown time-delay is
achieved using the Extended Kalman Filter basedhendiscrete-time augmented
model specified in (6.2). Also, the proposed disetene LQG controller is designed
using the augmented model of (6.2) with the pro@ess measurement noise. The
state-space representation of the model considirgdg the synthesis is given as

follows:

X (k+) =X (K+T WK+ v

y(k)=CX(KW+ DU R+ v (6.26)

Wherez(k):[xT(k) X ( k)T, and®_, T, C,, D, are the sub-matrix blocks of
&, T,C, D corresponding to the first two states respectively

The discrete-time LQG control problem is to fince thptimal control law which
minimizes the cost function (5.18) or (5.20), depeg on the length of the
estimated time-delay. The discrete-time LQG proced(s.23) — (5.27) is then

applied to obtain the optimal LQG controller, whiths the following structure:

_ P - K
KLQG(S){ ° S_Kr s Of} (6.27)
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In the following sections of this chapteQG,, denotes the conventional discrete-

time LQG controller, which does not consider theedidelay. On the other hand,

ELQG, denotes the modified discrete-time LQG contrdlket incorporates EKF-

based estimate of the time-delay.

6.5 Numerical Examplel|l

6.5.1 Unknown Constant Time-Delay

The proposed MDLQG approach described in the pusvigection is applied to
another numerical example system in this sectiorpdrticular, LQG is applied on

the 4" order SISO system with the following transfer ftioi:

2.5

g+ %)

9,(9) =

Note that that this system has two poles at thgiroeind two poles on the imaginary

axis atO+ j and0- j . Hence this system is open-loop unstable.

The first order Pade approximation (6.5) is appliedsynthesizeELQG, in this

example. The sampling period is sefltc= 0.01 seconds. The weightings are set as:
W, = diad w, w, w} = diadlo™ 1,11}, W, =1, V=107.  (6.29)
wherew,,, w,,, Wy,are the weightings associated with the plant states-delay

approximation state anxl,, respectively. The initial realization (0| 0) is chosen

to be identity matrix, and the initial estima®(0|0) to be[0 0 2", ie.
7(0)=0.5. The actual time-delay applied is 1 second. Fighi@ shows that the

estimated time-delay approaches a true value fquigkly.
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Figure 6.6 Estimated time-delay using EKF

The estimate of time-delay is then fed into theesuisory discrete-time LQG

controller, ELQG,, in order to adequately control the system inggresence of the
unknown time-delay. The state weightiQgand the control weightinB are chosen
as follows:

Q=0.1xC'C R=1 (6.30)

The conventional discrete-time LQG controlleQG,,, is also synthesized with the
same weightings as those specified in (6.30). Basethe estimated states of the

augmented model, the Kalman filter gain is obtaif@dELQG,, denoted aK,

and for LQG,,, denoted a¥,,, shown as follows:.

~0.0161
~0.003
0.0549
_ 0.001
K, =| 0.0725|, K, = (6.31)
0.0061
0.0381
0.007
~0.0002

Then the optimal state-feedback control gain isioled for ELQG,, denoted ax,

and for LQG,,, denoted ax, ,, shown as follows:

T

[7.0964]

)
2.7348
4.9214
_ 3.7499
K =|7.3205 , K, = (6.32)
4.8399
2.4658
2.4658
9.8312
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Figure 6.7 shows the step responses of the sysiatrolied by ELQG, and LQG,,

when subjected to the unknown communication timeayddt is clearly observed in
Figure 6.7 that the conventional discrete-time LQ@htroller cannot stabilize the

system. On the other hand, tHELQG, controller retains stability, thereby

demonstrating the effectiveness of the proposed @Glapproach. Note that during
the early stages of the simulation controllers behsimilarly, which is due to the

fact that the time-delay is not properly estimabgdhe associated EKF filter during
the first 5 seconds..

100

50

Yo pp— LQG, !
ELQG,
-100 : : : : :
0 10 20 30 40 50 60

Time (second)

Figure 6.7 Step response for unknown constant telay

6.5.2 Unknown Varying Time-Delay

In the previous examples, the unknown time-delaysimered was assumed to be
constant. The example in this subsection demoesttae estimation of the unknown
and time-varying delay using EKF. In particulare thime-delay variation is
described as a ramp function, varying at a steatly of 0.5 per second during 10-
second time interval:

r=05%, 0<t<l10 (6.33)
wheret is the simulation time.

The first order Pade approximation is applied taleldhe varying time-delay given
in (6.33) and the resulting augmented state-spaodemis given in the form

described in (6.7). The corresponding state-tremsinatrix, @, is given as:
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A 2B 0
b= -2X, 0
0 0 -05

The functions f () and h()] are then obtained with the corresponding Jacobian
matricesF (k) andH (k). Details of the derivations of (I, h([), F(k) andH (k)
are provided in the Appendix C.

System described in (6.22) is also used in thissadbion. The sampling period is set
to T, =0.01 seconds. The weightings are selected toAbe diag{lo lps» 1G } :

W, =10, V =10. The initial realization ofP(0]0) is chosen to be th identity matrix
while the initial augmented state estimai¢8 | 0) and X, (0|0) are equal to zero. In
order to examine the full range of the time-delajues, the initial value of (0] 0) is
set to be as small as possible, 7.0 | 0)= 0.01 which leads t& (0| 0)= 100. Figure

6.8 shows the estimated time-delay compared with @btual time-delay, which
appear to be almost identical to each other. Tigisré further illustrates that the
proposed method can also be used in the cases wiemnknown time-delay is

time-varying.

actual time delay

""" estimated time delay

0 2 4 6 8 10
Time (s)

Figure 6.8 Estimation of the unknown varying timsday

Using the estimated time-delay, controlELQG, is then synthesized according to

the procedure proposed in this chapter and appi¢e system described in (6.22).

Also, the controller LQG,, that ignores the presence of the time-delay is

implemented and compared ELQG, . The state weightin@ and control weighting
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R are chosen to be the same as in (6.23). Figureh®@s the responses of the two
considered controllers. It is clearly observed ,tHar this particular scenario,

conventional controlleLQG,, is unable to stabilise the system while the predos
control scheme is capable to maintain stabilityh@ presence of time-varying time-
delay. Initial similarity of the two responses ihgr the first 10 seconds of the
simulation is due to the fact that the EKF filtakés some time to properly estimate

the true value of the time-delay.

1500

1000

500

0 50 100 150 200
Time (second)

Figure 6.9 Step response for unknown varying tirakeyl

6.6 MDL QG for Wide-Area Damping Control

In this section, the proposed MDLQG control systsnapplied onto the 2-area 4-
machine power system simulation in order to denmratesits benefits. The linearised
power system model used throughout the thesis4smput 12-output state-space
model. The order of the linearised model, with R8&ulators installed, is equal to
51. If the time-delay is modelled by' brder Pade approximation, the order of the
augmented model utilised by the MDLQG control syste 56. Evaluation of the
performance is made based on the time-domain segsihg both small-signal and

large-signal disturbances.

6.6.1 Estimation of Unknown Time-Delays

The actual time-delay is assumed to be equal te€cBnds. The sampling peridd

is set as 0.01 seconds. The initial conditiongaien to be as following:
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):((O) = [Onxn Om<m Xe(oﬂT ’ P(O I O): O']l(n+m+1)><(n+ ml)?

-4
W:[lo | ey e 0} V=

rxr *

0 10°?

wheren, m andr are the state, input and output dimensions resspéciand defined

in (3.5). x,(0) is the initial value ofx, defined in (6.1), whichepresents the inverse
of the initial time-delay estimate, i.& =1/7. By changing the value of (0), its

impact on the estimation performance of the EKtefils investigated next. Figure
6.10 depicts the estimation of the unknown timegel with different initial

conditions. It is shown in Figure 6.10 that EKF\pd®s fast and accurate estimation
of the time-delays. Also, it is apparent from Figér10 that large initial values result

in faster convergence of the estimates.

10

wn]

Estirnated Time-Delay

Time (s)

Figure 6.10 Estimated time-delay for differentimivvalues

6.6.2 Results

The estimated time-delay is then incorporated ith® supervisory discrete-time
LQG controller by updating the state-space modeirines (6.26). This modified

controller is denoted aBLQG, . The state weightin® and control weightindr are

chosen as:

Q=102x| R=10"x1_ .

n'xn'?
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Here,n'=56 is the state dimension of the model used in desygthe controller.
The conventional discrete-time LQG controller withaonsideration of the time-
delay, LQG,,, is also designed with the same cost function sigrhe simulation
results are obtained by applying different distad®s and time-delays onto the

power system in order to compaEtQG, and LQG,,.

Case 1 Small Signal Stability

A 2.5% reference voltage increase for Generatarapplied at 1 second. Therefore,
the steady-state terminal voltageof Generator 2 after the disturbance is applied is
equal to 1.025 p.u.. Figure 6.11 shows the ele@ower and terminal voltage of
Generator 2 for the cases where the overall powstes is controlled by the
supervisory controller£LQG, and LQG,,. Two different values of input time-
delays are implemented, namely ©a@hd 1.3, and the corresponding results are
shown in Figure 6.11(a) and Figure 6.11(b) respelsti It can be clearly seen that
the conventional discrete-time controlleQG,, , canstabilize the power system
following a small-signal disturbance. On the othand, based on the estimation of
the unknown time-delay, the final electric powed ahe terminal voltage of the

power system with unknown input time-delays reable tsteady-state values
controlled by the proposed LQG controlBLQG, for b@8 seconds and 1.2

seconds input time-delays.

Case 2 Large Disturbance Stability

A three-phase fault is implemented on the bus #na¢ t=1 second, with a self-
clearing time of 8dns This scenario simulates likely large-signal disance and is

used to further assess the proposed controllewr&i§.12 shows the performance of

Generator 2 of the power system controlled by thwe tontrollersELQG, and
LQG,, respectively. The same input time-delays asase lare implemented. As

the large disturbance occurs and as@@ut time-delay exists in the power system,
Figure 6.12(a) shows that the oscillations of tlogvgr system cannot be damped

when the system is controlled by the conventionatrdte-time LQG controller

LQG,,. The damping is even worse when a longer inpue-iielay 1.8 is applied
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as shown in Figure 6.12(b). On the other hand, basethe estimated time-delay,

the post-fault rotor angle speed and the electriegy of the power system controlled

by controllerELQG, can reach the nominal steady-stalees. This demonstrates

the fact that the transient stability of the powgstem is greatly improved in the case

of the supervisory discrete-time controllet QG,  thaesusontinuously updated

time-delay estimates.

T ——E N0 - ‘ —

0.93¢

5
2092
2091}

0.9

0.89

0.94 ¢

0.93}

5 0.92}
o
2091}

0.9

0.89

Time (s) (b) 1=125s Time (s)

Figure 6.11 Electric Power & Terminal Voltage ofrG
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Figure 6.12 Speed Deviation & Electric power of Gen
6.7 Summary

The Extended Kalman Filter (EKF) procedure for #stimation of the unknown
time-delay is presented in this chapter. It is déwyeaugmenting the state-space
model of the system with additional state varialtledt are related to values of the

actual time-delays, i.ex, =1/7 . The resulting augmenteatiel is a non-linear

function of the state and input, which is lineadisby utilising Taylor Series
expansion and deriving the corresponding Jacobiatnices. The first order and the
second order Pade approximation are both usednwmgrate the proposed EKF
procedure. Firstly, the estimation performancehef proposed EKF filter is assessed
by using a numerical example of a second ordereBysiThe effect of the initial
condition and the weightings on the estimation e as the comparison of brder
and 29 order Pade approximation are also discussed $rsttion. Then, in Section
6.5 the numerical example of & 4rder open-loop unstable SISO system is used to
demonstrate the effectiveness of the proposedaystem that combines the LQG
controller with the EKF filter. The MDLQG controlleis also applied on the
simulated 2-area, 4-machine power system in sedién Both the small signal

stability and large disturbance stability are exaadito show the effectiveness of the

proposed controlleELQG, for the unknown communicatiore-delay.
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Chapter 7

Conclusionsand Future Work

7.1 Conclusions

This thesis focused on the design of supervisodevarea controllers, using optimal
control theory, and the assessment of the impattttie communication time-delays
have on the performance and the robustness oésudting closed-loop system. Also,
the impact that the discretisation of the controhas on the performance of the
closed-loop system was investigated. This is pagrty important when considering

practical implementation of any control scheme thest to be realized using digital
computers, which, while constantly improving innterof their computational power,

require finite time to execute any algorithm. Thmsy be particularly acute in the

cases where the scale of the system is very landetle&e dominant dynamics are
relatively fast, as is the case with the powereaysstudied in this thesis.

Supervisory wide-area controller was firstly designn Chapter 3 using continuous-
time LQG/LTR approach that relies on the optimahtool theory and provides
relatively simple method of developing multivariatdontrol systems that guarantee
nominal stability and are tuned using relativelyairmumber of parameters. Its
performance and robustness were assessed usingfriegiirency-domain tools,
assuming linear representation of the power systgmamics, and time-domain
simulation results that utilised non-linear powssstem model. Results clearly
illustrats the benefit in employing supervisory totler, which maintains closed-

loop stability in the presence of both small-sigaadl large-signal disturbances.
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After the successful design of the continuous-tooatroller, the next step was to
design its discrete-time equivalent in Chapter 4 tm assess the impact that the
assumed sampling period has on the performancéhanebbustness of the resulting
closed-loop system. Once again, the assessment pggermed using both

frequency-domain and time-domain tools. Resultecatdd some deterioration in the
performance as a result of increasing samplingopgeriHowever, the approach of
reducing the bandwidth by changing a single paramet the cost function was

shown to successfully recover some of the perfoomamd the robustness.

Developments described above were conducted asguitnat there are no
communication time-delays present, even though rtfay be highly inappropriate
assumption given the large-scale of the modernrdatenected power systems.
Therefore, the consideration of time-delays wasodhiced in Chapter 5 when
designing both continuous-time and discrete-tinfgestisory controller. The benefit
of accounting for the time-delay was clearly dentiated in both frequency-domain
and time-domain. Additionally, the superiority akcrete-time controller compared
to its continuous-time counterpart when dealinghviine-delays was demonstrated.
This superiority is primarily due to the fact thiaé design of discrete-time controller
incorporates the exact time-delay description thstate-space model of the power
system, while the continuous-time controller isigiesd by representing time-delay

with rational Pade approximation.

However, development of the supervisory contrsligrat incorporate time-delays
was conducted under an assumption that these tifagsiare known, which may be
highly inappropriate in some circumstances. In otdeaddress this issue, modified
supervisory controller was proposed that utiliseseeBded Kalman Filter to estimate
the actual time-delay. That information was thed if®0o supervisory controller by

updating its prediction model. Simulation resultéained using numerical examples
and non-linear power system model demonstratedfiteé the proposed scheme
for both time-invariant and time-varying delaystbof which were assumed to be

unknown and had to be estimated.

Finally, it should be pointed out that the mainus®f the thesis was on the specific

wide-area control problem involving a particulartwerk topology. However, the
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presented methodology can be easily applied tor otlige-area control problems

involving different network topologies.

7.2 Directionsfor Future Research

Model Predictive Control (MPC) will be an obviousxt control methodology to be
considered, due to its close connection to disdmete LQG control technique and
its ability to provide real-time constraint managem In order to facilitate this
future development, the methods used in this thesighe LQG/LTR controller and
to assess its performance and robustness candmtliylire-utilized when considering
Model Predictive Control. This is primarily due tioe similarity between discrete-
time LQG/LTR and MPC in terms of the problem foratidn and the structure of
the solution, particularly when the constraintsiasetive [98].

There has been a number of recent publicationsoging various methods of
designing Model Predictive Control such that theusiness to a particular type of
uncertainty can be ensured. These methods willnkestigated in terms of their
applicability to deal with the communication timelays. Also, the methodology of
implementing MPC controllers using distributed aetture will be explored. This

may be particularly relevant in wide-area powertaysapplications where the large
size and the criticality of a system may prohibi¢ use of the centralised control
architecture.

However, due to the fact that the MPC control mdthogy employs on-line
numerical optimisation routine, which is executddeach sampling instant, the
impact of the sampling period on the performand&ely to be very important. This
impact needs to be fully understood in order tale to mitigate its negative impact
on the performance of the closed-loop system. dhkstused in this thesis to assess
impact of the sampling period on the performancehef discrete-time LQG/LTR
controller will be re-used to assess that impadha case of the Model Predictive
Control.
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Impact of discretisation should also be conductethe future work for the case of

robustH_ control technique using those very same tools wWeat utilised in this
thesis. This would facilitate practical applicatiof H_ control methodology to

power systems.

Issues regarding the application of Extended KalrRdrer will also need to be
considered. In particular, further case studies maked to be conducted in order to
comprehensively assess its suitability in othereaadea control problems. Also,
further understanding of how to tune EKF estimatorvarious power system
applications will be necessary in order to fadiétéés acceptance as a viable tool in

tackling the impact of communication time-delays.

Considering the complexity of existing and futuretworks, a number of control
loops will be so designed to support each otherder to make sure the stability of
power systems. This will be particularly challerggim future networks with a
complex and very diverse generation mix (e.g. pelraperation of inflexible nuclear
power plants based on Pressurized Water Reactorepi@ed Cycle Gas Turbines,
Wind Turbines of different typestc), existence of High Voltage Direct Current
connectors, energy storage units and strong regaimes to minimize the economical
costs of the system operation. However, this thiedise contribution which will help

future large scale power systems to operate inr@ secure and reliable manner.
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Appendices

Appendix A

A.1 Test Power System Parametersand Data

Original data are taken from [6.3]. All values arg.u. based on machine rating.

Table A.1 Load flow data

Contingency 1 (original)
Voltage, p.u.| Angle,°| B;,p.u.| Q ,pu.| B ,pul Q ,p.u
1 0 1.93 0.488276 0.5 0.3
1 16.8226 0.9 0.345003 0.1 0.05
1 16.133 0.9 0.448285% 0.1 0.08
1 -1.76168 0.9 0.27826% 0.1 0.07
0.975949 12.7335 0 0 0.75 0.36
0.995251 -3.69526 0 0 1.08 0.03
0.977207 -12.0312 0 0 1.15 0.45
0.995935 -2.05713 0 0 0.85 0.21
Table A.2 Line data
Line | Start Bus| End Bus| R ,p.u{ X ,p.ul G, p.u. B, p.u.
1 2 3 0 0.45 0 -2.22222
2 2 5 0 0.09 0 -11.1111
3 3 5 0 0.07 0 -14.2857
4 5 7 0 0.47 0 -2.12766
5 7 6 0 0.47 0 -2.12766
6 1 8 0 0.025 0 -40
7 4 6 0 0.05 0 -20
8 6 8 0 0.04 0 -25
9 4 8 0 0.04 0 -25
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Table A.3 Generator Data

Gen| R X Xq X4 Tao Tao Xq thq X; Tq‘O Tq"O H
1 0 0.86| 0.121 0.089 59 0.33 0.828 0.198 0.089 3m|50.078| 13.3
2 0 1.445| 0.31 0.179 5.26 0.028 0.959 ) 0.162 0 159, 4.27
3 0 0.86| 0.121 0.089 59 0.33 0.828 0.198 0.089 39|50.078| 6.34
4 0 0.86| 0.121 0.089 59 0.33 0.828 0.198 0.089 3m|50.078| 10.34
Table A.4 AVR Data & PSS Data
Parameter| K, Tavr Ty T, T;
Values 198 0.055 5 0.0563 0.1126

A.2 Modelling of Generators

Generator 1 is the reference generator of thisea-at-machine power system.

Generator 2 is the salient pole machine, while lté¢inerate 3 and 4 are round rotor

machines. The state space model of each machgieeis as follows, wherg, u and

y is the state, input and output matrices of eacthina, respectively.

Generator 1- Reference machine{®rder state-space model)

x=[E, E, E E a0
u=[l, 1, Ex (P.-P)]
y=[E, E 0 E E]

212



S i __xd—xd_xd—‘xd 0
-—— —— 0 00 Ty Ty
TdO TdO TdO X _ X
1 _ d d O
0 -—— 0 00 T
Too 1 1 X('] B Xq
X= 0 0 -—— — 0 X+ 0 T,
qu qu q0
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0 0 0 — 0 0 T
qu qo0
0 0 0 0 0 0 0
(1 0 0 0 O
00100
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Generator 2- Salient pole machine'{®rder state-space model)

x=[E, E, E 20 so]

I:Id Iq Efd (Pm_ Pe) Aa‘)ref:|T

[Eq Ed A0 AW Eq]

u

y
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0 0 0 0 0
_—X"’Txé—xd_.x'd o = o0 o0 |
TdO ‘TdO TdO
_Xam X o = 0o o0
TdO TdO
+ X - X u
0 i 9 0 0
T
0 0 0 0 -2if,
0 0 0o X o
i 2H ]
1 0 0 0 O
00100
y=|0 0 0 1 O|x
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Generator 3&4 Round rotor machine {(6order state-space model)

x=[E, E, E E a0 a0
[, 1, Eu (Po=P) s,

[E;E;AJACUEIQEIU:I

u

y
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A.3 Modeling of Exciter & AVR

The application of the generator excitation systenthis 4-machin 8-bus power
system is shown in Figure A.1, which is % prder exciter & AVR. The transfer

function of the regulator and the voltage limite given as follows.

1+2 1
o = Rawr > Vi = Efd
1+10s 1+ ST,
VRmax = 55’ VRmin =-5.5
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Figure A.1 Block diagram of"d order Exciter&AVR

A.4 Full eigenvalues of the Test Power System without PSS

Table A-5 Eigenvalues of the 86rder open-loop power system

-8760.3t 65.8 | -50.8192 0.581i( —-17.058¢ -0.0353¢ 3.673¢
—6546.2 —-39.166¢ -14.714: -1.302¢
-6238.C -31.902: —7.6715 7.243¢ 0.000C

—2244.4+ 139.E —28.746: —-8.5474+ 4.495E | —0.5689 0.206k

-2080.7+ 235k —-26.967¢ -1.1962+ 8.215¢ -0.531%
—93.576¢ -17.4601 -0.8186+ 6.982¢ -0.507¢
-0.513¢
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Appendix B

B.1 System Responsesto 250 ms Time Delay

Pe (p.u.)

Pe (p.u.)
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Figure B.1 Electrical Power usingQG;
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Appendix C

The discrete-time augmented model for unknown taeday given in (6.33) is

expressed as follows.

Xo(K+D)| [1+T, A 2TB 0 Xp (K)
Xg(k+1) (=] 0 I=2T;x.(K) 0 X (K)
Xa(K+1) 0 0 - 0.9,% K)|| % ()
—B(TS+%A)+2T52 x(K B
o 26(T-TExdR) | UB (C.1)
0
) X (K) _
y(ky=[C 0 0] % (K |-Du(k)
Xe(K)

The nonlinear modek (] (] are presented as follows:
B 2

(1 +T, XK+ TBY(B+ BY K G K

F(X(k), u(k) =| (1= Tx(K) x( K+(I—T—; XK L KUK

| —0.57.x, (k)

(C.2)

h(x(k)) = CX®

The Jacobian matrices df() h() F,(k) art(k) are the linaaoa of the

nonlinear model (C.2) by using the current estioratf states<(k) and inputare
expressed as
of (X(K), u
9= XG0,
6Y(k) X(K),u
_ 12 -
|+T,A  T.B = BU R (C.3)
FRK = 0  1-Tx(K) -Tx(R+(T- T K ¢k
0 0 | =Tx,(K)
L IR (k),u
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T2 ]

75&(@
_ of (X(k), u) T

Fu(k)——au . (T, > %(K) x(R (C.4)
0
L dI%(k),u
Hi(k)=wA =[Cc 0 0 (C.5)
X (k)
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