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Abstract

Spectrum efficiency and energy efficiency are two important attributes driving
innovation in wireless communication. Efficient spectrum utilization and shar-
ing with multiple access techniques and using under-utilized spectra by cognitive
radios is the current focus due to the scarcity and cost of the available radio
spectrum. Energy efficiency to increase operating time of portable handheld de-
vices like smartphones that handle simultaneous voice/video streaming and web
browsing and battery powered nodes in a sensor network where battery capacity
determines the lifetime of the network is another area attracting researchers. The
focus of this thesis is the spectral efficiency of multicarrier code division multiple
access (CDMA) in wireless ad-hoc networks. Furthermore, energy efficiency to
maximize lifetime of a network are also studied.

In a multicarrier CDMA system inter-carrier interference (ICI) due to carrier
frequency offset and multiple access interference (MAI) are two major factors
that deteriorate the performance. Previous work in this area has been mostly
focused on simulation results due to the complexity of the analysis due to the
large number of random variables involved. Taking into account accurate statis-
tical models for ICI and MAI that account for the correlation between adjacent
subcarriers, this thesis presents new mathematical analysis for the spectral effi-
ciency of multicarrier CDMA communication systems over a frequency selective
Rayleigh fading environment. We analyze and compare three multicarrier CDMA
schemes which are multicarrier CDMA, multicarrier direct-sequence CDMA and
multitone CDMA. We also present simulation results to confirm the validity of
our analysis. We also analyze the performance of three simple multiple access
techniques or coexistence etiquettes in detail, which are simple to implement and
do not require any central control. Accurate interference models are developed
and are used to derive accurate expressions for packet error rates in the case
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of direct sequence CDMA and slotted packet transmission schemes. These re-
sults are then used to study the performance of the coexistence etiquettes and
compare them with each other. Finally we present a new joint node selection
and power allocation strategy that increases lifetime of an ad-hoc network where
nodes cooperate to enable diversity in transmission.
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Chapter 1

Introduction

Wireless communication has seen remarkable growth in the last two decades.

The first generation of cellular telephone system was deployed in 1979 by Nippon

Telephone and Telegraph company in Japan [1]. This was followed by the sec-

ond generation (2G) using digital technology in 1990 and third generation (3G)

in 2001. The history of wireless ad-hoc networks is also as old, it dates back

to 1970s when packet radio networks (PRNETs) was developed by Advanced

Research Project Agency (ARPA) [2]. Ad-hoc networks do not require a central

control and hence are suitable when none is possible like military conflicts or when

the infrastructure is destroyed by a natural disaster. It also has applications in

areas where deploying an infrastructure is not feasible like sensor networks dis-

tributed over large areas of a jungle to monitor environmental conditions. Due to

the absence of a central control in ad-hoc networks it suffers from self interference

generated by similar nodes in the same area transmitting in the same time and

frequency. Due to this self interference code division multiple access (CDMA)

is a good choice of communication technique due to its robustness to interfer-

ence. CDMA was first developed by Qualcomm Inc. in USA in 1993 [1] and is

in use in cellular as well as ad-hoc networks. Many communication techniques

based on the basic CDMA principles have been proposed and developed including

20



CHAPTER 1. INTRODUCTION 21

wideband code division multiple access (WCDMA), high-speed downlink packet

access (HSDPA), high-speed uplink packet access (HSUPA) etc.

Multicarrier CDMA is one of the derivatives of CDMA, it is a combination of

orthogonal frequency-division multiplexing (OFDM) with CDMA and was first

proposed in 1993 [3–5]. It combines the benefits of both OFDM and CDMA

and offers high spectral efficiency, robustness to frequency selective fading, mul-

tiple access capability etc. It can be used in ad-hoc networks as well as cellular

networks due to the inherent robustness to interference and high data rates. Nu-

merous performance evaluation and design techniques have been proposed but

nevertheless there are still interesting unresolved problems. In this dissertation

we present several original performance analyses and results for CDMA and mul-

ticarrier CDMA in ad-hoc or cellular network environment.

1.1 Contributions

The major contributions of this dissertation can be given as follows.

• Derive accurate spectral efficiency expressions or a tight lower bound ex-

pression where exact expression was not possible, for multicarrier CDMA

(MC-CDMA), multicarrier direct sequence CDMA (MC DS-CDMA) and

multitone CDMA (MT-CDMA) in multipath Rayleigh fading and additive

white Gaussian noise environment.

• Derive spectral efficiency expressions that account for carrier frequency off-

set and analyze the degradation in performance of the three multicarrier

CDMA schemes in the presence of frequency offset.

• Derive spectral efficiency expressions and analyze the performance of the

three multicarrier schemes in the presence of asynchronous interferers in
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an ad-hoc network where each interferer has a separate random carrier

frequency offset.

• Analyze three coexistance protocols in a large CDMA based ad-hoc net-

work and derive accurate expressions for packet error rates and throughput

for DS-CDMA. The expressions are used to study the performance of the

coexistence etiquettes and compare them with each other.

• Analyze lifetime of an ad-hoc network and propose a new cooperative power

allocation protocol that maximizes lifetime of the network.

1.2 Thesis Organization

The rest of the thesis is organized such that Chapter 2 gives background on

some of the important concepts in wireless communication that the thesis relies

on. It also contains the block diagrams of the CDMA and multicarrier CDMA

transmitters and receivers that we use in the rest of the chapters and the signal

representation for all the communication schemes. It does not contain any new

contribution from the author and all information given is from the available lit-

erature. The novel contribution from the author starts from Chapter 3, where

accurate expressions for the spectral efficiency of basic MC-CDMA, MC DS-

CDMA and MT-CDMA communication systems in a multipath Rayleigh fading

environment and additive white Gaussian noise but free from any other impair-

ments, are derived. Using the derived expressions the performance of the three

multicarrier schemes is analyzed and compared.

In Chapter 4 we extend our results to include the effect of carrier frequency

offset, which degrades the signal power as well as adds a new source of interference

reducing the received signal to interference and noise ratio. In an uncoordinated

ad-hoc network there are always other interferers in the neighborhood that are
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another source of interference and we further extend our results from Chapter 4

to include this source of interference in Chapter 5. The interferers are considered

to be asynchronous to the transmitter and receiver of interest and have random

frequency offset.

In Chapter 6 we analyze coexistance protocols in an ad-hoc network of unco-

ordinated asynchronous transmitters in an interference limited Rayleigh fading

channel. New accurate expressions of performance of such a system are derived

for three coexistance protocols and compared with each other. The derived ex-

pressions cater for bit-to-bit error dependence and can be used to find network

design parameters like packet size, length of error correcting code, choice of binary

or quadriphase CDMA etc.

In Chapter 7 we analyze lifetime of a cooperative ad-hoc network consisting

of limited battery powered transmitters. We also propose a power allocation

protocol that increases the average lifetime of such a network. Finally we conclude

the thesis in Chapter 8 and propose future work.
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Chapter 2

Background

2.1 Characterization of Mobile Radio Channel

The mobile radio channel plays a vital role in determining the performance of

a wireless communication system. There are multiple factors that influence the

electromagnetic wave propagation including but not limited to reflection, diffrac-

tion and scattering [1] from various objects around the transmitter-receiver pair.

At the receiver, multiple wavefronts are received after traveling along different

paths of different lengths and subjected to multiple reflections and diffractions .

The combined effect of these waves rapidly varies with time, frequency and spa-

tial locations of transmitter and receiver. Numerous models have been proposed

to model these variations and they can be broadly categorized into two groups,

large scale path loss and short scale multipath fading. These are briefly described

below.

2.1.1 Large Scale Path Loss

The average signal strength of a transmitted signal reduces with distance from

transmitter. In free space this reduction is solely due to the reduction of average

25
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power per area of a spherical wavefront due to its expansion as it moves away from

the source. In other environments, like rural or urban environment, the combined

effect of multiple impairments result in a faster reduction in the average signal

strength as the distance from the transmitter increases. The most widely used

model to capture this effect is the log-distance path loss model. According to the

model the received power (PR) as a function of transmitted power (PT ) is given

as

PR = PT r
−β

where r is the distance between transmitter and receiver and β is called the path

loss exponent. The value β varies from 2 in free space to greater than 4 in dense

urban areas [6]. We have used this model to capture large scale path loss in this

dissertation.

2.1.2 Short Scale Multipath Fading

The constructive and destructive addition of multiple wavefronts that have tra-

versed multiple paths and gone through varied reflections and diffractions before

arriving at the receiver result in rapid fluctuations in the received signal power.

To capture this effect consider a transmitter-receiver pair, there are multiple prop-

agation paths between them, each having separate attenuation factor and delay.

The channel impulse response can be given as [7]:

h (t) =
L−1∑
l=0

gl (t) δ (t− τl) (2.1)

where δ (.) is the Dirac delta function, L is the total number of resolvable propa-

gation paths, gl (t) and τl are the complex amplitude and propagation delay of the

lth path and τ0 ≤ τ1 ≤ . . . ≤ τL−1. The complex amplitude gl (t) is time varying

in general, however, we assume it to be slowly varying in time and constant over
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the duration of a symbol, hence in the rest of the thesis we represent gl (t) as gl.

The frequency domain channel response can be calculated from (2.1) as

Gn =
L−1∑
l=0

gle
−j2πfnτl

where Gn is the frequency-selective multipath fading channel at frequency fn.

When L is large, central limit theorem can be applied and Gn can be modeled

as a complex valued Gaussian random process. When there is no direct line-of-

sight path or fixed signal reflectors Gn can be modeled as a zero mean complex

Gaussian random process and the envelop |Gn| becomes Rayleigh distributed [7].

The channel in this case is called Rayleigh fading channel, this is the most common

channel used in literature and we have also used it in this dissertation.

In the presence of line-of-sight path and/or fixed reflectors/scatterers Gn can

not be modeled as zero mean and in this case the envelope has a Rice distribution

and the channel is called a Ricean fading channel. Nakagami-m distribution and

Weibull distribution are other probability density functions that have been used

to model the channel and are called Nakagami fading channel and Weibull fading

channel respectively.

2.2 Multiple Access Techniques

Multiple access techniques allow sharing of a limited radio spectrum among dif-

ferent users. Efficient sharing of radio spectrum is necessary due to its high cost

and scarcity. However, when more than one user communicate over the same

frequency range at the same time; they cause interference to each other, degrad-

ing each others performance. The purpose of the multiple access techniques is to

find efficient ways of sharing the spectrum with minimum or no interference so

that simultaneous high quality transmissions can take place and no part of the
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spectrum gets wasted.

Code division multiple access (CDMA) and orthogonal frequency division mul-

tiple access (OFDM) are the two multiple access techniques that have recently

seen wide implementation. CDMA is the basic multiplexing technique used in

the third generation (3G) cellular mobile networks and OFDM in the fourth gen-

eration (4G) cellular mobile networks as well as in digital audio broadcast and

digital video broadcast. We describe these techniques in the following sections.

2.2.1 Code Division Multiple Access

In code division multiple access (CDMA) the narrow band signal of each user

is spread over a large bandwidth by multiplying it with a spreading signal. A

spreading signal or spreading code is a pseudo random noise signal having a

much larger bandwidth than the data signal of the user. At the receiver the

received signal is correlated with the same spreading signal to recover the original

narrow band signal. Multiple access is achieved by assigning different orthogonal

spreading signals to each user resulting in the appearance of signal from other

users as merely white noise at the correlator output at the receiver. Hence in this

scheme signal from every user occupies all of the available frequencies for all time

and orthogonality is achieved by the spreading code as shown in Fig. 2.1.

This scheme has many advantages such as having a soft capacity limit meaning

there is no hard limit to the number of users that can use the available frequency

range at the same time. Whenever a new user starts to communicate it increases

the noise floor for all users, hence incrementally effecting the capacity of other

users.

The origins of spread spectrum techniques can be traced back to Second World

War where it was used in radars [8]. In 1978 a spread spectrum technique was first

proposed for cellular communication [9, 10] but it was not until 1993 when the
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Figure 2.1: Code division multiple access where spreading code for all users oc-
cupy all frequencies at all times

first CDMA based standard (IS-95) was developed by Qualcomm Inc [1]. CDMA

has since seen much wide usage and many standards have since been developed

including WCDMA, HSDPA, HSUPA etc.

A block diagram of basic CDMA transmitter and receiver are shown in Fig.

2.2. The transmitted CDMA signal can be represented during an arbitrary sig-

naling interval as

s(t) = b (t) c (t) ej2πfnt, t ∈ [0, T ]

where b (t) is the information bearing signal, c (t) is the spreading signal, fn is

the frequency of the nth subcarrier, T is the symbol duration.

The received signal is decoded by the conventional correlation receiver with

maximal-ratio combining. Let Z represent the receiver decision variable then

Z =
1

T

T̂

0

G∗c (t) e−j2πft r (t) dt

where r (t) is the receive signal and G∗ is the complex conjugate of the channel
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(a) Transmitter

(b) Receiver

Figure 2.2: CDMA transmitter and receiver block diagrams

transfer function.

The basic description of CDMA given above is one type of CDMA which

is known as direct sequence CDMA (DS-CDMA). Other types of CDMA in-

clude frequency-hopped CDMA (FH-CDMA) and time-hopping CDMA (TH-

CDMA) [7]. In FH-CDMA the available spectrum is divided into a number of

frequency slots and during any signaling interval one or more of these slots, which

are randomly selected, are used. Similarly, in TH-CDMA a large time interval

is divided into a number of smaller time slots, which are randomly picked for

transmission. In this thesis we only use DS-CDMA and hence forth any reference

to CDMA would imply DS-CDMA.

2.2.2 Orthogonal Frequency Division Multiple Access

In orthogonal frequency division multiplexing (OFDM) the input data stream is

first serial to parallel converted and then each data stream is modulated onto a

separate subcarrier. Mutually orthogonal subcarriers are selected so that there

is no intercarrier interference in the ideal case and hence guard bands are not

required. OFDM is suitable for high data rate transmission as it offers high spec-

tral efficiency. It was first proposed in 1966 [11] and in 1971 transmitter-receiver
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design using discrete Fourier transform (DFT) was presented [12]. However, due

to the recent advancements in the digital signal processing hardware that can

efficiently implement fast Fourier transform (FFT) that this scheme has becomes

realistic [13].

OFDM is currently being used in digital audio broadcasting, digital video

broadcasting, wireless local area networks (IEEE 802.11a, IEEE 802.11g) and

the 4G mobile network technology, namely long term evolution (LTE).

A block diagram of basic OFDM transmitter and receiver are shown in Fig.

2.3. Fig. 2.4 shows an alternate implementation of OFDM transmitter and

receiver using FFT and IFFT blocks. The transmitted OFDM signal can be

represented during an arbitrary signaling interval as

s(t) =
Nc∑
l=1

bl (t) ej2πflt, t ∈ [0, NcT ]

where bl (t) is the information bearing signal, fl is the frequency of the lth sub-

carrier, Nc is the number of subcarriers and T is the symbol duration.

The received signal is decoded by the conventional correlation receiver with

maximal-ratio combining. Let Z1 represent the receiver decision variable for the

first subcarrier stream then

Z1 =
1

NcT

NcTˆ

0

G∗1e−j2πf1t r (t) dt

where r (t) is the received signal and G∗1 is the complex conjugate of the channel

transfer function.
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Figure 2.3: OFDM transmitter and receiver block diagrams
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(a) Transmitter

Received 

Signal

(b) Receiver

Figure 2.4: Alternate transmitter and receiver block diagrams of OFDM.

In the future we may see a combination of OFDM and CDMA in high data

rate communication systems. This combination can give high spectral efficiency

and data rates of OFDM as well as diversity gain of CDMA systems. This

makes OFDM-CDMA or multicarrier CDMA an important area of research. We

introduce this new and important multiple access technique in the next section.

2.3 Multicarrier CDMA

Multicarrier CDMA is a multiple access technique that combines OFDM with

CDMA, it spreads the signal in frequency domain and modulates over multiple

subcarriers. It was first proposed in 1993 [3–5], two other variants namely mul-

ticarrier DS-CDMA and multitone CDMA (MT-CDMA) were also proposed the

same year by [14] and [15] respectively. Multicarrier CDMA signals can be eas-

ily generated and received using fast Fourier transform (FFT) and efficient FFT
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algorithms and devices are widely available. They offer other attractive features

such as high spectral efficiency, robustness to frequency selective fading, multiple

access capability and narrow band interference rejection among others.

2.3.1 MC CDMA

In MC-CDMA each symbol is spread using the wireless device’s unique spreading

code and then modulated over different frequency subcarriers. Hence each symbol

is spread over all subcarriers and each subcarrier carries a single chip. Fig. 2.5

shows the block diagram of an implementation of MC-CDMA transmitter and

receiver [16]. At the receiver the received signal is demodulated by all subcarriers

separately and then corresponding chips are multiplies before taking a low pass

filter. The outputs of the filters are then combined to give the decision variable,

any combining method can be used here, however, we only analyze maximal

ratio combining (MRC) as that is the optimum combining method. Data is

recovered from the decision variable using a simple step function. Fig. 2.6 shows

an alternate implementation of MC-CDMA transmitter and receiver using FFT

and IFFT blocks [9].

The benefits of this scheme include robustness to frequency selective fading,

this is achieved by keeping small the bandwidth occupied by a single subcarrier

and hence fading experienced by a single subcarrier is can be considered to be flat.

When the data rate is too high or frequency selectivity too narrow to have flat

fading over the bandwidth of subcarrier then data must be first serial to parallel

converted first before further processing and every parallel stream modulated over

a separate set of subcarriers. Another benefit is that the symbol synchronization

is easier as the chip duration is increased to the symbol duration and even bigger

if serial to parallel conversion is used. The limitation of using this scheme is that

the chip rate or the length of the spreading code has to be equal or lesser than the
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Figure 2.5: MC-CDMA transmitter and receiver block diagrams.
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Figure 2.6: Alternate transmitter and receiver block diagrams of MC-CDMA.

number of subcarriers used in transmission and since the number of users that

can be supported simultaneously depends on the length of the spreading code,

the total number of subcarriers also limits the number of simultaneous users.

The transmitted multicarrier CDMA signal can be represented during an ar-

bitrary signaling interval as

s(t) =
1√
Np

Np−1∑
n=0

b (t) c [n] ej2πfnt, t ∈ [−Tg, T ] (2.2)

where b (t) is the information bearing signal, c [n] is the nth component of the

spreading signal. Np is the total number of subcarriers which is equal to the

length of the spreading code (i.e. processing gain), fn is the frequency of the
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nth subcarrier. In (2.2) T is the symbol duration and Tg is the length of the

cyclic prefix. All subcarriers are assumed to be equally spaced in frequency with

a minimum subcarrier separation of 1/T and hence the total bandwidth occupied

by the MC-CDMA signal is Np
T
.

The received signal is decoded by the conventional correlation receiver de-

scribed earlier with maximal-ratio combining. Let Z represent the receiver deci-

sion variable then

Z =

Np−1∑
m=0

1

T

T̂

0

G∗m c[m]e−j2πfmt r (t) dt

where r (t) is the receive signal and G∗m is the complex conjugate of the channel

transfer function of the mth subcarrier.

2.3.2 Multicarrier DS-CDMA

In multicarrier DS-CDMA symbols are first serial to parallel converted and then

spread in the time domain [9, 17]. The multiple time-spread streams are then

modulated on separate subcarriers. In this scheme the number of available sub-

carriers determine the number of substreams that the data is serial to parallel

converted into. Fig. 2.7 shows the block diagram of one of the possible imple-

mentations of MC DS-CDMA transmitter and receiver [16]. At the receiver the

received signal is demodulated by all subcarriers separately and then the whole

spreading code is multiplied before taking a low pass filter. The outputs of the

filters give the decision variables from which data is recovered in parallel and then

converted serially.

The main difference between this scheme and MC-CDMA is that here the data

is spread in time domain while in MC-CDMA it is spread in frequency domain.

Since the spreading takes place in time domain it is limited by the spacing between
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Figure 2.7: MC DS-CDMA transmitter and receiver block diagrams.
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adjacent subcarriers so that the resulting spectrum of each subcarrier does not

overlap and hence inter-carrier interference is avoided. This scheme can not

benefit from frequency or time diversity as each subcarrier carries a different

data signal and large spreading codes with rake receivers are not used.

The transmitted MC DS-CDMA signal can be represented during an arbitrary

signaling interval as

s(t) =
Nc∑
l=1

bl (t) c (t) ej2πflt, t ∈ [−Tg, NcT ] (2.3)

where Nc is the number of subcarriers which is not necessarily equal to the length

of the spreading code Np. Also note that the signal interval has increased from T

to NcT , this is because of the serial to parallel conversion. The frequency separa-

tion between adjacent subcarriers is atleast 1
Tc
, where Tc is the chip duration, in

terms of symbol duration T , it is Np
NcT

, this is to avoid intercarrier interference as

discussed earlier. With this frequency separation the total bandwidth occupied

by the MC DS-CDMA signal becomes Np
T
.

The received signal r (t) is decoded by the conventional correlation receiver

described earlier with maximal-ratio combining. Let Z1 represent the receiver

decision variable for the first subcarrier stream then

Z1 =
1

NcT

NcTˆ

0

G∗1c (t) e−j2πf1t r (t) dt.

Note that the desired output of this decision variable is the first symbol. The

decision variable for the other subcarriers will be similar and is avoided for brevity.
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2.3.3 Multi-Tone CDMA

Multitone CDMA transmitter is very similar to that of MC DS-CDMA trans-

mitter where symbols are first serial to parallel converted and then spread in the

time domain [9, 17]. The multiple time-spread streams are then modulated on

separate subcarriers. In this scheme the frequency separation between subcarriers

is selected such that the spectrum of each subcarrier satisfies the orthogonality

condition before spreading is performed. The orthogonality condition does not

satisfy after spreading is performed hence much longer spreading codes can be

used to accommodate more users but this also results in intercarrier interference

at the receiver. Fig.2.8 shows the block diagram of one of the possible implemen-

tations of multitone CDMA transmitter and receiver [16]. At the receiver the

received signal is demodulated by all subcarriers separately and then rake com-

biner is applied separately. The outputs of the rake combiners give the decision

variables from which data is recovered in parallel and then converted serially.

This scheme can accommodate more users than MC DS-CDMA due to the

use of longer spreading codes and reduces multiple access interference. Another

benefit of using longer spreading codes is that rake combiners can be used at the

receiver giving diversity gain.

The transmitted MT CDMA signal can be represented during an arbitrary

signaling interval as

s(t) =
Nc∑
l=1

bl (t) c (t) ej2πflt, t ∈ [−Tg, NcT ] (2.4)

which is the same as (3.8). The frequency separation between adjacent subcarriers

is however different and is atleast 1
NcT

which is equal to 1
NpTc

. The total bandwidth

occupied by the MT CDMA signal is also different than MC DS-CDMA and is

equal to Nc+Np−1

NcT
.



CHAPTER 2. BACKGROUND 41

Transmitted 

Signal

(a) Transmitter

(b) Receiver

(c) Rake Combiner

Figure 2.8: Multitone CDMA transmitter and receiver block diagrams.
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The received signal is decoded by the rake receivers after being demodulated.

The receiver decision variable for the first symbol Z1 that was modulating the

first subcarrier becomes

Z1 =

LF−1∑
m=0

1

NcT

NcTˆ

0

g∗mc(t−mτ)e−j2πf1tr(t)dt

where LF is the number of fingers in the rake receiver.

2.4 Spectral Efficiency of Wireless Networks

The capacity (Cp) of an additive white Gaussian noise (AWGN) wireless channel

of bandwidth B can be found using Shannon’s well known as [18,19]:

Cp = B log2 (1 + SNR) (2.5)

where SNR stands for signal to noise ratio and the units of Cp are bits per sec

(bits/sec). Shannon’s theorem proves that a code exists that can achieve a data

rate that is arbitrarily close to Cp with small probability of bit error, furthermore,

a data rate higher than Cp would have arbitrarily high probability of bit error. A

practical coding method would fall short of the Shannon’s limit in (2.5) and this

is captured by Γ namely “SNR gap” [20, 21] and the capacity expression with Γ

is given by Cp = B log2

(
1 + SNR

Γ

)
.

In our analysis we use spectral efficiency, which gives the data rate per unit

time and frequency, it is measured in bits/sec/Hz. The spectral efficiency of a

system can be given as C = log2

(
1 + SNR

Γ

)
. In our analysis we consider Γ = 1

for simplicity. In the presence of other impairments like Gaussian interference

the spectral efficiency can be taken as [22] C = log2 (1 + SINR), where SINR

stands for signal to interference and noise ratio. In a multicarrier CDMA system
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with processing gain and number of carriers equal to Np we measure the spectral

efficiency as C = 1
Np

log2 (1 + SINR) [22], the term 1
Np

appears because the signal

is spread Np times as compared to an unspread signal.

Spectral efficiency is an important measure of the performance of a communi-

cation system. This importance comes from the scarcity and cost of the available

radio spectrum. Any new communication strategy has to be able to use this

spectrum in the most efficient way and spectral efficiency is the measure of it.

2.5 Ad-hoc Networks

Ad-hoc networks are the networks that do not have a specific structure. They are

made up of nodes that happen to be in the vicinity of each other without any pre

planning or organization for either a short period of time or permanently. Nodes

communicate with each other and help each other to communicate outside their

immediate neighborhood. These are battery powered nodes performing a single or

multiple functions with ability to send and receive data wirelessly. Mobile ad-hoc

networks are receiving an ever increasing interest from the research community. It

has military as well as commercial applications [23] in sensor networks, voice and

video communications. Most of the work has been directed towards Quality of

Services (QoS) and routing [24] with few researchers interested in capacity. Most

of the research in the estimation of network capacity or performance evaluation

parameters is centered on the performance of a transmitter receiver pair in an

ad-hoc network in the presence of similar transmitters (interferers). Poisson and

uniform distribution models are widely used for the distribution of the interferers

around the receiver e.g. [25], [26] and [24]. The transmission loss is commonly

characterized by a path-loss model according to which median path loss at a

distance r from the transmitter is r−β, where β is the path-loss exponent. Haykin

[6] gives a table of sample path loss exponent values, where it has a value of 2 for
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free space, 4 for suburban, low noise and 4.5 for dense urban areas. Log-normal

model is also used for the transmission loss characterization [27] and [28], however

we will use the path-loss model for simplicity. For the power loss parameter of

4 probability density function for signal to interference ratio is known [29], so

performance evaluation statistics can be calculated for all transmission types.

Probably because of this reason most researchers have used this exponent value.

For example Sousa [30] found equations for moment generating function of the

sum of interference power (
∑
ri≤a

g(ri) where g(.) is the power output of a single

interfere and a is the radius of the disk, centered at the receiver and containing all

the interferers) and calculated probability of error for different spread spectrum

schemes. Similarly Liu [26] has also calculated probability of success only for the

path-loss parameter of 4.

Significant research in ad-hoc sensor networks in the past few years has re-

sulted in a number of civil and military applications. Below are some of the

important applications [31]:

• Communication during disaster recovery Disaster struck areas can

have all or most of the communication network destroyed. An ad-hoc net-

work can be used to provide crisis management services applications when

resorting communication is crucial but wired line communication would take

long.

• Surveillance networks Small battery powered video cameras can be used

by military, law enforcement agencies and others to monitor borders, public

events, private properties and other areas.

• Storage of potentially important activities Activities such as thefts,

car accidents, traffic violations etc can be stored by a distributed video

network for future legal and other usage.
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• Traffic avoidance and enforcement A distributed network of cameras

can be used on highways to detection and rerouting of traffic to avoid con-

gestion. Parking space monitoring and automated parking advices can be

generated. Traffic violations can also be stored and transmitted to the law

enforcement agencies.

• Advanced health care Telemedicine sensor networks integrated with 3G

mobile networks can be used for health care services. Patients carrying sen-

sors for body temperature, blood pressure, pulse, ECG, breathing activities

etc can be fed into remote medical centers for advanced remote monitoring.

• Assistance for the elderlyMultimedia sensors can be used for monitoring

of the elderly. Emergency situations can be detected and assistance called

in a timely fashion.

• Environmental monitoring Several projects on habitat monitoring are

possible. For example an array of video cameras is being used by the

oceanographers to determine the evolution of sandbars.

• Person locator Video streams and still images can be used to locate miss-

ing persons and/or identify criminals.

• Industrial process control Multimedia content along with other sensors

of temperature, pressure etc can be used for time-critical industrial process

control.

• Target tracking A distributed array of sensor networks can track a target

over an increased range and with higher precision [32]. The results can be

fed back to the user in real time.

Wireless sensor networks with video sensors offer new challenges that are above

and beyond those in the traditional sensor networks. Video processing requires
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high computational complexity and results in high data rates [33]. Consequently

it uses more energy; which is the dearest resource in most of the wireless sensor

networks.

Multiple parameters have been studied to characterize the performance of

ad-hoc networks. This includes, but not limited to, lifetime of the network, the

packet success probability as experienced by any node in the network and the

throughput of the network. We will now define these parameters in the following

sections and in depth analysis of these parameters will follow in the next chapters.



Chapter 3

Spectral Efficiency of Multicarrier

CDMA in Noise and Multipath

Fading Environment

In this chapter we investigate the performance of MC-CDMA, MC DS-CDMA and

MT-CDMA in terms of spectral efficiency in additive white Gaussian noise and

multipath Rayleigh fading environment and the absence of any other impairment.

We assume a transmitter receiver pair communicating in the absence of any other

transmitter in the area. The three multicarrier CDMA schemes are analyzed

separately.

3.1 MC-CDMA

The transmitted multicarrier CDMA signal during an arbitrary signaling interval

is given in (2.2) and is reproduced below as

s(t) =
1√
Np

Np−1∑
n=0

b (t) c [n] ej2πfnt, t ∈ [−Tg, T ] (3.1)

47
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where b (t) is the information bearing signal, we assume it to be a zero-mean

complex valued random variable with signal energy Es, c [n] is the nth component

of the spreading signal. For the sake of analysis, we assume that c[n] takes values

in {−1, 1} with equal probability. Np is the total number of subcarriers which is

equal to the length of the spreading code (i.e. processing gain), fn is the frequency

of the nth subcarrier where all subcarriers are assumed to be equally spaced in

frequency giving fn − fm = (n−m) /T where T is the symbol duration and Tg

in (3.11) is the length of the cyclic prefix.

The transmitted signal is subjected to a frequency-selective multipath Rayleigh

fading channel as described in section 2.1.2 with transfer function given as

Gn =
L−1∑
l=0

gle
−j2πfnτl (3.2)

where L is the total number of resolvable propagation paths, gl and τl are the com-

plex amplitude and propagation delay of the lth path and τ0 ≤ τ1 ≤ . . . ≤ τL−1.

We assume that all gl, where l ∈ [0, L− 1], are zero mean uncorrelated complex

Gaussian random variables with normalized power such that
∑L−1

l=0 E
[
|gl|2

]
= 1,

where E is the expectation operator. Therefore G0, G1, . . . , GNp−1 are jointly

complex Gaussian random variables. We also assume that the channel is slowly

varying and can be considered constant over the duration of a symbol. Our analy-

sis is valid for any delay profile model. However, for numerical results, to account

for the non-zero cross correlation between fading experienced by the subcarriers

we adopt Jakes’ model [34] while assuming zero Doppler frequency and channel

delay spread of α, we have

E
[
GiG

∗
j

]
=

1

1 + j2πα(fi − fj)
. (3.3)
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We also assume that intersymbol interference is completely avoided by select-

ing cyclic prefix duration Tg > τL−1 and perfect time synchronization is achieved.

The received signal r(t) after removing the cyclic prefix is given by

r(t) =
1√
Np

Np−1∑
n=0

Gn b (t) c[n]ej2πfnt + η (t)

where η (t) represents additive white Gaussian noise (AWGN) with two sided

power spectral density of N0. Note that the received signal does not include any

contribution from any other transmitter since we only consider a single transmit-

ter receiver pair. The effects of interference from other transmitters is analyzed

in Chapter 5.

The received signal is decoded by the conventional correlation receiver de-

scribed earlier with maximal-ratio combining. Let Z represent the receiver deci-

sion variable then

Z =

Np−1∑
m=0

1

T

T̂

0

G∗m c[m]e−j2πfmt r(t)dt

where G∗m is the complex conjugate of the channel transfer function of the mth

subcarrier. We assume perfect frequency synchronization between the transmit-

ter and receiver and hence zero frequency offset (i.e. fm = fn). Performance

degradation due to frequency offset is analyzed in Chapter 4.

The decision variable Z at the receiver can be written as

Z =

Np−1∑
m=0

1

T

T̂

0

G∗m c[m]e−j2πfmt
(

1√
Np

Np−1∑
n=0

Gn b (t) c[n]ej2πfntejφ + η (t)

)
dt

where φ is the phase difference between transmitter and receiver’s oscillator. The

decision variable can be separated into three distinct components Z = S+ I+N ,

where S is the desired signal component, I is the interference component and N
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is the noise component, these are given as

S = b (t)
1√
Np

ejφ
Np−1∑
m=0

|Gm|2

I =

Np−1∑
m=0

1

T
G∗m c[m]

1√
Np

Np−1∑
n=0,n6=m

Gn b (t) c[n]ejφ
T̂

0

ej2π(fn−fm)tdt

N =

Np−1∑
m=0

G∗m c[m]
1

T

T̂

0

e−j2πfmtη (t) dt

where it was possible to take the channel gains
(
G0, . . . , GNp−1

)
out of the inte-

grals due to the slowly varying channel assumption.

The interference component I is always zero because the integral

T̂

0

ej2π(fn−fm)tdt→ 0

as subcarriers are orthogonal to each other and there is no frequency offset.

When we condition on G0, . . . GNp−1 then Z becomes a conditional Gaussian

random variable and the conditional mean is

E
[
Z|G0, . . . , GNp−1

]
=

√
Es
TNp

(
Np−1∑
m=0

|Gm|2
)
.

The conditional variance of Z can be shown as
∑Np−1

m=0 |Gm|2 N0

T
. The instan-

taneous SINR is then

SINR =

Es
TNp

(
Np−1∑
m=0

|Gm|2
)2

Np−1∑
m=0

|Gm|2 N0

T
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which can be simplified into

SINR =
Es
NpN0

Np−1∑
m=0

|Gm|2. (3.4)

The signal to interference and noise ratio in (3.4) can now be used to find the

spectral efficiency.

3.1.1 Spectral Efficiency Analysis

The spectral efficiency of the system can be found using (3.4) as

C =
1

Np

E

[
log2

(
1 +

Es
NpN0

Np−1∑
m=0

|Gm|2
)]

(3.5)

where the expectation is over G =
[
G0, . . . , GNp−1

]T and G is a complex random

vector that represents complex correlated channel gains. Since we are assuming

Rayleigh fading G is a zero-mean complex Gaussian random vector having pdf

f (G) =
1

πNp |Λ|
e−GhΛ−1G

where Λ = E
[
GhG

]
is theNp×Np complex covariance matrix and the superscript

h denotes Hermitian transposition, the entries of this matrix are given in (3.3).

The term 1
Np

in (3.5) appears because the MC-CDMA signal takes Np times more

bandwidth than an unspread signal.

The direct method to solve (3.5) would require finding pdf of the sum
∑Np−1

m=0 |Gm|2

while this summation can not be considered as chi square distributed because of

the correlation that exists between Gm’s. Furthermore, even if the pdf of the

summation is known it would require Np-fold integrations making it too com-

plex. However, we can invoke [35, Lemma 1] to rewrite (3.5) in a more desirable
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form as

C =
log2 e

Np

ˆ ∞
0

1

z

(
1− E

[
exp

(
−z Es

NpN0

Np−1∑
m=0

|Gm|2
)])

e−zdz

where the Gaussian quadratic forms
∑Np−1

m=0 |Gm|2 appear only in the exponent.

The integration was shown in [35] to be converging as the integrand is always

bounded, non-negative and continuous in the range of integration. Now, known

results for the MGF of the Gaussian quadratic forms [36, eq. (4a)] can be ap-

plied to obtain the following explicit expression for the spectral efficiency of the

multicarrier CDMA

C =
log2 e

Np

ˆ ∞
0

1

z

1− 1∣∣∣INp + z Es
NpN0

Λ
∣∣∣
 e−zdz (3.6)

where INp is Np ×Np identity matrix.

3.1.2 Numerical Results

In Fig. 3.1 numerical calculation of spectral efficiency are shown, analysis results

were computed using (3.6). In order to validate these new results we also include

Monte Carlo simulation using (3.5) with 105 iterations. A 312.5 kHz frequency

separation between neighboring subcarriers (IEEE 802.11a [37]) and channel delay

spread (α) of 0.1µs is used. The results show that spectral efficiency decreases

with Np, this is expected as higher Np means more spreading, which results in

more bandwidth consumption and in the absence of any other transmitter this

results in reduction of spectral efficiency.

Fig. 3.2 shows the effects of normalized delay spread (σ) on spectral efficiency

for 64 number of subcarriers and Es/No of 20dB, where the delay spread is nor-

malized to the symbol time i.e. σ = α/T . Higher values of σ result in smaller

coherence bandwidth and hence lower correlation between subcarriers, resulting
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Figure 3.1: Spectral Efficiency of MC-CDMA versus Es/No for some values of
Np = Nc.

in better spectral efficiency. This shows correlation between subcarriers reduces

the spectral efficiency of the system. This confirms known results that in Rayleigh

fading correlation reduces capacity [38,39].

3.2 Multi-Carrier DS-CDMA

The transmitted MC DS-CDMA signal can be represented during an arbitrary

signaling interval as

s(t) =
Nc∑
l=1

bl (t) c (t) ej2πflt, t ∈ [−Tg, NcT ] (3.7)

where Nc is the number of subcarriers which is not necessarily equal to the length

of the spreading code Np. Also note that the signal interval has increased from

T to NcT , this is because of the serial to parallel conversion. The frequency sep-

aration between adjacent subcarriers is atleast 1
Tc
, where Tc is the chip duration,

in terms of symbol duration T , it is Np
NcT

, this is to avoid intercarrier interference

as discussed earlier.

The transmitted signal is subjected to multipath fading environment given in
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Figure 3.2: Spectral efficiency of MC-CDMA versus normalized delay spread (σ).

(3.2) and the resultant received signal after removing the cyclic prefix is given as

r(t) =
Nc∑
l=1

Gl bl (t) c (t) ej2πflt + η (t) .

The received signal is decoded by the conventional correlation receiver de-

scribed earlier with maximal-ratio combining. Let Z1 represent the receiver de-

cision variable for the first symbol of the first subcarrier then

Z1 =
1

NcT

NcTˆ

0

G∗1c (t) e−j2πf1t r(t)dt.

Note that the desired output of this decision variable is the first symbol. The

decision variable for the other subcarriers will be similar and is avoided for brevity.

The decision variable Z1 at the receiver is given as
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Z1 =
1

NcT

NcTˆ

0

G∗1c (t) e−j2πf1t

(
Nc∑
l=1

Glbl (t) c (t) ej2πfltejφ + η (t)

)
dt.

This decision variable can be separated into three distinct components

S =
1

NcT

NcTˆ

0

G∗1c (t) e−j2πf1tG1 b1 (t) c (t) ej2πf1tdt

I =
1

NcT

NcTˆ

0

G∗1c (t) e−j2πf1t

Nc∑
l=2

Glbl (t) c (t) ej2πfltejφdt

N =
1

NcT
G∗1c (t)

NcTˆ

0

e−j2πf1tη (t) dt.

The desired signal component simplifies into

S = |G1|2 b1 (t) (3.8)

while the interference component again disappears similar to MC-CDMA because

the integration
´ NcT

0
ej2π(fl−f1)tdt→ 0 as orthogonal subcarriers are used. When

we condition on G1, Z1 becomes a Gaussian random variable with conditional

mean
√

Es
NcT
|G1|2 and the conditional variance 1

NcT
|G1|2N0. Hence the instanta-

neous signal to interference and noise ratio becomes

SINR =
Es
NcT
|G1|4

1
NcT
|G1|2N0

which simplifies into

SINR =
Es |G1|2

N0

. (3.9)

The signal to interference and noise ratio in (3.9) can now be used to analyze
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the spectral efficiency.

3.2.1 Spectral Efficiency Analysis

The spectral efficiency of the system can be calculated using (3.9) as

C =
1

Np

E

[
log2

(
1 +

Es |G1|2

N0

)]
.

The expectation is over G1 and since we are considering Rayleigh fading it is

a zero mean complex Gaussian random variable and|G1| is a Rayleigh distributed

random variable. The expectation can be solved in a similar way as for MC-

CDMA to give for spectral efficiency

C =
1

Np

log2 e

ˆ ∞
0

(
1

z + N0

Es

)
e−zdz. (3.10)

We can now use (3.10) to calculate spectral efficiency numerically

3.2.2 Numerical Results

The spectral efficiency of MC DS-CDMA is plotted in (3.10) for some values of

processing gain Np against symbol energy to noise ratio Es/N0. The spectral effi-

ciency monotonically increases with Es/N0 as expected. The decrease in spectral

efficiency when Np is increased is because MC DS-CDMA occupies more band-

width when Np is increased, without any increase in the capacity for a single user.

However the benefit of increasing Np, which can not be seen in this analysis, is

that it can then support more concurrent users.
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Figure 3.3: Spectral Efficiency of MC DS-CDMA versus Es/No for some values
of Np.

3.3 Multi-Tone CDMA

The transmitted MT-CDMA signal can be represented during an arbitrary sig-

naling interval as

s(t) =
Nc∑
l=1

bl (t) c (t) ej2πflt, t ∈ [−Tg, NcT ] (3.11)

which is the same as (3.7). The frequency separation between adjacent subcarriers

is however different and is atleast 1
NcT

which is equal to 1
NpTc

.

The transmitted signal is subjected to multipath fading given in (3.2) and the

resultant received signal after removing the cyclic prefix is given as

r(t) =
Nc∑
l=1

L−1∑
i=0

gi bl (t) c (t− iτ) ej2πfl(t−iτ) + η (t) .

The received signal is decoded by the rake receivers after being demodulated.

The receiver decision variable for the first symbol Z1 that was modulating the

first subcarrier can be shown as
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Z1 =

LF−1∑
m=0

1

NcT

NcTˆ

0

g∗mc(t−mτ)e−j2πf1tr(t)dt

where LF is the number of fingers in the rake receiver. The decision variables for

the subsequent symbols that modulate other subcarriers will be similar. In this

thesis we only consider full rake receiver, which assigns a finger to each resolvable

propagation path and hence LF = L.

The decision variable Z1 at the receiver is given as

Z1 =
L−1∑
m=0

1

NcT

NcTˆ

0

g∗mc(t−mτ)e−j2πf1t

(
Nc∑
l=1

L−1∑
i=0

gi bl (t) c (t− iτ) ej2πfl(t−iτ) + η (t)

)
dt.

This decision variable can also be separated into four distinct components,

desired signal (S), self interference of the rake combiner (I1), intercarrier inter-

ference (I2) and noise (N) given as

S = b1 (t)
L−1∑
i=0

|gi|2

I1 = b1 (t)
L−1∑
k=0

g∗k

L−1∑
l=0,l 6=k

gl
1

Np

Np∑
m=1

c [m] c [m+ (m− l) τ ]

I2 =
Nc∑
i=2

bi (t)
L−1∑
k=0

|gk|2
1

NcT

NcTˆ

0

e−j2π(fi−f1)tdt

+
Nc∑
i=2

bi (t)
L−1∑
k=0

g∗k

L−1∑
l=0,l 6=k

gl
1

NcT

NcTˆ

0

c(t)c(t+ (k − l) τ)e−j2π(fi−f1)tdt

N =
L−1∑
i=0

g∗i
1

NcT

NcTˆ

0

c(t)e−j2πf1tη (t) dt.
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Note that in I1 the summation
∑Np

i=1 c [i] c [i+ (i− k) τ ] 6= 0 in general as there

exists non-zero auto-correlation in the spreading signals. However, all terms in

the summation are independent of each other and hence the summation as a whole

can be considered as a Gaussian random variable with zero mean and variance of

Np. I1 can not be considered as a Gaussian because of the correlation that exists

in gi’s but when we condition on the channel gains (gi) I1 becomes a zero mean

Gaussian random variable with conditional variance given as

Var {I1|g0, . . . gL−1} =
Es
NcT

L−1∑
k=0

|gk|2
L−1∑

l=0,l 6=k

|gl|2
1

Np

.

To solve for I2, note that the first term is always zero as the integration is

over a complete cycle i.e.

NcTˆ

0

e−j2π(fi−f1)tdt =
e−j2π(

i−1
NcT

)t

−j2π
(
i−1
NcT

)
∣∣∣∣∣∣
NcT

0

=
e−j2πi − 1

−j2π
(
i−1
NcT

) =
1− 1

−j2π
(
i−1
NcT

) = 0.

The integration in the second term can be divided into a summation of inte-

grals over chip durations i.e.

NcTˆ

0

c (t) c (t+ (k − l) τ) e−j2π(fi−f1)tdt =

Np∑
i=1

c (t) c (t+ (k − l) τ)

iTcˆ

(i−1)Tc

e−j2π(
i−1
NcT

)tdt

the benefit of this division is that the integration on the right can now be solved

easily. Please also note that the limits of summation and integrals are correct as

NcT = NpTc. We now have for I2

I2 =
Nc∑
i=2

bi (t)
L−1∑
k=0

g∗k

L−1∑
l=0,l 6=k

glc(t)c(t+(k − l) τ)e
−j 2πi

Np
(i−1)

e
j π
Np

(i−1) 1

Np

sinc

(
π

Np

(i− 1)

)
.
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The conditional variance of I2 can be calculated as

Var {I2|g0, . . . gL−1} =
Es
NcT

Nc∑
i=2

L−1∑
k=0

|gk|2
L−1∑

l=0,l 6=k

|gl|2
1

Np

sinc2

(
π

Np

(i− 1)

)
.

The variance of I1 and I2 can be combined to give a single expression of

I =
Es
NcT

Nc∑
i=1

L−1∑
k=0

|gk|2
L−1∑

l=0,l 6=k

|gl|2
1

Np

sinc2

(
π

Np

(i− 1)

)

where I = I1 + I2. We can now construct the instantaneous signal to interference

and noise ratio as

SINR =

Es
NcT

(
L−1∑
i=0

|gi|2
)2

Es
NcT

Nc∑
i=1

L−1∑
k=0

|gk|2
L−1∑

l=0,l 6=k

|gl|2 1
Np

sinc2
(

π
Np

(i− 1)
)

+ N0

NcT

L−1∑
i=0

|gi|2
. (3.12)

The spectral efficiency of the MT-CDMA system can now be calculated using

the above instantaneous SINR expression and is analyzed in the next section.

3.3.1 Spectral Efficiency Analysis

The spectral efficiency of the system can now be calculated using (3.12) as

C =
Nc

Nc +Np − 1
E

log2

1 +

(
L−1∑
i=0

|gi|2
)2( Nc∑

i=1

L−1∑
k=0

|gk|2
L−1∑

l=0,l 6=k

|gl|2
1

Np

×sinc2

(
π

Np

(i− 1)

)
+
N0

Es

L−1∑
i=0

|gi|2
)−1

 (3.13)

where the expectation is over g0, g1, . . . , gL−1. The term Nc
Nc+Np−1

appears because

an MT-CDMA signal occupies Nc+Np−1

Nc
times more bandwidth than an unspread

signal. The direct method to solve (3.13) requires L-fold integrations making it
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too complex. To simplify the analysis we apply Jensen inequality to (3.13) and

rearrange terms in the denominator to get

C ≥ Nc

Nc +Np − 1
E

log2

1 +

L−1∑
i=0

|gi|2

L−1∑
i=0

|gi|2
Nc∑
i=1

1
Np

sinc2
(

π
Np

(i− 1)
)
ρ+ N0

Es



(3.14)

where

ρ = E

[∑L−1
k=0

∑L−1
l=0,l 6=k |gk|

2 |gl|2∑L−1
i=0 |gi|

2∑L−1
i=0 |gi|

2

]
which is similar to the orthogonality factor in [40] where solution of the expecta-

tion is also given, which is reproduced here as

ρ = 1−
∞̂

0

{
L−1∑
k=0

ψk (z)
L−1∏

l=0,l 6=k

φl (z)

}
z dz (3.15)

and for Rayleigh fading with uniform delay profile, the integration in (3.15) can

be solved to get [40, eq. (15)]

ρ =
L− 1

L+ 1
.

We can now invoke [35, Lemma 1] to rewrite (3.14) in a more desirable form

as

C ≥ log2 eNc

Nc +Np − 1

ˆ ∞
0

1

z

(
E

[
exp

(
−zχ̂

L−1∑
i=0

|gi|2
)]
− E [exp (−z (1 + χ̂)

×
L−1∑
i=0

|gi|2
)])

exp

(
−zN0

Es

)
dz
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where

χ̂ =
Nc∑
i=1

1

Np

sinc2

(
π

Np

(i− 1)

)
ρ.

Now known results for the MGF of the Gaussian quadratic forms [36, eq. (4a)]

can be applied to obtain the following explicit expression for the lower bound on

the spectral efficiency of the multitone CDMA

C ≥ log2 eNc

Nc +Np − 1

ˆ ∞
0

1

z

(
1

|IL + zχ̂Λ|
− 1

|IL + z (1 + χ̂) Λ|

)
exp

(
−zN0

Es

)
dz

(3.16)

where IL is L×L identity matrix and Λ is L×L correlation matrix where a typical

element is given byΛij = E [|gi| |gj|]. Since all gk’s are i.i.d random variables with

zero mean Λ = 1
L
IL, this simplifies (3.16) into

C ≥ log2 eNc

Nc +Np − 1

ˆ ∞
0

1

z

(
1(

1 + z
L
χ̂
)L − 1(

1 + z
L

(1 + χ̂)
)L
)

exp

(
−zN0

Es

)
dz.

(3.17)

Equation (3.17) is the desired spectral efficiency expression for MT-CDMA in

the presence of multipath fading and noise.

3.3.2 Numerical Results

The spectral efficiency bound in (3.17) is plotted in Fig. 3.4 along with Monte

Carlo simulation of the exact spectral efficiency expression in (3.13). The results

are calculated for Np = 1024 and L = 16. The spectral efficiency monotonically

increases with Es/N0 as expected. The spectral efficiency also increases when the

number of subcarriers (Nc) is increased this is counter intuitive as intercarrier

interference (ICI) increases with Nc and hence spectral efficiency should decrease.

However, on a closer look, with more subcarriers the spectrum is getting better

utilized and this is captured by the factor Nc
Nc+Np−1

, which increases with Nc and

the increase is large enough to counter the decrease due to ICI.
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Figure 3.4: Spectral Efficiency of multitone CDMA versus Es/No for some values
of Nc.

3.4 Chapter Conclusion

In this chapter we found simple expressions for the spectral efficiency of the

three multicarrier schemes. These are new expressions which are not available

in the published literature. In the cases of MC-CDMA and MT-CDMA Jensen

inequality was used to generate lower bounds to simplify the analysis, therefore we

have also shown simulation results for those two schemes to confirm the tightness

of the bound given by our expressions.

Fig. 3.5 shows a comparison of the three schemes against Es/N0 for Np = 8,

Nc = 8 and L = 8. MT-CDMA is the clear winner at most values of Es/N0

except at very high values i.e. Es/N0 > 25dB. This is due to the rake com-

biner in the MT-CDMA receiver which offers diversity combining of independent

time-shifted paths while the diversity combining in MC-CDMA is of correlated

frequency-shifted paths, furthermore, MT-CDMA gives a better spectrum uti-

lization. However, at high values of Es/N0, MT-CDMA becomes an interference

limited system as N0/Es becomes negligible in comparison to the interference

component in (3.14), while in MC-CDMA and MC DS-CDMA there is no source
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Figure 3.5: Spectral Efficiency of MC-CDMA, MC DS-CDMA and MT-CDMA
versus Es/N0.

of interference. MC-CDMA also has higher spectral efficiency than MC DS-

CDMA at all values of Es/N0 as it also offers frequency diversity while MC

DS-CDMA offers no diversity. This result, however, is not a complete picture

and we can not confirm MT-CDMA to be the best among the three schemes as

we still have to see their robustness to carrier frequency offset and asynchronous

interferers.



Chapter 4

Spectral Efficiency Degradation of

Multicarrier CDMA due to

Frequency Offset

A drawback of multicarrier CDMA systems is that they suffer from the inter-

carrier interference (ICI) due to frequency offset. The frequency offset appears

due to the difference in the frequency of the local oscillators in transmitter and

receiver and the Doppler shift in frequency due to the motion of transmitter

and/or receiver. Performance degradation due to the frequency offset has been

extensively studied [41–50], where different methods have been proposed to es-

timate this offset [51–55] and to mitigate its effects [56–59]. In [41, 45–48, 60]

expressions for bit error rate (BER) are calculated and in [44] BER is found with

simulation. In [49, 50] the signal-to-noise (SNR) degradation is calculated while

assuming ideal channel condition.

In most previous performance analyses the ICI is considered to be a purely

Gaussian distributed random variable and uncorrelated with the useful signal

component. However, this Gaussian approximation is not accurate due to the

65
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correlation in fading experienced by the adjacent subcarriers and is known to

over estimates the performance at high SNR values and when the number of sub-

carriers is small [41–43]. Furthermore, the resultant ICI due to the frequency

offset is highly correlated with the useful signal component. This brings math-

ematical complexity in the analysis as the signal to interference and noise ratio

(SINR) becomes a ratio of correlated random variables. Recently, in [41] condi-

tional Gaussian approximation was used for ICI but their focus was on error rates.

In this chapter we analyze the degradation in spectral efficiency due to frequency

offset which to our knowledge has not been analyzed. We base our analysis on

accurate conditional Gaussian approximation for ICI and derive a new simple

expression for spectral efficiency while considering the fading experienced by the

subcarriers to be correlated.

We follow the same model and assumptions as in Chapter 3, the transmitted

signals for MC-CDMA, MC DS-CDMA and MT-CDMA schemes are the same

as given in 2.2, 2.3 and 2.4 respectively. The spectral efficiency of the three

multicarrier CDMA schemes are analyzed in detail in the following sections.

4.1 MC-CDMA

The receiver decision variable for MC-CDMA in AWGN is given as

Z =

Np−1∑
m=0

1

T

T̂

0

G∗m c[m]e−j2πfmt
(

1√
Np

Np−1∑
n=0

Gn b (t) c[n]ej2πfntejφej2π
4
T
t + η (t)

)
dt

(4.1)

where ∆ is the carrier frequency offset normalized to the frequency separation

between adjacent subcarriers, which, in the case of MC-CDMA is one over symbol

duration i.e. 1/T . In (4.1) b (t) is the information bearing signal, c [n] is the nth

component of the spreading signal, Np is the total number of subcarriers, fn is the

frequency of the nth subcarrier and η (t) is the AWGN component. The decision
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variable Z can be separated into three distinct components Z = S + I + N ,

where S is the desired signal component, I is the intercarrier interference (ICI)

component and N is the noise component, these are given respectively as

S = b (t)
1√
Np

Np−1∑
m=0

|Gm|2
1

T

T̂

0

ej2π
4
T
tdt

I = b (t)
1√
Np

Np−1∑
m=0

Np−1∑
n=0,n6=m

c[m]c[n]G∗mGn
1

T

T̂

0

ej2π
(n−m)
T

tej2π
4
T
tdt

N =

Np−1∑
m=0

G∗m c[m]
1

T

T̂

0

e−j2πfmtη (t) dt.

The integrations in the signal and interference components can be easily solved

to give

S =
b (t)√
Np

Np−1∑
m=0

|Gm|2ejπ4sinc (π4)

I =
b (t)√
Np

Np−1∑
m=0

Np−1∑
n=0,n 6=m

c[m]c[n]G∗mGnejπ(n−m+4)sinc (π (n−m+4)) . (4.2)

Note that the ICI component is due to the frequency offset ∆ only and it

can be easily shown that I goes to zero in (4.2) when ∆ = 0. As far as the

statistics of the ICI in (4.2) are concerned note that it is a large sum of correlated

random variables and because of the correlation the central limit theorem can

not be applied hence the assumption of I being a Gaussian random variable can

not be justified. However if we condition on G0, . . . GNp−1 then the central limit

theorem is applicable as c[m] and c[n] are independent random variables. We

therefore approximate Z as a conditional Gaussian random variable, conditioned

on G0, . . . GNp−1 and the conditional mean is
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E
[
Z|G0, . . . , GNp−1

]
=

√
Es
T Np

Np−1∑
m=0

|Gm|2 sinc(π4)

and the conditional variance of Z can be calculated as

Var
[
Z|G0, . . . , GNp−1

]
=

Np−1∑
m=0

Np−1∑
n=0,n6=m

Es
T Np

|Gm|2 |Gn|2 sinc2 (π (n−m+4))

+

Np−1∑
m=0

|Gm|2
N0

T
.

The instantaneous SINR is therefore a random variable given by the ratio

SINR =

Es
T Np

(
sinc(π4)

Np−1∑
m=0

|Gm|2
)2

Np−1∑
m=0

Np−1∑
n=0,n6=m

Es
T Np
|Gm|2 |Gn|2 sinc2 (π (n−m+4)) +

Np−1∑
m=0

|Gm|2 N0

T

which can be simplified into

SINR =

(
Np−1∑
m=0

|Gm|2
)2

Np−1∑
m=0

Np−1∑
n=0,n 6=m

|Gm|2 |Gn|2
(

∆
n−m+∆

)2
+ N0

Es
Np

(
π4

sin(π4)

)2
Np−1∑
m=0

|Gm|2
. (4.3)

The spectral efficiency of the system depends on the SINR in (4.3) and is

analyzed in the next section.
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4.1.1 Spectral Efficiency Analysis

The spectral efficiency can be evaluated by using (4.3) and the well known Shan-

non’s capacity expression as

C =
1

Np

E

log2

1 +

(
Np−1∑
m=0

|Gm|2
)2(Np−1∑

m=0

Np−1∑
n=0,n6=m

|Gm|2 |Gn|2
(

∆

n−m+ ∆

)2

+
N0Np

Es

(
π4

sin (π4)

)2
(
Np−1∑
m=0

|Gm|2
))−1

 . (4.4)

The direct method to solve (4.4) would require Np-fold integrations making

it too complex. In [41, eq. (25)] the pdf of multiple access interference and

ICI from a single transmitter is derived which requires 2Np summations of 2Np

multiplications of binomial coefficients but subcarrier channel dependence was

not considered which would make it even more complex. Gaussian approximation

of the interference in the denominator, though incorrect due to the correlation

between the numerator and the denominator would still require finding pdf of

the sum
∑Np−1

m=0 |Gm|2. Furthermore the summation
∑Np−1

m=0 |Gm|2 can not be

considered as chi square distributed because of the correlation that exists between

Gm’s.

We derive a new tight lower bound for the average in (4.4). Let

χ =

Np−1∑
m=0

Np−1∑
n=0,n 6=m

|Gm|2∑Np−1
m=0 |Gm|2

|Gn|2∑Np−1
m=0 |Gm|2

(
∆

n−m+∆

)2
.

Then (4.4) can be rewritten as

C =
1

Np

E

log2

1 +

Np−1∑
m=0

|Gm|2

χ

Np−1∑
m=0

|Gm|2 + N0Np
Es

(
π4

sin(π4)

)2



 .
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Now, Jensen inequality asserts that

C ≥ 1

Np

E

log2

1 +

Np−1∑
m=0

|Gm|2

χ̂

Np−1∑
m=0

|Gm|2 + N0Np
Es

(
π4

sin(π4)

)2



 (4.5)

where χ̂ = E
[
χ|
∑Np−1

m=0 |Gm|2
]
.

As far as the statistics of χ̂ are concerned, note firstly that when σ = 0

then χ̂ is independent of the sum
∑Np−1

m=0 |Gm|2. Furthermore, it can also be

verified (by the using [61, The. 1.5.6]) that when σ � 1 then the random vec-

tor
{

G0∑Np−1
m=0 |Gm|2

, G1∑Np−1
m=0 |Gm|2

, . . . ,
GNp−1∑Np−1
m=0 |Gm|2

}
becomes independent of the sum∑Np−1

m=0 |Gm|2 and hence χ̂ = E
[
χ|
∑Np−1

m=0 |Gm|2
]

= E [χ] (independently of the

sum
∑Np−1

m=0 |Gm|2). Therefore we conjecture that only marginal errors might

be introduced if we replace the conditional average E
[
χ|
∑Np−1

m=0 |Gm|2
]
by the

unconditional average E [χ] in (4.5).

We now find expression for the unconditional average E [χ]. Let

ζ = E

[
|Gm|2∑Np−1

m=0 |Gm|2
|Gn|2∑Np−1

m=0 |Gm|2

]
(4.6)

which can be simplified by first considering the well known mathematical identity

1

yc
=

∞̂

0

xc−1

Γ (c)
exp (−yx) dx, ∀y, c > 0

using c = 2 and y =
∑Np−1

l=0 |Gm|2 we get

ζ = E

|Gm|2 |Gn|2
∞̂

0

exp

(
−x

Np−1∑
l=0

|Gl|2
)
x dx

 .
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Let

φ
(
x1, x2, . . . , xNp

)
= E

[
exp

(
−

Np∑
m=1

xm|Gm|2
)]

then

ζ =

∞̂

0

∂

∂xm

∂

∂xn
φ
(
x1, x2, . . . , xNp

)
x dx (4.7)

from [36, eq. (4a)] for the MGF of the Gaussian quadratic forms we know that

φ
(
x1, x2, . . . , xNp

)
=

1∣∣INp + diag
(
x1, x2, . . . , xNp

)
Λ
∣∣

where INp is the Np × Np identity matrix and Λ is Np × Np correlation matrix

where a typical element is given by Λij = E
[
GiG

∗
j

]
. We now have to find its

partial derivatives. The first partial derivative is given as [62, eq. (29)]

∂

∂xn
φ
(
x1, x2, . . . , xNp

)
=
−
∣∣diag (1, . . . , 0n, . . . , 1) + diag

(
x1, . . . , 1n, . . . , xNp

)
Λ
∣∣∣∣INp + diag

(
x1, x2, . . . , xNp

)
Λ
∣∣2 .

(4.8)

The second partial derivative of (4.8) can similarly be found and is given as

∂
∂xm

∂
∂xn

φ
(
x1, x2, . . . , xNp

)
=

(
2|diag(1,...,0n,...,1)+diag(x1,...,1n,...,xNp)Λ|

|INp+diag(x1,x2,...,xNp)Λ|3
)

×
∣∣diag (1, . . . , 0m, . . . , 1) + diag

(
x1, . . . , 1m, . . . , xNp

)
Λ
∣∣

−|diag(1,...,0m,...,0n,...,1)+diag(x1,...,1m,...,1m,...,xNp)Λ|
|INp+diag(x1,x2,...,xNp)Λ|2 .

(4.9)

Using (4.9) and (4.7) we can find the value of ζ and hence an exact expres-

sion for χ̂ =

Np−1∑
m=0

Np−1∑
n=0,n6=m

ζ
(

∆
n−m+∆

)2 can be found. However, our numerical

results suggest that only marginal errors might be introduced when the following
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approximate expression is used instead for reduced computational complexity

χ̂ =
1

N2
p

Np−1∑
m=0

Np−1∑
n=0,n6=m

(
∆

n−m+ ∆

)2

. (4.10)

We now find an expression for the spectral efficiency using lemma 1 in [35] we

can write (4.5) as

C ≥ log2 e

Np

ˆ ∞
0

1

z

(
E

[
exp

(
−zχ̂

Np−1∑
m=0

|Gm|2
)]
− E [exp (−z (1 + χ̂)

×
Np−1∑
m=0

|Gm|2
)])

exp

(
−zN0Np (π4)2

Es sin2(π4)

)
dz (4.11)

where the Gaussian quadratic forms
∑Np−1

m=0 |Gm|2 appear only in the exponent.

Therefore, known results for the MGF of the Gaussian quadratic forms [36, eq.

(4a)] can be applied to obtain the following explicit expression for the lower bound

on the spectral efficiency of the multicarrier CDMA in the presence of frequency

offset

C ≥ log2 e

Np

ˆ ∞
0

1

z

(
1

|INp + zχ̂ (4) Λ|
− 1

|INp + z (1 + χ̂ (∆)) Λ|

)
× exp

(
−zN0Np

Es

(
π4

sin(π4)

)2
)

dz (4.12)

where INp is the Np × Np identity matrix and Λ is Np × Np correlation matrix

where a typical element is given by Λij = E
[
GiG

∗
j

]
. Equation (4.12) is the

desired expression for the spectral efficiency with frequency offset. Please note

that (4.12) requires a single integration as compared to Np+1 integrations in the

direct method.
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Figure 4.1: Degradation in spectral efficiency due to frequency offset for 8 and
16 subcarriers

4.1.2 Numerical Results

In this section we present some numerical and simulation results which show the

tightness of the spectral efficiency bound. In Fig. 4.1 spectral efficiency using

(4.12) is plotted against frequency offset (∆), the simulation result was generated

using (4.4) with 105 iterations and the lower bound approximation result was

generated using (4.10) in (4.12). We used Es/N0 of 10dB and the results are

shown for 8 and 16 number of subcarriers (Np). A 312.5 kHz frequency separation

(1/T ) between neighboring subcarriers (IEEE 802.11a [37]) and channel delay

spread (α) of 0.1µs is used. It can be clearly seen that our analysis provides a

tight lower bound and the approximation using (4.10) follows the analysis and

simulation very closely. Fig. 4.2 shows that the degradation in spectral efficiency

is small for ∆ < 0.1 but sharply increases at higher values meaning small values

of frequency offset do not degrade performance.

In Fig. 4.3 spectral efficiency versus Es/N0 calculated with our analysis is
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Figure 4.2: Spectral efficiency versus frequency offset (∆) for some number of
subcarriers

compared against those obtained with approximation and simulation. Our anal-

ysis results are very close to the simulation results again showing the tightness

of the bound, the approximation results are also very close and show small de-

viation at higher values of Es/N0. In Fig. 4.4 spectral efficiency curves versus

Es/N0 are drawn for different values of the frequency offset (∆), the spectral ef-

ficiency increases with Es/N0 as expected and the decrease in spectral efficiency

with increasing frequency offset is also evident. Furthermore it can be observed

that the difference between spectral efficiency at different frequency offset values

increases with increasing Es/N0 meaning the spectral efficiency is more sensitive

to frequency offset at higher SNR than at lower SNR.

Fig. 4.5 shows the degradation in spectral efficiency against normalized delay

spread (σ). Larger values of σ result in smaller coherence bandwidth and hence

lower correlation between subcarriers, resulting in better spectral efficiency. This
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Figure 4.3: Spectral Efficiency versus Es/N0 for frequency offsets (∆) of 0, 0.2
and 0.4
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Figure 4.4: Spectral Efficiency versus Es/N0 for some frequency offsets (∆)
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Figure 4.5: Spectral efficiency versus normalized delay spread (σ) for ∆ = 0.3.

is because the correlation between subcarriers reduces the diversity gain. The

correlation between subcarriers decays faster when the normalized delay spread

is increased, as shown in Fig. 4.6.
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Figure 4.6: Magnitude of the cross-correlation between first subcarrier and other
subcarriers for some values of normalized delay spread

4.2 Multi-Carrier DS-CDMA

In MC DS-CDMA the data stream is first serial to parallel converted before

transmission, hence Nc number of symbols are received in parallel. We only

analyze the first symbol which is transmitted over the first subcarrier, the analysis

for other symbols is similar and is not required for spectral efficiency.

The receiver decision variable of MC DS-CDMA for the first symbol is given

as

Z1 =
1

NcT

NcTˆ

0

G∗1c (t) e−j2πf1t

(
Nc∑
l=1

Glbl (t) c (t) ej2π(fl+∆f)tejφdt+ η (t)

)

where ∆f is the frequency offset. Let ∆ = ∆f Nc
Np
T where ∆ is the frequency

offset normalized to the frequency separation between adjacent subcarriers, the

frequency separation between adjacent subcarriers is given as Np
NcT

. The decision

variable Z1 can be separated into three distinct components Z1 = S + I + N ,
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where S is the desired signal component, I is the ICI component and N is the

noise component, these are given respectively as

S = |G1|2 b1 (t)
1

NcT

NcTˆ

0

ej2π
∆Np
NcT

tdt

I =
1

NcT
G∗1

Nc∑
l=2

Glbl (t) ejφ
NcTˆ

0

ej2π(fl−f1)tej2π
∆Np
NcT

tdt

N =
1

NcT
G∗1c (t)

NcTˆ

0

e−j2πf1tη (t) dt.

The integrations in the signal and interference components can be easily solved

to give

S = |G1|2 b1 (t) ejπNp∆sinc (πNp∆)

I = G∗1

Nc∑
l=2

Glbl (t) ejφejπNp(l−1+∆)sinc (πNp (l − 1 + ∆)) .

Note that the interference component is due to the frequency offset ∆ only

and it can be easily shown that I goes to zero when ∆ = 0. We approximate Z1

as a conditional Gaussian random variable, conditioned on G0, . . . GNp−1 and the

conditional mean is

E
[
Z1|G0, . . . , GNp−1

]
= |G1|2

√
Es
NcT

sinc (πNp∆) . (4.13)

The conditional variance of Z1 can be calculated as

Var
[
Z1|G0, . . . , GNp−1

]
= |G1|2

Es
NcT

Nc∑
l=2

|Gl|2 sinc2 (πNp (l − 1 + ∆))+
1

NcT
|G1|2N0.
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The instantaneous SINR is therefore a random variable given by the ratio

SINR =
|G1|4 Es

NcT
sinc2 (πNp∆)

|G1|2 Es
NcT

Nc∑
l=2

|Gl|2 sinc2 (πNp (l − 1 + ∆)) + 1
NcT
|G1|2N0

(4.14)

which can be simplified into

SINR =
|G1|2

Nc∑
l=2

|Gl|2 ∆2

(l−1+∆)2 + 1
sinc2(πNp∆)

N0

Es

. (4.15)

The spectral efficiency of the system depends on the instantaneous SINR in

(4.15) and can be evaluated by using the well known Shannon’s capacity and is

analyzed in the next section.

4.2.1 Spectral Efficiency Analysis

The spectral efficiency can be found using (4.15) as

C =
1

Np

log2

1 +
|G1|2

Nc∑
l=2

|Gl|2 ∆2

(l−1+∆)2 + 1
sinc2(πNp∆)

N0

Es

 . (4.16)

Classical techniques can not be used to solve (4.16) due to the correlation

between numerator and denominator, however, we can use lemma 1 in [35] to

rewrite (4.16) as

C =
log2 e

Np

ˆ ∞
0

1

z

(
E
[
e

(
−z
∑Nc
l=2 |Gl|

2 ∆2

(l−1+∆)2

)]
− E

[
e

(
−z
∑Nc
l=1 |Gl|

2 ∆2

(l−1+∆)2

)])
× e

− z
sinc2(πNp∆)

N0
Es dz.

We can now apply the known results for the MGF of the Gaussian quadratic
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forms [36, eq. (4a)] to obtain the following explicit expression for the lower

bound on the spectral efficiency of the multicarrier DS-CDMA in the presence of

frequency offset

C =
log2 e

Np

ˆ ∞
0

1

z

(
1

|INc−1 + zΛ1|
− 1

|INc + zΛ2|

)
e
− z

sinc2(πNp∆)
N0
Es dz (4.17)

where INc−1 is (Nc − 1)× (Nc − 1) identity matrix and similarly INc is INc × INc

identity matrix, Λ1 is (Nc − 1) × (Nc − 1) and Λ2 is Nc × Nc correlation matrix

where a typical element is given by Λij = E
[
GiG

∗
j

]
∆2

(i−1+∆)(j−1+∆)
where for Λ1,

(i, j) ∈ [2, Nc] and for Λ2, (i, j) ∈ [1, Nc].

4.2.2 Numerical Results

In this section we present some numerical and simulation results which show the

accuracy of the analysis. In Fig. 4.7 spectral efficiency using (4.17) is plotted

against frequency offset (∆), the simulation result was generated using (4.16)

with 106 iterations. We used 8 number of subcarriers (Nc) and processing gain

(Np) is also 8. A 312.5 kHz frequency separation (1/T ) between neighboring

subcarriers (IEEE 802.11a [37]) and channel delay spread (α) of 0.1µs is used.

The results are shown for Es/N0 of 0, 10, 20 and 30 dB. It can be clearly seen

that our analysis provides a tight lower bound. An important result is that the

spectral efficiency decays to zero much faster than MC-CDMA, in MC-CDMA it

always decays to zero when the normalized frequency offset is 1, however in MC

DS-CDMA it decays to zero when normalized frequency offset approaches 1/Np.

The reason of this sensitivity can easily be seen in (4.14), the instantaneous SINR

goes to zero as ∆ approaches 1/Np due to sinc (πNp∆) in the numerator. In order

to compare the performance at different values of Np, in Fig. 4.8 we plot spectral

efficiency with respect to frequency offset normalized to the symbol rate instead

of frequency separation. This was necessary because the frequency separation
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Figure 4.7: Spectral Efficiency versus ∆ for Es/N0 of 0, 10, 20 and 30 dB.

between adjacent subcarriers changes with Np. As seen in the figure the spectral

efficiency for processing gain (Np) values of 8, 16, 32 and 64 decay to zero at the

same normalized frequency of 1/Nc, where the number of subcarriers (Nc) was

selected as 8. This shows that MC DS-CDMA is much more sensitive to carrier

frequency offset than MC-CDMA and this sensitivity increases with increasing

number of subcarriers, it is because the frequency separation decreases as Nc is

increased.

In Fig. 4.9 spectral efficiency versus Es/N0 curves calculated with our analysis

are compared with those obtained with simulation. Our analysis results are very

close to the simulation results again showing the accuracy of the analysis. The

results are drawn for different values of the frequency offset (∆), the spectral

efficiency increases with Es/N0 as expected and the decrease in spectral efficiency

with increasing frequency offset is also clear.
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Figure 4.8: Spectral Efficiency versus ∆f T for processing gain (Np) values of 8,
16, 32 and 64.
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Figure 4.9: Spectral Efficiency versus Es/N0 for frequency offsets (∆) of 0, 0.1,
0.2 and 0.3.
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4.3 Multi-Tone CDMA

In MT-CDMA, similar to MC DS-CDMA, Nc number of symbols are transmit-

ted in parallel and analyzing the first symbol is sufficient for spectral efficiency

analysis. The receiver decision variable for the first symbol is given as

Z1 =
L−1∑
m=0

1

NcT

NcTˆ

0

g∗mc(t−mτ)e−j2πf1t

(
Nc∑
l=1

L−1∑
i=0

gi bl (t) c (t− iτ) ej2π(fl+∆f)(t−iτ)

+η (t)) dt

where L is the total number of resolvable propagation paths and the number of

fingers in the rake receiver. Let ∆ = ∆f NcT where ∆ is the frequency offset nor-

malized to the frequency separation between adjacent subcarriers, the frequency

separation between adjacent subcarriers is given as 1
NcT

. The decision variable

Z1 can be separated into four distinct components Z = S + I1 + I2 +N , where S

is the desired signal component, I1 is the self interference of the rake receiver, I2

is the ICI component and N is the noise component, these are given respectively

as

S = b1 (t)
L−1∑
i=0

|gi|2
1

NcT

NcTˆ

0

ej2π
∆
NcT

tdt

I1 = b1 (t)
L−1∑
k=0

g∗k

L−1∑
l=0,l 6=k

gl
1

NcT

NcTˆ

0

c(t)c (t− τ) ej2π
∆
NcT

tdt
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I2 =
Nc∑
i=2

bi (t)
L−1∑
k=0

|gk|2
1

NcT

NcTˆ

0

e−j2π
i−1+∆
NcT

tdt+
Nc∑
i=2

bi (t)
L−1∑
k=0

g∗k

L−1∑
l=0,l 6=k

gl
1

NcT

×
NcTˆ

0

c(t)c(t+ (k − l) τ)e−j2π
i−1+∆
NcT

tdt

N =
L−1∑
i=0

g∗i
1

NcT

NcTˆ

0

c(t)e−j2πf1tη (t) dt.

When we condition on g0, . . . , gL−1, Z1 can be considered as a Gaussian ran-

dom variable with conditional mean given as

E [Z1|g0, . . . , gL−1] =

√
Es
NcT

L−1∑
l=0

|gl|2 sinc(π4) (4.18)

and the conditional variance of Z1 can be calculated as

Var [Z1|g0, . . . , gL−1] =
Es

TNcNp

(
Nc∑
k=1

sinc2

(
π (k − 1 +4)

Np

))(L−1∑
l=0

|gl|2

×
L−1∑

m=0,m 6=l

|gm|2
)

+
Es
TNc

(
Nc∑
m=2

sinc2 (π (m− 1 + ∆))

)(
L−1∑
n=0

|gn|2
)2

+
N0

NcT

(
L−1∑
l=0

|gl|2
)

where the first term is due to I1, second due to I2 and third due to N . The

instantaneous SINR is a random variable given by

SINR = sinc2 (π4)

(
L−1∑
l=0

|gl|2
)2 [

1

Np

(
Nc∑
k=1

sinc2

(
π (k − 1 +4)

Np

))(L−1∑
l=0

|gl|2

×
L−1∑

m=0,m6=l

|gm|2
)

+

(
Nc∑
m=2

sinc2 (π (m− 1 + ∆))

)(
L−1∑
n=0

|gn|2
)2

+
N0

Es

(
L−1∑
l=0

|gl|2
)−1

.

(4.19)

The instantaneous SINR in (4.19) can now be used to find the spectral effi-

ciency of the system.
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4.3.1 Spectral Efficiency Analysis

The spectral efficiency of the system depends on the SINR in (4.19) and can be

evaluated by using the well known Shannon’s capacity expression as

C =
Nc

Nc +Np − 1
E

log2

1 + sinc2 (π4)

(
L−1∑
l=0

|gl|2
)2

×

[
1

Np

(
Nc∑
k=1

sinc2

(
π (k − 1 +4)

Np

))(L−1∑
l=0

|gl|2
L−1∑

m=0,m 6=l

|gm|2
)

+

(
Nc∑
m=2

sinc2 (π (m− 1 + ∆))

)(
L−1∑
n=0

|gn|2
)2

+
N0

Es

(
L−1∑
l=0

|gl|2
)−1

. (4.20)

The direct method to solve (4.20) requires L-fold integrations making it too

complex. To simplify the analysis let

ρ (m, l) = E


|gl|2

L−1∑
l=0

|gl|2

|gm|2
L−1∑
m=0

|gm|2


where ρ is similar to ζ in (4.6) and the analysis of ρ is the same as for ζ in section

4.1. Now Jensen inequality asserts that

C ≥ Nc

Nc +Np − 1
E

[
log2

(
1 + sinc2 (π4)

L−1∑
l=0

|gl|2

×

[
L−1∑
l=0

|gl|2
(

1

Np

(
Nc∑
k=1

sinc2

(
π

Np

(k − 1 +4)

)) L−1∑
l=0

L−1∑
m=0,m 6=l

ρ (m, l)

+

(
Nc∑
m=2

sinc2 (π (m− 1 + ∆))

))
+
N0

Es

]−1

. (4.21)
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Let

χ̂ (4) =
1

Np

(
Nc∑
k=1

sinc2

(
π

Np

(k − 1 +4)

)) L−1∑
l=0

L−1∑
m=0,m 6=l

ρ (m, l)

+

(
Nc∑
m=2

sinc2 (π (m− 1 + ∆))

)

where χ̂ (4) is a deterministic value. Now (4.21) can be simplified as

C ≥ Nc

Nc +Np − 1
E

log2

1 +

sinc2 (π∆)
L−1∑
l=0

|gl|2(
L−1∑
l=0

|gl|2
)
χ̂ (4) +

N0

Es



 .

Following similar analysis as in section 4.1 we get for the spectral efficiency

of MT-CDMA

C ≥ Nc log2 e

Nc +Np − 1

ˆ ∞
0

1

z

(
1

|IL + zχ̂ (4) Λ|
− 1

|IL + z (sinc2 (π∆) + χ̂ (4)) Λ|

)
× exp

(
−zN0

Es

)
dz (4.22)

where IL is L× L identity matrix.

4.3.2 Numerical Results

In this section we present some numerical and simulation results which show the

accuracy of the analysis. In Fig. 4.10 spectral efficiency versus Es/N0 calculated

with our analysis is compared against those obtained with simulation. The results

were calculated for Nc = 16, Np = 1024 and L = 16. Our analysis results are

very close to the simulation results showing the accuracy of the analysis. The

results are shown for frequency offset (∆) values of 0, 0.2 and 0.4. The spectral

efficiency increases with Es/N0 as expected and the decrease in spectral efficiency
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Figure 4.10: Spectral Efficiency versus Es/N0 for frequency offsets (∆) of 0, 0.2
and 0.4.

with increasing frequency offset is also clear.

In Fig. 4.11 spectral efficiency using (4.22) is plotted against frequency offset

(∆), the simulation result was generated using (4.20) with 105 iterations. We

used 16 number of subcarriers (Nc), the processing gain (Np) is 1024 and the

rake receiver used 16 fingers. A 312.5 kHz frequency separation (1/T ) between

neighboring subcarriers (IEEE 802.11a [37]) and channel delay spread (α) of 0.1µs

is used. The results are shown for Es/N0 of 0, 10 and 20 dB. It can be clearly

seen that our analysis provides a tight lower bound.

4.4 Chapter Conclusion

We have presented new expressions for the lower bound of spectral efficiency

of MC-CDMA, MC DS-CDMA and MT-CDMA transmission in the presence of

frequency offset. Numerical results show that the bounds are tight and a close

approximation of the spectral efficiency. In the case of MC-CDMA we also present

an approximation to the lower bound that reduces the computational complexity
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Figure 4.11: Spectral Efficiency versus frequency offsets (∆) for Es/N0 of 0dB,
10dB and 20dB.

but still closely follow the exact solution.

In Fig. 4.12 we compare the performance of the three multicarrier schemes

for Np = 8, Nc = 8, L = 8 and for Es/N0 of 10dB. In order to have a fair

comparison of the three multicarrier schemes we plot spectral efficiency with

respect to frequency offset normalized to the symbol time i.e. horizontal axis is

∆f T instead of frequency separation. This was necessary because the frequency

separation between adjacent subcarriers is different for the three schemes. The

results show the advantage of MT-CDMA when there is no offset or when the

offset is small. When the frequency offset increases the spectral efficiency for MC

DS-CDMA and MT-CDMA erodes to zero much faster than MC-CDMA. In fact

the spectral efficiency goes to zero when the offset approaches 1/Nc this is because

of the S/P converter in both MC DS-CDMA and MT-CDMA that reduces the

frequency separation between adjacent subcarriers.
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Figure 4.12: Spectral Efficiency versus normalized frequency offsets (∆f T ) for
the three multicarrier schemes.



Chapter 5

Spectral Efficiency of Multicarrier

CDMA in Uncoordinated Ad-hoc

Network

In an uncoordinated ad-hoc network all nodes are asynchronous to each other i.e.

their symbol start time is random and uncoordinated. Furthermore due to the

lack of central control there is no centralized media access control strategy and all

nodes transmit at will. In such an environment multiple access interference (MAI)

becomes the dominant factor that determines performance. In the literature,

the performance of multicarrier CDMA has usually been investigated under two

assumptions

• The MAI is pure Gaussian [60,63–65] .

• The fading among different subcarriers is independent [66–68].

However, these assumptions are not valid when the number of users is small [69] or

frequency separation among adjacent subcarriers is insufficient [70]. The problem

of correlated fading brings some mathematical complexities which have only been

addressed by a few reports. In [60, 63–65], bit error rate (BER) for maximal

90
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ratio combining (MRC) and in [71] for equal gain combining (EGC) is derived

considering dependent fading, however, Gaussian approximation (GA) is used for

MAI. In [69,70,72] no assumption is made regarding the statistics of MAI, where

[72] assumes independent fading and in [69, 70] numerical calculations require K

summations of residue polynomial where K is the number of interferers. In [73] a

lower bound to BER considering both independent and correlated fading for MRC

and EGC is calculated, however it uses a weaker assumption. To our knowledge

[22] is the only paper that deals with spectral efficiency of MC-CDMA, where it

considers synchronous transmitters which is difficult to achieve practically.

In this chapter, we find simple expressions for the spectral efficiency of asyn-

chronous multicarrier CDMA systems, which to our knowledge have not been

analyzed. We do not assume the MAI to be purely Gaussian; furthermore, the

fading experienced by the subcarriers are considered correlated. We consider

MRC due to its optimality and generality. The complexity of the numerical cal-

culations of our results depend on the number of subcarriers and do not increase

with an increase in the number of interferers.

The carrier frequency offset that we analyzed in Chapter 4 is also considered

in this chapter. The frequency offset of the desired transmitter is considered as

a deterministic value that is to be estimated and the offset of the interferers is

taken as a random quantity that varies with the interferer. We follow the same

model and assumptions as in Chapter 3, the transmitted signals for MC-CDMA,

MC DS-CDMA and MT-CDMA schemes are the same as given in 2.2, 2.3 and

2.4 respectively. The spectral efficiency of the three multicarrier CDMA schemes

are analyzed in detail in the following sections.
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5.1 MC-CDMA

We consider the receiver of interest to be surrounded by K similar nodes, uni-

formly distributed in a large area. The received signal r(t) at the receiver of

interest, after removing the cyclic prefix, is given as

r(t) =
K∑
k=1

1√
Np

Np−1∑
n=0

Gn,k bk (t) ck [n] ej2πfn,ktej2π
4k
T
t + η (t)

where ∆k is the carrier frequency offset of the kth transmitter, bk (t) is the infor-

mation bearing signal, ck [n] is the nth component of the spreading signal, Np is

the total number of subcarriers, fn,k is the frequency of the nth subcarrier, Gn,k

is the channel transfer function of the nth subcarrier of the kth transmitter and

η (t) is the AWGN component.

The received signal is decoded by a conventional correlation receiver with

MRC. Let Z represent the receiver decision variable and let k = 1 represent the

desired transmitter, then

Z =

Np−1∑
m=0

1

T

T̂

0

G∗m,1 c1 [m] e−j2πfm,1t r (t) dt

where G∗m,1 is the complex conjugate of the channel transfer function of the mth

subcarrier. The decision variable Z can be separated into four distinct compo-

nents Z = S + I1 + I2 + N , where S is the desired signal component, I1 is the

MAI component, I2 is the ICI component and N is the noise component, these

are given respectively as

S = b1 (t)
1√
Np

Np−1∑
m=0

1

T

T̂

0

|Gm,1|2 ej2π
41
T
tdt
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I1 =

Np−1∑
m=0

T̂

0

G∗m,1c1 [m] e−j2πfm,1t
K∑
k=2

1√
Np

Np−1∑
n=0

Gn,kbk (t) ck [n] ej2πfn,ktej2π
4k
T
tdt

(5.1)

I2 = b1 (t)
1√
Np

Np−1∑
m=0

Np−1∑
n=0,n6=m

c1 [m] c1 [n]
1

T

T̂

0

G∗m,1Gn,1 ej2π(n−m
T

)tej2π
41
T
tdt (5.2)

N =

Np−1∑
m=0

G∗m,1 c1 [m]
1

T

T̂

0

e−j2πfm,1tη (t) dt.

Note that the ICI component is due to the frequency offset ∆1 only and it

can be easily verified that I goes to zero in (5.2) when ∆1 = 0, where ∆1 is

the frequency offset of the desired transmitter with the receiver, it is a deter-

ministic quantity that can be estimated. For simplicity we replace ∆1 with just

∆ in the rest of the chapter. As far as the statistics of MAI in (5.1) and ICI

in (5.2) are concerned, note that they are large sums of correlated random vari-

ables and because of the correlation the central limit theorem can not be applied

hence the assumption of I1 and I2 being Gaussian random variables can not be

justified. However if we condition on G0,1, . . . GNp−1,1, . . . , G0,K , . . . GNp−1,K then

the central limit theorem is applicable as c1 [m] and ck [n] are independent ran-

dom variables. We therefore approximate Z as a conditional Gaussian random

variable, conditioned on G0,1, . . . GNp−1,K . The conditional mean is

E
[
Z|G0,1, . . . GNp−1,K

]
=

√
Es
TNp

Np−1∑
m=0

|Gm,1|2sinc (π4)
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and the conditional variance of Z can be calculated as

Var
[
Z|G0,1, . . . GNp−1,K

]
=

Es
TNp

K∑
k=2

Np−1∑
m=0

Np−1∑
n=0

|Gm,1|2|Gn,k|2

× 1− sinc (2π (m− n+ ∆k))

(π (m− n+ ∆k))
2 +

Es
TNp

Np−1∑
m=0

Np−1∑
n=0,n6=m

|Gm,1|2 |Gn,1|2

× sinc2 (π (m− n+ ∆)) +

Np−1∑
m=0

|Gm,1|2
N0

T
.

The instantaneous SINR is therefore a random variable given by the ratio

SINR =

(
Np−1∑
m=0

|Gm,1|2
)2 [

K∑
k=2

Np−1∑
m=0

Np−1∑
n=0

|Gm,1|2 |Gn,k|2 ρm,n,k

+

Np−1∑
m=0

Np−1∑
n=0,n6=m

|Gm,1|2 |Gn,1|2 ρm,n +

Np−1∑
m=0

|Gm,1|2
N0

Essinc2 (π4)

]−1

(5.3)

where ρm,n,k = 1−sinc(2π(m−n+∆k))

(π(m−n+∆k))2sinc2(π4)
and ρm,n =

(
∆

n−m+∆

)2.

The instantaneous signal to interference and noise ratio in (5.3) can now be

used to analyze the spectral efficiency.

5.1.1 Spectral Efficiency Analysis

The spectral efficiency of the system is given as

C =
K

Np

E [log2 (1 + SINR)] (5.4)

where the random variable SINR is given in (5.3) which itself consists of Np×K

random variables G0,1, . . . GNp−1,1, . . . , G0,K , . . . GNp−1,K .

The direct method to solve (5.4) requires Np × K−fold integrations making

it too complex. Gaussian approximation of the interference in the denominator
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in (5.3), though incorrect due to the correlation between the numerator and the

denominator would still require finding K pdf’s of the summations
∑Np−1

m=0 |Gm,k|2

where k ∈ [1, K]. Furthermore the summations
∑Np−1

m=0 |Gm,k|2 can not be con-

sidered as chi square distributed because of the correlation that exists between

Gm,k’s.

We now find an accurate and simpler solution to (5.4). Let

χn,k =

Np−1∑
m=0

|Gm,1|2∑Np−1
m=0 |Gm,1|2

ρm,n,k

χ =

Np−1∑
m=0

Np−1∑
n=0,n 6=m

|Gm,1|2∑Np−1
m=0 |Gm,1|2

|Gn,1|2∑Np−1
m=0 |Gm,1|2

ρm,n. (5.5)

Then (5.4) can be rewritten as

C =
K

Np

E

log2

1 +

Np−1∑
m=0

|Gm,1|2

K∑
k=2

Np−1∑
n=0

|Gn,k|2 χn,k + χ

Np−1∑
m=0

|Gm,1|2 + N0

Essinc2(π4)



 .
(5.6)

Now, Jensen inequality asserts that

C ≥ K

Np

E

log2

1 +

Np−1∑
m=0

|Gm,1|2

K∑
k=2

Np−1∑
n=0

|Gn,k|2 χ̂n,k + χ̂

Np−1∑
m=0

|Gm,1|2 + N0

Essinc2(π4)



 (5.7)

where the differences between (5.7) and (5.6) besides the inequality are χ̂n,k

instead of χn,k and χ̂ instead of χ, where χ̂n,k = E
[
χn,k|

∑Np−1
m=0 |Gm,1|2

]
and

χ̂ = E
[
χ|
∑Np−1

m=0 |Gm,1|2
]
.

As far as the statistics of χ̂n,k and χ̂ are concerned, note firstly that when

σ = 0 then χ̂n,k and χ̂ are independent of the sum
∑Np−1

m=0 |Gm|2. Furthermore, it
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can also be verified (by the using [61, The. 1.5.6]) that when σ � 1 then the ran-

dom vector
{

G0,1∑Np−1
m=0 |Gm,1|2

, G1,1∑Np−1
m=0 |Gm,1|2

, . . . ,
GNp−1,1∑Np−1
m=0 |Gm,1|2

}
becomes independent

of the sum
∑Np−1

m=0 |Gm,1|2, and hence E
[
χn,k|

∑Np−1
m=0 |Gm,1|2

]
= E [χn,k] (inde-

pendently of the sum
∑Np−1

m=0 |Gm,1|2) and similarly E
[
χ|
∑Np−1

m=0 |Gm,1|2
]

= E [χ].

Therefore we conjecture that only marginal errors might by introduced if we re-

place the conditional averages E
[
χn,k|

∑Np−1
m=0 |Gm|2

]
and E

[
χ|
∑Np−1

m=0 |Gm|2
]
by

the unconditional averages E [χn,k] and E [χ] in (5.7).

The expectation in E [χk,n] =

Np−1∑
m=0

E
[

|Gm,1|2∑Np−1
m=0 |Gm,1|

2
ρk,m,n

]
can be simplified by

considering the well known mathematical identity

1

yc
=

∞̂

0

zc−1

Γ (c)
exp (−yz) dz, ∀y, c > 0 (5.8)

using c = 1 and y =
∑Np−1

m=0 |Gm,1|2 we get

E

[
|Gm,1|2∑Np−1

m=0 |Gm,1|2
ρk,m,n

]
= E

|Gm,1|2 ρk,m,n

∞̂

0

exp

(
−z

Np−1∑
m=0

|Gm,1|2
)

dz

 .
Let

φ
(
z1, z2, . . . , zNp

)
= E

[
exp

(
−

Np−1∑
m=0

zm|Gm,1|2
)]

then

E

[
|Gm,1|2 exp

(
−

Np−1∑
m=0

zm|Gm,1|2
)]

= − ∂

∂zm
φ
(
z1, z2, . . . , zNp

)
from [36, eq. (4a)] for the MGF of the Gaussian quadratic forms we know that

φ
(
x1, x2, . . . , xNp

)
=

1∣∣INp + diag
(
x1, x2, . . . , xNp

)
Λ
∣∣

where INp is the Np × Np identity matrix and Λ is Np × Np correlation matrix
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where a typical element is given by Λij = E
[
Gi,1G

∗
j,1

]
. We have to find its partial

derivative which is given as [62, eq. (29)]

∂

∂xm
φ
(
x1, x2, . . . , xNp

)
= − |diag (1, 1, . . . , 0m, . . . , 1)

+diag
(
x1, x2, . . . , 1m, . . . , xNp

)
Λ
∣∣ ∣∣INp + diag

(
x1, x2, . . . , xNp

)
Λ
∣∣−2

. (5.9)

This gives us

E [χk,n] =

Np−1∑
m=0

E [ρk,m,n]

∞̂

0

|diag (1, 1, . . . , 0m, . . . , 1)

+diag
(
z1, z2, . . . , 1m, . . . , zNp

)
Λ
∣∣ ∣∣INp + diag

(
z1, z2, . . . , zNp

)
Λ
∣∣−2

dz.

The derivation of E [χ] follows similarly, where using c = 2 and y =
∑Np−1

m=0 |Gm,1|2

in (5.8) we get

E

[
|Gm,1|2∑Np−1

m=0 |Gm,1|2
|Gn,1|2∑Np−1

m=0 |Gm,1|2
ρm,n

]
= ρm,nE

[
|Gm,1|2 |Gn,1|2

×
∞̂

0

exp

(
−z

Np−1∑
m=0

|Gm,1|2
)
z dz

 (5.10)

where ρm,n is a deterministic value and hence comes out of the expectation. Now

E

[
|Gm,1|2 |Gn,1|2 exp

(
−

Np−1∑
m=0

zm |Gm,1|2
)]

=
∂

∂zn

∂

∂zm
φ
(
z1, z2, . . . , zNp

)
.

(5.11)

We already know the first partial derivative of φ
(
z1, z2, . . . , zNp

)
, the second
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partial derivative can similarly be found and is given as

∂
∂xn

∂
∂xm

φ
(
x1, x2, . . . , xNp

)
=

2|diag(1,...,0m,...,1)+diag(x1,...,1m,...,xNp)Λ|
|INp+diag(x1,x2,...,xNp)Λ|3

×
∣∣diag (1, . . . , 0n, . . . , 1) + diag

(
x1, . . . , 1n, . . . , xNp

)
Λ
∣∣

− |diag(1,...,0m,...,0n,...,1)+diag(x1,...,1m,...,1m,...,xNp)Λ|
|INp+diag(x1,x2,...,xNp)Λ|2 . (5.12)

Using (5.10), (5.11) and (5.12) exact unified expressions forE [χ] can be found.

Our numerical results suggest that only marginal errors might be introduced

when the following approximate expressions are used instead for reduced compu-

tational complexity

χ̂n,k =
1

Np

Np−1∑
m=0

ρ̂m,n,k (5.13)

χ̂ =
1

N2
p

Np−1∑
m=0

Np−1∑
n=0,n 6=m

ρm,n (5.14)

where ρm,n is a deterministic value to be estimated and ρ̂m,n,k = E [ρm,n,k] =

E
[

1−sinc(2π(m−n+∆k))

(π(m−n+∆k))2sinc2(π4)

]
, where the expectation is over ∆k which represents the

normalized frequency offset of the k’th interferer’s local oscillator with that of

the receiver . For the sake of simplicity we take it as a zero mean normal random

variable with a small variance.

As far as the evaluation of the average in (5.7) is concerned, we can invoke [35,

Lemma 1] to rewrite (5.7) in a more desirable form

C ≥ K

Np

log2 e

ˆ ∞
0

1

z

(
E

[
exp

(
−z

(
K∑
k=2

Np−1∑
n=0

|Gn,k|2 χ̂n,k + χ̂

Np−1∑
m=0

|Gm,1|2
))]

−E

[
exp

(
−z

(
K∑
k=2

Np−1∑
n=0

|Gn,k|2 χ̂n,k + (1 + χ̂)

Np−1∑
m=0

|Gm,1|2
))])

e
− zN0
Essinc2(π4) dz
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where the Gaussian quadratic forms
∑Np−1

m=0 |Gm,k|2 appear only in the expo-

nent. Therefore, known results for the moment generating function (MGF) of

the Gaussian quadratic forms [36, eq. (4a)] can be applied to obtain the fol-

lowing explicit expression for the lower bound on the spectral efficiency of the

multicarrier CDMA in the presence of frequency offset

C ≥ K

Np

log2 e

ˆ ∞
0

1

z

(
1

|INp + zΛ̃|

)K−1(
1

|INp + zχ̂Λ|
− 1

|INp + z (1 + χ̂) Λ|

)
× e

− zN0
Essinc2(π4) dz. (5.15)

Here, |.| represents determinant of a matrix, INp is the Np × Np identity

matrix, whereas Λ is Np×Np correlation matrix where a typical element is given

as Λij = E
[
Gi,1G

∗
j,1

]
, Λ̃ is also a Np×Np matrix where a typical element is given

as Λ̃i,j = E
[
Gi,kG

∗
j,k

√
χ̂i,kχ̂j,k

]
.

Equation (5.15) is the desired expression for the spectral efficiency with fre-

quency offset. Please note that (5.15) requires a single integration as compared

to Np ×K integrations in the direct method.

5.1.2 Numerical Results

In this section we present some numerical and simulation results which show the

tightness of the spectral efficiency bound. In Fig. 5.1 spectral efficiency using

(5.15) is plotted against frequency offset (∆), the simulation result was generated

using (5.4) with 106 iterations and the approximation result was generated using

(5.13) and (5.14) instead of the exact values of χ̂n,k and χ̂. We used Es/N0 of 10dB

and the results are shown for 8, 16 and 32 number of subcarriers (Np) for a fully

loaded system i.e. total number of interferers (K) is equal to Np. A 312.5 kHz

frequency separation (1/T ) between neighboring subcarriers (IEEE 802.11a [37])

and channel delay spread (α) of 0.1µs is used. It can be clearly seen that our
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Table 5.1: Comparison of simulation, analysis and approximation results

∆ 0.01 0.02 0.05 0.1 0.2 0.5 1.0
Simulation 1.0137 1.0126 1.0083 0.9897 0.9176 0.4960 0
Analysis 1.0128 1.0120 1.0069 0.9885 0.9169 0.4948 0

Approximation 1.0111 1.0104 1.0053 0.9873 0.9169 0.4994 0
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Figure 5.1: Degradation in spectral efficiency due to frequency offset for 8, 16
and 32 subcarriers.

analysis provides a tight lower bound and the approximation follows the analysis

and simulation very closely. Numerical values of the analysis, approximation and

simulation results are also shown in table 5.1 for Np of 16, the results clearly show

the tightness of the lower bound found by our analysis.

Fig. 5.1 also shows that the degradation in spectral efficiency is small for

∆ < 0.1 but sharply increases at higher values meaning small values of frequency

offset do not degrade performance.

In Fig. 5.2 spectral efficiency versus Es/N0 calculated with our analysis is
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Figure 5.2: Spectral Efficiency versus Es/N0 for frequency offsets (∆) of 0, 0.1
and 0.2.

compared against simulation. The analysis results are very close to the simu-

lation results again showing the tightness of the bound. The spectral efficiency

curves are drawn for frequency offset (∆) values of 0, 0.1 and 0.2, the spectral

efficiency increases with Es/N0 as expected and the decrease in spectral efficiency

with increasing frequency offset is also evident. Note that the spectral efficiency

increases sharply in the range of -10dB to 10dB while there is a marginal increase

after 10dB.

Fig. 5.3 shows the degradation in spectral efficiency against normalized delay

spread (σ) for ∆ = 0.2, Es/N0 = 10dB, Np = 16 and K = 16. Larger values

of σ result in smaller coherence bandwidth and hence lower correlation between

subcarriers, resulting in better spectral efficiency. This is because the correlation

between subcarriers decay faster when the normalized delay spread is increased,

as given in (3.3). Higher correlation between subcarriers reduces the diversity
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Figure 5.3: Spectral efficiency versus normalized delay spread (σ) for ∆ = 0.2.

gain and hence spectral efficiency, the diversity gain and spectral efficiency are

maximized when there is no correlation between subcarriers (σ � 1) and vice

versa. Fig. 5.4 also compares the spectral efficiency for fully correlated (σ ≈

0) and uncorrelated subcarrier fading (σ � 1). There is a marked difference

between the two curves, which also confirms that uncorrelated subcarrier fading

assumption over estimates performance and hence correlated subcarrier fading

models should be used for performance analysis.

Fig. 5.5 shows the spectral efficiency versus total number of interferers (K) for

64 number of subcarriers. The maximum value for K is also 64 which represents a

fully loaded system. The spectral efficiency monotonically increases as the system

goes from being partially loaded to fully loaded.
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Figure 5.4: Spectral efficiency versus Es/N0 for frequency offsets (∆) of 0 and
0.3.
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Figure 5.5: Spectral efficiency versus total number of interferers (K) for some
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CHAPTER 5. MULTI-CARRIER CDMA IN AD-HOC NETWORK 104

5.2 Multi-Carrier DS-CDMA

The MC DS-CDMA transmitted signal representation for the K transmitters is

same as given in (3.7), the received signal is different as now it also contains the

interference component from other transmitters. It is given as

r(t) =
K∑
k=1

Nc∑
l=1

Gl,k bl,k (t) ck (t) ej2π(fl,k+∆fk)t + η (t) .

Let k = 1 represent the desired transmitter, the decision variable for the first

symbol which is transmitted on the first subcarrier becomes

Z1 =
1

NcT

NcTˆ

0

G∗1,1c1 (t) e−j2πf1,1t

(
K∑
k=1

Nc∑
l=1

Gl,k bl,k (t) ck (t) ej2π(fl,k+∆fk)t + η (t)

)
.

(5.16)

The decision variable can be divided into four parts i.e. Z1 = S + I1 +

I2 +N , which are respectively desired signal, interference from other subcarriers

of the desired transmitter, interference from other transmitters (interferers) and

noise. The desired signal (S), interference from other subcarriers of the desired

transmitter (I1) and noise (N) are the same as in the section 4.2 and reproduced

below

S = |G1,1|2 b1,1 (t)
1

NcT

NcTˆ

0

ej2π∆ftdt

I1 =
1

NcT
G∗1,1
√
s
Nc∑
l=2

Glble
jφ

NcTˆ

0

ej2π(fl−f1+∆f)tdt

N =
1

NcT
G∗1,1c

NcTˆ

0

e−j2πf1tη (t) dt.
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The interference from the K − 1 interferers can be found using (5.16) as

I2 =
1

NcT

NcTˆ

0

G∗1,1c1 (t) e−j2πf1,1t

K∑
k=2

Nc∑
l=1

Gl,k bl,k (t) ck (t) ej2π(fl,k+∆fk)tdt. (5.17)

Similar to the analyses in Chapter 4 and section 5.1, when we condition

on
{{
G0,1, . . . , GNp−1,1

}
,
{
G0,2, . . . , GNp−1,2

}
, . . . ,

{
G0,K , . . . , GNp−1,K

}}
and ∆k,

the decision variable becomes a zero mean Gaussian random variable. The con-

ditional mean during a signaling interval is not zero and is same as in (4.13) and

given below

E
[
Z|G0,1, . . . , GNp−1,K ,∆k

]
= |G1,1|2

√
Es
NcT

sinc (πNp∆) . (5.18)

The conditional variance has three components, the contribution from I1 and

N are the same as in section (4.2), the contribution from I2 can be found from

(5.17) as

Var
[
I2|G0,1, . . . , GNp−1,K ,∆k

]
= |G1,1|2

K∑
k=2

Nc∑
l=1

|Gl,k|2
(
Es
NcT

)(
1

π (l − 1 + ∆k)Np

)2

(1− sinc (2π (l − 1 + ∆k)Np)) . (5.19)

The instantaneous SINR can now be constructed as
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SINR =
Es
NcT

|G1,1|4 sinc2 (πNp∆)

[
|G1,1|2

Es
NcT

Nc∑
l=2

|Gl,1|2 sinc2 (πNp (l − 1 + ∆))

+|G1,1|2
K∑
k=2

Nc∑
l=1

|Gl,k|2
(
Es
NcT

)(
1

π (l − 1 + ∆k)Np

)2

(1− sinc (2π (l − 1 + ∆k)Np))

+
1

NcT
|G1,1|2N0

]−1

. (5.20)

The spectral efficiency using (5.20) is analyzed in the next section.

5.2.1 Spectral Efficiency Analysis

The spectral efficiency using Shannon’s capacity theorem and (5.20) can be found

as

C =
K

Np

E

[
log2

(
1 +

Es
NcT

|G1,1|4 sinc2 (πNp∆)

[
|G1,1|2

Es
NcT

Nc∑
l=2

|Gl,1|2

× sinc2 (πNp (l − 1 + ∆)) + |G1,1|2
K∑
k=2

Nc∑
l=1

|Gl,k|2
(
Es
NcT

)(
1

π (l − 1 + ∆k)Np

)2

× (1− sinc (2π (l − 1 + ∆k)Np)) +
1

NcT
|G1,1|2N0

]−1
)]

which can be simplified to

C =
K

Np

E

[
log2

(
1 + |G1,1|2

[
Nc∑
l=2

|Gl,1|2
(

∆

l − 1 + ∆

)2

+
K∑
k=2

Nc∑
l=1

|Gl,k|2

×
(

1

π (l − 1 + ∆k)Np

)2(
1− sinc (2π (l − 1 + ∆k)Np)

sinc2 (πNp∆)

)
+

N0/Es
sinc2 (πNp∆)

]−1

(5.21)

where the expectation is over all channel realizations and ∆k.
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Contrary to the MC DS-CDMA analyses in the previous chapters we can not

find an exact solution to (5.21) because of ∆k in the denominator. However a

lower bound can be found using Jensen inequality and is given as

C ≥ K

Np

E

log2

1 +
|G1,1|2

Nc∑
l=2

|Gl,1|2
(

∆
l−1+∆

)2
+

K∑
k=2

Nc∑
l=1

|Gl,k|2 ρk,l + N0

Essinc2(πNp∆)




(5.22)

where ρk,l is given as

ρk,l = E

[
1− sinc (2π (l − 1 + ∆k)Np)

(π (l − 1 + ∆k)Npsinc (πNp∆))2

]
.

Note that ρk,l is similar to ρ̂m,n,k in section 5.1.1 and in fact if we take n = 1

in ρ̂m,n,k they become the same. To evaluate (5.22) we invoke [35, Lemma 1] to

get the expression in a more desirable form as

C ≥ K

Np

log2 e

ˆ ∞
0

1

z

(
E

[
exp

(
−z

(
Nc∑
l=2

|Gl,1|2∆2

(l − 1 + ∆)2 +
K∑
k=2

Nc∑
l=1

|Gl,k|2 ρk,l

))]

−E

[
exp

(
−z

(
Nc∑
l=1

|Gl,1|2∆2

(l − 1 + ∆)2 +
K∑
k=2

Nc∑
l=1

|Gl,k|2 ρk,l

))])
e
− zN0/Es

sinc2(πNp∆) dz.

Again using MGF of Gaussian quadratic forms [36, eq. (4a)] to get

C ≥ K

Np

log2 e

ˆ ∞
0

1

z

(
1

|INp + zΛ1|

)K−1(
1

|INc−1 + zΛ2|
− 1

|INc + zΛ3|

)
e
− zN0/Es

sinc2(πNp∆) dz

(5.23)

where Λ2 and Λ3 are respectively (Nc − 1)× (Nc − 1) and Nc×Nc matrices with
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elements given as

Λ (i, j) = E [GiGj]
∆2

(i− 1 + ∆) (j − 1 + ∆)

for 1 < i ≤ Nc and 1 < j ≤ Nc and Λ1 is Np × Np matrix with elements

Λ1 (i, j) = E
[
Gi,2G

∗
j,2
√
ρk,iρk,j

]
. Equation (5.23) is the desired expression for the

spectral efficiency of MC DS-CDMA in the presence of interferers and carrier

frequency offset.

5.2.2 Numerical Results

In Fig. 5.6 the spectral efficiency of MC DS-CDMA is plotted against Es/N0

where analysis results were generated using (5.23) and simulation results were

generated using (5.21) with 105 iterations. The results are generated for Np = 8,

Nc = 8 and 8 number of transmitters (K). As seen in the figure when ∆ = 0.1

i.e. %10 of subcarrier separation; the spectral efficiency at even Es/N0 of 30dB is

lower than that for ∆ = 0 at Es/N0 of -10dB. This shows the relative degradation

effect of frequency offset with respect to signal to noise ratio.

Fig. 5.7 shows spectral efficiency versus frequency offset for Es/N0 of 0dB and

10dB at Np = 8, Nc = 8, K = 8 and 105 iterations were used for simulation. The

spectral efficiency drops to zero at 0.125, i.e. 1/Np and the performance is similar

for Es/N0 of 0dB and 10dB. Note that there is a regular drop in the spectral

efficiency even when ∆ is smaller than 0.1 and when after 0.1 there is a sudden

drop. This shows the vulnerability of a fully loaded MC DS-CDMA system to

frequency offset.

The spectral efficiency degradation w.r.t. frequency offset at different values

of Np is shown in Fig. 5.8 for Es/N0 of 10dB. In order to have a fair compar-

ison between different Np values we plot the spectral efficiency with respect to

frequency offset normalized to the symbol rate instead of frequency separation.
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Figure 5.6: Spectral efficiency versus Es/N0 for frequency offset of 0 and 0.1.
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Figure 5.7: Spectral efficiency versus frequency offset for Es/N0 of 0dB and 10dB.
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Figure 5.8: Spectral efficiency versus normalized frequency offset (∆f T ) at Np

values of 8, 16, 32 and 64.

This is because the frequency separation between adjacent subcarriers changes

with Np. As seen in the figure the spectral efficiency for processing gain (Np)

values of 8, 16, 32 and 64 decay to zero at the same normalized frequency of

1/Nc, where the number of subcarriers (Nc) was selected as 8. This dependence

was also seen in Chapter 4 and is due to the S/P converter which reduces the

frequency separation between adjacent subcarriers.

Fig. 5.9 shows the spectral efficiency when the total number of transmitters is

increased from 1 to 32 i.e. unloaded system to a fully loaded system for Np = 32,

Nc = 8 and Es/N0 = 10dB. The difference in spectral efficiency between ∆ = 0

and ∆ = 0.02 can be seen to increase greatly from an unloaded system to a fully

loaded system. This shows that frequency offset degrades the performance of a

fully loaded system more severely than it does that of a partially loaded and/or

unloaded system.
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Figure 5.9: Spectral efficiency versus total number of interferers for ∆values of 0,
0.01 and 0.02.

5.3 Multi-Tone CDMA

The transmitted signal for MT CDMA is given in (3.11) and is the same for the

K transmitters. The received MT CDMA signal is given below

r(t) =
K∑
k=1

Nc∑
l=1

L−1∑
i=0

gi,k bl,kck (t− iτ) ej2π(fl+∆fk)(t−iτ) + η (t) .

Let k = 1 be the desired transmitter as before, the decision variable for the

first symbol, which is modulated on the first subcarrier, can be written as

Z1,1 =
L−1∑
m=0

1

NcT

NcTˆ

0

g∗m,1c(t−mτ)e−j2πf1(t−mτ)r(t)dt.

The decision variable can be divided into five components i.e. Z1 = S+I1+I2+

I3 +N , which are respectively desired signal, self interference of the rake receiver,

intercarrier interference, interference from other transmitters (interferers) and
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noise. The desired signal (S), self interference of the rake receiver (I1), intercarrier

interference (I2) and noise (N) are the same as in section 4.3. The interference

component I3 can be found as

I3 =
L−1∑
m=0

1

NcT

NcTˆ

0

g∗m,1c(t−mτ)e−j2πf1(t−mτ)

K∑
k=2

Nc∑
l=1

L−1∑
i=0

gi,k bl,kck (t− iτ)

× ej2π(fl+∆fk)(t−iτ)dt.

When we condition on all channel conditions and ∆k the decision variable

Z1,1 becomes a Gaussian random variable with expected value given in (4.18)

and reproduced below

E [Z1,1|g0,1, . . . , gL−1,K ] =

√
Es
NcT

L−1∑
l=0

|gl,1|2 sinc(π4).

The conditional variance can similarly be found as

Var [Z1,1|g0,1, . . . , gL−1,K ] =
Es
TNc

(
Nc∑
m=2

sinc2 (π (m− 1 + ∆1))

)(
L−1∑
n=0

|gn,1|2
)2

+
1

Np

× Es
NcT

(
Nc∑
k=1

sinc2

(
π

Np

(k − 1 +41)

))(L−1∑
l=0

|gl,1|2
L−1∑

m=0,m 6=l

|gm,1|2
)

+
L−1∑
m=0

K∑
k=2

Nc∑
l=1

L−1∑
i=0

|gm,1|2 |gi,k|2
Es
TNc

E
[

1− sinc (2π (l − 1 + ∆k))

(π (l − 1 + ∆k))
2

]
+
N0

NcT

(
L−1∑
l=0

|gl,1|2
)
.

The signal to interference and noise ratio can now be found as

SINR =

Es
NcT

sinc2 (π4)

(
L−1∑
l=0

|gl,1|2
)2

Var [Z|g0,1, . . . , gL−1,K ]
. (5.24)
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Equation (5.24) can be used to find the spectral efficiency.

5.3.1 Spectral Efficiency Analysis

The spectral efficiency of the system depends on the SINR in (5.24) and can be

evaluated by using the well known Shannon’s capacity expression as

C =
NcK

Nc +Np − 1
E

log2

1 +

Es
NcT

sinc2 (π4)

(
L−1∑
l=0

|gl|2
)2

Var [Z|g0,1, . . . , gL−1,K ]



 . (5.25)

Let

ρ (m, l) = E


|gl|2

L−1∑
l=0

|gl|2

|gm|2
L−1∑
m=0

|gm|2


where ρ (m, l) is similar to ζ in (4.6) and the differences are the limits of the

summations. The analysis of ρ (m, l) also follows that for ζ in (4.6) and so we do

not repeat it here. As far as the analysis of (5.25) is concerned, applying Jensen’s

inequality to (5.25) gives us

C ≥ NcK

Nc +Np − 1
E

[
log2

(
1 + sinc2 (π4)

L−1∑
l=0

|gl|2
[(

L−1∑
l=0

|gl|2
)(

1

Np

×
Nc∑
k=1

sinc2

(
π

Np

(k − 1 +4)

) L−1∑
l=0

L−1∑
m=0,m 6=l

ρ (m, l) +
Nc∑
m=2

sinc2 (π (m− 1 + ∆))

)

+
K∑
k=2

Nc∑
l=1

L−1∑
i=0

|gi,k|2 E
[

1− sinc (2π (l − 1 + ∆k))

(π (l − 1 + ∆k))
2

]
+
N0

Es

]−1
 .
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Let

χ̂ (4) =
1

Np

(
Nc∑
k=1

sinc2

(
π

Np

(k − 1 +4)

)) L−1∑
l=0

L−1∑
m=0,m 6=l

ρ (m, l)

+

(
Nc∑
m=2

sinc2 (π (m− 1 + ∆))

)

and

χk =
Nc∑
l=1

E
[

1− sinc (2π (l − 1 + ∆k))

(π (l − 1 + ∆k))
2

]
where χ̂ (4) and χk are deterministic values. The spectral efficiency can be

written in terms of χ̂ (4) and χk as

C ≥ NcK

Nc +Np − 1
E

log2

1 +

sinc2 (π4)
L−1∑
l=0

|gl,1|2

L−1∑
l=0

|gl,1|2 χ̂ (4) +
K∑
k=2

L−1∑
i=0

|gi,k|2 χk + N0

Es




which we can rewrite using lemma 1 in [35] as

C ≥ NcK log2 e

Nc +Np − 1

ˆ ∞
0

1

z

(
E

[
exp

(
−z

(
χ̂ (4)

L−1∑
l=0

|gl,1|2 +
K∑
k=2

L−1∑
i=0

|gi,k|2 χk

))]

−E

[
exp

(
−z
(
sinc2 (π∆) + χ̂ (4)

) L−1∑
l=0

|gl,1|2 +
K∑
k=2

L−1∑
i=0

|gi,k|2 χk

)])

× exp

(
−zN0

Es

)
dz. (5.26)

Rearranging terms in (5.26) gives us
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C ≥ NcK log2 e

Nc +Np − 1

ˆ ∞
0

1

z
E

[
exp

(
−z

K∑
k=2

L−1∑
i=0

|gi,k|2 χk

)]
(E [exp (−zχ̂ (4)

×
L−1∑
l=0

|gl,1|2
)]
− E

[
exp

(
−z
(
sinc2 (π∆) + χ̂ (4)

) L−1∑
l=0

|gl,1|2
)])

e−z
N0
Es dz.

(5.27)

And finally using MGF of the Gaussian quadratic forms [36, eq. (4a)] we can

rewrite (5.27) as

C ≥ NcK log2 e

Nc +Np − 1

ˆ ∞
0

1

z

(
1

|IL + zχkΛ|

)K−1(
1

|IL + zχ̂ (4) Λ|

− 1

|IL + z(sinc2 (π∆) + χ̂ (4)) Λ|

)
exp

(
−zN0

Es

)
dz. (5.28)

Equation (5.28) is the desired expression for the spectral efficiency of MT-

CDMA in the presence of K number of transmitters each having a random carrier

frequency offset of ∆k.

5.3.2 Numerical Results

In Fig. 5.10 spectral efficiency is plotted against frequency offset (∆) for Es/N0 of

0dB and 20dB. The analysis result was generated using (5.28) and Monte Carlo

simulation result was generated using (5.25) with 105 iterations. The results are

for Nc = 16, Np = 1024, L = 16 and K = 20. The analysis results are very close

to the simulation results confirming the tightness of the bound. The spectral

efficiency degradation due to frequency offset is evident from the results, note

that the degradation is negligible for ∆ < 0.1 but sharply increases afterward.

This shows that a frequency offset of %10 of frequency separation would not harm
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Figure 5.10: Spectral efficiency versus frequency offset for Es/N0 of 0dB and
20dB.

the performance but anything greater would severely limit it. For example, as

seen in the figure, the performance at Es/N0 of 20dB falls to less than that for

0dB when ∆ goes from 0.1 to 0.2.

Fig. (5.11) shows the spectral efficiency performance against Es/N0 for fre-

quency offsets of 0, 0.2 and 0.4. The results were generated for Nc = 16,

Np = 1024, L = 16, K = 10. The results clearly show the benefits of having

higher Es/N0 and note that there is not much improvement in performance after

10dB. Another important result is that the performance when ∆ = 0.2 at 30dB is

lesser than the performance when ∆ = 0 and Es/N0 is 0dB showing the relative

importance of frequency offset to signal to noise ratio.

Fig. (5.12) show the spectral efficiency versus total number of interferers

(K) for frequency offsets of 0 and 0.2. The results were calculated for Nc = 16,

Np = 1024, L = 16 and Es/N0 = 10dB. The spectral efficiency decreases when the
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Figure 5.11: Spectral efficiency versus Es/N0 for frequency offset of 0, 0.2 and
0.4.

number of transmitters is increased, this is due to the multiple access interference

from the interferers. This result is contrary to a similar result for MC-CDMA

in Fig. 5.5, where the spectral efficiency increases instead of decreasing. This

shows that MT-CDMA can not handle multiple access interference as well as

MC-CDMA.

5.4 Chapter Conclusion

In this chapter we presented new expressions for the spectral efficiency of the three

types of multicarrier CDMA. In numerical results we have compared simulation

results with those found with our expressions and all results are in agreement;

proving the validity of our analysis.
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Figure 5.12: Spectral efficiency versus total number of interferers (K) for fre-
quency offsets of 0 and 0.2.

Fig. 5.13 shows the spectral efficiency comparison for the three multicar-

rier schemes against total number of transmitters for normalized frequency off-

set ∆f T of 0 and 0.01. In order to have a fair comparison between the three

schemes we have used frequency offset normalized to the symbol time rather than

frequency separation. This was necessary since the frequency separation is differ-

ent in the three schemes for the same Np and Nc. The results are calculated for

Np = 32, Nc = 32, L = 16 and Es/N0 = 10dB. A 312.5 kHz frequency separation

(1/T ) between neighboring subcarriers and channel delay spread (α) of 0.1µs was

used. The results clearly show that MC-CDMA system performs best at full load

while MT-CDMA system performs the best at no loading or partial loading when

there is no frequency offset. However, when there is a small frequency offset (in

our example 0.01) there is no loss of performance for MC-CDMA while the per-

formance of MT-CDMA system is severely degraded, MT-CDMA is still best at
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Figure 5.13: Spectral efficiency comparison of three multicarrier schemes against
total number of transmitters.

no loading condition but at partial loading MC-CDMA is now the best choice.

MC DS-CDMA systems which maybe easier to implement as they resemble DS-

CDMA systems but in spectral efficiency their performance is the lowest of the

three. The degradation due to frequency offset is not as stark as MT-CDMA but

still remains much lower than that for MT-CDMA.



Chapter 6

Performance of Coexistence

Protocols in Large CDMA based

Ad-hoc Networks

There has been a dramatic increase in the demand for wireless products and ser-

vices. This has resulted in shortage of wireless spectrum bringing in the need

of dynamic spectrum sharing between uncoordinated devices. With more de-

vices using the same wireless channels in a large area, interference becomes an

important impairment effecting performance. In such interference limited sys-

tems simple coexistence etiquettes can reduce interference and improve spectral

efficiency and throughput. A common etiquette is to use small request-to-send

(RTS), clear-to-send (CTS) packets before the actual transmission [74, 75]. This

protocol tends to create an exclusion zone around the receiver where others do

not transmit. This etiquette has been studied and methods to optimize exclusion

region radii have also been proposed [76, 77]. It can be further improved by also

sensing the received signal to interference and noise ratio (SINR) at the receiver

and only returning the CTS when SINR is higher than a threshold. We study

120
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the performance of these coexistence etiquettes in direct-sequence CDMA (DS-

CDMA), which is also a form of spread spectrum communication scheme. Spread

spectrum communication schemes are widely used in interference limited systems

such as ad-hoc networks [76, 78–83] and cognitive radio networks [84, 85] due to

their ability to combat interference and improve error rate performance.

Performance of a transmitter receiver pair communicating using DS-CDMA,

in a wireless network of similar nodes is degraded by the interference it receives

from other nodes in the neighborhood. This interference depends on a number

of factors including the spatial distribution of nodes, their transmission power

levels, propagation losses etc. Accurate models to describe the self interference

have been developed and used to analyze performance [86–88], accurate results

for bit error rates (BER) in Rayleigh fading are available [89] however the method

does not extend to packet error rate (PER) analysis. In [90] PER that account for

bit-to-bit error dependence were obtained while assuming constant received power

which is not always a valid assumption because of the geometric distribution of

nodes. The aforementioned analyses do not consider the stochastic distribution

of interferers around the receiver of interest hence their work can not be easily

extended to include the effects of coexistence etiquettes.

Poisson point process can be used to model the stochastic distribution of

wireless nodes, it assumes that all nodes are uniformly distributed in a two di-

mensional area around the receiver of interest and the total number of nodes in a

particular area is Poisson distributed. It is not a new technique, it has been used

before for capacity analysis [76, 91], to find optimum transmission range [30], to

characterize interference of ultrawideband and narrow band transmitters on each

other [92] etc. In [93] Poisson point process was used to model the interference

in general communication systems but it does not give PER that account for

bit-to-bit error dependence and no coexistence etiquettes were examined.
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In this chapter we analyze coexistence etiquettes in a large DS-CDMA based

ad-hoc network. We focus on PER and throughput of the network that account

for bit-to-bit error dependence and use Poisson point process to model the spatial

location of transmitters.

The rest of the chapter is organized as follows. System model is explained in

Section 6.1, which also has an explanation of the access protocols that represent

the coexistence etiquettes. In Section 6.2 we derive expressions for the cumula-

tive density function of SINR for the three access protocols. In Section 6.3 we

find expressions for packet success probability and throughput for performance

measurement. Numerical results and conclusion are provided in Section 6.4 and

Section 6.5 respectively.

6.1 The System Model

We consider a transmitter-receiver pair communicating packets using DS-CDMA

in an additive white Gaussian noise Rayleigh fading environment. This pair is

surrounded by similar pairs uniformly distributed in a large area. Let r(t) be the

received signal of an arbitrary reference packet at the receiver then

r(t) = v0 (t) +
K∑
k=1

vk (t− τk) + η (t) (6.1)

where v0(t) is the signal of interest, K is the total number of interfering signals,

vk(t − τk) is the kth interfering (packet) signal, τk is the kth packet’s relative

time offset and n(t) is the additive white Gaussian noise (AWGN) with two sided

power spectral density N0. We assume that all τk’s are independent uniformly

distributed random variables. The signal vk(t) (k = 0, 1, . . . , K) can be written
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in its baseband representation as

vk(t) =
√

2skgk

Ls−1∑
i=0

bk,i rect

(
t

T
− i
)
ak(t) (6.2)

where sk is the mean receive power of the kth signal and depends on the transmit

power (st,k), the distance of the interferer to the receiver of interest (rk) and the

path loss exponent (β) such that sk = st,kr
−β
k . We initially assume the transmit

power of all nodes to be equal, which is a plausible assumption when power control

is too complex to implement. Later we also consider the case when nodes use

a pairwise power control mechanism [76] to reduce interference to other nodes

while maintaining a fixed receive power at the intended receiver. The transmit

power without power control is given as st,k = Es/T , where Es is the energy used

to transmit one symbol and T is the symbol duration. When power control is

used the transmit power is st,k = dβkEs/T , where dk is the distance between the

kth transmitter-receiver pair and we assume dk’s to be uniformly distributed in

[0, 1].

In order to find the statistics of rk which is the distance of the kth interferer

to the receiver of interest, we model the spatial distribution of the interferers

according to a two dimensional Poisson point process with density λ. The inter-

ferers are assumed to be uniformly distributed in a circular area of radius b with

the receiver of interest at its origin. The total number of interferers (K) would

be Poisson distributed with probability (λπb2)
K

e−λπb
2
/K! and expected value

E[K] = λπb2 . We initially consider a finite b and later take the limit b → ∞.

When the interferers are not allowed to be closer than distance R to the reference

receiver due to the access protocol the probability density function (pdf) of rk
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becomes

frk(r) =


2r

b2−R2 , R ≤ r ≤ b

0, otherwise
(6.3)

when there is no restriction on the minimum interferer distance the pdf of rk can

be found by taking R = 0 in (6.3).

In (6.2), gk is the complex channel gain that represents slow-flat Rayleigh

fading. It is assumed that all gk’s are independent zero mean complex Gaussian

random variables with unit variance. bk,i represents the ith symbol of the kth

signal, it takes values in {−1,+1} for binary CDMA (B-CDMA) and {±1,±j}

for quadriphase CDMA (Q-CDMA) and all possible values are assumed to be

equally likely. Ls is the number of symbols per packet and ak(t) are the signature

sequence signals which can be expressed as ak(t) =
∑∞

j=−∞ ak,jψ (t− jTc) where

ak,j is the spreading code sequence which takes values of ±1 for B-CDMA and

{±1,±j} for Q-CDMA independently with equal probability. ψ(t) is the chip

waveform, which is assumed to be time limited in [0, Tc]. The chip transmission

time Tc is given as Tc = T/Np where Np is the processing gain, i.e. the number

of chips per symbol.

The received waveform is decoded by a conventional correlation receiver. Let

Zi denote the receiver decision variable for the ith bit of the reference packet,

where i = 0, 1, . . . , L− 1. Then

Zi = Re

{
√
s0g0b0,i +

K∑
k=1

δk
√
skgkbk,iWk,i +

N0

2Ts

}
(6.4)

where Wk,i is the multiple access interference (MAI) component during the inter-

val [iT, (i+ 1)T ] from kth interfering packet and is given as

Wk,i =
1

T

ˆ (i+1)Ts

iT

Ls−1∑
j=0

bk,j rect
(
t−τk
T
− j
)
ak (t− τk) a0 (t) dt. (6.5)
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In (6.4), δk is a binary random variable that represents the effect of access

protocol

δk =

 1, if kth node has the permission to transmit

0, otherwise.
(6.6)

The three access protocols that we analyze are described below.

• Protocol I: We first consider ALOHA type communication where the trans-

mitter nodes transmit the packets irrespective of channel condition. For this

scheme δk equals 1 for all k as every node has the permission to transmit

packet at its arrival.

• Protocol II: The second protocol functions such that at packet arrival at

a node, it transmits a small request-to-send packet to the receiver. The

receiver, if available, calculates the received SINR and replies with a clear-

to-send packet if the calculated SINR is higher than a threshold (γth). For

this protocol δk’s are correlated as the permission for one node to transmit

would effect the received SINR at the nearby node. This simple protocol

can be easily implemented in ad-hoc and cognitive radio networks.

• Protocol III: The third protocol uses RTS/CTS packets before starting

transmission. This etiquette has the effect of an exclusion zone around

every receiving node. It has been used previously by [76, 77, 94, 95] for ca-

pacity calculations in ad-hoc networks and by [93, 96] in cognitive radio.

It can be implemented by the standardized protocols like MACA [74] and

MACAW [97]. For this protocol too δk’s are correlated as geometric location

of nodes in an area effect each others transmission permission.

As far as the statistics of the decision variable is concerned, it is well known

that the MAI components Wk,i in (6.4) can be accurately approximated by a



CHAPTER 6. COEXISTENCE IN AD-HOC NETWORKS 126

conditional Gaussian random variable [42,86,90] with zero mean and (conditional)

variance given by

Var (Wk,i|ξk) = 1
N

(
ρ2 (ξk) + ρ̂2 (ξk)

)
where ξk is the differential chip delay which is assumed to be uniformly distributed

in [0, Tc]. The functions ρ(.) and ρ̂(.) are the partial correlation functions for the

chip waveform. They are defined as ρ(τ) = 1−ρ̂(τ) = 1−(1/Tc)
´ Tc
τ
ψ(t)ψ(t−τ)dt.

Therefore, the instantaneous signal to interference plus noise ratio (SINR) is

a random variable and can be expressed as

SINR =
|g0|2s0

N0

T
+ 2

N

∑K
k=1 skδkGk (ρ2 (ξk) + ρ̂2 (ξk))

(6.7)

where Gk = Re2 gk for B-CDMA and Gk = |gk|2 for Q-CDMA [90].

In the following sections we find expressions for the cumulative distribution

function (CDF) of instantaneous SINR in (6.7) for the three protocols in the

cases of binary and quadriphase CDMA. These will then be used for the accurate

evaluations of packet success probabilities and throughput.

6.2 Statistics of the SINR

In this section we calculate the CDF of SINR for binary and quadriphase CDMA

for the three protocols separately. Without any loss of generality let the trans-

mitter of the reference packet be at a unit distance to the receiver (r0 = 1), using

(6.7) the probability of instantaneous SINR > z at the receiver of interest can be

written as

Pr(SINR > z) = Pr

(
|g0|2

N0

Es
+ 2

N

∑K
k=1 r

−β
k δkGk (ρ2 (ξk) + ρ̂2 (ξk))

> z

)
. (6.8)
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Here g0 is a complex Gaussian, implying |go|2 is an exponential random vari-

able, hence

Pr (SINR > z) = E
[
e−z(

N0
Es

+ 2
N

∑K
k=1 r

−β
k δkGk(ρ2(ξk)+ρ̂2(ξk)))

]
= e−z

N0
Es E

[
K∏
k=1

e
−z 2

N
r−βk δkGk

[
ρ2(ξk)+ρ̂2(ξk)

]]
. (6.9)

where the expectation is with respect to all RVs {rk, δk, Gk, ξk, k = 0, 1, . . . , K},

which are mutually independent except δk’s, which may be correlated depending

on the protocol in use. Hence the expectation in (6.9) can not be taken inside the

multiplication in general so it can not be further simplified. However for protocol

I an exact solution is possible and is given next.

6.2.1 Protocol I

For protocol I, δ1 = δ2 = . . . δK = 1 and hence the expectation in (6.9) can be

taken inside the multiplication when we condition on K, giving

Pr(SINR > z|K) = e−z
N0
Es

K∏
k=1

E

[
e
−z 2

Np
r−βk δkGk

[
ρ2(ξk)+ρ̂2(ξk)

]]
. (6.10)

Since we assumed that all nodes experience similar conditions, we can simplify

(6.10) to

Pr(SINR > z|K) = e−z
N0
Es

(
E

[
e
−z 2

Np
r−β1 δ1G1

[
ρ2(ξ1)+ρ̂2(ξ1)

]])K

(6.11)

where r1, G1, ξ1 and δ1 are the distance, gain, differential chip delay and trans-

mission permission of a typical node.

Removing the condition on K and applying the identity for a Poisson random
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variable K, E
[
AK
]

= e−E[K](1−A), to get

Pr(SINR > z) = e−z
N0
Es e−λπV (z) (6.12)

where

V (z) = lim
b→∞

b2 E
[
1− e

−r−β1 δ1G1
2z
Np

[ρ2(ξ1)+ρ̂2(ξ1)]
]
. (6.13)

It can be shown by solving the expectation for r1 that

V (z) =
(

z
Np

) 2
β
aAΓ

(
1− 2

β

)
(6.14)

where A = E
[
G

2/β
1

]
, and depending on the type of CDMA it is given as

A =


1√
π
Γ
(

1
2

+ 2
β

)
, B-CDMA

Γ
(

1 + 2
β

)
, Q-CDMA.

(6.15)

On the other hand, a depends on the pulse shape as follows

a =

ˆ ∞
0

(
2ρ2 (x) + 2ρ̂2 (x)

)2/β
dx. (6.16)

In the case of rectangular pulses, (6.16) reduces to a = 2F1

(
1
2
,− 2

β
, 3

2
,−1

)
.

2F1(.) is the hypergeometric function [98] where 2F1(a, b, c, d) =
∑∞

n=0
ab
c
dn

n!
.

Hence we have a closed form expression for the CDF of SINR for protocol I.

When pairwise power control is used, following similar analysis and assuming

the worst case scenario of d0 = 1, we get (6.10) for Pr(SINR > z), with V (z)

given as

V (z) =

(
z

Np

) 2
β aA

3
Γ
(

1− 2
β

)
where a and A are given in (6.16) and (6.15), respectively.
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6.2.2 Protocol II

In this case of protocol II a transmitting node effects the measured SINR of all

nodes in the neighborhood. Consequently, {δ1, δ2, . . . , δK} are no longer mutually

independent. Therefore we can not simply take the expectation inside the mul-

tiplication in (6.9). Hence an exact solution to (6.9) can not be found. However,

we can find a lower bound for Pr (SINR > z) by applying Jensen inequality to

(6.9) to obtain

Pr(SINR > z) ≥ e−
N0
Es
ze−λπV (z) (6.17)

where now

V (z) =
(

z
Np
δ
)2/β

aAΓ
(

1− 2
β

)
. (6.18)

In (6.18) a and A are given in (6.16) and (6.15) respectively and δ = E [δk]

for k = 1, . . . , K. For this protocol

δk = Pr(SINRk > γth) (6.19)

where SINRk is the received SINR at the kth receiver. SINRk is a random

variable, since all nodes experience statistically identical conditions, SINRk and

hence δk can be regarded as independent of k. In this case we can calculate

δ = Pr (SINR > γth) from (6.17) and (6.18) by solving the following non linear

equation

δ = exp

(
−N0

Es
γth

)
exp

(
−λπ

(
γth
Np

δ

)2/β

aAΓ
(

1− 2
β

))
. (6.20)
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Equation (6.20) can be solved as

δ =
Np

γth

 −β

2λπaAΓ
(

1− 2
β

)


β
2
−W

2λπaAΓ
(

1− 2
β

)
β

(
γth
Np

) 2
β

e−
2
β
N0
Es
γth


β
2

(6.21)

where W(.) is the Lambert W function [99] also known as the Omega function

or product log and is defined as the inverse function of f(w) = w exp (w). Using

(6.23) and (6.18) V (z) for B-CDMA, is given as

V (z) =
β

2πλ

(
z

γth

) 2
β

W

2πλaAΓ
(

1− 2
β

)
β

(
γth
Np

) 2
β

exp

(
− 2

β

N0

Es
γth

) .

(6.22)

When power control is used, the Pr(SINR > z) is as given in (6.17) and the

differences appear in δ and V (z), which become

δ =
Np

γth

 −3β

2λπaAΓ
(

1− 2
β

)


β
2
−W

2λπaAΓ
(

1− 2
β

)
3β

(
γth
Np

) 2
β

e−
2
β
N0
Es
γth


β
2

(6.23)

V (z) =
β

2πλ

(
z

γth

) 2
β

W

2πλaAΓ
(

1− 2
β

)
3β

(
γth
Np

) 2
β

exp

(
− 2

β

N0

Es
γth

) .

(6.24)

6.2.3 Protocol III

In the case of protocol III, a receiver node prohibits all neighboring nodes from

transmission. Hence {δ1, δ2, . . . , δK} are again correlated and therefore, similar to

protocol II, we can only find a lower bound for Pr (SINR > z) by applying Jensen

inequality to (6.9) to obtain

Pr (SINR > z) ≥ e−
N0
Es
zE
[
e
−2
∑K
k=1

z
Np

r−βk E[δk]Gk(ρ2(ξk)+ρ̂2(ξk))
]
. (6.25)
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The expected value of δk can be calculated by considering a Matérn hard-

core process [100] in which a stationary Poisson point process (of density λ)

is dependently thinned such that a minimum distance is maintained between

the retained nodes. This minimum distance is the radius (R) of the exclusion

zone. The expected value of δk is the Palm retaining probability of a typical

point [100, pp. 164]

E [δk] =
1− e−λπR

2

λπR2
. (6.26)

Following similar analysis as for protocol I, we get

Pr (SINR > z) ≥ e−
N0
Es
ze−λπV (z) (6.27)

where now

V (z) = aAΓ
(

1− 2
β

)(
z
Np

1−e−λπR
2

λπR2

) 2
β

+R2

(
−1 +

2

β
U (z)

)
(6.28)

where a and A are given in (6.16) and (6.15), respectively and U (z) is given as

U (z) = E
[
E1+ 2

β

(
z
Np

1−e−λπR
2

λπR2+β G1

(
2ρ2 (x) + 2ρ̂2 (x)

))]
(6.29)

where E1+ 2
β

(.) is the generalized exponential integral [98]. The expectation in

(6.29) can be solved numerically as the pdf’s are known.

When power control is used, a similar analysis gives the lower bound on

Pr(SINR > z) as given in (6.27) and V (z) as

V (z) =
aA

3
Γ
(

1− 2
β

)(
z
Np

1−e−λπR
2

λπR2

) 2
β

+R2

(
−1 +

2

3β
Û (z)

)
(6.30)

where
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Û (z) = E
[
E1+ 2

β
(Λ)− E1− 1

β
(Λ) + Λ−

1
βΓ

(
1

β

)]
and

Λ = z
Np

1−e−λπR
2

λπR2+β G1

(
2ρ2 (x) + 2ρ̂2 (x)

)
.

The CDF of SINR for the three access protocols can now be used to find

the performance measuring parameters including packet success probability and

throughput.

6.3 Performance Measurement

We use packet success probability and throughput for performance measurement

of the three coexistence protocols. Assuming that the data are transmitted in

packets of (relatively) short lengths. Therefore, it is plausible to assume that the

SINR over the packet transmission time does not vary during the duration of the

(reference) packet. In this regard, it is worth mentioning that even if packets are

not short and the SINR varies during the packet transmission, then according

to [90] it is possible to approximate the system by an equivalent system where

the equivalent SINR is given by the short-term average of the the interference

terms over the duration of the packet. In that case results have shown that there

is no difference between slotted and unslotted packet transmissions (in the case

of CDMA packets). This is in contrast to non-CDMA systems where it is known

that slotted systems outperforms the unslotted packet systems.

6.3.1 Packet Success Probability

The packet success probability is taken as the probability that a packet at its

arrival is successfully transmitted and decoded at the receiver. The probability

of successful decoding depends on the SINR at the receiver and type of employed
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error correcting code. The packet success probability in the absence of any error

correcting code is given by

Ps = E

[(
1− 1

2
erfc
√

SINR

)Ls]
(6.31)

where erfc is the complementary error function defined as erfc(x) = 1 − erf(x)

where erf(x) = 2√
π

ˆ x

0

exp
(
−t2
)

dt.

When the packet includes error correcting code that can correct up to c errors

we would have instead of (6.31)

Ps =
1

2Ls

c∑
n=0

(
Ls
Np

)
E
[(

1 + erfc
√

SINR
)Ls−n (

erfc
√

SINR
)n]

. (6.32)

For protocol I the packet success probability, after applying integration by

parts to (6.31) can be calculated directly in terms of Pr(SINR > z)

Ps =
1

2Ls
+
Ls
2Ls

ˆ ∞
0

e−z√
πz

[1 + erf
√
z]Ls−1 Pr(SINR > z)dz (6.33)

where Pr(SINR > z) for protocol I is given in (6.12).

For protocol II, the packet success probability, after applying integration by

parts to (6.31) can be written as

Ps =

(
1−

erfc
(√

γth
)

2

)Ls

δ +
Ls
2Ls

ˆ ∞
γth

e−z√
πz

[1 + erf
√
z]LS−1 Pr(SINR > z)dz.

(6.34)

Note that the integration in (6.34) starts from γth rather than zero, this is

because the node is not allowed to transmit if the SINR is less than γth. In (6.34)

δ=Pr (SINR > γth) which is given in (6.23) and lower bound for Pr (SINR > z)

is given in (6.17). When error control code is used the packet success probability
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can similarly be found as

Ps =
1

2Ls

c∑
n=0

(
Ls
Np

)(1 + erf
√
γth)

Ls−n (erfc
√
γth)

n δ +

∞̂

γth

e−z√
πz

(
Ls erfc

√
z − 2n

)
(
1 + erf

√
z
)Ls−n−1 (

erfc
√
z
)n−1

Pr (SINR > z) dz
]

(6.35)

where δ = Pr (SINR > γth) is given in (6.21) and Pr (SINR > z) can be found

using (6.17) and (6.22).

The conditional packet success probability for protocol III, given packet is

transmitted, is the same as in (6.33) where lower bound for Pr(SINR > z) is

given in (6.27). The probability of packet transmission due to protocol III is

exp(−λπR2) hence lower bound for unconditional packet success probability for

protocol III is found as

Ps ≥ exp
(
−λπR2

)( 1

2Ls
+
Ls
2Ls

ˆ ∞
0

e−z√
πz

[1 + erf
√
z]Ls−1 Pr(SINR > z)dz

)
(6.36)

where Pr(SINR > z) is given in (6.27) .

6.3.2 Throughput

The throughput of the system is taken as the number of successfully decoded

packets per packet transmission time per unit area. The aggregate packet arrival

rate is taken as λa packets/packet transmission time. Now this arrival rate (λa)

is directly proportional to the node density (λ), we take the constant of propor-

tionality to be unity making λa = λ, this has the effect of shifting the numerical

analysis of throughput across node density axis by a small value that can be

ignored. The throughput for B-CDMA is given as

S = λPs. (6.37)
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Throughput for Q-CDMA is given as

S = 2λPs. (6.38)

The factor of 2 in (6.38) as compared to (6.37) is because Q-CDMA carries

twice data rate than B-CDMA. The throughput is a function of λ i.e. the aggre-

gate packet arrival rate. And Ps is the probability that a packet at its arrival is

successfully received and decoded at the receiver.

6.4 Numerical Results

In this section we first assess the accuracy of our analytical results by comparing

them with the simulation results. Fig. 6.1 shows the comparison for the three

protocols, these results were generated for path loss exponent (β) of 4, packet

length (Ls) of 100, number of chips in a spreading code (Np) equal to 100 and

Eb/N0 of 20dB. The minimum SINR threshold for protocol II and the radius

of the exclusion zone for protocol III were dynamically selected for each node

density such that maximum throughput was achieved. The simulation results

closely follow the analytical results confirming the validity of our analysis. It

is also observed from Fig. 6.1 that the packet success probability for protocol

II is always the highest and it is followed by protocol III while packet success

probability for protocol I is the smallest of the three.

When a packet transmission fails i.e. received packet has more bit errors than

what it can recover then it has to be retransmitted. Retransmission increases

delay and reduces throughput so a higher packet success probability results in

higher throughput and lower delay. The difference in packet success probability

at lower node density is also smaller compared with that at higher node density.

This is because there is a lesser chance of two nodes transmitting at the same
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Figure 6.1: Packet success probability versus node density for the three access
protocols

time and colliding with each other when there are lesser number of nodes in an

area. The packet collision probability increases at higher node density and hence

the benefit of one MAC scheme over the other also becomes more visible.

Fig. 6.2 shows the effect of SINR threshold on throughput for protocol II.

The throughput increases initially with the increase in threshold showing the

advantage of this etiquette. The throughput reduces after an optimum threshold

is reached as a further increase in threshold would be meaninglessly blocking

nodes from transmitting. The variation in optimum threshold with offered traffic

is small meaning a single value can be hard-coded, saving run time calculations

with negligible loss of throughput.

Fig. 6.3 shows the effect of the radius of the exclusion zone on throughput

for protocol III. The results are similar to those for protocol II, the throughput
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Figure 6.2: Throughput versus SINR threshold for some offered traffic levels for
protocol II
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Figure 6.3: Throughput versus exclusion zone radius for some offered traffic levels

initially increases with the increase in the radius since interference is being re-

duced, after a maximum limit the throughput starts to fall as the exclusion zone

is now inhibiting even those nodes that do not cause huge interference. Another

interesting fact to note is that the optimum radius i.e. the radius that gives the

maximum throughput has a very slight variation as node density changes. This

fact can be used to calculate an optimum radius that can be hard-coded in the

nodes, saving the need to find it dynamically.

Fig. 6.4 compares the throughput for the three access protocols as found from

the analysis. The throughput for protocol II is always highest and is followed by

the protocol III. The minimum SINR threshold for protocol II and the radius of

the exclusion zone for protocol III were dynamically selected for each node density

such that maximum throughput was achieved. This result shows the advantage

of using protocol II over the other two protocols. These results do not include
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Figure 6.4: Throughput versus offered traffic for the three access protocols for
B-CDMA

the loss of throughput due to the initial packet exchange for SINR calculation

but that is assumed to be negligible as compared to the difference

Fig. 6.5 shows a comparison of the throughput for B-CDMA and Q-CDMA

modulation for protocol I at a path loss of 2.1, 4 and 6. The reason we chose 2.1

rather than 2.0 is because our analysis is only valid for β > 2. From (6.33) and

(6.12) for protocol I it can be seen that

PQ
s (λ) = PB

s

λ√πΓ
(

2+β
β

)
Γ
(

1
2

+ 2
β

)
 (6.39)

where PQ
s is the packet success probability for Q-CDMA and PB

s is the packet

success probability for B-CDMA. It can be easily shown that (6.39) is also valid
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Figure 6.5: Throughput versus offered traffic for B-CDMA and Q-CDMA for
three different path loss exponent values

for protocol II and III. Using (6.39), (6.37) and (6.38) we can get

SQ (λ) = λ
2Γ
(

1
2

+ 2
β

)
√
πΓ
(

2+β
β

)PB
s

√πΓ
(

2+β
β

)
Γ
(

1
2

+ 2
β

) λ
 (6.40)

using (6.40) we can get a relationship between the throughput achieved using

Q-CDMA and that using B-CDMA and is given as

SQ (λ) =
2Γ
(

1
2

+ 2
β

)
√
πΓ
(

2+β
β

)SB
√πΓ

(
2+β
β

)
Γ
(

1
2

+ 2
β

) λ
 .

In free space path loss (β) is 2, in our analysis as β → 2, SQ(λ) → SB(2λ)

i.e. Q-CDMA achieves the same maximum throughput but at lower node density.

Furthermore the throughput for Q-CDMA is not always higher than B-CDMA,
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this is because orthogonality is lost due to fading in in-phase and quadrature com-

ponents of Q-CDMA reducing the receiver SINR. As the path loss increases the

difference between the maximum achieved by Q-CDMA and B-CDMA increases

and the density points where the maxima are achieved come closer. In the limit

when β → ∞, SQ(λ) → 2SB(λ) i.e. the throughput achieved by Q-CDMA is

double that of B-CDMA at all density values. An interesting observation is that

the maximum throughput when β = 2.1 is lower than the maximum when β = 4,

furthermore the maximum throughput when β = 6 is also lower than that when

β = 4. This is because the maximum achievable throughput initially increases

with an increase in path loss as the received interference power is getting reduced

at a higher rate than that of the desired signal. After a threshold, which in our

case was around β = 2.9, the maximum throughput decreases with an increase in

β as the power of the desired signal is now getting reduced at a higher rate than

the interference power.

The throughput when error correcting code is used is shown in Fig. 6.6 for

protocol II. Error correcting code has two effects, first is a reduction in throughput

due to the extra code bits, the second is an increase in throughput due to the

improved packet success probability. These can be observed in Fig. 6.6, there

is a significant increase in throughput at all packet arrival rates when a single

bit error correcting code is used. A further increase is observed when 2 bit error

correction is used but the throughput decreases at all arrival rates when 3 bit

error correction is used. These results are for a packet length of 100; hence it can

be concluded that for this packet length the highest throughput is achieved when

2 bit error correction is used. The effect of reduction in throughput due to the

error correcting bits was captured by multiplying the throughput with the ratio

of length of packet minus length of error correcting code to the length of packet.

The length of error correcting code was taken to be the same as the number of
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Figure 6.6: Throughput versus offered traffic for some error correcting codes

bits that it can correct.

The effect of packet length on throughput is shown in Fig. 6.7 for some header

size lengths. The throughput initially increases with increasing packet length

as the overhead due to packet header size reduces. After reaching a peak the

throughput starts to decrease this is because the probability of successful trans-

mission of the whole packet reduces with increasing packet length. The packet

length that gives the highest throughput changes for different packet header sizes

hence the packet size should be selected according to the size of the packet header

that is required for transmission.

The increase in throughput for the three protocols when power control is used

can be observed in Fig. 6.8. There is more than three fold increase for protocol

I, around three fold increase for protocol II and around two fold increase for

protocol III. This clearly shows the benefit of using power control in conjunction
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with access protocols as part of the coexistence etiquette.

6.5 Chapter Conclusion

We have derived new accurate packet error/success rate expressions for binary

and quadriphase CDMA communication over Rayleigh fading environment in the

presence of interference and noise. Our method can be easily extended to include

the effects of coexistence etiquettes as it does not just consider aggregate interfer-

ence but instead considers all interferers separately. The closed form expressions

for packet success rate also accounts for bit-to-bit error dependence hence de-

sign parameters like packet length, effects of packet header sizes, number of error

correcting bits can be directly analyzed. The comparison of simulation results

and analysis for packet success probability prove the validity of the results for

protocol I and the tightness of the bound for protocol II and III. Expressions for
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throughput are easily derived from our analysis and can be used as performance

measurement parameter. Our results show that implementing RTS/CTS packets

and using the receiver SINR to decide whether to transmit or not offers huge

improvements in performance. We have also shown that performance can be fur-

ther improved by also implementing pair-wise power control. Our new accurate

results facilitate in designing access protocols using coexistence etiquettes and

selection of physical layer parameters in uncoordinated shared wireless channels.



Chapter 7

Lifetime Analysis of Ad-hoc

Networks

In [101] network lifetime is defined as the time after which no node is able to fulfill

SNR requirement i.e. complete a successful transmission. However [102] and most

researchers working at non-cooperative transmission e.g. [103–105] define network

lifetime as the time at which the first node within the network drains out of

power. We consider the later definition of network lifetime and develop joint node

selection and power allocation strategy considering residual energy and channel

condition for Rayleigh fading network. We also incorporate re-transmissions due

to transmission failure caused by fading in lifetime calculations, which to our

knowledge has not been considered by anyone. We compare the results of the

new strategy with those of [101] and [102].

In ad-hoc sensor networks power consumption is an important topic as in most

cases it determines the lifetime of a network itself. In [106] upper bound on the

lifetime of a sensor network for a non-cooperative communication is calculated

by considering the power consumption at each relay node. In [103–105] routing

node selection for non-cooperative communication to increase lifetime of ad-hoc

networks considering power consumption at the nodes which depends on the

146
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channel condition at the node as well as their residual power have been studied.

In [107] and [108] it was shown that the total energy consumption in transmis-

sion of data can be reduced by using cooperative communication. In [96,109–111]

different power allocation strategies based on respective channel condition were

proposed for cooperative communication to achieve different goals including ca-

pacity [96], lower probability of outage [109], total energy consumption [110] and

probability of error [111]. In [112] relay node selection as well as power alloca-

tion method is studies to reduce total power consumption and increase network

lifetimes.

In cooperative communication distribution of available power among source

and relay nodes depending on their respective channel conditions reduces the

total energy consumption and hence increases network lifetime; a further increase

in lifetime can be achieved when residual power is also considered [101, 102].

In [101,102] channel condition and residual power is considered in node selection

while only channel condition is considered in power allocation in cooperative

communication.

7.1 Non-Cooperative Networks

Consider a wireless network with N sensor nodes distributed arbitrarily over a

geographical area. Each sensor node senses a particular random phenomenon

which can be unique or common throughout the network. Nodes communicate

by sending packets of data to a common destination node. The destination node

can be a data gathering point, an access point or a base station. We will first

discuss a system model for a non cooperative system and then for a cooperative

system.

In non-cooperative networks each node transmits to the destination directly.

In the beginning all nodes have the same initial energy E0.



CHAPTER 7. LIFETIME ANALYSIS OF AD-HOC NETWORKS 148

Data gathering point 

N sensor nodes 

Figure 7.1: A non-cooperative network

Let P T
i denote the power that node i uses to transmit a packet to the desti-

nation. The received power PR
i at the destination can be expressed as

PR
i = P T

i |hid|
2 +N0 (7.1)

where hid is the channel coefficient from node i to the destination and N0 is

additive white Gaussian noise (AWGN) i.e. N (0, N0). The channel coefficient hid

is modeled as complex Gaussian with zero mean and variance σ2
i , N (0, σ2

i ). The

instantaneous signal to noise ratio (γi) of this transmission is given by

γi =
P T
i |hid|2

N0

. (7.2)

The transmission is considered successful if the signal to noise ratio is above

a threshold γth i.e.

γi =
P T
i |hid|2

N0

≥ γth. (7.3)

The probability of failed transmission (P out
i ) can be calculated as
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P out
i = Pr

(
P T
i |hid|2

N0

< γth

)
. (7.4)

Since we consider Rayleigh fading the random variable |hid| is Rayleigh dis-

tributed and hence the probability of failed transmission is given as

P out
i = 1− exp

(
−γth/P T

i |hid|2
)

where we have normalized the noise power spectral density to unity i.e. N0 = 1.

The lifetime of a node (Li) is defined as the time when the node loses all energy.

It is given as

Li =
E0

ET
i

T interi (7.5)

where ET
i is the energy consumed per transmission and T interi is the inter trans-

mission time i.e. time between two consecutive transmissions. It is given as

T interi = 1/Pr{txi} where Pr{txi} is the probability of transmission i.e. proba-

bility at which data is generated at the i − th node. The energy consumed per

transmission ET
i is given as

ET
i = P T

i T

where T is the time taken in a single transmission, lets normalize this time to

unity, i.e. T = 1 . The lifetime of a single node becomes

Li =
E0

P T
i

1

Pr{txi}
. (7.6)

The lifetime of the network is defined as the time when the first node runs
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out of energy. It is given as

Lnetwork = min{L1, L2, . . . , LN}. (7.7)

Equation (7.7) gives the lifetime of a non-cooperative ad-hoc network.

7.2 Cooperative Networks

In a cooperative network nodes cooperate with each other in the transmission

to destination. In decode and forward cooperation scheme the cooperating node

fully decodes the source signal and re-transmits it. An important constraint in

comparing cooperative and non cooperative schemes is the total power consump-

tion, i.e. the power or energy consumed (P T
i ) in transmitting a packet in a non

cooperative network should be the same as the total energy spent by the source

node (P s
i ) and the relay node (P r

i ) in transmitting the same packet

P s
i + P r

i = P T
i . (7.8)

The lifetime of a node in a cooperative network can be calculated in a similar

way as in (7.6) and is given as

Li =
E0

P s
i Pr{txi}+

N∑
k=1,k 6=i

P r
i ε
k
i Pr{txk})

(7.9)

where εik is a Boolean function that is equal to 1 if node k selects node i as relay

and 0 otherwise i.e.

εik =

 1, if node kselects node ias relay

0, if node kdoes not select node ias relay.
(7.10)
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The lifetime of the network is given as

Lnetwork = min{L1, L2, ..., LN}. (7.11)

In cooperative communication, given i’th node selects j’th node as relay, the

probability of failed transmission is given as

P out
i = P out

id (1− P success
ij P success

jd ) (7.12)

= (1− e−γth/P
s
i |hid|2)(1− e−γth/P

s
i |hij |2e−γth/P

r
i |hjd|2). (7.13)

The objective is to maximize Lnetwork while keeping P out
i minimum. The

variables are j i.e. the node selected as relay and P s
i , the portion of P T

i assigned to

the source (the calculation of P r
i directly follows from the calculation of P s

i so we

only consider P s
i as a variable). This objective can be simplified by relating P out

i

with Li. This can be achieved by assuming that every failed transmission to the

destination will be followed by a re-transmission until a successful transmission.

With this assumption and (7.9) the lifetime of a node can be shown as

Li =
E0

P s
i n

tx
i Pr{txi}+

N∑
k=1,k 6=i

(P r
i n

tx
k ε

k
i Pr{txk})

(7.14)

where ntxi is the number of transmissions before a successful transmission is

achieved and is given by

ntxi =
1

1− P out
i

.

Now the objective is to maximize (7.14), since E0 is a constant, maximizing

(7.14) would require minimizing its denominator. The denominator is minimized
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Figure 7.2: Cooperative network

by a careful selection of relay node (which affects εki and ntxk ) and the power dis-

tribution (which affects P s
i , P r

i and ntxi )

7.2.1 Joint Power Allocation and Relay Selection Strategy

We first develop the power allocation strategy and then discuss the relay node

selection. Let us consider a 3 node network consisting of node 1 and node 2 which

cooperate to transmit to the third node which is the data gathering point. The

lifetime of node 1 (L1) and node 2 (L2) is respectively given as

L1 =
E0

(P s
1n

tx
1 Pr{tx1}+ P r

1n
tx
2 Pr{tx2})

(7.15)

L2 =
E0

(P s
2n

tx
2 Pr{tx2}+ P r

2n
tx
1 Pr{tx1})

. (7.16)

The lifetime of the network is given as

Lnetwork = min{L1, L2}. (7.17)

Finding the values of P s
1 and P s

2 which maximize (7.18) is not easy. A solution
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to this problem is to select P s
1 and P s

2 according to the respective channel condi-

tions [110, equation (12)]. This will minimize the probability of outage and hence

minimize the number of transmissions required to reach a successful transmission

(ntx1 and ntx2 ). This scheme, however, does not take into account the residual

energy at each node before transmission. Therefore if a node is running out of

energy it will still be selected to transmit at high power levels if that reduces the

overall probability of outage.

An alternative scheme that takes into account the residual energy is to always

select P s
1 and P s

2 according to the residual energy of the nodes

P s
1

P r
2

=
E1

E2

(7.18)

where E1 and E2 are residual energies at node 1 and 2 respectively. Replacing

P r
2 with P T − P s

1 and rearranging terms gives

P s
1 =

P T

1 + E1

E2

. (7.19)

A down side of this scheme is that when the residual energies are equal or

close to each other; this scheme will assign the same power to source and relay

while considerable energy can be saved by taking into account respective channel

conditions. We now develop a scheme that takes into account both channel

condition as well as residual energy.

In a 3 node network the probability of outage when node 1 is source and node

2 is relay is given by

P out
1 =

(
1− e−γth/P

s
1 |h1d|2

)(
1− e−γth/P

s
1 |h12|2e−γth/P

r
2 |h2d|2

)
(7.20)

where P s
1 is the power assigned to node 1 when it is acting as a source and P r

2
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is the power assigned to node 2 when it is acting as relay. We assume that the

distance between the two cooperating nodes is always smaller than the distances

from the nodes to destination. Therefore, for simplicity, the transmission between

the two cooperating nodes is always considered successful with unit probability.

The probability of outage would now become

P out
1 =

(
1− e−γth/P

s
1 |h1d|2

)(
1− e−γth/P

r
2 |h2d|2

)
. (7.21)

Taking derivative of (7.21) with respect to Ps1 and equating to zero results in

P s
1 = P T

[
1 +

(
|h1d|
|h2d|

)√
exp (γth/|h1d|2P s

1 )− 1

exp (γth/|h2d|2 (P T − P s
1 ))− 1

]−1

. (7.22)

Equation (7.22) is similar to what was derived in [110, equation (12)], the dif-

ference is due to the assumption mentioned earlier. It can be solved by successive

approximation and it is found to be always converging. The resultant value of

Ps1 will be multiplied by the ratio of the residual powers of source and relay given

as

P s∗
1 = P s

1

E1

E2

. (7.23)

Equation (7.23) gives our power allocation strategy. Now the relay node is

selected by the source node by first calculating P s∗
1 for each neighboring node

i.e. the power that the source node will be required to spend if it chooses that

particular node. Then the node that requires the least P s∗
1 will be selected as

relay.
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Figure 7.3: Lifetime with nodes transmitting at equal probability

7.3 Numerical Results

We first simulate a 3 node network to compare average lifetime where packet

transmission time is taken as the unit of lifetime. Fig. 7.3 shows the lifetime

achieved when both node 1 and 2 have the same probability of transmission

(Pr{tx1} = Pr{tx2} = 0.5). Fig. 7.4 shows the lifetime when both nodes have

different probability of transmission (Pr{tx1} = 0.2, Pr{tx2} = 0.8). In both

figures ‘Channel & Energy’ refers to power assignment in (7.23), ‘Energy’ refers

to power assignment in (7.19), ‘Channel’ refers to power assignment in (7.22). As

can be seen in the figures (7.3 & 7.4) the lifetime is always higher for cooperative

communication than non-cooperative communication. Furthermore the schemes

that consider residual energy in power allocation i.e. (7.19) and (7.23), always

give higher lifetime than the one that does not consider residual energy i.e. (7.22).

We now compare average lifetime of ad-hoc networks consisting of several

nodes; using different node selection and power allocation strategies. Again
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Figure 7.4: Lifetime with nodes transmitting at different probability

packet transmission time is taken as the unit of lifetime. Fig. 7.5, 7.6, 7.7 and

7.8 show the results where ‘Hasna’ refers to the power allocation strategy men-

tioned in [110, equation 12] and ‘Huang’ refers to the third strategy (maximum

energy efficiency index) mentioned in [101]. All simulations were run over 250

randomly generated networks. The channel was taken as relay faded with path

loss exponent of 4. Fig. 7.5 shows the result for increasing average probability of

transmission, the probability of transmission ris always varies from node to node

but the average was increased in this simulation. The initial battery energy, the

distance of receiver from the center of the nodes and the number of nodes were

kept constant. Lifetime decreases with increasing probability of transmission as

expected and the first strategy i.e. ‘Energy & Distance’ always gives the highest

result though very closely followed by the second strategy.

Fig. 7.6 shows the simulation result of lifetime while increasing initial battery

energy. The average probability of transmission, the distance of receiver from

the center of the nodes and the number of nodes were kept constant. Lifetime
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Figure 7.5: Lifetime with increasing average probability of transmission

increases with increasing initial battery energy as expected and the first strategy

i.e. ‘Energy & Distance’ is a clear winner especially at higher values of energy.

Fig. 7.7 shows the simulation result of lifetime while increasing initial the

distance of the receiver from the center of the nodes. The average probability

of transmission, the initial battery energy and the number of nodes were kept

constant. Lifetime decreases with increasing distance as expected. The first

strategy i.e. ‘Energy & Distance’ is a clear winner initially but after a certain

distance it dies out along with the third strategy meaning after a certain distance

the first strategy can not be used.

Fig. 7.8 shows the simulation result of lifetime while increasing the number

of nodes. The average probability of transmission, the distance of receiver from

the center of the nodes and the initial battery energy are kept constant. Lifetime
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Figure 7.6: Lifetime with increasing initial battery energy
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Figure 7.7: Lifetime with increasing distance of receiver from the center of node
cluster
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Figure 7.8: Lifetime with increasing number of nodes

decreases with increasing number of nodes, this is contrary to expectation, this is

due to the fact that there can always be a node at an odd location and having a

high probability of transmission and hence running out of battery power. Since we

take the lifetime as the time when the first node runs out of power, increasing the

number of nodes increases the chances of having such an odd node. The decrease

as seen in the figure is not very profound but in any case the first strategy i.e.

‘Energy & Distance’ is again giving the highest lifetime.

7.4 Chapter Conclusion

We propose a new power allocation strategy to increase the lifetime of an ad-hoc

network that consists of battery powered nodes. Our method is based on coop-

erative diversity where nodes help each other in transmission. Our simulation

results show substantial improvement offered by our strategy over other strate-

gies proposed in the literature, as well as the non-cooperative transmission. This
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shows that cooperative communication can increase the lifetime of a battery pow-

ered ad-hoc network. Furthermore, careful node selection and power allocation

is necessary to reap the full benefits of cooperation.



Chapter 8

Conclusions and Future Work

In this dissertation we study the performance of CDMA and multicarrier CDMA

communication systems in ad-hoc networks. We use spectral efficiency and

throughput as the performance measuring criterion. The performance of MC-

CDMA, MC DS-CDMA and MT-CDMA without any frequency offset or inter-

ferer in multipath Rayleigh fading and AWGN environment is analyzed first in

Chapter 3. MT-CDMA performs best at most conditions of SNR except at very

high SNR where MC-CDMA and MC DS-CDMA perform better. This is due to

the rake receiver in MT-CDMA receiver which provides time diversity improving

received SNR and better spectrum utilization. MC-CDMA and MC DS-CDMA

can not benefit from rake receiver because in MC-CDMA spreading is performed

in frequency domain and in the case of MC DS-CDMA only short spreading

sequences can be used to avoid intercarrier interference. MC-CDMA provides

frequency diversity while MC DS-CDMA provides no diversity and the benefit of

diversity can be seen in MC-CDMA, which performs higher than MC DS-CDMA

at all conditions of SNR. In Chapter 4 we extend our analysis to include the

intercarrier interference due to carrier frequency offset which represents a more

practical system. MC-CDMA shows the highest resilience to frequency offset

while the performance of MC DS-CDMA and MT-CDMA is severely degraded.

161
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When other asynchronous interferers are also transmitting in the neighborhood,

we show in Chapter 5 that at no or negligible frequency offset condition, MT-

CDMA performs best at partial loading while the performance of MC-CDMA is

highest at full loading. In the presence of small but significant frequency offset

performance of MT-CDMA is only best at no loading while at partial loading or

full loading MC-CDMA performs the best. The performance of MC DS-CDMA

at all loading and frequency offset conditions is minimum since it does not benefit

from any time or frequency diversity and is also found to be very susceptible to

frequency offset. The results give us a complete picture of the performance of the

three multicarrier schemes in the presence of frequency offset and interferers that

are unavoidable in practice.

In Chapter 6 we study the benefits of co-existence protocols in a large ad-

hoc network of wireless terminals. We study three simple protocols that are

easy to implement and do not require a central control. Accurate expressions

for packet success rate that accounts for bit-to-bit error dependence are derived

and compared with simulation results. The results show that implementing these

protocols offer huge improvements in performance. We have also shown that per-

formance can be further improved by also implementing pair-wise power control.

Our new accurate results facilitate in designing of access protocols using coex-

istence etiquettes and selection of physical layer parameters in uncoordinated

shared wireless channels.

The lifetime of an ad-hoc network of battery powered nodes is an important

research area. We have briefly studied it in Chapter 7 and proposed a new power

allocation method that increases the lifetime. However, more improvements can

be done in lifetime analysis by also considering packet error rate and throughput.

This will also result in better power sharing and cooperative strategies to improve

lifetime of an ad-hoc network.
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8.1 Future Work

There are a number of directions where the research work can be extended as

future work. Throughout this dissertation we have focused on ad hoc networks

and used the assumptions that would be valid therein. However, the analyses can

be extended in the future to other applications like cellular systems, cognitive

radio networks etc. Some specific areas are listed below where future work can

be carried out to extend our work.

• The effects of Doppler spread were ignored for simplicity, the analysis is

still valid for stationary or slowly moving nodes but not for fast moving

nodes. The effects of Doppler spread which is an important impairment in

fast moving nodes can be studied as future work.

• OFDM is being widely used in the latest wireless communication applica-

tions. It would also be interesting to compare the performance of the three

multicarrier schemes with that of an OFDM system in the presence of the

same impairments as studied in this dissertation. This comparison would

give an insight to where the multicarrier schemes can improve performance

of practical OFDM systems in use.

• Channel coding is an important area of research which we did not cover in

the research. The performance of different channel codes in the presence

of the studied impairments for multicarrier CDMA is also an interesting

research direction that can be studied in the future.

• The performance improvements due to simple media access control proto-

cols or coexistence etiquettes, in terms of packet error rate, throughput and

capacity can be analyzed for the three multicarrier schemes. In Chapter 6

this analysis has been done for CDMA only and it would be interesting to

extend it to the multicarrier schemes.
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• Power consumption by the three multicarrier schemes is also an important

aspect to be analyzed in an ad-hoc network of battery powered wireless

terminals.

• An extension to the work done in Chapter 6 can be done by studying the

power consumption of the coexistence etiquettes as high throughput may

become meaningless in some instances if it results in high power consump-

tion.

• In a cognitive radio environment the coexistence of secondary users in the

absence of primary users and the performance of the three multicarrier

schemes in secondary users can also be studied with slight modifications to

our analysis.

• Further improvements can be done in the lifetime analysis in Chapter 7 by

also considering packet error rate and throughput. This will also result in

better power sharing and cooperative strategies to improve lifetime of an

ad-hoc network.
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