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Ticking away the moments that make up a dull day
You fritter and waste the hours in an offhand way.
...You are young and life is long and there is tim&ill today
And then one day you find ten years have got beimd

...Every year is getting shorter; never seem to fire time...

‘Time’ from ‘The Dark Side of the Moon’: Pink Floyd
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Real versus Psychological Time:
Exploring the Relationship Between Temporal and Inbrmation Processing

Clare Sarah Allely, The University of Manchester
For the degree of Doctor of Philosophy (PhD)
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Abstract
The primary investigation of this thesis was thatrenship between information
processing and the internal clock. Clicks traingehareviously been found to increase
internal clock rate and information processing é&mllely & Wearden, 2010). Chapter 1
examines the existing literature on the internatkland information processing. Chapter 2
reviews possible mechanisms underlying the efféclicks and Chapter 3 outlines the
research strategy and aims. Chapter 4 investitja¢dsehavioural parallels between
internal clock speed and information processingapiiér 5 explores the parametrics of
clicks using a 1, 2 and 4 choice reaction time (BEk (Experiment 1a, b & c). Overall,
RT was reduced on trials preceded by clicks contper@o-clicks and we found that this
advantage of clicks can persist for up to 10s. @hapinvestigates whether any
prestimulus event (in this case white noise) wdwtde the same effect as clicks in tasks of
verbal estimation (VE), RT and mental arithmetigg&riment 2a, b & ¢). White noise was
found to have no effect on either information pssieg or internal clock speed, which
strengthens the idea that the clicks effect is atediby its influence on the speed of the
internal clock. Chapter 7 explores whether procestie clicks as opposed to passively
experiencing them would change their effect on2adnd 4 choice RT and VE task
(Experiment 3a & b). Both experiments included experimental groups (Ask & Don’t
Ask). In the Ask group, participants had to actyvetocess the clicks by reporting whether
there had been a shift in pitch in the clicks.na Don’'t Ask they were never asked this.
Experiment 3a found longer RTs across all condétionthe Ask group compared to the
Don’t Ask group suggesting that this processing imaation had an effect on information
processing. Experiment 3b explores the same charthe stimuli in a VE task and found
that the click processing manipulation had no dedrital effect on the typical effect
produced clicks. Both click types increased vegstimates of duration in both the Ask
and Don’t Ask groups. Greater overestimation wamébwith the clicks compared to the
click-change condition. So the processing maniputatad an effect on information
processing while leaving the internal clock spameklkening the idea of a link between
the two processes. Frequency and duration of tblkesalvere manipulated in Experiment
4a and b (Chapter 8) in tasks of RT and VE. Expenirda demonstrated no significant
effect of frequency on RT. In Experiment 4b, themfandings highlighted the importance
click durationnot frequency. Experiment 5 (Chapter 9) addreseguestion of whether
participants have simultaneousgengthening of subjective duration as well asramaase
in information processing by investigating the effef clicks on memory recall and time
estimation of the same stimuli. Overall, clicks leled participants to correctly recall more
letters as well as increasing participants' veelséimates. Experiment 6 (Chapter 10) used
clicks to change the rate of memory decay usingsaa®d 8 s delay. Clicks increased the
rate of memory decay for the 3 and 5 s delay dumainly. In order to explore whether the
effect of clicks is due to arousal, Chapterégplacedclicks witharousingvisual
(Experiment 7a) and auditory stimuli (Experimen} ifba VE task. There was no
relationship between arousal and time estimatiapeBEment 8 (Chapter 12) explores
whether estimating the duration of emotionally a&ing auditory stimulthemselvebas an
effect on the internal clock. No relationship betwearousal and time estimation was
evident. Experiment 9 (Chapter 13) explores el@ttysiological arousal in a VE task.
While there was a behavioural effect of clicks ytdel not alter physiological arousal.
These findings have major implications for the casnmotion that arousal mediates the
effect of clicks.
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Chapter 1
Literature Review: The Internal Clock, Arousal and Information Processing

“We cannot think our way down to a level where tidoes not apply, because no parts of

our experience, however small or odd, lie outsiake't (Bennett, 2004, p. 172).

1.1 Internal Clock Theory: Origins

1.1.1 Internal Clock and Body Temperature

The strongest evidence that humans possess anahtéwck initially came from evidence
that its speed could be manipulated. Internal dedyperature is one physiological
variable which is thought to affect human timerestion through a speeding-up or
slowing-down of metabolic processes in the braifctviunderlie the workings of the
“internal clock” (Green & Simpson, 1977). Franci®27) deserves historical recognition
for his research on body temperature and time asitom although the English-speaking
psychology community usually award credit for paisiing the idea to Hoagland (1933).
Hoagland initially became interested in this ardeemhis wife was ill with influenza and
he noticed that she “was impressed by the facttitmat seemed to pass very slowly”
(Hoagland, 1935, p. 108). To test whether his \gifaibjective time had been changed,
Hoagland asked her repeatedly to count up to @@ astimated rate of 1 count/second and
noted how long she took when her body temperatadedifferent values. Not only did
Mrs Hoagland count faster when her temperatureelagted but the data showed
evidence of a parametric effect, with rising boemperature resulting in increasingly
faster count rates (Wearden, 2005a). In termseoptssage of subjective time, Mrs
Hoagland’s shorter interval productions at higkeenperatures are evidence that her
internal timing mechanism ran faster when her teatpee was higher. Body temperature
increases would make the productions shorter, adthdhey would make external events
seem to last longer, accounting for the subjeciiects of body temperature that
Hoagland’s wife experienced. In terms of theorétosglanation, Hoagland reasoned that
if some underlying chemical process provides a @stemation mechanism, then like any
other chemical process it will run faster when bdaind slower when cooled (Wearden,
2005a). In order to eliminate the influence of pétlyical factors which might have been
involved in the experiment with his wife, Hoaglafi®33) tested one of his students. The

participant received diathermy treatment and wégenas to the true purpose of the

20



experiment. The participant was insulated from s by wrapping and exposed to a
high frequency alternating current until their tesrgdure reached 38.8 degrees centigrade.
Using a tapping procedure it was found that thé@pant — and subsequent participants —
consistently showed an increase in the speed pirtgpvith an increase in body
temperature (Hoagland, 1933).

Baddeley (1966) further tested Hoagland’s notioa ohemical-clock hypothesis, in terms
of the effects of reduced body-temperature on &@stEnation. Twenty amateur scuba
divers (all men) were tested during a week of djvimcold sea water (four degrees
centigrade) and findings supported Hoagland’s hygsis of a chemical clock. There was
a tendency for the participants to count more sfomiten body temperature was reduced.
Most participants appeared to find the diving ety stressful and since there is evidence
that anxiety may influence time-estimation, it agspible that the results may be due to pre-
dive stress causing faster counting before the, datber than low body-temperatures
producing slower counting after the dive (see BaBindra, 1954). However, findings

from another experiment (Baddeley, 1966) examihedgossibility by requiring
participants to estimate a minute before and aftearm but stressful dive. Results
suggested a fairly similar level of arousal in bexperiments as measured by the only

available measure of arousal — mean pulse rateunt cate.

In general then, these results support Hoaglarfésnacal clock hypothesis and suggest
that it holds for reduced as well as for increasagperatures. Assuming Hoagland’s
generalisation is justified, we are left with thelplem of why Bell and Provins (1963)
failed to demonstrate a similar effect. Unlike Hiaagl, Bell and Provins (1963) failed to
show that changes in body temperature affectstybih tasks involving verbal estimation
(time intervals of 45 and 100 seconds). Perhagsitkbbnsistency is due to the longer
durations used in the Bell et al. (1963; 1975; )%tudies. Hinton and Rao (2004)
suggested that chronometric counting (when pagidgpuse a counting strategy to
estimate durations of time) may come in to effecirdy longer durations and added that
their study supported the idea that counting de¢sppear to “exhibit the scalar property”
(see section 1.1.3. for explanation of this). Weardnd Penton-Voak (1995) reviewed all
the data from studies carried out on body tempegand time estimation and found that
almost all studies where body temperature had blsmated found increased rates of
passage of time and the (much rarer) (e.g., Bagd&866) studies where temperature had
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been reduced found reduced rates of passage of\fiimarden, 2003). The fact that a
physical manipulation can alter subjective timevglence for the existence of some
internal clock but early researchers had littlecawn for the exact mechanisms of such a
clock, such as how it operates, how its readingsiaed as the basis for time judgments,

etc. Only much later in the 1960s were any furtterelopments made (Wearden, 2005b).

1.1.2 Treisman (1963) Proposal of an Arousalsgese Pacemaker

In 1963, Treisman linked his work specifically teet“‘chemical clock” proposition of
Hoagland (1933) and to 20th century psychophysigs Woodrow, 1930). The model he
proposed suggested that the raw material for tidgments comes from an arousal-
sensitive pacemaker, which sends pulses to a aco{Musrden, 2005b). The counter could
be switched on and off by external stimuli so aprtavide measures of the duration
elapsing between such stimuli (Treisman, Cook, IN&$/cCrone, 1994). The pulses are
assumed to be periodic. As well as the pacemalkkcamnter, the model also involves a
store of “reference” durations and comparator meigmas. Comparison of values in the
counter and the store determine behavioural ofyearden, 2005b). Later, Treisman and
collaborators (Treisman, Faulkner & Naish, 1992Qeled a temporal pacemaker in which
pacemaker frequency is adjusted by a calibration(Barle & Casini, 2001). The second
assumption of Treisman’s later model (Treisman.el892), which is more relevant for
the present study, is that the pacemaker may watyei degree of arousal or activation
specific to it (Treisman et al., 1994). When ardlseel increases, the pacemaker output
frequency should increase, thereby leading pasditgpto overestimate time (See Chapter

4, Section 4.1.1., for figure of model).

1.1.3 Animal Psychology and the Developmeftcafar Expectancy Theory (SET)

At the end of the 1970s and the beginning of tr&0%9Gibbon (along with colleagues
Russell Church & Warren Meck), developed scalaeetancy theory (SET). SET bears
many similarities to Treisman’s model, in that botbdels share (a) a pacemaker-
counter/accumulator mechanism (b) a “store” orérehce memory” and (c) a comparison
process on the results of which behavioural ougpbased. However, SET was based on
large studies carried out on rats and pigeons, edsefreisman used much smaller data
sets using humans which may explain why Treismaeived less attention (Wearden,
2005b).
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Based on observations from animal timing experise@ibbon (1991) found the evidence
for proportional timing to be by far the most irgsting aspect. Proportional timing is
where measures of behaviour seem to adjust tortdpogions of time intervals, rather
than their absolute values for example, Dews (1936yvs trained pigeons on fixed
interval (FI schedule) values of 30, 300 and 3,88€bnds and recorded response rate
during successive fifths of the Fl value. In a fixeterval schedule a reward is given after
the first response after a specified amount of ta passed, in this case 30, 300 or 3,000
seconds. When the response rate was plotted astefr of the rate at the end of the
interval, the resulting functions looked the sa®e. for example, halfway through an FlI
value, the response rate was the same fractiomaf iwwas at the end, regardless of the
absolute duration timed. Such proportion timingvted the basis which gave rise to the
term “scalar” in SET. According to scalar expectatieeory, the growth of subjective time
as real time passes is a simple linear functioa,inwhich subjective time reflects real
time with almost perfect accuracy on average (Waard002). Advocates of the scalar
expectancy theory argue that a Poisson-variableeipaker” begins emitting pulses a
short time after onset of a time marker and thes@ecumulated until a short time after
reinforcement, at which point the value of the awualator is stored in a reference memory
and the accumulator is reset to zero. It is imparta mention that the Poisson-variable
emits the pulses at a constant average rate igitka interval of time. Gibbon and Church
(1984) recognises that Poisson variance is inctamgisvith the scalar property of timing:
“In the Poisson system, variance increases dievith the mean, so that the system is
more efficient, i.e., the ratio of standard dewatto mean is lower at long times than at
short times” (Gibbon & Church, 1984, p. 475); agwlon to say that,“These results, we
feel, rule out Poisson variance acting alone” (@b & Church, 1984, p. 477). Parameters
in the simple theory are the start and stop dedagkthe rate of the pacemaker (which
determines the variability of time estimates). Emegrate behaviour, the stored
accumulator total is compared with the currentltatal when the difference falls below a
threshold (which may also vary), responding aeady rate is initiated. This was found in
studies carried out on rats and pigeons (Brunrarhérst, Stolovitsky & Gibbon, 1997).

In sum, the poisson system argues that the lohgeduration, the lower the variability
which conflicts with the idea of scalar timing timgevhich argues that people are more
variable at estimating longer durations as exptaimgWearden (1991).
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The associated information-processing model of 8&bbon, 1977) operates as the
following. The clock stage involves a pacemakerolhieceives the raw material for time
representation (see Figure 1). The pacemaker gulges and a switch controls how many
pulses enter into the accumulator. The accumugtitoes the amount of pulses during the
event to be timed. Therefore, the longer the dtismduration, the more pulses are
accumulated. The more pulses that are accumulagegréater the judgment of the
duration. The information processing models atateghat temporal judgments rely on
memory and decision stages. The “current duratieasured by the accumulator is
compared, using comparison rules, with a samplermfeom a distribution of duration
values stored in reference memory to determine lvelned respond” (Droit-Volet & Meck,
2007).

S
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Long Term Short Term
(Reference) < Memory

Memory

\ Decision Process /

\ 4
Observed Behaviour

Figure 1: Information processing model (SET) (Gibbon, Malap®ale & Gallistel, 1997,
p. 171).

In the majority of timing procedures, the accuratyemporal judgments is believed to
depend on the functioning of these different deyjiggth each component being viewed as
a source of variance. Gibbon and Church (1984) bréae to determine which factors

affect temporal processing.

As we have seen, the pacemaker concept in the SI€Ins problematic since it is
fundamentally at odds with real timing properti8saddon & Higa, 1999). However this
inconsistency can be resolved by the propositiahpkople are worse at estimating longer
durations due to variability in one or more othartp of the internal clock, for example,

the switch (Staddon & Higa, 1999). If there iseroor in the accumulator (or if the error is
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independent of accumulator value) and if therauisgzby-pulse variability in the
pacemaker rate, then by the law of large numbelative error (standard deviation
divided by mean, termed the coefficient of variat{€V)) must be less at longer time
intervals. This relative improvement with absoldteation is independent of the location
of variability in the pacemaker. Therefore, theftiont of variation, at longer durations,
has a tendency to decrease (rather than incredbefhw duration of the timed interval
(Gibbon, Malapani, Dale & Gallistel, 1997). Thioperty of timing is known as Weber’s

law.

Given all these constraints on the pacemaker, vahgimply assume a linear time code
(no counts) with a slope that varies normally friwral to trial instead? Indeed, Staddon
and Higa (1999) propose that there may be no ‘fiadeslock” as such at all. Instead,
interval timing discrimination is just like any @hdiscrimination. In time discrimination,
Staddon et al. (1999) argue that animals can agsessespond selectively to) the rate of
occurrence of an event like food reinforcement authbeing directly sensitive to the time
at which food occurs. Moreover, the accumulatouasgion is itself problematic, because
it implies a biological process that can increagbaut limit. SET assigns no upper bound
to the duration of intervals that can be timedif $loe time code is linear, there is no limit
on the accumulator total (Staddon & Higa, 1999) Tindamental contradiction between
the pacemaker-accumulator idea and the Weber lapepty of timing should be
detrimental for any pacemaker-accumulator thearyyy has it remained the leading
theory? The most obvious reason is that it seenmistaiive explanation since older timing
devices such as the hourglass accumulate (albed, ther than pulses).

Many drug effects find a natural interpretationhiit SET (e.g., Meck, 1996), but they can
also be explained by other competing theorieshisoelvidence is also not conclusive
(Staddon & Higa, 1999). Another major challeng®itry to understand the physiological
processes underlying timing. Mattel and Meck (20@)e criticised the idea of a
pacemaker-accumulator clock on physiological greud discussed earlier, timing
behaviour often conforms well to the mathematicabctions of a pacemaker-
accumulator clock. However, physiological modelsgmsed as alternatives to the idea of a
pacemaker-accumulator idea (i.e., Church & Broagd&90; Mattel & Meck, 2000) still

fail to account for the behavioural findings. Edsaly, there are significant theoretical
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problems with using different brain states themseiw enable time judgments (A full

discussion of which falls outside the scope of thesis).

1.2 Manipulations of Internal Clock Speed In Humans

Many studies have demonstrated that the speeckantirnal clock can be manipulated.
The following sections will discuss the major saglivhich have demonstrated either a
“speeding up” or a “slowing down” of the pacemakenr instance, Hoagland (1933) was
one of the first to show that the internal clock & speeded up by increases in body
temperature. The following sections explore studieeh have manipulated the internal
clock in other ways.

1.2.1 The Effects of Repetitive Stimulationdk3liFlashes) on Internal Clock Speed

Treisman, Faulkner, Naish and Brogan (1990) repdttat if a visual or auditory stimulus
was presented simultaneously with a train of réiwetstimulation (periodic clicks or
flashes) people behaved as if the duration oftineutus had increased, compared with the
control condition. In effect, repetitive stimulatiovas used to “speed up” the pacemaker of
the internal clock in humans. The effect of perostimulation was supposed to produce
an increase in “arousal” and such an increase jstens with Treisman’s model, would

lead to a higher pacemaker rate (Wearden & PentmakV1995; Wearden, 2005b;
Treisman et al., 1992, 1994).

More recently, Penton-Voak, Edwards, Percival areh¥len (1996) showed that
precedingan auditory or visual stimulus by 5 seconds oiqake clicks also made the
stimulus seem to last longer (see also Weardeh, 41988 and Wearden et al., 1999a, for
replications) whereas when people were requirgadduce time intervals of specific
durations, preceding the production with clicks m#te productions shorter. The key
characteristic of “speeding up” experiments thagast that an internal clock has indeed
been sped up is the ‘slope effect’. For exampl@, werbal estimation task, when
participants’ verbal estimates are plotted againsial stimulus duration, the function for
the judgments of stimuli preceded by click traiiféeds in slope with that for judgments
preceded by silence. In other words, the longedtiration of the stimuli to be judged, the
larger the estimation differs. Burle and Bonnet9@%and Burle and Casini (2001)

replicated these findings, also showing a shortgnirintervals produced when preceded
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by click trains. The different effects on the suitipe estimate of stimulus durations and on
intervals produced by a “speeding up the clock” ipalation are consistent with the
internal clock theory. If time judgments are madsdal on the amount of “ticks” of the
internal clock, then more ticks will accumulate peit of time when a stimulus is
presented if the clock is speeded up as oppost tamount of ticks accumulated in a
“normal” control condition. Therefore, it would aggr longer in duration. On the other
hand, if production tasks are performed by emittegponses when a certain number of
ticks have been accumulated (see Wearden, 2008, r&production model of this sort),
then these ticks will be accumulated in a shoeal time with the “speeded up” clock,
thus shortening the time produced (Wearden, 20@tojt-Volet and Wearden (2002)
instead of using clicks, used repetitive flickerafmparently speed up the internal clock of
children as young as 3 years of age. Consistehtavithange in pacemaker speed, a
multiplicative effect of flicker was found (Wearde2003; also replicated in a later study
by Droit-Volet, 2003). The multiplicative effect &sterm for the phenomenon of the effect
of clicks/flicker being greater with increasingmstilus duration consistent with the notion
of an increase in pacemaker rate. As Droit-Volet Arearden (2002) note, obtaining such
an effect in young children implies that the effisca very “primitive” one, operating on
some fundamental, perhaps even biological leviierahan affecting complex response
strategies (Wearden, 2003).

Further evidence consistent with a speeding upefriternal clock, comes from a study
carried out by Wearden, Philpott and Win (1999)akhound that click trains can affect
subjective time judgments. In experiment 1, Wearetes. (1999) used a pair comparison
procedure, where two tones of the same duratioprasented on each trial. The duration
of each trial pair was randomly selected from betw800 and 900ms and therefore the
duration of the pair differed between trials. Cictould precede either stimulus within the
pair, both or neither, which produced four condhitiol) both are preceded by clicks (C/C),
2), neither are preceded by clicks (N/N) or witther the first or the second tone preceded
by clicks (C/N) or (N/C). After being presented lwihe pair of tones, participants were
asked whether the second tone was shorter or |ldhgerthe first. First the authors
compared the number tdnger’ responses on the two trial types where only ortbef
tones was preceded by clicks. The C/N versus tReddmparison revealed that there was
significantly more fonger responses given in the N/C condition than in@i condition.

This suggests that the clicks could affect judgemehdurations which were of the same
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duration. Comparison of the N/C and N/N conditishewed that there were moteriger
responses when the second stimulus was precedditks; suggesting that clicks had
increased the subjective duration (by speedindnapriternal clock) of durations they
preceded, relative to a no-click condition. On adliger hand, comparison of the C/C and
C/N conditions revealed that moteriger responses were made in the former condition.
This suggests that with the removal of clicks titerinal clock speed was relatively
reduced. Interestingly, the C/N condition produtess ‘longer’ responses than N/N, again,
demonstrating a slowing down effect of the inteiack.

However, an alternative explanation to the idealick-trains ‘speeding up the clock’
hypothesis is that of ‘assimilation’. This is tliea that click-trains are assimilated into the
total length of the stimulus that they precedegféectively lengthening it. Consistent with
this idea of assimilation, Penton-Voak et al. (1)9f@6ind that preceding responses
producedby the participant by click-trains decreased tdeiation. However, inconsistent
with the notion of an internal clock, assimilataould lead to an intercept not a slope
effect (where the the effect of clicks becomes tgreaith increased duration compared to

no-clicks).

Although there is evidence that repetitive stimolain the form of clicks and flicker
increase internal clock speed, is there any evielémat the effects are mediated by
“arousal”? A train of clicks is obviously not veayousing in the everyday sense of the
word - but it may induce “specific arousal” of timernal clock. The term “specific
arousal” of the pacemaker is used by Treisman (L&68istinguish it from the “general
arousal” of the organism. The “specific arousaltlod pacemaker can be increased by
external inputs which subsequently alters our sativje duration of time. Treisman (1963)
carried out a task requiring participants to pradand reproduce intervals of pre-specified
duration. Treisman (1963) found that they becamnmsistently shorter the greater the
intensity of the tone to be judged and interprékesi effect as due to the increased arousal
of the participants occasioned by the louder t§idésarden, 2005b). Hockey (1970) also
suggested that noise acts as a kind of generallstntwhich raises the level of arousal. In
addition, Glicksohn (1992) found that the more ®drihe sensory environment (i.e.,
perceptual overload versus perceptual deprivatibe)longer the subjective time that is
verbally estimated (the opposite being the cas¢éhfwreproduction method), which is

consistent with the notion that the internal clegk speed up or slow down as arousal
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levels altered, irrespective (to a degree) of paldr attention demands imposed by
concurrent information processing. This is in kmiéh Treisman’s (1963) model of the
effect of arousal on duration perception (Glicksol®092). The notion of the click effect
being mediated by arousal is an issue that wilhkestigated empirically in this thesis
(see Chapter 11 and 13).

In summary, preceding tones or visual stimuli layrts of clicks or flickers (compared to
no-click trials) increased their subjective lengtlith larger effects being obtained with 3
or 5 seconds of clicks than with 1 second (Pentoakt al., 1996). Moreover, the
presence of a slope effect is evidence that tleenat clock has been speeded up as
opposed to the effect being a simple bias or aksion.

1.2.2  Modality Effects on Internal Clock Speed

Internal clock models consistent with the pacemalceumulator model of SET have also
been used (Wearden, Edwards, Fakhri & Percival8Ll@account for the well-known
modality effect in timing, that “tones are judgeddier than lights”. Treisman et al. (1990)
also found that an auditory stimulus appears t@laagreater subjective length than a
visual stimulus, despite both being the same duratind argued that the pacemaker of an
internal clock runs faster during auditory tharuaisstimuli (Wearden et al., 1998).
Similarly, Droit-Volet, Tourret and Wearden (20Gdund that auditory stimuli were
judged to be longer than visual stimuli in bothéasolds and 8-year-olds. The auditory
and visual stimuli produce a slope effect consistéth the pacemaker of the internal
clock running faster for the auditory than for theual stimuli. Additionally, Jones,
Poliakoff and Wells (2009) using a staircase tho&bprocedure, verbal estimation and a
temporal generalisation task showed that timindhenvibrotactile modality conforms to
scalar timing theory (SET) and that the internatklspeed for vibrotactile stimuli is
significantly slower than that for auditory stimulixperiment 1, demonstrated that
duration discrimination is superior with auditotynsuli, least sensitive with visual stimuli
and that vibrotactile thresholds are significamtlyrse than auditory and “lie statistically
closer to that of visual thresholds”. In experim2nthe speed of the internal clock appears
to be faster for auditory stimuli than either visoavibrotactile stimuli, shown by higher
estimates for auditory, with increasing differenaefonger durations. Conversely, there
appears to be no difference between estimatesdoalvand vibrotactile stimuli and so
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clock speed could be considered to be approxim#telgame for these two modalities.
Experiment 3 showed that the timing of vibrotacsilienuli exhibits similar scalar
characteristics to that of auditory or visual stitneonsistent with the findings from
Experiments 1 and 2.

1.3 Role of Emotion on Pacemaker Speed and Tirasstimation

The present section will explore whether arousayph role in the clock speed effect seen
in Section 1.2 through the use of various aroustimguli and by inducing various different

states of arousal/stress in the individual.

1.3.1 Emotional Expression and Arousal

What exactly is happening to our internal cloclemotional situations? In other words,
why are we so inaccurate in making timing judgmeiuisng emotional experiences
despite having a complex internal clock mechaniBroi(-Volet & Gil, 2009)? Research
suggests that the interaction between increasesarand accompanying psychological
mood has a combined effect on behaviour, i.e.,m&gs of durations (Ward & Cox,

2004; Krug, 1999). Angrilli, Cherubini, Pavese avidnfredini (1997) argued that induced
emotional states systematically influence errdinre estimation; i.e., the perceived
duration of an event is affected by manipulatiohthe two emotional dimensions of
affective valence and arousal. Using a time pradoand a verbal estimation task,
Angrilli et al. (1997) explored the effect of van® scenes that were at opposite extremes in
terms of their valence and intensity. For emotioadénce there were two levels. Low-
valence which depicts negative emotion and higlerva which depicts positive emotion.
For arousal, there were also two levels, low awgth lairousal. Participants were shown
scenes that were high intensity-pleasant (e.gsifgscouple), high intensity-unpleasant
(e.g., baby with eye tumour), low intensity-pleas@ng., smiling baby) and low intensity-
unpleasant (e.g., large spider). Participantsenal-intensity scenes, tended to
underestimate the duration of unpleasant scenes than the pleasant ones. Interestingly,
for the high-intensity scenes, there was an ovienasibn of the duration of unpleasant
scenes compared to pleasant scenes. Angrilli €620.7) argue then that both attention
and arousal mechanisms are involved in estimatiagitiration of emotional stimuli. A

criticism of their study, however, is that theyliéai to compare these conditions with
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neutral pictures, instead using neutral conditimesely as fillers (Noulhiane, Mella,
Samson, Ragot & Pouthas, 2007). (See Chapter dttprsd 2.1 for more details on this).
Additionally, a potential problem with the study Bngrilli et al. (1997) is that they did
not use a sufficient range of durations to tessfope effects. However, despite this, they

still produce results in the direction that woukldxpected.

Thayer and Schiff (1975) specifically examined ¢fffiect of eye contact and facial
expression on the experience of time. If arousakiases with the duration of the
experience, as the period of eye-contact increasesvould expect to find still greater
overestimation (Thayer & Schiff, 1975). They fouhdt for reproduction of time periods,
during which eye contact was maintained, time wgergenced as passing more slowly
(greater overestimation relative to clock time) witembined with a negative-unpleasant
(scowling-angry) rather than a positive-pleasamtil{sg-friendly) facial expression. Using
a temporal bisection task, Droit-Volet et al. (2p@und that the duration of emotional
faces (anger, happiness and sadness) was systaigatierestimated compared to neutral

ones consistent with the arousal model.

Despite the consistency of these findings withatmisal based model, it still fails to
explain the exact reason the internal clock prodisteh effects. There are two ways put
forth by pacemaker-accummulator internal clock thesoto explain how arousal might
impact on the internal clock (Gibbon, 1977). Fiesgusal causes an increase in the speed
of the pacemaker. The alternative explanation cbaldue to changes in the functioning

of the switch of the internal clock, the link beewmethe pacemaker and the accumulator
(Church, 1984). So, emotional stimuli may causesthigch to close faster or open later
than usual. Individually and combined, both thémmties can plausibly explain how the
amount of pulses accumulated during the event jodmged can be increased as a result of
arousal. It has been shown that the speed of ttenpaker is multiplicative with real time,
however it is not clear whether this is the casthénstudy by Droit-Volet et al. (2004).
Therefore, the effect would have more of an impadbnger durations compared to
shorter ones under conditions when the speed gddbemaker is increased as a result of
arousal (Meck, 1983). Since the switch is indepenhdf the durations to be judged, it
appears that the switch is not a feasible explandtr these effects (Droit-Volet et al.,
2004).
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Gil, Niedenthal and Droit-Volet (2007) then wenttordetermine whether there is such an
effect of anger on time perception in children. yhegued that, if the perception of angry
faces results in increased levels of arousal (gtids has adaptive effects on temporal
perception), then the tendency to overestimateltination of angry faces compared to
happy or neutral would be expected to occur in yeryng children and demonstrate little
or no change over the course of development. Ukiegemporal bisection task, Gil et al.
(2007) examined children aged 3, 5 and 8. Four iemaitfacial expressions (sad, happy,
neutral and anger) and two duration ranges (40660ins and 600 — 2,400ms) were used.
For each age group children were randomly assignedf the two duration ranges. The
comparison durations were 600, 900, 1,200, 1,5@D01 2,100 and 2,400ms. Participants
were presented with the comparison durations agsepted by facial expressions and
asked to judge whether the duration they are pteddar is the same as the short standard
duration or the long one. They found that even giatlneir sensitivity to time improves
with age, the 3-year-old children were able toneate time consistent with the notion that
the internal clock operates in very young child{@roit-Volet & Wearden, 2002). What
was of most interest was the finding that the peeckduration of angry (compared to
neutral) faces was overestimated in all age gra@mdicating findings in adults (Effron et
al. 2006; Droit-Volet et al., 2004). In additiohgre was no evidence of variability in the
level of overestimation in the three age groupsldmee (Gil et al., 2007). The findings by
Gil et al. (2007) are consistent with scalar exgecy theory as the effect was proportional
to the duration of the standards. Findings showatidverestimation of angry faces
compared with neutral faces was greater for thg kiimulus durations than for the short
stimulus durations. This supports the arousal effgpothesis and the effect demonstrated
with the short and long durations used shows thatriot a simple response bias effect and

that the internal clock has been sped up.

Based on these previous findings, one might ndyugal on to suspect that there is a link
between individual differences in negative emotitpand overestimation due to negative
facial expressions. Tipples (2007) investigatedtivietemporal bias due to angry and
fearful expressions is greater in individuals wbasgistently report high levels of negative
emotional arousal. Determining whether the samecetfan be found using fearful
expressions is important because previous stuftiegwétance, Droit-Volet et al., 2004
Effron et al., 2006) did not compare angry facigiressions with other negative, highly

arousing expressions. Ratings for pleasantnesaraogal are equal for fearful and angry
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facial expressions. So if an arousal-sensitive raeisim is responsible for the effects of
emotional facial expressions on temporal estimatisimilar degrees of overestimation for
both angry and fearful expressions would be expedte examine these issues, Tipples
(2007) adopted the temporal bisection task desttiyeDroit-Volet et al. (2004).
Supporting the expectations, there was evideneeliak between individual differences in
negative emotionality and increased levels of osteareation due to both angry and fearful
expressions but not happy expressions. Previodgesthave demonstrated the relationship
between anxiety (Fox, Russo & Dutton, 2002; YienMé&thews, 2001), fearfulness
(Tipples, 2006) and attention bias in responsestgative stimuli. For example, Fox,
Russo, Bowles and Dutton (2001) results showedwhan participants are anxious, they
usually spend longer looking at angry and fearkgressions relative to neutral and happy
expressions. Fox et al. (2001) argue that thisiestd the “delayed disengagement of
attention” in individuals with anxiety (Fox et a2001; 2002). Tipples (2008) attempted to
reconcile these findings with those from his studhych argued for an arousal based
explanation opposed to Fox et al. (2001) attentibaaed one, by arguing that perhaps
both studies are mediated by the same generalafbased process associated with the
release of the neurotransmitter noradrenaline.ddd€anaka, Yoshida, Emoto and Ishii
(2000) found that an increased release of noraliinenia associated with the stimulation
of negative emotions such as anxiety and/or fearatirenaline affects the operation of
both attentional and time processes (Penney, H&8ldéeck, 1996; Droit-Volet et al.,
2007). However, others have argued that noradrenacgjvity does not have a major
involvement in the timing of brief durations in thenge of milliseconds (Rammsayer,
Hennig, Haag & Lange, 2001). Surprisingly, Tipp(2808) found that there was a greater
overestimation of time with angry facial expressi@ompared to fearful and happy
expressions. Specifically, there was a higher pitagoof longer responses
(overestimation of the duration) of the angry faepressions in the 1200ms duration
compared to the shorter 400ms duration. Howevarfdkfaces tend to be judged as being
more arousing than angry facial expressions. Feanidi angry facial expressions should
have led to relatively the same level of overestiomaif the effect of facial expressions on
time perception change as a direct result of thasad facial expression of the sender
(Tipples, 2008). Tipples (2008) used more thanduration and was therefore able to
demonstrate a slope effect supporting the ideheoirtternal clock being sped up.
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It is a common experience that time seems to flgmive are enjoying a favourite meal at
a restaurant. Experiences of this nature prompted&it-Volet and Rousset (2009) to
investigate the relationship between time percepdiod food-elicited emotion. In a
temporal bisection task, healthy adult participamse required to judge whether the
presentation duration of pictures (neutral, liked disliked foods) were more similar in
duration to a short (400ms) or a long (1,600ms)dded duration. The five intermediate
duration values that the participants had to juagbeing similar to either the short and
long standards durations were 600, 800, 1,00001a2d 1,400ms. Based on pretest
findings, three liked food pictures were chosepaan cake, dark chocolate and French
bread. Pre-tests findings also enabled the ap@tepselection of three disliked food
pictures: blood sausage, beef sausage with vegstaht dried beef sausage. The neutral
stimulus comprised of a picture of a white ovalhngtmilar perceptual characteristics to
the plate used in the food stimuli pictures. Figdishowed that the presentation duration
of food pictures was underestimated compared Wittpresentation duration of the neutral
picture and that this underestimation was more gthf&r the disliked than for the liked
food pictures. Gil et al. (2009) argue that thesdihgs suggest that time underestimation
in this instance, is due to an attentional-biashraatsm (i.e., Zakay & Block, 1996). Such
a mechanism serves to distract attention away thenprocessing of time in emotional
situations, in this case the liked and particul#nky disliked food pictures. If we recall how
the information processing model of timing operapedses are switch or gated to an
accumulator. It is the amount of pulses that deirgemthe perception of duration.
Therefore, if there are lost pulses because ofadison then the duration will be
underestimated. If we consider it from an evolugignperspective, it is not surprising that
the disliked food pictures captured more attenfioesources (as evidenced by greater
underestimation) than the liked food pictures. Roddly, disliked food represents an

increased danger and significance to health arrdftire, are given more attention.

At first inspection these findings by Gil et al0@) may seem fundamentally at odds with
those of Angrilli et al. (1997) who found overesdition (not underestimation) of
emotional visual stimuli (e.g., mutilated bodigS)l et al. (2009) suggest a convincing
hypothesis which is consistent with both these segigncontrary findings. If we take the
emotion of disgust used in both the study by Atigetlal. (1997) and Gil et al. (2009),
participants were found to judge them differentiyerms of arousal level between both

these studies which may explain the differencesctipally, in the study by Gil et al.
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(2009) participants using the Self-Assessment Marskale, rated the disgust stimuli as
being low in arousal. Whereas, the participanthéstudy by Angrilli et al. (1997) judged
the same stimuli to be highly arousing using threesaneasure. Different mechanisms
become involved in both types of arousal leveleAtional processes are primarily
involved in non-emergency situations such as vath drousing stimuli/events. However,
high arousing stimuli would serve to increase aomoic arousal, preparing the organism to
act according as fast as possible. Droit-Volet diedk (2007) argue that such an increase
in arousal is suggested to speed up the interaekalhich explains why the participants

in the study by Angrilli et al. (1997) overestimatie same stimulus type (disgust) as that
used by Gil et al. (2009).

Taking this notion of a relationship between emo@od time perception a step further,

Gil and Droit-Volet (2009) investigated the impa€idepressive symptoms on human
timing. In a task of temporal bisection, Gil andiVolet (2009) found that the greater
the score of depression, the greater the under&stimof duration (indicative of the fact
that the depressed group underestimated the dumtive standard durations).
Additionally, the Brief Mood Inventory Scale (BMI@)so revealed that the depression
scores were positively correlated with the sadseeges and negatively correlated with the
happiness scores. These findings are consistemt@étnotion that the depressive
participants have a slower internal clock. Howeagoptential problem with the findings

of the study carried out by Gil and Droit-Volet () is that they did not employ a state
change design. Unless you have a state changeaymotcstate with confidence that you
have actually manipulated the speed of the interioagk. Other studies have used this state
change design within temporal generalisation tovpt that they have actually speeded up

the internal clock (i.e., Penton-Voak et al., 1996)

1.3.2 Inhibiting Imitation Eliminates the Effects of Enoois on the Perception of

Duration: Role of Embodiment

Our ability to synchronise ourselves with othenwrtual’s rhythms and time in our lives
is crucial in maintaining successful social intéi@t. A good example of this is the ability
of babies to synchronise their vocalisations td tfidheir mother. Pouthas, Droit and
Jacquet (1993) also showed that as well as thithemoalso modulate their speech
according to their child’s information processimgeed. Gourlay (2010) has also
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emphasised the fact that fast food seems to siiitas hurry. Zhong and DeVoe (2010) in
one experiment revealed that even an unconsciqussare to fast-food symbols can
automatically increase participants’ reading spéedpite being under no time pressure.
This suggests that we even ‘embody’ non-human #hiikg fast food. Fast food symbols
represent a culture of getting food fast and eatiggickly in order to go on to the next

thing.

The role of embodiment in the perception of theatian of emotional stimuli was
explored by Effron, Niedenthal, Gil and Droit-Vol@006) using a temporal bisection
task. They wanted to investigate whether embodirplays a role when individuals
overestimate the duration of emotional, compareat neutral, faces (Droit-Volet et al.,
2004). They asked their participants to estimagedilration of angry, happy and neutral
faces by comparing them to two durations learndtieriraining phase. In order to inhibit
the imitation of the faces, individuals in the esipental group were told to hold a pen in
their mouth, thus limiting movement. Control pagants, on the other hand, were not
restricted in their ability to imitate faces. Sale condition where participants are
inhibited from imitating the faces, Effron et &2006) are removing the possible effect of
embodiment on the estimation of durations in tpaiticipants. Effron et al. (2006) found
that when participants were allowed to imitate fatkey tended to overestimate the
duration of angry faces (and to a smaller degrapp¥ faces) compared to neutral faces.
They also found that when imitation was inhibitbg {nserting the pen in the mouth),
participants estimates of the angry, happy andrakfaices were equal. There was no
evidence of overestimation of emotional faces as se@n when they were free to imitate
the faces (Effron et al., 2006).

Using a temporal estimation task, Mondillon, Nieidheh Gil and Droit-Volet (2007)
explored the automatic imitation of facial expressi of anger by in-group and out-group
members. Mondillon et al. (2007) found that Caumagiarticipants overestimated the
duration of the angry faces compared to the ne(@aalcasian faces. No such effect was
found when the Caucasian participants were show/iCtiinese angry facial expressions.
However, Chinese participants did show an overedion of the duration of angry faces
from both the Chinese and Caucasian facial expnes$iecause they imitated both
Chinese and Caucasian facial expressions. Mondi@h. (2007) again used short and
long durations and found a slope effect only whitt €Caucasian facial expressions.
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These results give rise to the issue of how exdle#dyperception of emotional expressions,
such as fear or anger, result in the speeding tipeohternal pacemaker in the observer?
Moreover, the emotional expression that an obsesvexposed to might in fact give rise to
a different emotion in the observer (Droit-VoletMeck, 2007). An example of this would
be an expression of anger which would usually pcedear rather than anger in the
observer (Atkinson & Adolphs, 2005). This complesthe issue of what it is that results
in the acceleration of the internal clock, as itymat be the perception of anger per se, but
the fear produced that causes the speeding upsfféawever, a possible explanation
might be easier to derive than initially thoughtlaare are numerous studies which
demonstrate a clear relationship between the neubstrates of emotion perception and
emotional experience. When someone observes ancemibteir neural system activates

in the same way as if they were producing the esndtiemselves (Niedenthal, 2007,
Atkinson & Adolphs, 2005). The possible role foistemotional-imitation may be in
providing the basis for empathy for others, as meegsentially emulating to some degree,
another individual's state (Niedenthal, 2007).

1.3.3 Stress and Arousal

In order to investigate the possible effects ofjiray moods, in particular stressful moods,
on ones ability to estimate durations of time, Gugndd Khosla (2006) used a prospective
timing task. Participants were therefore awaré tey would be asked to make
judgments based on time. Participants were shawrshort stressful film excerpts and a
neutral one. One of the stressful films was aneggjve and violent fighting scene and the
other was a tragic scene which invoked strongrigslof sadness. Gupta and Khosla
(2006) then recorded variability in mood and prasipe estimates of duration and found
that the duration of stressful scenes was underatgd while neutral scenes tended to be
overestimated. These results are inconsistenttivitbe of previous studies which have
looked at the effect of emotional stimuli on tenglastimations of duration and found
overestimation of the duration of particular arogsstimuli (Noulhiane et al. 2007; Droit-
Volet et al., 2004; Gil et al., 2007). However,asgible criticism of this study is that the
the overestimation of neutral scenes may have feerto the fact that they were boring to
participants rather than any internal clock speadipulation. Since only one duration was
being used in this retrospective task, it is uraenivhether any internal clock speed
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changes took place in this study. Previous stutiegxample Droit-Volet (2004),
presented participants with short and long standardtions and then asked them to
compare durations to these standard durations.cldasly involves the internal clock as
evidenced by slope effects which demonstrate aetlipg up” of the internal clock.
However, Gupta and Khosla (2006) failed to demasta slope effect as they only used a
fixed duration of 130 seconds. Therefore, the motien that the effects here are due to a

bias cannot be ruled out.

Loftus, Schooler, Boone and Kline (1987) examirtemldffect of film-induced stress on
retrospective time estimation task. In a retrogpedtming task, participants are asked
after the stimulus or event to complete a timirgkid hey are unaware they will be asked
to make a timing judgment until after the stimulusftus et al. (1987) showed participants
a short videotape of a bank robbery. They then deteg some filler tasks and were asked
to return to the laboratory 48 hours later underdisguise of an unrelated task. After 48
hours, participants significantly overestimated dieation of the tape and the degree of
overestimation was independent of the amount dildetcalled. However, a criticism of
this experiment is that they failed to use a cdntroanother experiment, they found that
females overestimated duration to a greater degeemales, even though they did not
store more information in memory about the eventshied further light on the gender
difference, they conducted a further study desigonatktermine if level of stress or
arousal played a role in mediating the gender iiffees in the duration estimation task
(Loftus et al., 1987). However, the study by Lofatisl. (1987) failed to use more than one
duration. The video was shown to everyone at dwwettion of 30 seconds. Therefore, as a
result, this study cannot demonstrate a slope teffeich would support a “speeding up”
effect. Deffenbacher (1986) found anxiety to bemaportant variable: high-test-anxious
participants’ time estimates have been shown widpgficantly greater than the estimates
of low-test-anxious participants. Moreover, higli dow-test-anxious participants differed
on physiological arousal, with high anxious pap#sits having a higher pulse rate,
indicative of a higher level of arousal. Howevegfi@nbacher (1986) did not find a
significant gender effect. Like the study by Lofetsal. (1987), Deffenbacher (1986) only
had participants estimate a single 15 second duratius not able to show any slope
effect. Inconsistent with Deffenbacher (1986), vdid not find gender differences, Loftus
et al. (1987) found that the same degree of filohiged stress produces more internal

arousal for females than males. They also concltiugtdt may also be the case that
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internal arousal is differentially related to rejgor arousal. Both hypotheses are plausible.
The same degree of induced stress could produce anousal for females because
females are less likely to engage in aggressiweiplahildhood for example (Goldstein,
1994). Participants who watched a more stressfigime of the event produced longer

time estimates than those who watched a less ftr@sssion (Loftus et al., 1987).

Schedlowski and Tewes (1992) proposed that psyglwabfear and psychological arousal
are distinct concepts. Understandably, there aveef@amples of experiments that
systematically evaluate the distortion of time urgteess or danger. Many look at natural
occurrences of situations whereby time distortiomsld take place. For example, Ursano,
Fullerton, Epstein, Crowley, Vance, Kao and Bau®89@) found that the most common
peritraumatic symptom was a sense of time changeglthe event (Ursano et al., 1999).
Using a retrospective task, Watts and Sharrock4L&8ind that 35 individuals with
arachnophobia showed significant changes in thesggtion of a specific time interval of
exposure to a spider. Participants with arachnojhalerestimated the duration of the
short interval with the spider compared to the aBipipants without arachnophobia;
therefore lending further support to the idea feat speeds up the internal clock,
increasing time-estimates. The phobics' estimatre @iso more variable (Watts &
Sharrock, 1984). Using a production task, Fox, Buag, Hampton and Legg (1967)
induced cold stress by having participants remaia ioom at O degrees centigrade in light
clothing. This cold stress actually speeded-uprtexnal clock and increased the rate of
subjective time. Using a retrospective measureyidash (1974) found evidence which
suggest that time estimation may be insensitivetoediate environmental fluctuations
(i.e., anxiety). This is inconsistent with findinggich show that states of arousal have an
effect on timing task. Campbell and Bryant (200¢grained the relation between stress
and judgments of the duration of time in novicedkgrs and found that increased levels
of fear prior to and during the skydive - in fitgshe divers - was associated with the
perception of time passing slowly. On the otherdhamcreased excitement was associated
with the perception of time passing quickly. Auerth#1974) also used a retrospective
task, so these differences in findings are incomsisBesides the results from the study
carried out by Auerbach (1974), all the other stadend much support to Angrilli et al.’s

(1997) approach/avoidance model of time perception.
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Werner and Wapner (1955) developed a method ofrobtachanges in psychological
distance with physical distance held constant fae the effect of perceived danger on
time estimation of specifically, five seconds. Wearand Wapner (1955) asked participants
not to use any counting strategies during the tasky found that psychological distance
changed under conditions of danger; e.g. whemlihdfoldedparticipants were wheeled
via a motorised contraption towards and stopped sli@ precipitous edge, he/she
overestimated the distance he/she traveled, irr otbads, the edge appeared closer.
Langer et al. (1961) found that distance travergasl overestimated under conditions of

danger and the time elapsed was overestimated dadeger.

1.3.4  Summary of Emotion, Arousal and Cloate8Effects

In sum, numerous studies support the idea that sjongbarticular stress moods, have an
effect on humans’ estimates of duration. Highlyusing stimuli such as angry faces
results in overestimation of duration (i.e., Gibét 2007) as it increases the speed of the
internal clock. Since clicks are also found to prosl overestimation of duration, could it
be because they are also arousing? This promptdfdhe research questions of this
thesis (see Chapter 3), which is to explore whatla underlying mechanisms of clicks.
In other words, what mediates their effect on m&clock speed? It has been argued that
the effect of clickss because they are arousing. For instance, Treigtaln (1992) argues
that when arousal level increases, the pacemakpuiinequency increases, leading to

overestimate duration.

1.4 Evidence of a Link between Internal Clock feed and Information Processing

The previous sections discussed how emotionallysang stimuli and various states of
arousal and stress can affect one’s ability onngn@stimation tasks, plus other
manipulations of clock speed. This suggests thahatousal may play a role in the clock
speed effect. The next sections explore the riabistortions of time and how these
experiences suggest that there is a link betweemthrnal clock and information
processing speed.

1.4.1 Real-Life Experiences of Time Distortion

Laboratory experiments have shown that we can dimmn people’s perception of time

(i.e., speed up the internal clock) and in othgreginents, increase information processing
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rate (Jones et al., 2010). However, what aboutyelagrsituations in which people
experience a distortion of time? People speakiofe'flying” when they are enjoying
themselves, or slowing right down in perilous dituas such as a car crash (Gillings,
2006). Also, individuals who suffer from lack oesp typically overestimate the duration
of nighttime (Meerlo, 1981). The question is whetinea situation where time appears to
slow down, is information processing rate incre&sédhe next few sections explore
everyday situations in which time distortion is expnced with a possible simultaneous

experience of an increase in information processing

1.4.2 Situations of High Adrenaline and Subjexiiime

Noyes and Kletti (1977) investigated depersonatisah response to life-threatening
danger using personal interviews. One of theirigigents recalled an accident which
happened a few years previously. The accident mabehen he had been driving at 60
mph in an old car when the steering became inéffedtle states:

“...My mind speeded up. Time seemed drawn out. lirezElike five minutes before the
car came to a stop when, in reality, it was oniyadter of a few seconds”. (p. 376).

The notion of time distortions under conditionseafreme and life-threatening stress is
well known. Such time distortions can often beicai in situations where the wrong
decisions can be fatal, so every single seconarean the difference between life and
death. One such example from a real-world evetitiizsxg combat, involving emergency
ejection from high-performance aircraft (Hancock\&aver, 2005). Investigating time
distortion in such a situation, Fair (1984) intewed 28 pilots who had ejected from jet
aircraft about their experience. Fair (1984) adkeslquestions about the temporal
experience of their ejection experience. Fair (3984nd that 75% of the pilots reported
distortions in time (7% were not sure and 18% eepeed no temporal distortion). 64% of
pilots who said yes to the first question expergeha slowing down of time, whereas 18%
experienced the opposite effect. In question thterit previous experiences, 36% said
that they had already had a temporal distortioreggpce. On the other hand, 46%
reported no such previous temporal distortions (188e unsure). Of the 46% who had
previous experience of such an effect of time, %@8d their temporal distortion was
experienced as slowed down. Lastly, when askedvireNthey recalled the event, 17

recalled in high detail, 10 simply remembered adkeoutline of the event and one
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reported barely any memory at all. In sum theapjiears that there is an experience of
temporal distortion in such a life-threatening aitan and it seems that such a distortion

appears to make clock time slow down (Hancock & Véea2005).

As we have seen, in dangerous or extreme situati@aple frequently report temporal
distortions, in that the external world seems tavstliown - giving them more time to react.
Indeed, Chapman, Cox and Kirwan (2005) highlightedexample of a car crash in which
the “moments seem to stretch out towards the iablatcollision” (p.164). In their study,
Chapman, Cox and Kirwan (2005) found that driveragmbered dangerous situations as
if time had slowed down. Additonally, Ursano, Fuite, Epstein, Crowley, Vance, Kao
and Baum (1999) found that the most common pentedic dissociative symptom was
temporal distortion (time slowing down or speedipj. In their sample of individuals
suffering from peritraumatic dissociative disorde,6% had experience temporal
distortion. Such commonly reported experiences las@red ‘bullet time’ in films (e.qg.
The Matrix) and, more recently, in computer ganiée idea here is that the player, as in a
real life experience, will have more time to maleeidions and react quicker. “Bullet time”
is a visual effect which “combines slow motion withnamic camera movement” (Smed,
Niinisalo & Hakonen, 2005).

In sum, these studies show that during the expegiehdangerous situations in which the
external world appears to slow down, people exstrengly outside of time and outside of
themselves. In other words, they lose track ofipgdsme. Ornstein (1977) maintained
that a successful experience is better organisdteimemory than a failure. Essentially,
the memories of good experiences take up lessabgpace and are subsequently

experienced as having taken less time.

1.4.3 The ‘Zone’

The Dalai Lama (at the Society for Neuroscienc®,72@ave a talk on how time seems to
slow down during meditation, as you focus away ftbeinternal clock. Yet when you
surface from meditation, you think more time hassea than actually has. This is a
similar experience to the feeling of being in tl@me (Williams, 2006). This is also known
as flow. Flow or the zone, is a state of mind mak you become fully immersed and
focused in what you are doing, where action andemwess become integrated. When you
are in the zone, your normal way of experiencinggs is dramatically altered. Nideffer
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(2007) identified and examined common alteratidngeoception that occur when an
athlete has a “peak experience”, or enters theé’zon"“flow” state (Mathes, 1982). Flow
Is an optimal state (Csikszentmihalyi, 1990) “inxing total absorption in a task and
creating a state of consciousness where optimaldef functioning often occur”. There is
a feeling of complete control, total confidencee®&thlete knows with certainty what is
going to happen before it actually occurs. An exi@nop this would occur in fast racquet
sports such as tennis where the player feelsthsyfhave all the time in the world to
return service. Here time is slowed down. Objeetnslarger and/or more vivid than
usual. There is considerable evidence supportiagh&ory that alterations in an
individual’'s focus of concentration and/or changephysiological arousal are what
precipitate an altered state of consciousness {frl2007). It is also regarded as a
universal phenomenon (Young & Pain, 1999; Youn§9H).

Athletes under very extreme pressures in sporatsins often have associated changes in
physiology which means that they are more likelpay attention to task relevant cues
during competition (Nideffer, 2007). They will albe more likely to pick up on a greater
amount of task relevant cues. Since all of thess exist outside of their body, they will
need to spend a majority of their time with an exa@éfocus of attention. This leads them
one step closer to immersion in an external focusther words, the zone (Krug, 1999).
Jackson (1995) investigated the factors which m#yence the occurrence of flow in elite
athletes. Using twenty-eight elite athletes, Jaokd®95) found 361 themes which helped
understand the factors which underlie the occugearidlow in this group. The factors or
themes which best resulted in the state of flowewmsath physical and mental preparation;
confidence; focus; how the performance felt andyprssed; optimal motivation and
arousal level. The majority of the athletes in 8tisdy perceived the flow state to be

controllable or potentially controllable.

1.4.4 Effect of Manipulations on Information Prosiag Speed: Is Clock Speed the Same
as Brain Speed?

So far we have discussed real life situations irclvpeople feel time has flown by and in
situations of danger where time seems to slow d@uning the experience of time
slowing, the question is whether the experiencaggadded vividness only afterward

rather than during the subjective experience dbdisd time perception (Gillings, 2006).
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When an individual experiences a situation wheme tappears to slow down, does such an
experience actually provide people with more infation processing time? (Burdick,
2006). Stetson, Fiesta and Eagleman (2007) attehtptaddress the question of whether
there is a real distortion of time during the evMamjuestion by setting up an arousing
situation which would slow down subjective time ejimade use of the fact that in some
instances, stimuli that are presented sequentratiyne and meet the temporal
combinatory properties (two or more stimuli occogrin a time frame of about 80ms) can
become perceptually integrated (Di Lollo, 1977wall known example of this effect is
the child’s toy known as a thaumatrope. On one gidbe disc, for example, is a picture
of a bird and on the other is a picture of a trebh. The disc is wound up and, when
released, spins so fast that both sides are seapitshalternation and as a result, the visual
system cannot distinguish them temporally and dpgpear as though simultaneously
present; in this example, a bird resting on a brg&tetson et al., 2007). Eagleman (2006)
adopting the same principle in his experiment fol@e whether an arousing situation
does indeed slow time, set up an experiment inhwtiie participant (Jesse) was required
to perform a backwards free-fall of 33 meters. then to establish whether the
experienced slowing down of time increased inforamaprocessing speed, Eagleman
(2006) used a device called a "perceptual chronerhéthis was a wristwatch-like device
which flicked extremely fast between two LED screddnder normal conditions, the two
screens flick so fast that the participant is uaeablsee a two digit number on one of the
screens. Results suggested that when subjectiai@uof time is lengthened in time of
arousal, the participant was more able to idenktié/two different screens and read a
random number on one of them. Repeat falls by diheesparticipants, received similar
results. However, the findings are not entirelywdnaing. The participant reported that he
had seen the number "98" when the actual numbef@@&sDue to the similarities
between these two numbers, it suggests that thieipant was processing information at a
much higher rate than normal. So while time ondbek may be constant, the time in
ones brain is flexible and subject to our perséegings and experience. “Time is not
simply a fourth dimension in which we exist. lttavsething we, at least partly, create in
our minds” (Gillings, 2006).

However, Stetson et al. (2007) in a later studpgishe same methodology but this time
testing more than one patrticipant (20 participarita)nd conflicting results. This time

using a 31 meter free fall set up they found tlaatipipants, despite reporting an
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overestimation of the duration of the free fallldd to demonstrate a “speeding up” of the
brain and ultimately information processing. Eagi@nthen went on to argue that “It can
seem as though an event has taken an unusuallyitoaegbut it doesn't mean your
immediate experience of time actually expandsnmps/ means that when you look back
on it you believe it to have taken longer." (Eagemn2007). However, it could be argued
that there was an increase in information procgssapability but it was ineffectual in the

task of deciphering the individual images in thecha

However, there is a major problem with Eaglemamnjgegiments involving the “perceptual
chronometer” in the free-fall experiment, namehg problem of ‘persistence of vision’.
Eagleman (2006) and Stetson et al. (2007) in #heeriments using the "perceptual
chronometer”, controlled for temporal separatiohfapspatial separation. The
"perceptual chronometer” works by flashing a numbay, 96. Then, the inverse of this
number is presented. These two resultant imagesltereately flashed and as you increase
the speed of alternation it becomes more diffituldiscern the number until it is so fast
that it becomes impossible. Eagleman (2006) arthegduring an emotional situation
such as a free fall, participants may be able éagss the information from the perceptual
chronometer (that they could not otherwise seénergtound) due to their perception of
time slowing down. The problem with this is that #ffect is induced not by a distortion
of the perception of time, rather it is due to piienomenon known as ‘persistence of
vision’ (see Efron & Lee, 1971). Persistence ofongefers to the phenomenon whereby
the retina retains an image for a brief split-sekcafter it was seen. For instance, imagine
you had a device on a piece of string which flashestnatively between blue, green and
red. Then, adjust it so it flashes so fast betwkercolours that you cannot discern the
colours. If you spin the device round very fastlom piece of string you can make out the
three colours in their after image. This is exaethat is happening in the study by
Eagleman (2006). Because the participant is moarognd as they fall, the image they see
is shaken and they are more able to see the nunitiexsefore, this well known
phenomenon would suggest that the findings by Eaahe(2006) have nothing to do with
temporal distortion.

Eagleman (2004) was interested in exploring whethielbrains do anything to keep
timing judgments calibrated so that distortionstageexception rather than the rule.
Indeed, Wohlshlager, Engbert and Haggard (2003)ddhat duration judgments are
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distorted during slow-motion video sequences ofirztbiological motion. In their
experiment they found that a flash presented dwislpw-motion sequence of a movie is
erroneously perceived as having a shorter dur#tian an identical flash presented during
the same sequence at normal speed. Thereforgaatepthat the apparent speed of time
can be modified by sensory feedback. In other wagrdedictions about future positions of
a moving object are compared against sensory fe&dbal the difference can modulate
the nervous system to speed or slow perceivedtomaatch the physics of the sensory
feedback (Wohlshlage et al., 2003; Eagleman, 2004)s, the brain may ease its task of
consistent timekeeping by constantly calibratisgiine estimation against physical laws
in the outside world (Eagleman, 2004). Stetson.€R@07), argue that the perception of
time slowing is due to the ‘function of recollecationot perception. Despite finding that
estimates of duration were greater during a frigimig situations (such as free-fall), they
failed to find a concomitant improvement in percggiperception (information processing
rate). They suggest that duration estimates ardirextly related to temporal resolution.
Instead, they postulate that the role of the amiggdaring emotional memory serves to
increase estimates of duration retrospectively bse#hey recode the memory, making
them more detailed. This addition of greater detsllts in a greater estimate of duration
(Hamann, Ely, Graton & Kilts, 1999).

The studies so far, raise various questions. tainte, when an individual experiences a
situation where time appears to slow down (such @ crash), whether such an
experience provides people with more informatioocpssing time? The small amount of
studies so far have found results which are cdnflicand in some cases (Stetson et al.,
2007) have used measures which are fraught wittaliimns. Can people act quicker in
some situations? Is internal clock speed reallystrae as brain speed? In other words, is
information processing speed determined by inteslvak speed? The experiments in this
thesis will investigate these questions.

The previous sections left us with the questiowloéther internal clock speed really is the
same as brain speed (information processing speemjence that the two are linked is
discussed in the following two sections. The fegidence of a link comes from a case
study involving a neurological patient who expecet external objects as moving at an
incredible rate while also demonstrating distorsiaminternal clock speed as demonstrated

by a time production task. Then, the effect of agdime estimation is discussed. Before
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moving onto to these issues, it is important tardeivhat we mean by information
processing. Information processing refers to dbgnfunctioning or cognition and is
interpreted with the aid of various concepts drdwem computer science. Information
processing includes all of the processes studigdmecognitive psychology, namely,
attention; perception; learning; memory; thinkipgoblem solving; executive function;
decision making and language (Colman, 2001). Thaesoméng of information processes
(the mental process of cognition) has generallyeddpd on time and accuracy measures.
Interpretations about speed and/or difficulty ofrad processes can be derived from any
differences in reaction time (RT), which ultimatédy to inferences about cognitive
processes and events (Ashcraft, 2002). Cognitiyehmdogy’s use of reaction time seems
natural when we consider that mental events take.tConsequently, one way of “peering
into the head” is to investigate the time it tak@sa specific set of mental processes to be
completed. As Donders (1868/1969) a Dutch physistand numerous others have
found, careful comparisons of individual’s reacttones to different stimuli can often give
a strong indication of the mental processes opeyatiternally. Another way in which we
can explore the underlying mental processes i®tkihg at the accuracy of performance
(whether by measuring correct recall of a listcruaate paraphrasing of text) (Ashcratft,
2002).

1.4.5 Unnatural Accelerated Time Experiencbl@urological Patients: A Case Study

Documented cases of time distortions in neuroldgiatients are very rare. However,
Binkofski and Block (1996) investigated a patidB¥\() who permanently experienced
accelerated time. Due to a glioblastoma, BW suffef@mage in the left hemisphere
prefrontal cortex. One day, BW noticed while driyithat external objects seemed to come
towards him at terrific speed and he could nottrést enough to them. BW found that
time seemed to pass very quickly and this distogtquerience of duration was found in his
duration judgment performance. When asked to pdusixty second duration, his mean
production was 286 seconds. Scalar-timing theomylavbest explain this by suggesting
that the pacemaker component of BW’s internal clwaek now producing pulses at a
considerably decreased rate (Binkofski & Block, @9%Vhat the investigations of BW
suggest is a link between information processitg aad clock speed. In this case, the
speed of the pacemaker was slowed down combinédthetsubjective perception that

everything externally was going very fast.
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1.4.6 Effect of Age on Time Estimation

There have been many studies demonstrating thendexflinformation processing in older
individuals (e.g., Philips & Sternthal, 1977; Hexz& Bleckley, 2001; Bryan, Luszcz &
Crawford, 1997). So, the evidence suggests defrcitsformation processing in older age.
If there is a link between clock speed and bragesdthen one would expect to see a
difference in older people’s ability on timing tastompared to their younger counterparts.
According to Vanneste, Pouthas and Wearden (200 pyevious study has explored
internal tempo in different age groups. Vannestd.gP001) decided to investigate this
comparing young (20-30-year-old) and aged (60-76-ypéd) participants’ performance on
a free motor-tapping task as a measure of intéenapo. Participants took part in one
session per day for five days. Participants wesguicted to tap with their right hand as
regularly as possible at the rate they preferreédhé first beep they began to tap until they
heard the second beep. Findings showed a signifeftect of age on internal tempo.
Across all five sessions, the older group spontasigdapped at a much slower rate
compared to the younger group. Such findings lemgbart to the idea of a slowed down

pacemaker in older people (Vanneste et al., 2001).

Furthermore, Espinosa-Fernandez, Miro, Cano andaBDasal (2003) investigated the
interaction between age and gender in a time estmtask. 140 participants (70 males,
70 females), were divided into seven age groud$,81-20, 21-30, 31-40, 41-50, 51-60,
61-70 and each was individually set the followiagkt they were asked to produce three
time durations — 10 seconds, 1 minute and 5 minutasd to stop a chronometer when
they felt that the specific time interval statedtbg examiner had elapsed. The results
claimed to show an increase in underproductiomteirvals with advancing in age. This
increase in underproduction with advancing agefiEdlt to explain in terms of the

internal clock. One of the effects or consequemd@screasing age is precisely a decrease
or slowing down of the internal and/or physiologjipeocesses within which is situated the
speed of what is known as the internal clock. Heiseleration of the internal clock in
proportion to increase in age should have prodaceoverproduction instead of the
underproduction that was observed. However, themxgnt is open to question because
of the number of tests for each time period esionaflhe participants made 25 estimates
of the 10 second interval, 3 estimates of the luteimterval and only one estimate of the
5 minute interval. There was no significant regulthe 10 second estimation, some limited
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effect in the 1 minute estimation and an appangmificance in the 5 minute estimation.
The only ‘significant’ result is based on a sampll®ne test per participant which is

scientifically unsound.

In summary then, these two studies have demongtriaténg deficits in old age. Since it is
well known that old aged individuals have defigitsnformation processing (Vanneste et
al., 2001), the fact that they also display timdadicits does support the idea that
information processing is linked to the internaak. In other words, brain speed does
appear to be linked to clock speed. Chapter 4isftkiesis explores the behavioural
parallels between interval timing (internal clogesd) and information processing
(reaction time) in a meta-review. It investigatesious factors such as attention, arousal,
age and stimulus modality to see whether they haveffect on either internal clock speed
and/or information processing. Evidence for eadtofaregarding both internal clock
speed and information processing is scrutinizese®whether (for instance) something
which produces overestimation of durations is &smd to increase information
processing. Such evidence would strengthen thetidgdhere exists a link between brain

speed (information processing) and the internalkclo

1.4.7 Potential Theoretical Models to Expl#ie Link between Information Processing
Rate, Arousal and the Internal Clock

So there are studies which have attempted to agltitesssue of whether arousing stimuli
can induce a speeding up of the internal clockltieguin faster information processing
and time distortions. The most relevant study edraut to understand the link between
information processing rate and internal clock gps@mes from Jones et al. (2010). In a
series of experiments they demonstrated that adnsgérain of clicks can have an effect
on information processing rate. This was a novdliateresting exploration because
previous studies using click trains (e.g., Pentaak/et al., 1996; Wearden et al., 1998)
only demonstrated the clicks ability to increase $hbjective duration of tones they
precede, (in a manner consistent with “speedingtinpihg processes). Jones et al. (2010)
performed experiments which explored simple andogheeaction time (Experiment 1), or
mental arithmetic (Experiment 2). In general, pdaaeg trials by clicks made response
times significantly shorter compared with trialglvaut clicks, but white noise had no
effects on response times (Experiment 2b of thesit). Jones et al. (2010) also

investigated whether the click trains can enableenemcoding of information in some
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objective time period when the internal clock is running faster and leaihe subjective
time elapsed is increased. In the famous studywtired by Sperling (1960), he presented
briefly (5-500ms) matrices of letters in rows ofe@ and then subsequently tested on their
recall. In one of the conditions, Sperling requédhteat participants recall as many letters
as they could and they would typically report &&drs which Sperling (1960) called the
‘immediate memory span'. In Experiment 3 usingstrae task, Jones et al. (2010)
investigated whether the reported subjective lesmgtig of duration caused by the click
trains would enable the participants to extracteretters from the matrix since they
should feel exposed to it for longer than compaoeithe silence conditions. Indeed, Jones
et al. (2010) did find that on those trials preckde clicks, participants recalled more
letters from the matrix than on those trials witholicks. Experiment 4 used an adaptation
of Loftus, Johnson and Shimamura’s (1985) iconiskirgy task. The findings of this
Experiment was consistent with the findings fronp&sment 3, participants were able to
recall or recognise significantly more informatimom stimuli preceded by clicks than
those preceded by silence. These findings sudgaspsychological processes take place
in subjective as opposed to real time, if you cdasthe effect of clicks is to speed up the

internal clock.

Taken together, the findings by Jones et al. (28LQpest an effect of the click train
manipulation, shown to increase the rate of sulwedime in a number of previous studies
(e.g. Penton-Voak et al., 1996; Wearden et al.812007), on the rate or efficiency of
information processing during tasks which do nettlelves require time judgements. In
Experiments 1 and 2, click trains reduced the m@®eded to make responses in tasks
involving reaction time or mental arithmetic, ewaough the response time for the latter
task was three to five times longer than that lerformer one. The results of Experiment
1 and 2 suggest that responses really can be “spgegad by the clicks: that is, people can
perform faster than without clicks, even thouglythee instructed to respond as fast as
possible in all conditions. However, results of Estments 3 and 4 show that the effect of
clicks is not merely to speed response times, ppai@ntly to increase the quantity of
information that can be extracted from a visuapldig. It should be noted that the
performance measures in Experiments 3 and 4 intbl@umber of items correctly
recalled or recognised, rather than response sma\creases in memory performance in

these cases are not due to speeding of responses.
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A small number of previous articles have reportiéeices of repetitive stimulation on tasks
other than those requiring duration judgements. dbiese (Burle & Bonnet, 1999;
Treisman, Faulkner & Naish, 1992) used click traatthough the focus of interest of both
studies was on the idea that specific frequendietimaulation had different effects on
performance, rather than on click/no click comparssas in the studies by Jones et al.
(2010). Both studies investigated the effect offedé@nt click frequencies on the time taken
to make motor responses. Treisman et al.’s (199@¢fment 1 and Burle and Bonnet’s
(1999) study were similar in that both used cligkrts to examine choice responses. In
Treisman et al.’s case people had to press oné kestimulus was on the right of a
computer screen and another key if it was on tfieBerle and Bonnet used a task similar
to that employed by Simon and Small (1969). Hazsponses to a green or red stimulus
had to be made with different hands and trials vedtesr “congruent” (when the stimulus
appeared on the same side as the correct hanohconjruent” (where the stimulus was
on the opposite side). Both studies presented ti&tks during the stimulus presentation
and in Burle and Bonnet's case the click traingatharound 0.5s before the stimulus.
Treisman et al. (1992) used click frequencies ragpfriom 2.5 to 27.5Hz in different
conditions and Burle and Bonnet used values frord i®22Hz. In both cases frequencies
increased in 0.5Hz steps. A problem with both ekthstudies is that they both failed to
include a control. Treisman et al. (1992) did ne¢ a “no click” condition and, likewise,
although pre-training included a condition withelitk trains was used in their study,
Burle and Bonnet (1999) only reported data fromditions with click trains.

The main focus of the analysis of both studies arathe response time residuals
remaining when mean response time was regressattglck frequency and both
studies found that different click frequencies appd to have different effects. For
example, in Burle and Bonnet’s study a 20.5Hz fezapy increased response times, but
frequencies of 21 and 21.5Hz decreased them,velttithe value predicted from the
regression line (see Figure 2). This pattern istix#hat expected if the clicks were
driving an internal pacemaker with an underlyirggirtency of around 21Hz, or some

multiple of 21Hz.
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Figure 2: A) Raw mean RT as a function of stimulation freqgyeand regression slope
computed on these data (here on correct activfiéSS trials for one subject). Figure B)

Residual RT after detrending for the same data.

Treisman et al.’s (1992) work produced a complaxepa of results but in general there
was evidence for both increases and decreasesparse times (relative to the regression
predictions) with different frequencies. Neithardst produced data which are simply
comparable with those of Jones et al. (2010), afthan Burle and Bonnet’s work, higher
click frequencies, even within the narrow range/theed, made average response times
shorter, which suggests that higher frequencies hawe “powerful” effects, in contrast to
the results Jones et al. (2010) in Experiment Experiment 2, Jones et al. (2010) found a
clear reduction in reaction time (RT) in the clickals relative to the no-clicks trials for the

5Hz conditions, but no such effect for the 25Hzditans.

In addition, effects of a different type of repetit stimulation may have been prefigured in
a slightly different literature. Wilkinson, Scholepd Wesnes (2002) investigated the
effects of chewing gum on performance on a batiégognitive tests. They found that
chewing gum improved spatial and numeric workingrmagy and also immediate and
delayed recall, compared with a no-chewing conditiarticularly interesting were results
from a “sham chewing” condition, where participamtisnicked chewing movements,
thereby generating their own repetitive stimulatidhis manipulation decreased RTs in a
numerical working memory task (compared with novahg), but increased simple RTs.
This work has given rise to a small literature, ethis nevertheless large enough to contain
contradictory results (e.g. contrast Stephens &ieyn2004, with Kohler, Pavy & Van

Den Heuvel, 2006) and different interpretation® (Seholey, 2004, for example), so the
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reliability and mechanism of action of gum-chewregrains unresolved, but nevertheless

the results may show some effect of repetitive siition on cognitive performance.

If we consider that subjective time and informatfoncessing are perhaps linked, there
are at least four subtly-different theoretical floiiies®. First, that the clicks directly

increase information processing rate. See Figdoe & diagram of this model.

Clicks | Information .| Internal Clock
d Processing d
\ 4 v
Reaction Times Verbal Estimates

Figure 3: Clicks directly increase information processinggravhich in turn affects

internal clock speed.

So even if there were changes in the participg@steption of subjective time, such an
effect would be independent of information procegsate. In other words, clicks speed
up information processing rates despite it opegatirreal time. The study by Jones et al.
(2010) where participants recalled more lettersnfeoSperling (1960) type matrix after
clicks still falls short of explaining whether, agll as an increase in information
processing (as evidenced by participants beingtaliecall more letters), there was also a
simultaneous increase in the speed of the intetoek (as evidenced by overestimate of
duration). Previous studies have also shown theksctan produce overestimation of
duration (increased internal clock speed) but smt shown whether there is a
simultaneousncrease in information processing rate (i.e.e3agt al., 2010). This question

is explored in this thesis (see Experiment 6).

So, exactly how are changes in subjective timeysred in studies which clearly show this
effect? (Jones et al., 2010; Penton-Voak et a@6190ne explanation is that the role of

! Parts of this discussion were composed in catktion with Jones and Wearden in the course diut
together our paper (Jones et al., 2010).

Z |t is important to point out here that these fpatential parsimoniougheoretical models are examples of
the cause and effect relationship underlying tfieces of clicks. Obviously there could always bmare
complicated model.
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clicks is two-fold. They increase the speed ofititernal clock which results in an increase
in the rate of subjective time as well as indepetigiencreasing the rate of information
processing. Therefore two independent processasn@ualated by the effects of clicks.
See Figure 4 for a diagram of this model.

Clicks
Internal Clock Information Processing
A 4 \ 4
Verbal Estimates Reaction Times

Figure 4: The role of clicks is two-fold. They increase #peed of the internal clock
which results in an increase in the rate of subjedtime as well as independently

increasing the rate of information processing.

Another possible explanation is that changes ih bo¢ rate of information processing and
subjective time are linked, not because an incrempacemaker speed increases rate of
information processing, rather temporal estimatitiesnselves are derived from

information processing rate. See Figure 5 for grdian of this model.

Clicks
\ 4
Internal Clock . Information
d Processing
\ 4 v
Verbal Estimates Reaction Times

Figure 5: Changes in both the rate of information procesaimdjsubjective time are
linked, not because an increase in pacemaker speeases rate of information
processing, rather temporal estimations themselkeederived from information-

processing rate.
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Lastly, it could be that the internal clock is neged by a third factor (possibly arousal or

attention, for example). See Figure 6 for a diagodnhis model.

Clicks
v
Unknown 3™

Factor
Internal Clock Information
Processing

v v
Verbal Estimates Reaction Times

Figure 6: The internal clock is mediated by some unknowntofagpossibly arousal or

attention).

The findings by Jones et al. (2010) do not alloasthfour theories to be conclusively
distinguished at present. However, the the rettisfsection will explore some potential

mechanisms for the click trains effect.

How does any sort of repetitive stimulation haveetiact on cognitive performance?
Potential answers remain highly speculative, mkdibetween oscillatory activity of the
brain, or certain brain rhythms and cognitive perfance have been discussed for many
years. Burle, Macar and Bonnet (2003) provide &wewf many of the main ideas. The
notion that the alpha rhythm (8-12Hz) plays some imoinformation processing has a long
history, with work by Surwillo (e.g. 1963) beingopninent and sometimes striking results
are obtained. More recent work has suggested esédeina link between alpha rhythms,
information processing and RT, although often by wha complicated interaction of
factors. For instance, Klimesch, Doppelmayr, Scldrakd Pachinger (1996) found that
participants with high alpha frequency showed RiB$, whereas slow subjects had low
alpha frequency for similar results. Chapter 2hig thesis explores the notion of alpha
rhythms in time perception and information procegsipeed. This chapter discusses a
variety of studies which renders the idea of tisailts by Jones et al. (2010) being due to
synchronization of alpha activity problematic, @rtbere is conflicting evidence as to the
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role of alpha in information processing and theéssf what, if any, role it plays is yet to

be fully resolved.

Another idea, also present in the literature fanegears, has been that information
processing is discontinuous, with information trarssion between different parts of
cognitive systems occurring in “packets” separateiime (see Dehaene, 1993, for
example). According to this view we call the spedifequency argument, operations
which increase the rate at which packets coulddesitted, possibly by driving
underlying oscillatory processes, would increaser#tte of information processing. Burle
et al. (2003) themselves present a similar potem&chanism for effects of repetitive
stimulation, their dual pacing hypothesis. To siifiylightly, suppose two neurons, one
downstream from the other, form a chain of infoimatransmission. A problem is to
transmit the neural firing through the chain e#idily in the presence of random
background neural activity, which tends to obs¢hbeetransmitted signals. Burle et al.
(2003) propose that repetitive stimulation has #ffects. Firstly, it synchronises
transmission in the upstream neuron, so spikegratged into “packets” distinct from
random background activity. Secondly, it synchresithe receptivity of the downstream
neuron for the packets received from the upstrea® o that when these arrive the
downstream neuron is in a maximally receptive plagkpasses the signal on efficiently.
If any kind of repetitive stimulation, from clicled flashes, does have the ability to
synchronise neural activity, then Burle et al.’pbthesis provides a potential mechanism
for its action. Chapter 2 explores two more theoas to how clicks work namely, the non-
specific sympathetic entrainment and the long teotentiation argument. The non-
specific sympathetic entrainment argument sugdbkatsynchronisation responses of
brainwaves to periodic auditory stimuli can ocgéuespective of the frequency delivered
by the repetitive stimulation (i.e., Will & BergP@7). Lastly, is the idea that the click
effect is due to them enhancing the fire rate betwgurons and increasing efficiency, a

phenomenon known as long term potentiation.
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Chapter 2

A Review of the Possible Mechanism/Explanations tiie Effect of Clicks on
Information Processing and Internal Clock Speed

2.1 The Role of Alpha Rhythms

Brain oscillations reflect neural activity and arfsom the correlated activity of a large
number of neurons whose interactions are genenatyinear (Steriade, McCormick &
Sejnowski, 1993). Brain oscillations, in resporsa sensory or cognitive event (known as
evoked or event-related oscillations) are typicallssified according to the ‘natural
frequencies’ of the brain. These ‘natural frequescor rhythms are: alpha 8-13Hz, theta
3.5-7Hz, delta 0.5-3Hz and gamma 30-70HzséBaBaar-Eroglu, Karaka& Schirmann,
2001). However, despite a range of rhythms, theaatpythm is undoubtedly the best
known rhythmic activity that has been describethamnervous system (Anokhin & Vogel,
1996; Klimesch, Sauseng & Hanslmayr, 2007). ltg@®is unknown, however, there has
been an increase in studies investigating the plogical mechanism underlying brain
oscillations, in particular those in the alpha treqcy band (i.e., Lopes da Silva, 1991).
Many suggestions have been put forward, includegaroposal that it is controlled by a
pacemaker (i.e., Derbyshire & Bohn, 1938; Goodyp8)9 The extent to which it is
present in the electroencephalogram has often isshas a measure of arousal. It is
common principle to order various degrees of “gaharousal,” often not distinguished
from the sleep-waking cycle, along a continuum @nassociate them with characteristic
EEG patterns. Of the states categorised in thislwayindsley (1960), the three most
likely to be seen in waking subjects are (i) “abgtentiveness,” in which fast low-
amplitude waves dominate the encephalogram; @ipked wakefulness,” in which the
record becomes more synchronised and the alphlannhigtmost strongly represented; and
(iif) “drowsiness,” which is characterised by a g&se in alpha activity, the record
becoming flat with occasional slow waves. Thuggerseral arousal decreases, the

proportion of alpha in the record first rises ahnelr falls.

There is evidence that the frequency of the alplghm may also vary as a function of
arousal, following the “Inverted-U” model of arolisatheory originally proposed by

Yerkes and Dodson (1908). Repetitiveness, immalitis and sensory or perceptual
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deprivation reduces the frequency of alpha antss r@duced in both waking and drowsy
subjects. Since Treisman’s internal clock modeb@)%rgues that raised arousal increases
the rate of the pacemaker and reduced arousal glowvaould seem reasonable to suggest
a relationship between alpha rhythms and the iatelock (i.e., Brazier, 1960). However,
as pointed out by Shaw (2003) some studies hagmpted to use alpha amplitude as a
measure of arousal and even tried to establistaaarship between the two (i.e., Davis &
Davis, 1936). However, it is largely found that ls@attempts are thwarted from the start
due to the significant inter-individual differendesind in alpha amplitude and wave
morphology. For instance, certain alpha amplituday represent entirely different

degrees of arousal for different subjects enti(8lyaw, 2003).

A number of studies argue for a relationship betwi@ae perception and alpha frequency.
Time has been reported to pass more rapidly agowe gider (Carrasco, Bernal &
Redolat, 2001; Wearden, 2005b). Since average drexyuof the alpha rhythm in
individuals over 80 years may gradually decreastHn from 10Hz when younger,
slowing down of this ‘clock’ could have a profoieftect on timing estimations (Surwillo,
1966). Surwillo (1966) investigated whether theees\wa relationship between the alpha
rhythm and the sense of time using one particiga@8 year old healthy male. The
participant lay on a cot with his eyes closed aald la pushbutton in his hand. The
participant was asked to estimate a 10s intervarbgsing and releasing the button
whenever a soft, 0.3 s tone (presented randomlig)heard over a loudspeaker and then
successively pressing and releasing 10 more tiomeg each after he decided that one
second had elapsed. One-hundred and twenty essimii® s were made during a 1 hour
session while EEGs were simultaneously recordedlifigs showed that despite providing
some evidence for the alpha rhythm as an intetnakcthe correlation they found for this
relationship was very small. Specifically, the a#ion of the alpha rhythm was only
between 96-105ms, while the variation in estimatidisplayed significantly more
variation, between 8.72 and 11.43 s. Moreoveras Yound that the alpha rhythm can only
account for 5.5% of the total variation displayedhe estimations of time elapsed.
Therefore, factor(s) other than the alpha rhythrmastraccount for the variations in the

sense of time.

Treisman (1984) investigated three hypothesesleeofdlationship between time

judgments (internal clock) and alpha rhythms. Fitst “specific arousal” hypothesis,
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which suggests that there may be similarities betwibe effects of external influences on
temporal arousal (specific arousal) and on gersemalsal. In other words, time judgement
and alpha rhythms may be entirely independent, e=ftérting the specific arousal of the
mechanism determining it. The second hypotheglseigorrelated arousal hypothesis
which, in contrast to the first hypothesis, argted specific arousal is simply the local
action of general arousal. In other words, factangch influence the level of arousal in the
subject as a whole also act on the temporal pacemiaka similar way, to produce
corresponding states of high or low arousal inaysing it to run correspondingly fast or
slow. The alpha rhythm may be an index of a sthtgeneral arousal which also acts on
the temporal pacemaker. Because of this commomnendle, the alpha frequency and the
proportion of alpha in the electroencephalogramy beacorrelated with the speed of the
temporal pacemaker. Lastly, the common pacemakmsthgsis in which the alpha rhythm
and the frequency of the temporal clock may be ratdd by a single common
pacemaker. So, the same pacemaker may be comntomitdernal clock and an alpha
rhythm generator (This hypothesis orignates froewtlork of Hoagland (1936) who found
that the frequency of the alpha rhythm was diregthportional to the speed of the
underlying 'metabolic phenomena’' — see Chapteedtjd 1.1.1). Both the correlated
arousal hypothesis and the common pacemaker hygsthél predict an inverse relation

between alpha frequency and time productions.

So, in order to test the validity of these threpdtiieses, Treisman (1984) investigated
whether there were any simultaneous variationsnmpbral judgment and in an indicator
of general arousal, namely, the alpha rhythm.hénstudy carried out by Treisman (1984),
each trial began with the onset of a 500Hz tonekwthe participant was asked to
terminate when they estimated it to be exactly &maonds, by pressing the reaction key.
The inter-stimulus interval varied randomly betw@eand 8 seconds. Participants were
asked not to count and to keep their eyes clogedghout the experiment for consistency.
Treisman’s (1984) findings demonstrated that theroon pacemaker hypothesis cannot
be sustained. Findings suggested that the stabflitye alpha rhythm is greater than that
of temporal productions over the duration of tegtifihe variability of the temporal
pacemaker greatly exceeds that of the alpha rhydlsrmdicated by the coefficients of
variation. This is consistent with the findingsSafrwillo (1966) discussed earlier. In sum
then, simultaneous observations of alpha frequesdppa prevalence and temporal

productions show that there are no simple relatimt&/een these measures such as might
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support the general arousal or common pacemakertiggpes. However, relations are
found between the variables. For instance, sinealipha rhythm may be an indicator of
the general state of arousal as well as influenthiegate of the pacemaker in the internal
clock, it can be argued then that the alpha frequand the proportion of alpha in the

electroencephalogram may be correlated with theeafthe internal clock.

Despite inconsistency in the literature concerrtivegorigin of the alpha rhythm, it is still
possible to identify two facts which support theklbetween the alpha rhythm and the time
measuring mechanism. First, there is the signitieaof the thalamus and thalamo-cortical
connections, both for the origin of the alpha rimytAnd for the sense of time (Matell &
Meck, 2004; Lopes Da Silva, Vos, Mooibroek & Raoti@m, 1980; Dusser de Barenne &
McCulloch, 1941). Second, this idea is further sarpgd if we consider situations which
are optimal for the occurrence of the alpha rhythires undisturbed quiet, which is also
the optimal conditions for more accurate time séhkd#ubar, 1961). However, Lippold
(1970) argued that, rather than originating inlihen tissue, the 8—-12Hz rhythmical
waveform can be recorded from the scalp of mostarmuparticipants when their eyes are
closed. Lippold (1970) maintains that it is geneddby physiological tremor in the extra-
ocular muscles modulating the field set up by theding potential of the eye. So it
appears then, that the idea of the importanceeofttalamus and its connections with the
cortex for the origin of the alpha rhythm is notlvaut some criticism. However, more
recent studies investigating the relationship betwie thalamus and alpha rhythms have
controlled for eye movements and maintain thateheindeed a “close functional
relationship between thalamic activity and alphghin in humans mediated by cortico-
thalamic loops which are independent of sensomraffices” (Schreckenberger, Lange-

Asschenfeldt, Lochmann, Mann, Siessmeier, Buchli@drtenstein & Grinder, 2004).

In sum, there appears to be much evidence to suthgeeshere is a link between internal
clock speed and alpha rhythms (i.e., Treisman, 1984isman (1984) argue that alpha
rhythms may be an indicator of the general stagrafisal. In Chapter 1, Section 1.3, we
show numerous studies which have shown a link etveeousal and internal clocks
speed. Therefore, if alpha rhythms are an indicaft@arousal level, then it is possible that
this may underly the effect of clicks on informattiprocessing and internal clock speed.
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2.1.1 The Relation of Alpha Rhythms to Cognitiomparticular, reaction time) and the

Rate of Information Processing

The electroencephalogram is produced by synchropostsynaptic potentials from
thousands to millions of neurons and is usuallpréed at the scalp, although intracranial
EEG is sometimes recorded. When amplified, digitizad plotted, the raw EEG signal
appears as a complex oscillatory pattern. This ¢exngignal can be filtered to isolate
narrow frequency bands (Hz) that reflect specifaifsources and functions (Duffy, lyer
& Surwillo, 1989). Theta oscillations dominate awer mammals. However, Alpha
oscillations are manifestation of activity whichndimate in adult humans (Knyazev &
Slobodskaya, 2003). Alpha suppression, interprietéelrms of ‘desynchronization’,
suggests that during information processing laufations of neurons no longer
oscillate in synchrony. Thus, event-related desymulaation (ERD), calculated as the
percentage of a band power change during the peafore of some kind of task with
respect to a reference or ‘resting’ interval (Pfanieller & Aranibar, 1977), may be
considered a measure reflecting the extent to wéyalehrony is lost. Klimesch et al.
(2007) argued that these and other findings (algput the relationship between ERD,
cognitive performance and intelligence) demonstitzé a decrease in alpha band power
(particularly in the upper frequency range) is elgselated functionally to active
cognitive processing. They conclude that ERD réd$lective information processing in the
sense of excitatory brain processes. Alpha evéatiecesynchronization (ERS), on the
other hand, demonstrates a functional correlatehalbition in cognitive and motor tasks.
Put simply, large amplitudes of synchronized alpbiavity reflect a brain state of reduced
information processing (e.g., Pfurtscheller, 20@furtscheller (1992) also demonstrated
that ERD and ERS can occur simultaneously in dffeareas of the brain depending on
the nature of the task the participants undertake.

What Klimesch et al. (2007) described here reggré&iRD and ERS may appear to
contradict the findings we review below regardiagdl of alpha frequency and

information processing as measured by RT. Howetvisrjmportant to stress that they are
both dealing with different types of alpha rhythangatterns (i.e, Basar, Schurmann,
Basar-Eroglu & Karakas, 1997). This supports eafinelings by Walter (1957) who
argued that the alpha rhythm in an individual casgs of numerous alpha rhythms.
Essentially, there is no support for the notiom &finique alpha generator’, instead there is

a “diffuse and distributed alpha system” (Basar@@mann, 1996). The brain areas
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described by Klimesch et al. (2007) here are tivagny and secondary visual areas,
namely, the occipital lobe. The ERS and ERD eff&titmesch et al. (2007) described
relate to resting states. On the other hand, pteadbehaviour we describe below is located
in the frontal brain areas particularly during seti@information processing. Thus, there
are four primary conditions of alpha activity: Ialpha in the occipital region; high alpha

in the occipital region; low alpha in the frontabm regions and high alpha in the frontal

brain regions.

The EEG reflects changes in postsynaptic (i.e.ddec) membrane potentials (cf.
Logothetis et al., 2001) primarily in cortical nens. Thus, rhythmic changes in the EEG,
typically observed during pronounced alpha actjuigflect rhythmic changes in the
excitability of (primarily cortical) neurons. Rhythc activity must have a strong influence
on information processing in the brain, becausegtdreeration of action potentials is much
more likely during the excitatory (extracellularga¢ive) phase than during the less
excitatory or inhibitory (extracellular positiveh@ase of an oscillation. It has been
suggested for a long time that the cortex exhityitdical changes between maximal and
minimal responsiveness (Bishop, 1933) that ardaélt the negative and positive phase

of alpha.

Indeed, the notion that the alpha rhythm (8-12Haygpsome role in information
processing has a long history, with work by Suvi#.g., 1963) being prominent. For
example, Surwillo (1961; 1962; 1964) postulated #tpha frequency is significantly
correlated with the speed of information processisigneasured by RTs. Subjects with
high alpha frequency show fast RTs, whereas sldjests have low alpha frequency for
similar results (see also Klimesch, Doppelmayr,i@&k & Pachinger, 1996; Callaway &
Yaeger, 1960; Lansin, 1957). Moreover, Woodrufi{8) used biofeedback to either
increase or decrease alpha frequency comparedétif@mand found that increases in
frequency decreased RTs and decreases in frequeatesed them, relative to baseline
conditions. This raises the possibility that ouclctrains are having some effect on alpha
(although our frequencies are usually lower thanaipha frequency). Although links
between alpha rhythm and aspects of informationgesing are sometimes found
(Callaway & Yaeger, 1960; Lansin, 1957), other sgadBoddy, 1981; Treisman, 1984)
have failed to obtain relations between alpha feagies and either information processing
or timing. More recent work has again suggestedenge of a link between alpha
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rhythms, information processing and RT, althougkroby way of a complicated
interaction of factors. For instance, Klimeschle{E996) found that participants with high
alpha frequency showed faster RTs, whereas slojeasthad low alpha frequency for

similar results.

These recent findings by Klimesch et al. (1996 )supthe findings from earlier studies,
for example, those of Varela, Toro, John and Sctana©81). Varela et al. (1981) asked
their participants to judge whether two briefly egpd visual stimuli with asynchronous
onset appear as simultaneous or moving stimuliy Tokend that stimuli presented during
negative polarity were perceived as simultaneousreds those presented during positive
polarity appeared moving. Further, Dustman and E&6k5) found that RT to the onset of
a light flash was fastest during the surface pasiéilpha cycle. In assuming that a visual
stimulus is processed in the cortex after a dedag o peripheral transmission time) of
about 50ms, the critical time window for the preidic of behavioural effects is not the
phase of alpha at stimulation but at the time ofical processing which is 50ms post-
stimulus for the present example. Thus, if a stimus$ presented during the positive cycle,
alpha will be at its negative cycle 50ms laterg@suming that alpha period is about
100ms). In assuming that alpha is now in its exmitaphase, stimulus processing in the
visual cortex will be enhanced and RTs will deceed8hen applying the same reasoning
to the findings of Varela et al. (1981), Klimesdhak (2007) concluded that stimuli
presented during the positive cycle should coingidb enhanced stimulus processing in
the brain which in this case means that the twaidtiwould not be perceived as one
simultaneous but instead as two separate (movtmgyu. Thus, there are reasons to

assume that alpha phase controls cortical exditabil

The idea that information processing rate can lbeweced with increased alpha power was
also shown by Klimesch, Sauseng and Gerloff (2008) artificially increased alpha
power by means of repetitive transcranial magrstioulation at individual upper alpha
frequency and found enhanced performance on a task of mestgdion. It is important

here to explain what is meant by alpha power.

% peak alpha frequency (PAF) measures the distribati@lpha rhythm frequency which usually resembles
a bell-shaped curve with an average peak of 10—1dHealthy adults. Primarily, the peak alpha fregy

is typically greater/faster in adults (10Hz) andrthis also variation across individuals (Angelakigbar,
Stathopoulou & Kounios, 2004).
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From a physiological perspective, EEG power refi¢lse number of neurons that
discharge synchronously. In principle, it can bguad that the measurement of EEG
power reflects the performance of cortical inforimatprocessing. However,
measurements of power can also be influenced Iayiaty of other factors, for example,
thickness of the skull or age. In sum, it is cliggat a simple explanation of our results
based on synchronization of alpha activity is peaimtical, since there is conflicting
evidence as to the role of alpha in informationcpssing and the issue of what, if any, role

it plays is yet to be fully resolved.

In sum, the section suggests that there is aoakttip between alpha rhythms and
information processing rate. Klimesch et al. (1986)nd that participants with high alpha
frequency display faster RTs, while participantdwmower alpha rhythms had increased
RTs. This strongly supports the idea that alphahing are linked to information
processing. Since clicks are also shown to incredisemation processing, it is possible
that the clicks mediate their effect by increagimglevel of alpha activity.

2.1.2  The Relation of Alpha Rhythms to Memory

Lebedev (1990, 1994) has proposed a functionalfoolthe human alpha rhythm in stating
that cyclical oscillations in an alpha rhythm detere the capacity and speed of working
memory. The higher the frequency the greater tpaaty and the speed of memory
(Lebedev, 1994). Klimesch (1999) demonstrated Bi&® oscillations in the alpha and
theta band reflect cognitive and memory performangarticular. Numerous studies by
Klimesch’s laboratory demonstrate that alpha fregyeof good memory performers is
about 1.25Hz higher than that of age-matched sangflbad performers. The sites that
were recorded from were the hemisphere (Hemi)aledt right side of the scalp;

localization (LOC), frontal (f), central (c), paté (p), temporal (t) and occipital (0).

Individual alpha frequency (IAF) measures the ceotgravity, as opposed to the peak, within thegeaof
alpha frequency for each individual. Essentiallpaivthis creates are frequency bands above and tieéo
average peak of 10—-11Hz, for example 8—-10Hz (Ipha)l and 10-12Hz (high alpha) (Angelakis et al.

2004). IAF is considered a potentially more sewsitneasure of distribution than PAF (Klimesch, 1997
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Since it appears that good performers are fastatiieving information from memory
(Klimesch, 1993) than bad performers, it suggdstalpha frequency is linked to the
speed of information processing or RT. Indeed as wrimarily found that at parietal sites,
the left hemisphere of bad performers but not éiehemisphere of good performers
demonstrated decreased individual alpha frequéresrefore, providing further evidence
for the link between information processing andhalpconsistent with later findings (e.g.,
Klimesch, 1994, Klimesch, 1996; Klimesch, 1997;disch, Pfurtscheller, Mohl &
Schimke, 1990; Klimesch, Schimke & Pfurtschell@9Q@; Klimesch, Schimke, Ladurner
& Pfurtscheller, 1990). In addition, Osaka, Osakayama, Okusa and Kakigi (1999)
investigated the effect of the working memory dedsaon the peak alpha frequency of the
power spectrum of magnetoencephalography (MEGis (fhportant to note here that the
frequency of the alpha wave changes with localagtof the brain and the peak
frequency of the alpha power changes with the ¢ovgnmental loads. See earlier Notes 1.
(Klimesch, Schimke & Pfurtscheller, 1993).

A study carried out by Williams, Ramaswamy and @u({R006) actually explored the
effect of a repetitive stimulation in the form ofleker on alpha rhythms and memory
performance. Williams et al. (2006) investigatecettier alpha-frequency flicker enhances
memory in older people. It is known that both alphd memory decrease as we get older.
Participants aged 67—92 were asked to identifytshords following 1 s of flicker at

either 9.0Hz, 9.5Hz, 10.0Hz, 10.2Hz, 10.5Hz, 11.,0Hz5Hz or 500Hz. After a delay
duration of a few minutes, they then explored paréints' recognition of the words
(without flicker). The findings showed that flickBequencies close to 10Hz (9.5-11.0Hz)
enhanced the identification of the test words dreolparticipants. These particular flicker
frequencies also increased recognition of the wootspared to the other frequencies
(9.0Hz, 11.5Hz and 500Hz), irrespective of age.réfuge, it appears that flicker can
induce alpha-like activity. These findings by Walins et al. (2006) are consistent with
their previous study which also showed that alplegtiency flicker can improve memory
in healthy participants. Further, the effect ofKir was highly specific in that it only

improved memory when it was presented at 10Hz3rtiz or 11.7Hz.

In sum, numerous studies appear to support thealaaelationship between alpha and
memory processes. Williams et al. (2006) showetrtteanory in older people can be

enhanced by repetitive stimulation in the form diicker, presented at alpha frequencies.
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Again, this shows that alpha rhythms are relatadftrmation processing. This is still
consistent with the idea that the clicks operatébyeasing alpha, since clicks have shown
to improve memory recall (Experiment 5a of thissiepand Experiments 3 and 4 of Jones
et al., 2010).

2.1.3 The Relation of Alpha Activity to Intelige

Dongier et al. (1976) highlighted that there isagri@consistency in the findings of

whether there is a relationship between alpha atedligence with some studies finding
normal adults with faster alpha frequencies scaykdr than people with slower alpha
frequencies, some the opposite and others findingelationship at all. Dongier et al.

(1976) suggest that the lack of consensus is dt i@sine multi-variable nature of
intelligence, the discrepancies between the diftetests used and the different methods of

administering the tests.

Because working memory is a central componenttefligence (Engle, Tuholski,

Laughlin & Conway, 1999), it seems reasonable fzeekthat alpha peak frequency is
important to intelligence. The electroencephalog(BEBG) reflects stable individual
differences in brain function and therefore caralpowerful instrument for exploring the
biological basis of intelligence (Anokhin & Vogdl996). Previous studies have attempted
to demonstrate the relationship between peak fremui intelligence, arguing that a
faster oscillating brain reflects rapid informatiprocessing, which is subsequently
associated with higher intelligence (i.e., Osakal ¢t1999; Anokhin & Vogel, 1996),
Jausovec (1996) found that compared to averageidudils, gifted individuals
demonstrated higher EEG alpha power only whildrrgstith eyes open not with eyes
closed. Jausovec (1996) argues that the findinggest that rather than working faster, the
gifted individuals’ brains are simply more effictan activating more task-relevant brain
regions (Jausovec, 1997; 1998). Klimesch (1997¥istently reported a relationship
between high alpha peak frequency and good menefgrmmance. Contradicting these
earlier findings showing that high peak frequeneippear to be associated with higher
intelligence, etc (i.e., Anokhin & Vogel, 1996),$llouma, Neale, Boomsma and de Geus,
(2001) found no evidence of a genetic correlatietwieen alpha peak frequency and
intelligence (based on the four WAIS dimensions) eoncluded that “smarter brains do

not seem to run faster.” Rather, it is the efficygnf connectivity which is important
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(Jausovec & Jausovec, 2000; Anokhin et al., 198@pnsistent with all the above studies,
Alexander, O’'Boyle and Benbow (1996) showed thatdterall alpha power (8-12Hz
resting potential) was significantly greater in eage ability participants compared to both
college-age and gifted adolescent participantsxguain eyes open task.

In sum, alpha rhythms appear to be linked to iiggetice. Jausovec (1997) study showed
that gifted individuals during problem solving tadkad higher alpha activity compared to
average intelligence individuals. So far, we hasensthat higher alpha levels enhance
memory, information processing and intelligencechitstrengthens the idea that clicks are

resulting in increased alpha activity.

214 Peak Alpha Frequency Training for Coigei Enhancement in the Elderly

Although previous studies have shown the effecegsrof neurofeedback in the treatment
of various neurological and psychiatric disordershsas epilepsy (Sterman, 2000), by
altering EEG amplitude in the alpha, beta, or tifietquencies, there has been no
exploration of the effects of training individuatschange the peak frequency of their
alpha rhythm. It is important to state here thatkPapha frequency (PAF) corresponds to
the discrete frequency with the highest magnitudkimthe alpha range and is known to
be slower in children and the elderly, althoughls$io varies across individuals (Klimesch,
1997; Posthuma, Neale, Boomsma & de Geus, 2001¢ngrother correlates, PAF is
inversely correlated with age after the age ofR@pfuner, Pfurtscheller & Auer, 1984).
Noting these age differences, Angelakis, StathapguFrymiare, Green, Lubar and
Kounios (2007) explored whether training elderlgtiinduals to restore (i.e., increase) their
PAF to the levels of younger people would resultproved cognitive performance. To
do this, Angelakis et al. (2007) employed the pssaaf Neurofeedback (NF, also called
EEG biofeedback), which is an electroencephalogca®#EG) operant-conditioning
training technique enabling subjects to manipullaégr own brain activity. As a control for
this experimental treatment, two other neurofeekllfil€) conditions were employed, one
to train an increase in alpha amplitude and onadgis@eurofeedback placebo condition in
which the participants were led to believe thaytivere experiencing their own
neurofeedback while in actual fact, it was a retayaf another participant’s recorded
beforehand. The hypothesis was that out of theettiteatments, PAF NF would result in
the largest improvements in cognitive performating a sample of six healthy senior

citizens, findings revealed that after NF trainialj,experimental (PAF) participants rated
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themselves as thinking faster, averaging a 1-fd@®fo) improvement, whereas controls

reported slight worsening in concentration.

The specific effects of PAF NF on processing spegaport the idea that PAF reflects
speed of information access (Angelakis et al., 208@wever, this increased speed did not
appear to improve memory functions as would beipred by the model suggested by
Klimesch (1997), so this idea must be treated wattme degree of skepticism until other
studies measure the specific effects of PAF chaogeifferent types of cognitive speed.

In contrast, the findings from the study carried oy Angelakais et al. (2007)
unexpectedly showed that memory improvement ocdurréhe alpha magnitude control
group that was specifically trained to not increB#é¢-. Some studies (e.g., Garrett &
Silver, 1976) have reported decreases in test gnaiter alpha amplitude NF, which may

have selectively affected memory functions in ttuelg by Klimesch (1997).

2.1.5 Alpha Activity and Exercise

Exercise has previously been found to have a fatile effect on choice RT tasks. For
example, Brisswalter, Arcelin, Audiffren and Deligres (1997) explored the effects of
physical fitness as well as energy expenditure simale RT task performed during
exercise. While carrying out the simple RT tasktipgants pedalled on a cycloergometer
at different relative power output correspondin@@p 40, 60 and 80% of their own
maximal aerobic power. The simple RT task was e#ésded out immediately after
exercise has ceased. Findings showed that perfesr@anthe simple RT task was
significantly better in the trained middle-distammo@eners compared to the group that do
not regularly take part in physical training. Manéerestingly, this noted improvement was
more pronounced when the energetic constraint vggeeh(80% Pmax). These findings
are consistent with later findings by Davrancher|&uAudiffren and Hasbroucq (2006).
Perhaps a potential explanation for the underlymeghanisms for this facilitary effect of
exercise on RT is alpha rhythms (for more stuchegsstigating the relationship between

reaction time and exercise, see Chapter 4, seétid)).

Previous studies have demonstrated a relationgtipelen exercise and alpha power
despite widely different electrophysiological medbtogies employed across studies

(Hatfield & Landers, 1987). Electrophysiologic efffe of physical exercise were
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investigated by Polich and Lardon (1997), who comgaroups of individuals who
engage in relatively low amounts of physical exa¢<5 h/week) to subjects who engage
in relatively high amounts of aerobic exercise (iAveek). Event-related brain potentials
(ERPs) were recorded using auditory and visualwdtim separate oddball task conditions.
The auditory oddball task involved obtaining auditevent related potentials with 1000Hz
(standard) and 2000Hz (target) tones. The partitgpaere instructed to keep their eyes
open throughout the duration of the experimenttardask required them to press a
button in response to the presentation of the tatgaulus. The visual oddball task, on the
other hand, involved presentations of either ard.&ade black and white striped
(standard) stimulus and a 2.5cm square black anie whecked (target) pattern. Again,
participants had to respond by pressing a buttdhedarget visual stimulus. Polich and
Lardon (1997) found that extended exercise helg®htdribute to increased amounts of
alpha-band activity and, therefore, increased R®0plitude and decreased peak latency.
These findings support and extend previous finddggaonstrating increased alpha power
for high-fit relative to low-fit subjects (i.e., Btman et al., 1985, 1990).

Lastly, Dustman et al. (1990) assessed the inierabetween exercise and age by
comparing groups of healthy young and older meh siat half of the subjects in each
group were in good aerobic condition. Relativeate-fit men, high-fit subjects had better
neuro-cognitive functioning and significantly greaamounts of alpha activity (8-10Hz)
regardless of age. These findings imply that esercontributes to central nervous system
function and superior cognitive performance (Dustregaal. 1994; 1993) consistent with a

previous study by the same group (Dustman, e1@85).

This section has demonstrated a relationship betakxha activity and exercise. The
effect of exercise on both information processingd mternal clock speed is explored in
more detail in Chapter 4, Section 4.10. Exercise st@wn to increase both internal clock
speed and the rate of information processing. Tidiess explored in the current section

suggest that alpha rhythms may have mediated #dffesws.
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2.1.6 Biological Basis for the Sense of Time Alptha Rhythms

Generally, injuries to the brain and the neurolabexperience bear witness to the
significance of the thalamus and hypothalamus tmrtione sense (Goldman, Stern, Engel
& Cohen, 2002; Holubar, 1961). Indeed, Spiegel, M/yOrchinik and Freed (1955) found
transient disorders of temporal orientation andvesdton of time in 23 out of 30 patients
with operations on the thalamus (dorsomedial thatamy). For instance, one patient two
months after thalamotomy, knew from repeated dsous with her family that she had
lived in her home for five years. However, she esped the feeling that she had resided in
her home for only a few weeks. Cases such as tieisled Spiegel et al. (1955) to
conclude that connections between the dorsomeda¢inof the thalamus and the frontal
lobes may be essential for the sense of time. | &ésnschmidt, Beyerle, Eger, Salek-
Haddadi, Preibisch and Krakow (2003) argue thdather activity is of importance since
it may lend some support to the notion of whetherg are localised generators of alpha
synchronization in the brain for which the thalanappears to be the potential structure.
Indeed, Schreckenberger, Lange-Asschenfeldt, Lonhidann, Siessmeier, Buchholz,
Bartenstein and Grinder (2004) study, using pasimission tomography (PET) scans
with simultaneous EEG recording, also supportechtit®n of a close functional
relationship between thalamic activity and alphghin in humans mediated by cortico-
thalamic loops which are independent of sensomrafices, a finding consistent with
much earlier findings (i.e., Dempsey & Morison, 394 astly, Ben-Simon, Podlipsky,
Arieli, Zhdanov and Hendler (2008) findings suggesiat it may be that the “thalamus
subserves the mechanism of alpha generation thabods with its role as an ongoing

pacemaker”.

2.2 Specific Frequency Argument

As discussed in Chapter 1 (section 1.5.3), condistéh earlier findings (Burle & Bonnet,
1997), Burle and Bonnet (1999) explored the eftéatariation in click train frequency in

a choice RT task. They found increases in RTs 8@5Hz frequency clicks, while
decreased RT were found for frequencies of 21 arfeH%. A problematic issue regarding
the design of the studies carried out by Burle Badnet (1997, 1999) is that they failed to
provide a control for the clicks, i.e., silenceleging clicks. They simply compared
differing frequencies of clicks since this was thain focus of their studies. More
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importantly, however, are the potential flaws iritrargument. First, it assumes that there
exists a common pacemaker speed in humans whiatssesry unlikely. Secondly, Burle
and Bonnet (1997, 1999) findings cannot be expthsimply by an increase in brain wave
frequency rather, the repetitive stimuli would ohby able to increase the amplitude of
brain waves. Imagine, for instance, a pendulumpahdulums have a fixed period of
oscillation, independent of amplitude (isochonisin)order to increase the number of
swings (frequency) we have to modify the lengtthef pendulum by shortening it.
Increased frequency cannot be achieved simply iggithe pendulum a greater péisbr

in the case of the studies carried out by BurleBonet (1997, 1999), by accelerating the

periodic frequency of click stimuli.

2.3 Non-Specific Sympathetic Entrainment ArgumentEffects of Repetitive/Rapid

Visual Stimulation on Oscillatory Activity

Will and Berg (2007) explored the effect of audytstimulation at a variety of different
frequencies on the synchronisation of brain waeshey pointed out, there has been
little research carried out on the synchronisatibbrain waves to auditory stimuli with
repetition rates below 10Hz. Exploring the effelctepetition rates below 10Hz is
particularly relevant since this would include 5hiich is the frequency of clicks

typically used in studies exploring its effect aformation processing and internal clock
speed (i.e., Jones et al., 2010; Penton-Voak,et@96). The well researched phenomenon
of synchronisation of oscillatory activities in tibuted neural assemblies can be
understood as “a reflection of the cooperativevagtof neurons within distributed
assemblies” (Gruzelier, 1996, p.2). In their stM§ll and Berg (2007) recorded the EEGs
from 10 participants (balanced for gender; meanZ&éggears) who were instructed to
listen to the auditory stimuli passively. Drum sdarand clicks with repetition rates of 1-
8Hz acted as the periodic acoustic stimuli. Arsikecondition and continuous pink noise
condition served as the control and baseline. Tiheukis-locked inter-trial coherence

(ITC) analysed the synchronisation between periadditory stimuli and EEG responses.
ITC is a measure of “consistency across trialhefEEG spectral phase at each frequency
and latency window” (Will & Berg, 2007, p.56). IT@@lues were obtained for 21 EEG

* This holds true for small swings where the pendubats as a harmonic oscillator. At much larger g&jn

period increases gradually with amplitude.
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frequency bands (ten 1-Hz bands from 1 to 10H2, #Hz bands from 12 to 20Hz and six
4-Hz bands from 22 to 42Hz).

Interestingly, findings revealed synchronisatiosp@nses of brainwaves to periodic
auditory stimuli. Stimulation with repetition rateg1 to 8Hz resulted in increased phase
synchronisation across all 21 EEG frequency baadsn more interesting was the tonic
ITC response (i.e. not reflecting the periodicifytiee stimulus sequence) in the delta range
(1 to 4Hz) which the authors argue reflects anr@niment’ response. Specifically, the
repetition rates between 1 and 5Hz resulted infd<ponse peaks in the corresponding
EEG frequency bands and the response showed alui@s@ximum around 2Hz. This
observed maximum is consistent with previous ssidieich have shown this to be the
optimal rate or tempo seen in repetitive human@@mstor behaviour (i.e., Large &

Jones, 1999).

The hypothesis of the non-specific sympatheticaaémtnent to explain the click effect is
related to the Burle and Bonnet idea of the duaingphypothesis or as we have termed it,
the specific frequency argument. Instead of relyinghe specific frequency enhancement
of a common pacemaker frequency (and the subseguplatusibility that we all possess
the same frequency), the non-specific sympatheti@mment hypothesis would argue
that the frequency of the repetitive stimuli isatmajor extent irrelevant. All that matters is
that the brain frequency is entrained to whateragufency of repetitive stimulation is
administered. The idea that the brain frequencybeaentrained to the frequency of
repetitive stimulaton delivered is consistent vifte majority of findings in the timing
literature and the effect on RT and informationgassing rate reported by Jones et al.
(2010) that the frequency of the repetitive stirtiatais typically inconsequencial. This
non-specific sympathetic entrainment could theraeoh information processing either by
reducing the signal to noise ratio through the eckd neural synchronicity or by
influencing the rate of the internal clock/pacenrake

Adrian and Matthews (1934) demonstrated that requdgential waves at frequencies
other than the typical 10Hz can be induced by @iclif a cluster of cells has a tendency to
pulse spontaneously, then the idea is that theyldhme able to pulse at greater rate
through the application of rhythmic stimulationdéed, Adrian & Matthews (1934)

investigated this idea by recording from electrooleshe skull the potential waves in

72



participants as they experience a flickering fidldey discovered that rhythms as great as
25Hz could be obtained. In effect, the wave po&dsitire ‘entrained’ in that they become
the same frequency as the flickering stimulus (fd@i#iz to 25Hz). Adrian and Matthews
(1934) also emphasise the importance of the irtienéthe flicker. If it is too dull the
sensation of the flicker disappears. If too brigihtan result in the experience of the field
being swamped with coloured patterns resultingregular waves. The findings by Adrian
and Matthews (1934) were supported by later finglimg Nehar (1961) in the auditory

domain.

Using EEG, Clapp, Muthukumaraswamy, Hamm, Teyler léink (2006) explored the
effects of visual repetitive stimulation on osditley activity. The experiment was similar
to that of Teyler et al. (2005) with the visual ckerboards presented to either left or right
hemisphere coupled with the oddball procedure ¢dietg deviant tones differing from the
standard tone). Using eight healthy male partidpémged 23-38 years), after photic
tetanus (checkerboard presented at a frequendyzficreased event-related
desynchronisation (ERD) of the alpha rhythm lasfifgur was recorded over occipital
electrodes. Since ERD of the alpha rhythm is belileto reflect a cortex which is active in
nature, these findings by Teyler et al. (2005) ssgthat rapidly presented visual stimuli
can induce changes in cortical activity for a digant amount of time coupled with
stronger neuronal assemblies and enhanced leveEuodnal output. Although more about
motor function than entrainment as such, Thaut,ntsh and Rice (1997) demonstrated
the ability of the auditory rhythm in effectivelyteaining motor patterns and also

influencing non-temporal parameters such as skeidgth.

Evidence against the idea that clicks (or repetisirmulation) affect an underlying
mechanism specific only to time (i.e., the putappaeemaker) comes from a study carried
out by Droit-Volet (2010) who discovered that thielctrain can affect not only the
perception of time, but also the perception of btheantities such as number and length.
Therefore, supporting the idea of some other mashatike the one proposed by
Treisman et al. (1990) and later, Matell and Mex®0Q, 2004). Thegrgue that, rather
than coming from a central pacemaker, the raw nater time representations comes
from a ‘subset of cortical neurons that oscillaedifferent frequenciesThe frequency of

these cortical oscillators would be altered bydleks or any other rhythmic external
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event.This idea supports the findings by Burle and Bor{2600) who demonstrated that

the clicks also affect RTsonsistent with more recent studies (i.e., Jonat ,€2010).

Droit-Volet (2010) used the bisection procedurentestigate the effects of click trains on
the bisection of time, length and number. Eacthesé three modalities were either
presented sequentially or non-sequentially. Alsaesgonditions included clicks and
others silence. In the task, the participants westucted to judge whether the comparison
stimuli was more similar to a “short/few” (4/10) tar a “long/many” (8/20) anchor
stimulus. For the timing modality, Droit-Volet (20) used a procedure similar to that of
Meck and Church (1983) in which participants hagltige the duration of the sequence of
stimuli. For the number and length stimuli in tleggential condition, both were divided
into “sub-lines” or “sub-numbers”, respectively. Pagmnts therefore, had to accumulate
the stimuli of each of these modalities and thalfproduct is the comparison stimuli that
they have to judge whether it is more similar t® short/few or the long/many anchor
stimulus valueFindings showed thdor the bisection of time, the stimulus durationswa
judged longer with clicks compared to silence fothithe sequential and non-sequential
conditions. For the bisection of number and length, the num@er judged greater and the
line longer with clicks, only when these two motlaé were delivered sequentially.

other wordswhen the stimuli were required to be accumulated

The role of time in processes such as memory entin has been noted (i.e., Brown,
Preece & Hulme, 2000; Lustig, Matell & Meck, 200&) Brown et al.s’ (2000) model of
working memory (Oscillator-based Associative Rec@bCAR),the underlying
mechanisms of working memory involves a seriessafllators with *hierarchically
arranged periodicitiesApplying this model to the findings of Droit-Vol€2010), it could
be argued that the click trains may be increasiegoeriodicity of these cortical oscillators
which play a role in processing the constant fldwnformation and explains why they
affect not only time, but other processes suchuasber and length. Despite studies
showing the effect of click trains on the periotiaf cortical activitiegTreisman, Cook,
Naish & MacCrone, 1994; Treisman, 1993), the stog{proit-Volet (2010) emphasises
the necessity for future studies to try to diseglanhe effect of clicks on the cortical
oscillators that process information that is se¢jaém nature, from an accumulator
mechanism which manages the ‘flow of informatianivorking memory (Droit-Volet,
2010).
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2.4 Long-Term Potentiation Argument

There is a fourth possible explanation for howkdievork. The clicks may potentially be
altering information processing rate through thecpss of long-term potentiation (Bliss &
Lomo, 1973). Long-term potentiation (LTP) descsiltiee process in which the efficacy of
communication between brain cells is significaaiiy rapidly enhanced (Malenka &
Nicoll, 1999). However, the actual molecular staretinvolved in the process remains
under debate (for review of molecular processeslvaed, see Malenka & Nicoll, 1999). It
is argued that LTP is the primary mechanism whiotieulies the formation of learning and
memory (i.e., Bliss & Collingridge, 1993). LTP ofaked potentials has been found in
isolated slices of human cortical tissue. Theseslhave similar properties to those found
in non-human preparations (Chen, Lee, Kato, SpeBéepherd & Williamson, 1996).

Heynen and Bear (2001) also used an invasive tgoard induce LTP in the visual cortex
of rats, namely, by electrically stimulating thewal pathways. The idea that rapidly (or
repetitively) presented stimuli could alter LTP wagestigated by Teyler, Hamm, Clapp,
Johnson, Corballis and Kirk (2005) using a non-giva technique. Specifically, they
explored whether it was possible to induce LTPdpid presentation of visual stimuli. The
visual stimuli consisted of a checkerboard stimyltesented at a frequency of 9Hz to
either the left or right visual field for 120s (IDPresentations). Visually evoked potentials
were collected at 2-9, 15-21, 30-37 and 45-52 ften the end of the visual stimulation.
With six right-handed males (aged 23-38 years))drest al. (2005) showed that a
component of a visually evoked cortical responseprded non-invasively from humans
using Electroencephalography (EEG), can be potedti@ter exposure to a repetitively
presented visual stimulus. Further, LTP was eviddno the hemisphere contralateral to
the visual hemifield that received the visual stimtion. Teyler et al. (2005), argue that
their results rule out the possibility that thediimgs can be explained in terms of variations
in levels of attention. These results revealedhedtudy carried out by Teyler et al. (2005),
support previous finding by Zhang, Tao and Poo (2®tho showed that repetitive visual

sensory stimulation gives rise to LTP in the vissygtem of the developing tadpole.
So there appears to be a significant amount ofeexiel to suggest that rapid or repetitive

visual stimulation increases the speed at whicmlo@lls communicate to each other. In

other words, such stimulation increases informagimtessing speed in the brain. What
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evidence is there that stimulation in other mogaialso has an effect? Since clicks (the
repetitive stimulation used widely in the experirsein this thesis and generally in the
time literature) are auditory, an effect on LTPngsihis modality would be even more
interesting. Indeed, Clapp, Kirk, Hamm, Shepherd &ayler (2005) showed that high-
frequency, repetitive auditory stimulation can inddong-lasting plastic changes within
the human auditory system as seen by a long lastangase of the human auditory evoked
potential (AEP). The stimulation adopted in thisdst was a train of 1000Hz tones
presented at a rate of approximately 13 per se(@dms tones punctuated by 25ms gaps)
for two minutes. Twenty-two males took part in gtedy (range 21-41 years). In a second
experiment, Clapp et al. (2005) showed that ovehibur after receiving the rapid auditory
stimulation, there was no evidence of a significetdrease in degree of potentiation. In
other words there were no findings to suggest eraeation in the efficacy of synaptic
transmission, even over an hour after the delieémnapid auditory stimulation, as
measured by the auditory evoked potentials (AEE)rded using electroencephalogram

scalp electrodes.

However, despite LTP being considered as a potararalidate for the effect of clicks
seen in the experiments of this thesis, theramsjor limitation to this explanation. It is
important to point out that in the click experingrthe effect of clicks ‘resets’ or is

‘killed’ by the end of the trial (with each triah some instances, lasting no longer than a
few seconds). This is inconsistent with the stuglyfor example, Clapp et al. (2005), who
found an effect even up to an hour after audittingidation. However, it must be noted
that their stimulation was delivered for two mirsiteso LTP could occur. The stimulation
duration used in the experiments in this thesisianevious studies (e.g., Jones et al.,

2010) was typically 5 seconds, so this would nstitein LTP.

2.5 Conclusion

Some studies support the idea that the alpha-rhyfttine electroencephalogram (EEG) is
the ultimate ‘clock’ in the organism's sense oét{ire., Goody, 1958), others disagree (i.e.,
Treisman, 1984). Despite much evidence that algkalations are linked with processes
of RT, attention and memory, their functional sfgr@nce remains uncertain (Knyazev,
Savostyanov & Levin, 2006). The implications ofdbdindings suggest that it is still

impossible to rule out alpha rhythms as being apa@l explanation for the effect of click
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trains (or repetitive stimulation) seen on humaimeses of duration (i.e., Jones, et al.,
2010; Treisman et al., 1990).

The second hypothesis for the effect of clicks, elgnthe specific frequency argument
suggests that clicks modulate the internal pacemaitle an underlying frequency of
about 21Hz or multiples of 21Hz (i.e., Burle & B@in1999). However, the idea that there
exists a common pacemaker speed in humans seemcbebfe. In addition the specific
frequency argument is weakened further if we imadjiaw a pendulum works. We
discussed earlier how an increased frequency afydem swings cannot be achieved
simply by giving the pendulum a greater push, dhancase of the studies carried out by
Burle and Bonnet (1997; 1999), by acceleratingod@odic frequency of click stimuli.

The effect of clicks then can potentially only ste make signals stronger or reinforce
them, not make the brain operate faster accoraitigis pendulum argument. Therefore,
the specific frequency argument as advocated bieBurd Bonnet (1997; 1999) is unclear
and fraught with limitations.

The third possible hypothesis about how clicks wamdues that brain frequency can be
entrained to a non-specific frequency of repetisitimulation delivered and there is
evidence from various studies which support thswklver, explaining how the
synchronicity affects internal clock speed is mare@blematic to envisage, although it
could be a consequence of the intimate causablatween information processing and the
internal clock. Untangling this causal relationsisi problematic ongoing endeavour to

which the experiments reported in this thesis coute.

Lastly, the study by Clapp et al. (2005) which exptl LTP (a possible explanation for the
effect of clicks) and others mentioned in this dbaystill fail to bring us nearer to
understanding the possible mechanisms underlymegffiects that the repetitive stimuli
used in this thesis — click trains — have on treerbr
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Chapter 3
Research Strategy and Aims
3.1 Summary of Literature Review and Research Stragy

Scalar expectancy theory (SET: Gibbon, 1977) andssociated information processing
model (Church, 1984; 1989; Gibbon & Church, 1984uch & Meck, 1984) have
maintained their popularity as the leading modetifoing due to their convincing
explanations for the observed timing behaviour sedroth animals and humans (Allan,
1998). As discussed in Chapter 1, section 1.16irntormation processing model is made
up of three layers, the first layer being the in&clock which contains three components
(the pacemaker, the switch and the accumulatog.pBltemaker receives the raw material
for time representation. The pacemaker emits paledsa switch controls how many
pulses enter into the accumulator. The accumusatwes the amount of pulses during the
event to be timed and the number of pulses accuaetltietermines the length of the
perceived duration. The information-processing nedkso state that temporal judgments

rely on memory and decision stages (Droit-Volet &y, 2007).

Evidence of a link between internal clock speediaf@mation processing was shown
through numerous studies in Chapter 1. | will nemmarise the main findings from
Chapter 1 and 2. Firstly, studies have demonstiatetk between body temperature and
internal clock speed (i.e., Hoagland, 1933). Hoad)lil 933) found that with increased
body temperature, estimates of duration were ise@andicating that increases in
temperature sped up the internal clock. Next, thexe a review of studies which have
manipulated clock speed effects in humans. The odatinost used to induce changes in
clock speed was repetitive stimulation in the faieither clicks or flashes. For instance,
Treisman et al. (1990) showed that repetitive Mistinulation can speed up the internal
clock resulting in overestimation of duration. Fat, Penton-Voak et al. (1996) showed
that five seconds of periodic clicks (auditory stlijnmade participants overestimate
stimulus duration. Studies have also shown thatudtis modality is also important.
Treisman et al. (1990) found that auditory stimwdppears to have a greater subjective
length than visual stimuli of the same durationoiB¥olet et al. (2004) argue that this is
due to the internal clock running faster for thditary stimuli compared to the visual

stimuli.
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Studies looking at the effect of emotion on theiinal clock were also covered in Chapter
1 and evidence suggests a strong relationship eetite two. Angrilli et al. (1997) argue
that emotional states induced by stimulus matsgisiematically influence distortions in
time estimation in humans. Consistent with thiggibvolet et al. (2004) found that the
duration of emotional faces (anger, happiness addess) were systematically
overestimated compared to neutral ones. Gil §2@D7) also found that perceived
duration of angry faces (compared to neutral fases) overestimated even in young
children (age groups 3, 5 and 8), replicating thdifhgs from adult studies. On a similar
note, the link between stress and the speed oftlmal clock was found and the study
which best shows this is the one by Watts and 8bki{1984). They found that 35
individuals with arachnophobia displayed overestiamaof the duration of the short
interval with the spider compared to 18 particiganithout arachnophobia. This suggests
that fear speeds up the internal clock. Therefamaysal may be what mediates the effect

of clicks, an idea explored in some of the expenitaén this thesis (Chapter 11 and 13).

Real life experiences of time distortions were dssed. For example, the common feeling
that when we are enjoying something time seemly tayf(Gillings, 2006). Also, the
common experience amongst athletes that partiogati fast racket sports such as tennis
induces a particular feeling known as ‘the zonatk¥on, 1995). ‘The zone’ is
experienced as a slowing down of time and wherefgeliyou feel you can do things
faster almost with conscious thought (Jackson, L3¥periences of time distortion are
also found in situations of high adrenaline (F&884), such as a car crash. All these
studies suggest that arousal speeds up the intdatél making subjective experience of

duration appear longer.

So the question then poised was whether clock sigebd same as brain speed? Stetson et
al. (2007) failed to demonstrate a “speeding upthefbrain and ultimately information
processing. However, in a more systematic studyedet al. (2010) did show that

repetitive stimulation in the form of clicks careggl up information processing as shown
by faster RTs in a 1, 2 and 4 choice RT task. otlar experiment, clicks were also

shown to speed up the internal clock as evidengeahlbverestimation of the duration of
the tones when preceded by clicks compared toinksc{Jones et al., 2010). However, the
next step is to see whether clicks can results imerease in information processing as

well assimultaneouslgpeeding up the internal clock (Experiment 5 ¢ thesis
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investigates this). A neurological case study hykBfski et al. (1996), suggested that
clock speed may be the same as brain speed. PAB¥#suddenly began to experience an
unnatural acceleration of time experience. Thirggsrsed to come towards him at terrific
speed and he could not react to them fast enouginoduction task also revealed that his
internal clock was emitting pulses at a decreaatglas his production of 60 seconds was
greatly overestimated at 286 seconds (mean scinis) suggests that information
processing and the internal clock are linked. Géraptalso looked at the effect of age on
time. Vanneste et al. (2001) carried out a convigatudy which lends support to the idea
of a slowed down pacemaker in older people. Syadiyi, the older group spontaneously

tapped at a much slower rate compared to the ygumgp.

In Chapter 1, four theoretical models were disadisseexplain the link between
information processing rate, arousal and the iadestock speed. First, that clicks directly
increase information processing rate, which in effacts internal clock speed. Second,
that the role of clicks is two-fold. They incredbe speed of the internal clock which
results in an increase in the rate of subjectivetas well as independently increasing the
rate of information processing. Third, that chanigesoth the rate of information
processing and subjective time are linked, not beean increase in pacemaker speed
increases the rate of information processing, radmaporal estimations themselves are
derived from information processing rate. Lastt tha internal clock is mediated by

arousal/attention through some unknown factor.

The various theories which may explain how thekslioperate were also explored in
Chapter 2. First, the role of alpha rhythms intrefato cognition (memory and
intelligence), exercise and information processuag reviewed. All the studies were
consistent with the idea that increased alphaiacteads to enhanced cognitive abilities
and an increased rate of information processing 3iggests that the clicks may mediate
their effect by increasing the level of alpha atgiand as Treisman (1984) suggests, this
may be due to arousal since alpha is a biolognzitator for general arousal. This is
consistent with the common explanation for theaféd clicks which states that they are
arousing in some way. Thus, the alpha explanatipparts the findings from the studies
we looked at in Chapter 1, which explored the aflemotion on pacemaker speed and
time estimation. Second, the specific frequengyarent was explored. Burle and Bonnet

(1997; 1999) investigated the effect of variatinrihie click frequencies and found that
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certain frequency were conducive to increased Riladiners decreased RT. Third, the
non-specific sympathetic entrainment argumentssuised. The main proponents of this
theory are Will and Berg (2007) who revealed theatqalic acoustic stimuli produces
synchronisation of oscillatory activities in theabr. So in effect, the brain frequency is
entrained to the frequency of repetitive stimulatizelivered to the participant. Last, the
long-term potentiation argument is suggested. Herg suggested that the clicks operate
by altering the rate of information processing tiflmlong-term potentiation. In other
words clicks may be increasing the efficacy offinag rate between neurons (Malenka &
Nicoll, 1999) which in turn leads to the faster Rolserved, for instance (Jones et al.,
2010).

The aim of the rest of this thesis is a unique $tigation into the connection (if any)
between the internal clock and information proasgsit will begin with an experimental
review chapter investigating the common charadtesi®r behavioural parallels shared by
information processing and time perception. Evigeoicshared effects across various
factors (i.e. arousal, exercise, drugs) would gfiteen the idea of a link between
information processing and the internal clock. Tast common explanation for how
clicks operate is that they are arousing in somgawval this in turn speeds up the internal
clock (Treisman et al., 1963). Numerous studieslexplored the effect of emotional
stimuli on human timing (i.e., Droit-Volet et a2004). Clicks have also been shown to
speed up information processing (i.e. Jones e2@1.0). This thesis also investigates this
notion that clicks are arousing in a variety of exments designed to identify whether
arousal mediates both the internal clock and in&diom processing.

3.2  Summary of Research Aims

This section outlines the main research questiodsageas that are addressed by the

experiments and meta-review in this thesis.

3.2.1 What are the Parameters of the Facilitatoffe&i of Repetitive Auditory

Stimulation on Information Processing Speed?

In Chapter 1 we reviewed the literature which Hasa that clicks have an effect on
internal clock speed. For instance, Penton-Voak.€1.996) demonstrated that preceding

an auditory or visual stimulus by five secondslatks (a repetitive stimulation) produced
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larger estimates of the stimulus duration in tpeaiticipants. This is consistent with other
studies (i.e., Burle & Bonnet, 1999; Burle & Cas201). Clicks have also been found to
have an effect on information processing. Jones. ¢2010) using a 1, 2 and 4 choice RT
task, showed that RT responses are faster on prie¢eded by clicks compared to silence.
Since this effect on both these processes has sew éstablished, the next logical step is
to explore how long this effect lasts for. The paetrics of clicks has never before been
investigated and so Experiment 1a, b and c ofthi@sis addressed this using a 1, 2 and 4
choice RT task.

3.2.2 Is the Facilitatory Effect on Information Procesgiand on Internal Clock Speed

Specific Only to Repetitive Auditory Stimulation?

The next question is whether the facilitatory effi@e information processing and the
internal clock (Jones et al., 2010; Penton-Voak .etLl996) is specific only to repetitive
auditory stimulation (in the form of clicks/flashe# other words, would the effect found
with clicks on the internal clock and informatioropessing be found with any pre-
stimulus event? The primary aim of this thesi®ifry and establish the relationship (if
any) between information processing and the intedioak. By replacing the clicks with
another pre-stimulus event, we can see whethealbishas an effect on the internal clock
and information processing separately. Howevat jsfonly found to have an effect on
information processing, then it would indicate ttied effect seen with clicks on

information processing (Jones et al., 2010) ispedelent from the internal clock.

In order to explore whether any pre-stimulus carehen effect on the internal clock,
Experiment 2a adopted a task of verbal estimatimheach trial was preceded either by
white noise or silence. While Experiment 2a expldiee effect of white noise (if any) on
internal clock speed, Experiment 2b explored tiiecebf white noise on information
processing. Using a more complex task, Experimem®lored the effect of white noise
in a RT task requiring the participants to deteeras quickly as they can whether ‘easy’
and ‘difficult’ sums presented are correct or fiwbm the findings of these experiments
we will be able to determine whether the effectlafks on both information processing
and internal clock speed is merely a coinciderfoghlte noise is shown to have an effect

on information processing (Experiment 2b and c)levdemonstrating no effect on internal
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clock speed (Experiment 2a), then it would sugtiesttthe effect of clicks on information

processing is not mediated by the internal clock.

3.2.3 What Effect does the Processing of Clicke loawvReaction Time and the Speed of

the Internal Clock?

The previous section investigates the link betwaérmation processing and the internal
clock by replacing the clicks with white noise &esf this also has an effect baththe
internal clock and information processing. Anothvary we could explore this relationship
is by modifying the clicks which have previouslyogin a robust effect on both
information processing and the internal clock (3oeeal., 2010). What happens if we
instruct participants to process the clicks diffélg? By introducing a different mode of
processing we can see whether this has any ditfatémpact on the internal clock and
information processing. If it has an effect on gnecess leaving the other intact, then it
would weaken the idea of a relationship betweenwioe In order to further address this
question, Experiments 3a and b investigate whétaeing to process the clicks has any
differential effect when compared to passively egreeing the clicks in a task of Rand

verbal estimation, respectively.

3.2.4 What is the Effect of the Frequency and DuratiothefRepetitive Auditory Stimuli
on the Internal Clock Speed and Information Process

Previous studies have suggested the importand¢eaflick frequency (i.e., Burle &
Bonnet, 1999). Specifically, Burle and Bonnet (1pf@@ind that the higher the click
frequency the shorter the RT, which suggests thlednifrequencies have more “powerful”
effects. This is consistent with earlier findingsTreisman (1963) using a task which
required participants to produce and reproducevate of a certain duration. Treisman
(1963) found that the produced and reproducedviateiparticipants made became
consistently shorter with increasing intensityloé tone to be judged. Later, Treisman et
al. (1992) found increases and decreases in respionss (relative to the regression
predictions) with different frequencies. Howevent all studies have found this effect of
frequency variation on reaction times. Jones €Rll0) used a 1, 2 and 4 choice RT task
with some trials preceded by clicks and other bgnsie. They found a clear reduction in

reaction time (RT) in the click trials relativettte no-clicks trials for the SHz conditions
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and 25Hz conditions. There was no difference istrea time depending on level of
frequency. This brings into question whether highegquencies can reduce reaction time.
However, a potential problem with the frequenc25Hz selected by Jones et al. (2010) is
that it is a multiple of 5Hz. Therefore, it may ¢heving the same effect on the
synchronization of oscillatory brain waves. In ativ@rds, the 5Hz and multiples of may

be crucial to this effect.

Due to the inconsistency in the findings, Experitsefa and Isystematicallymanipulated

the frequency and duration of the clicks in taskR® and verbal estimation, respectively.
If an effect of these manipulations are found amythe verbal estimation task but not on
the RT task (or vice versa), then it would weakenriotion of a relationship between the

internal clock and information processing.

3.2.5 Do Clicks Affect Information Processing Rate Internal Clock Speed

Simultaneously?

Jones et al. (2010) have already demonstratedhbed appears to be a link between
information processing and internal clock speedwhat is the causal relationship between
the two? Jones et al. (2010) used a variant ofldssic Loftus, Johnson and Shimamura’s
(1985) iconic masking task. In their variant ofstlslassic task, Jones et al. (2010) were
interested in whether the click trains would redaceliminate the decrease in recognition
rate produced as a result of the visual masks (askndelayed mask, immediate mask).
Jones et al. (2010) found that participants cayreéetognised more pictures that had been
preceded by click trains compared to those precbgianb-clicks across all masks types
which suggests that the subjective duration ofpttlesented display was increased when
preceded by clicks. This increase in subjectivatiom meant that the picture was more
deeply encoded or processed giving rise to subségueater recognition rates. Even more
relevant to the present study, Jones et al. (204€) an adaptation of the Sperling task to
see whether clicks would increase the amount tdriethat participants were able to recall
from the briefly presented matrix of 12 lettersigadive of an increase in the speed of
information processing. However, they did not alstermine whether there was a
simulataneou$engthening of subjective duration in this tasé.this aim, Experiment 5
explored this using the exact same paradigm asJirad. (2010) only with an added
condition in which participants had to estimatedheation of the matrix. This essentially
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created a dual-task paradigm. If participants’ destate an increase in the amount of
letters recalledimultaneouslyvith a lengthening of subjective duration, thewduld
present as further evidence that a strong reldtiprizetween the internal clock and

information processing exists.

Chapter 4 is aexperimentateview chapter exploring the effect of various dast(such as
arousal, attention, modality, drugs, etc) on batbrmation processing and the internal
clock. Factors which effect both would indicateekationship between the two and the
nature of the effect is then examined to see whétieee is indeed a relationship. For
instance, if a factor which is shown to reduce tieadime is also shown to increase time
estimation this would indicate a stronger relatiopdetween the internal clock and

information processing.

3.2.6 Do Clicks Effect the Rate of Memory Decay?

In the previous section, we discussed previousraxpeats which used clicks to increase
subjective duration which presumably allowed pgydots more time in which to
process/encode information to be recalled laténdisated by improved recognition
performance on trials preceded by clicks. In thasks, clicks were used to improve
performance in a recognition/recall task. The rdstion is whether clicks could be used
to reduceperformance in a memory task by subjectively iasneg retention duration. In
order to further explore the effect of clicks onmuey and recognition rate, Experiment 6
looked at whether clicks would increase the ratmeimory decay since they are shown to
increase subjective duration and presumably wolldgvanore time for memory decay to

take place.

3.2.7 What are the Effects of Emotionally Arousiigual and Auditory Stimuli on
Verbal Estimation of Tones?

We have seen the behavioural effect that clicke leavverbal estimation and reaction time
(i.e., Jones et al., 2010; Penton-Voak et al., 196t what is it that mediates these
effects? As discussed in Chapter 1, a common eaptamis that the clicks are mediated
by arousal (Treisman et al., 1992). According teidman et al. (1994), when arousal level

increases, the pacemaker output frequency shocildaee, thereby leading participants to
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overestimate time. Experiment 7a explored the etietive seconds of clicks/no-clicks or
five seconds of emotionally high and low arousimgpal stimuli on the verbal estimation
of tones. In order to rule out any modality difeces, Experiment 7b used emotionally
arousingauditorystimuli (presented for five seconds) to see theotfbn verbal estimation

of tones.

3.2.8 Can Emotionally Arousing Auditory Stimhdive an Effect on Human Timing
Abilities?

Experiment 8 replicates a previous study by NougjaMella, Samson, Ragot and Pouthas
(2007) which was fraught with methological limitats. For instance, they had sounds in
categories that were not appropriate, includin@tions that could be argued to be easily
guessed. Rather than the emotional stimulus beeggepted for five seconds followed by
the tone, in this Experiment, the participants westructed to estimate the duration of the
emotional auditory stimuthemselvesTherefore, Experiment 8 specifically explored
whether arousal changes our subjective duratidimaf, using an improved version of the

experiment previously carried out by Noulhianelet2007).

3.2.9 What is the Involvement of Autonomic Aabursthe Operation of Repetitive

Stimulation: An Electrophysiological Investigation?

Previous studies have suggested that emotionalilsttian influence our perception of
time in a variety of timing tasks (i.e., Droit-Vol& Meck, 2007; Droit-Volet et al., 2004;
Ward & Cox, 2004; Angrilli et al., 1997). Overalhe main findings suggest that
emotional stimuli are systematically overestimatethpared to neutral stimuli. Since it is
clear that the emotional stimuli used in theseistidre arousing, the question is whether
clicks (repetitive stimulation) are also perceiasdarousing and it is this factor which is
giving rise to these effects of clicks on timinglidles. Surprising, this has not yet been
investigated and is crucial to furthering our ursti@nding of time processing (Allely &
Jones, under review). As well as speeding up tteenal clock, it has recently been shown
that click trains can also speed up informatiorcpssing rate, in both reaction time tasks
and in memory encoding (Jones et al., 2010). Tassrhade the investigation of how click
trains cause their effect imperative. In orderdsess the role that arousal plays in this

effect of repetitive stimulation the present expemnt investigated electrophysiological (as
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well as behavioural) measures in a task of versi@ination of tones when preceded with

either clicks or silence (Allely & Jones, underisav).

Experiment 9 measured whether there were any ceangeitonomic arousal occasioned
by the clicks at the same time as recording a fsogmt behavioural effect of internal clock
speed (evidenced by verbal estimation of tones. pitysiological effect of clicks has
never previously been investigated. If there igfiect of arousing stimuli found or
evidence of autonomic arousal, then this woulddars to reconsider the the mechanism
by which repetitive stimulation produces its effeoh timing functions and information

processing.
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Chapter 4

Meta-Review: An Investigation into the BehaviouralParallels between Interval

Timing and Information Processing Speed

This meta-review is a unique and novel investigatbthe literature to explore the
similarities and differences in factors which affeternal clock speed and information
processing speed. Such a review into the relatipristween internal clock speed and
information processing speed and will allow us étedmine whether they are causally
linked.

4.1 Behavioural Parallels between Interval Timing and hformation Processing
Speed

Reaction time procedures are a prominent tooliferstudy of information processing by
humans and animals. The interpretation of how re@ad¢ime (RT) changes after
manipulating certain experimental variables hasaanbd our understanding of a variety of
cognitive constructs, including attention and meyndéirhas been observed that during
both human and animal RT experiments, RT to a smften speeds-up as more time is
allotted to prepare for the signal’'s onset—whichkneswn as the preparatory interval (Pl)
effect (MacDonald & Meck, 2004). In the literatuoe human RT, the Pl effect has been
used as evidence for time estimation having amésseole in expressions of RT.
MacDonald and Meck (2004) have drawn attentiomé&*behavioural parallels between
RT and interval-timing experiments” arguing thattérval timing and RT processes are in
fact two sides of the same coin”. Similarly, Gezs), Rosenbaum and Elsinger (2001)
argue that since RT tasks are generally repetitincetemporally regular, timing strategies
that affect response speed and accuracy occur. dfedd and Meck (2004), also argue
that both interval timing and RT share common nlesubstrates. For instance,
neuropathologies such as Parkinson’s disease imhsias well as dopamine-depleting
brain lesions in experimental animals both impacthe PI effect in RT studies. Moreover,
RT often decreases monotonically as a functionl.offRiring variable PI experiments,
RTs are faster at longer Pls because the certafrihe imperative stimulus presentation
increases with time (Niemi & Na"ata'nen, 1981;tBsion & Boons, 1960). This
prompted a model of simple RT that implicates tesémation as a significant contributor
to RT, referred to as the Deadline model (see Qll&a3illington, 1972). Further,
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Schubotz, Friederici and von Cramon (2000), usMB, found results which suggest
common cortical and subcortical structures undegyioth time perception and motor
timing. Since RT is to a large extent motor timitigs emphasises the need to further
explore the effects of various manipulations orhldohe perception and RT.

This chapter explores various manipulations thaehmeen found to have an effect on time
perception and explores what effect, if any, thasaipulations have on RT. Jones et al.
(2010) have already shown that there appears #&lib& between information processing
and internal clock speed. In other words, the daetationship between RT and time
perception. However, the causal relationship betvtke two has yet to be investigated.
For instance, do factors which speed up the intetoek also affect information
processing as evidenced by RT speed? Various matigns, for instance clicks, have
been found to increase the rate of the internakctesulting in overestimation of durations
as well as shorter productions of duration (Treisni®63). Since it has been found that
clicks also speed up RT it can be assumed thlagietare manipulations which afféxith
time perceptiorand RT, this is indicative of some common underlyingamanism and

suggests some deep link between the two.

4.1.1 Time Perception and Information Processing SpeAde-they Subserved by the

same Mechanism?

The idea that interval timing and RT processesabserved by the same mechanism
should come as relatively little surprise, sinae iotion that similar underlying functions
are used in both timing processes and the confttblegpace of motor action seems
intuitive. If this were not so, it would be diffittio coordinate the rate of motor action
with the perceived pace of external events. TremsrRaulkner and Naish (1992) posed the
question that, if action is timed, does the coation of movement employ one clock or
many? Treisman et al. (1992) suggested that iethvare a single master clock that
relayed the same timing pulses to all the mechasnitiat control movement, this would
ensure a high degree of temporal coordinationsbah a system would be vulnerable to
damage to the master clock. Special lines woulddagled to distribute the timing pulses
continually from their unique sources to all partshe nervous system. If the single clock
was damaged, a gross loss of coordination wouldrpcoupled with an inability to

appreciate the passage of time. The single cesysaém would need to process temporal
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feedback arising in parallel from all sources. ¢tuld be difficult for a single clock to

allow different effectors to operate in paralletéterent and unrelated rates or at rates that
change relative to one another. Although this ntagyetimes be difficult, it is not
impossible. One may walk fast or slowly while talisiat a constant rate. Alternatively, the
nervous system might contain duplicated distribytedemakers running at similar rates.
This would make complex performances possible. iBeavthe pacemakers run at constant
similar rates, this would allow performance to berdinated overall. However, a system
based on a constant rate would also encounteculiies. For example, a problem would
arise if performance must be differently timed wdifferent effectors, as when a pianist
plays in 3/4 time with one hand and in 4/4 timehvilte other (Treisman et al., 1992). A
potential explanation for these findings focuseshanidea of a temporal pacemaker which
includes the oscillator and calibration unit. Bel®swa diagram (Figure 7) of the temporal

pacemaker model proposed by Treisman et al. (1992).

TEMPORAL PACEMAKER

OSCILLATOR

CALIBRATION ””HHI 3
UNIT

T

Figure 7: A model for the temporal pacemaker as proposetirbigman et al. (1992, p

241). 1, 2 and 3 are elementary units linked bynections. These connections modulate
the “specific arousal”. They are not individuallgfoshed by Treisman et al. (1992). Fo is
the oscillator frequency. Fp are the pulses emlttethe pacemaker. Lastly, S represents
the external inputs to the pacemaker, for instateeeffects of sensory stimuli.

The pacemaker is comprised of two components, natheltemporal oscillator (TO) and
a calibration unit (CU). The TO incorporates basids which are all linked by feedback
loops which modify the arousal of each unit. Tisislf-exciting system’ emits pulses at a
‘characteristic oscillator frequency’ which arenséerred to the calibration unit. The

calibration unit then emits the pacemaker outplggsiat a related higher frequency, Fp.
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The Fp is what enables us to derive our percemti@turation. Neural cross-talk may take
place, expressed as a burst of noise impulsestibag stimulus is present. This burst of
noise impulses are transferred to the neurons whake up the TO and affects their state
by increasing their specific arousal and speedmtha temporal oscillator. On the other
hand, a degree of the arousal frequency just lessthe TO characteristic frequency
would result in a slowing down of the TO. In othesrds, the temporal oscillator would
emit fewer pulses in a fixed interval. (Thus inmaé estimation experiment, that interval
would be estimated as being shorter; or if thegrilgere used to pace phases of a
movement, that movement would be slower). The sstgges made by this model are
consistent with Woodruff (1975), who found relasbip between the frequency of the
EEG alpha rhythm and RT using the biofeedback tigciewhich manipulates brain wave
frequency. However, conclusion about whether tpeatrhythms are a “master timing

mechanism for behaviour” remains uncertain (seg@h&, Section 2.1).

4.2  Attention
4.2.1 Time Perception

As discussed earlier (Chapter 1, section 1.3.1)nwhe are enjoying ourselves, for
instance, having a favourite meal at a restautiamé seems to fly by. The reverse is true
for situations in which we are bored. It has bagggested that this effect is driven by an
attentional-bias mechanism (i.e., Zakay & Block9@p This attentional-bias mechanism
results in attentional resources being shared egtwesmporal processing and the
processing of the stimuli/event. If more attenti®given to the stimuli, then less is given
to the processing of time resulting in underestiomabf the duration. This is supported by
findings by Treisman (1963) which showed that tjosgments are more accurate when
more attention is given to the temporal informatidawkins and Tedford (1976)
investigated this effect of attention in a prospecjudgment task. They found that when
participants were given interesting stories, thedgped them as shorter than less interesting
stories which were presented for the same durat@kay (1992) investigated the role of
attention in 7 to 9-year-old children's time estiima using the reproduction method.
Eighty children were exposed to two types of lightb, one was a large, high intensity and
the other a small, low intensity bulb. The lightdsiwere illuminated for different

intervals ranging from 3 to 10 s. The participamé&e required to estimate the lighting
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duration of the bulbs. Zakay (1992) found thatipgrénts gave shorter time estimates
when their attention was attracted away from thetestimation task compared to when
their attention was more focused on the timing.tAgjlain supporting the attentional-bias
mechanism (Zakay & Block, 1996).

4.2.2 Information Processing Speed

Nicotine is known to improve cognitive processeduding attention (Warburton, 1992).
Knowing this effect of nicotine on attention, Hal8hoaib and Stolerman (2002) tested the
effects of nicotine on RT. In the study, rats weeagned in a modified version of the five-
choice serial RT task to detect | second light slirwith greater than 70% accuracy and
with less than 20% omission errors. Findings res@#hat nicotine (0.05-0.2 mg/kg, s.c.)

consistently increased accuracy and more impoytaettreased RTs.

Evidence for a link between information processpged and attention comes from
studies with individuals with acquired brain injuStuss, Stethem, Hugenholtz, Picton,
Pivik and Richard (1989), using simple RT and carphoice RT tasks, found that
traumatic brain injury causes slower informationgassing, deficits in divided attention,
an impairment of focused attention and inconsist&@igerformance. Additionally,
Bloxham, Dick and Moore (1987) explored RT in patsewith Parkinson’s disease to
further explore the nature of attention in thisugroThey examined ten patients with
Parkinson's disease and they were required top@ten a simple RT task in which, on
hearing a tone, they pressed a button with th&ithHeamb. In the experiment, tones
sometimes occurred unannounced and at other tiraespreceded (by between 0 and
3200ms) by a warning signal. At the same time,igpents were also required to perform
a simple continuous task with their right hand.x@lam et al. (1987) found that patients
demonstrated slower RTs compared to controls. Mopertantly, the advantage of a
warning signal for RT disappeared after long inds\(greater than 200ms) when a second
task was being performed. Patients with Parkinsdisease lost this advantage even when
they were not performing a second task. Bloxhaal.€t1987) argue that these results
suggest that Parkinson's disease patients perforfhiley were taking part in another task
at the same time. This divided attention may expleiy patients with Parkinson's disease
are usually impaired at simple reaction-time (GaddrHenderson & Kennard, 1989).
Indeed, Goodrich et al. (1989) advocate that thikiRsonian deficit in simple RT task is
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the results of a deficit of the attention-demandingcess which facilitates RT ability when

the required response is already known.

The advantage of attention is also found in stuldieking at the effect of valid and invalid
cueing. For example, Posner, Snyder and Davids@B0{lfound that detection latencies
are reduced when participants receive a cue tdatates where in the visual field the
signal will occur. Prinzmetal, McCool and Park (8p@lso found RT is faster following

valid cues compared to invalid cues.

4.2.3 Conclusion: The Effect of Attention on both TimecBgtion and Information

Processing

Zakay and Block (1996) argue that when more attans given to a stimulus/event, less
attention is then given to the processing of tintecW results in an underestimation of
duration. Thus, attention is important in enablisgto make more accurate timing

estimates. An advantage of attention is also fanmRIT studies (i.e., Stuss et al., 1989).

4.3 Intensity
4.3.1 Time Perception

Kraemer, Brown and Randall (1995) trained rats shat (2-second) versus long (10-
second) duration discrimination. The duration obaarhead light signaled which of two
lever-press responses, left or right, would prodooe reinforcement. When the rats were
able to correctly discriminate, probe tests wessented in which the light varied in
intensity (bright or dim) and duration (values beén 2 and 10 seconds). Kraemer et al.
(1995) found that rats judged a bright light todreger than a dim light of the same
duration. Kraemer et al. (1995) have clearly shdvat higher intensities in the visual
modality result in longer judgments of duration.nian studies are consistent with this.
For instance, Eisler and Eisler (1992) looked atdfiects of sex and sound intensity in the
auditory modality on scales of subjective duratibney compared findings between six
females and six males on a task requiring the depmtoon of 10 time intervals between 1.3
and 20 seconds. The durations to be reproducedmwesented using white noise at
varying intensities, namely, 10, 25, 40 and 55 dBEsler and Eisler (1992) discovered
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that with increasing sound intensity, there wagsteneeproductions of duration. Also, the

male group displayed reproductions which were ghahian those by female.

Lastly, Treisman (1963) carried out a task reqgiparticipants to produce and reproduce
intervals of a pre-specified duration. Treismane@found that they became consistently
shorter with increasing intensity of the tone tgumged, a finding also supported by
others (i.e., Goldstone & Goldfarb, 1964; HirshigBr & Deatherage, 1956). Treisman
(1963) interpreted this effect as due to the inmedaarousal of the participants occasioned
by the louder tones (Wearden, 2005b).

4.3.2 Information Processing Speed

Cattell (1886) showed that increasing stimulusnisitiy (i.e., electric shock and light)
brings about a shorter RT. Today, several formalet®of simple RT are addressed to
response signal (RS) intensity effects (Green &d,U®74). Unfortunately, the empirical
evidence concerning the effects of warning sigi&b] intensity presents a picture that is
far from clear. One line of research shows thahareased auditory WS intensity speeds
up the response (Behar & Adams, 1966; Lovelessi&d®d, 1975). Other studies,
however, clearly indicate a speed decrement witheasing intensity of both the visual
and auditory WS (Kohfeld, 1969a, 1969b). Pfingsertd, Kimm and Miller (1975) have
attempted to explain these conflicting findings.ditary stimulation has an automatic
alerting property (Posner et al, 1976) and thedowadsound, the more alerted a participant
will be, up to some limit of sound intensity. Thesanteresting physiological evidence to
support these suggestions. An auditory stimuldsliswed by a frontal slow negative shift
at a latency of 400-500ms (Loveless, 1973; Rohrba8gndulko & Lindsley, 1976).
When this stimulus functions as the WS, the amgiditaf the frontal slow shift becomes
considerably larger (Rohrbaugh, Syndulko & Lindsl®&y8). Increasing the intensity of an
auditory WS further increases the amplitude offtbetal shift (Loveless & Sanford,
1975). Interestingly, neither a visual stimulus fR@ugh et al., 1978) nor a visual WS
(Gaillard, 1976, 1978; Gaillard & Naatanen, 19&fallowed by such a negative shift.
On the other hand, in studies showing responsalgpearement (Kohfeld, 1969a, 1969b)
the WS was succeeded by a silent period of sesecands (FP). Kohfeld's studies are of
particular interest because the intensity of thaitaty WS (30, 60 and 90 dB) was
identical to that of the RS and the intensity a¢iuadl WS was matched cross modally.
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Kohfeld (1969a) found that mean RT in a simple R3ktto three auditory response-
signals was found to systematically increase withraesponding increase in the intensity
of either auditory or visual RS. The presence otre¢ mechanisms is also implied here by
the fact that both visual and auditory WSs operatéde same manner. This explanation
strongly suggests an interaction between WS anohe8sity, however, which Kohfeld

did not find. An alternative explanation is thaice the intensity and modality of the WS
did not change during the session, the participast adapted to a certain stimulus
intensity, which caused an additive delay relato/8VS intensity in responding to the RS
(Pfingst, Hienz, Kimm & Miller, 1975).

Wagner, Florentine, Buus and McCormack (2004) eataltithe relation between loudness
and simple RT and found that RT is closely reldtelbudness, but not to sensation level.
Additionally, Ulrich, Rinkenauer and Miller (1998gmonstrated that response force
increases with stimulus intensity in simple RT taskiso, more forceful but slower
responses were found for longer durations of theaivg signal (WS). In addition,
increasing the duration of a stimulus also incrddle duration of force output. Moreover,
Ulrich and Mattes (1996) investigated the notioat tihese findings are due to immediate
arousal enhancing response force in speeded redutie tasks. They used a visual
warning signal that was either rather weak or makgdy bright in intensity. Again, more
forceful and slightly faster responses were fowrdlie brighter warning signal. This
seems at variance with the pure arousal accourdhwiolds that moderately intense visual

signals do create an arousal effect.

Sanford (1971) also investigated the link betweRm &nd stimulus intensity. It has long
been established that RT become shorter as stirmirssity increases (e.g., Roufs, 1963,
Sanford, 1970) and concern here is with the posgkplanation of the effect, which
cannot be explained simply by changes in the tinekes the subject to hear the stimulus.
Interest in the problem here began with the obsenvahat participants know they react
more slowly to quiet signals than loud ones, altdstmally demonstrated in an
experiment where participants had to rate their oeaction speeds on a trial-by-trial basis
(Sanford, 1970). This suggests that in the auditoogality, detection time is not affected
by intensity as much as RT which was supportedxpgemental findings (Sanford,

1971).
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Farber and Spence (1956) examined the effectedsas well as stimulus intensity on
simple and choice RTs. In the simple RT experinpamticipants were asked to press a
button as soon as the light stimulus (either dirbraght) was presented. The choice RT
experiment, on the other hand, was the same epegitipants were requested to only
respond to either the dim light or bright lightstilus, depending on group. The stress
groups were threatened with an electric shock titmout the experiment. Results showed
that reactions to the brighter light were fastantthose to the dimmer light in the simple
RT task. The choice RT greatly exceeded simple iilvathin both choice and simple RT
trials, speed of movement increased with prachimemain effect was found for manifest
anxiety or for experimentally-induced stress. Hoarethe effects here may be due to the
fact that the participants were only threatenedh witock. The second experiment actually
administered electric shock. It was found that oases to the more intense stimuli (shock)
were much faster than those to the weaker stinmdlispeed of movement varied with
practice. Level of anxiety did not affect the reésith any way. Grice (1955) argued that the
present negative results in respect to anxiety waecto the absence of intellectual
differences between anxious and nonanxious cofieggents.

There is a lack of consistent findings as to whestienulus intensity affects the speed of
motor processes involved in response activationexedution (Miller, Ulrich &
Rinkenauer, 1999). Two experiments examined thextffof stimulus intensity on the
lateralized readiness potential (LRP), a measubtanil-specific response activation. In
Experiment 1, visual stimulus intensity influendid time from stimulus onset to LRP
onset but not the time from LRP onset to the kesgresponse. In Experiment 2, auditory
stimulus intensity did not influence either of teésne intervals, although it did influence
the time from stimulus onset to the N100 and P38f@ponents of the evoked potential.
The results indicate that stimulus intensity doasimfluence the duration of motor
processes in choice RT tasks (Miller et al., 1998)s suggests then that it is a change in
the rate of the internal clock which is causinguestl RT, with more intense stimuli

causing the clock to go faster.

Pascal and Swensen (1952), using a complex dis@tmon RT task, introduced very loud
white noise at the onset of the preparatory intgfRB that continued until the participant
made the correct response. Under this conditiolemtatwith schizophrenia gradually

responded faster, so that not only was their ovengrovement from baseline greater but
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also their absolute RT was no longer significagtigater than that of the normal controls.
Karras (1962) also found improved psychomotor perémce, in individuals with chronic
schizophrenia, with intense aversive stimulus —tevhoise. They argue, similarly to

Pascal and Swensen (1952), that this improvemehiado motivation rather than simply
just an increase in level of arousal. This is irsstent with previous studies in the timing
literature which argue that intense stimulus isianog and it is this factor which causes the
internal clock rate to change. Moreover, Lang and€31965) argue also that the
facilitating effect of aversive stimuli is not medtional.

4.3.3 Conclusion: The Effect of Intensity on Both TimecBption and Information

Processing

Despite some conflict, generally studies have shinahRT decreases with greater
stimulus intensities (i.e., Ulrich & Mattes, 1996ne of the earlier studies by Faber and
Spence (1956) found reactions to the brighter hgérte faster than those to the dimmer
light in a simple RT task. The fact that the effetintensity on timing suggests that
greater intensities cause overestimation of dunatroa slowing down of subjective
experience of time (i.e., Kraemer, 1995) explaily wome studies have found that RT
decreases with greater intensities. If participaxigerience a lengthening of subjective
duration with higher intensities then they would&anore time, supposedly, in which to

react.

4.4 Arousal
4.4.1 Time Perception

Several studies have demonstrated that the spehbd wofternal clock can be manipulated
(i.e., Treismen et al., 1990). For instance, stuti@ve found that repetitive stimulation in
the form of clicks or flashes can change the spé¢ie internal clock (see Chapter 1,
section 1.2.2). Hockey (1970) suggested that remt®as a kind of general stimulant
which raises the level of arousal. Yoblick and ably (1970) found that when
participants reproduced filled time intervals (aadi tones, visual flicker, or tactile
vibrations) they overestimated the duration of IoWwequencies significantly more often
than higher frequencies only with auditory stimMihen the time intervals were filled

with visual or tactile stimuli, participants estited high and low frequencies similarly.
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Intensity of stimuli was also shown to have andften time estimation by Delay and
Mathey (1985) who investigated this using 10 male 30 female undergraduates and
instructed them to estimate 5, 10, 15 and 30 serdavals under five intensities of
ambient noise (50, 60, 70, 80 and 90 dB). Findstgsved that the interval estimates
became shorter as the intensity of noise increfieed 50 to 80 dB but became longer at
90 dB. The effects of noise intensity were mostprent in the two longest intervals.
Again this supports the idea that the higher intgrstimulus (which is potentially more
arousing) causes the internal clock rate to sppedesulting in participants perceiving
time as being lengthened. The explanation fore¢hgthening of time estimates at 90dB

may lie in the theory discussed in section 5.2.2.

4.4.2 Information Processing Speed

One of the most investigated factors affecting RRiousal’ or state of attention, including

muscular tension. RT is fastest with an intermedietel of arousal and deteriorates when

the subject is either too relaxed or too tensedBbent, 1971; Freeman, 1933). That is, RT
(performance) responds to arousal as shown in EiguHowever, the inverted-U function

has been criticised (i.e., Hancock & Ganey, 1982).

Performance
. ' .

low medium high

Arousal

Figure 8nverted-U function of arousal on performance.

In a study carried out by Groves and Eason (19&®)dlative contributions of arousal and
attentional factors affecting the amplitude of Wisually evoked cortical potential and RT
latency were investigated. Participants were studieder the following four conditions:
(1) passively watching a small, dim, intermittdiash; (2) reacting to each flash by
releasing a lever, thereby giving a RT; (3) reartmeach flash within a specified period
of time in order to avoid an uncomfortable shockh®fingers; (4) reacting to each flash

while receiving occasional unavoidable shock. Figdidemonstrated that the evoked
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potentials recorded during the avoidable shock itmmd(3) were significantly larger than
during the other three conditions. RTs were rolyisborter during condition 3, followed
by the no-shock (2) and then unavoidable shockdallitions. Since these studies
demonstrate a relationship between arousal andt &TIgonceivable to suggest that the
types of ‘arousing’ stimuli which appears to affexividuals’ time perception may also
affect RT. It is suggested that clicks cause tegéact on the internal clock because they

are in some way arousing.

Perhaps the most persuasive arguement for thédtween click rate and RT is that of
Treisman et al. (1992) who argued that, if the @pteal and motor clocks have the same
parameters, then the perceptual and motor interéerpatterns should be similar. To
examine this, they presented participants withtaugliclicks at different rates during the
performance of motor actions and recorded the effiecesponse time. In this experiment
a choice response based on a difficult discrimamaéind with a long movement path was
employed, to produce a long response time (latpheyymovement time) during which
clicks could be given. The response required a maonaement of 28 or 30 cm from a fixed
position to one of two small neighbouring targetkich required aiming under visual
feedback and concurrent change in hand posturagitire course of the movement. Clicks
commenced at the onset of the response signalr@spmnse signals were employed that
were thought unlikely to produce different mearpmesse times. They were the appearance
on the visual display unit of an asterisk slightythe left or to the right of the midline.
There were five conditions which differed only retclick rates presented. These were
respectively, the 11 frequencies (at intervals.bH2) from 2.5 to 7.5Hz, from 7.5 to
12.5Hz, from 12.5 to 17.5Hz, from 17.5 to 22.5Hd énmom 22.5 to 27.5Hz.

Inspection of the results shows that at a numbéifterent click rates the different
participants show similar features. Clicks causgerference in a systematic pattern with
peaks in response time appearing at 9.5Hz and 010the mean curve showing this
describes an interference pattern in responsef a@nelates to a clock similar to or the
same as the internal clock underlying time estiomatihe two interference patterns should
be related, given when the clock slows, time edtonawill be shorter but response time
longer. This predicts that they should be negatigelrelated. Time estimation data was
taken from experiment 1 in Treisman et al. (1990ere was indeed, a significant relation
between response time and time estimation patt€ascurrent sensory pulses were also
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shown to produce similar effects in a more compdesk. In experiment 2, skilled typists
were asked to type a passage of text while expisadditory click trains (between 8Hz
and 13Hz). Results showed clear peaks at 9.5 aidHz 1therefore, the peaks still
occurred at or near the locations predicted byrttegference pattern obtained in
experiment 1. In sum then, the studies reported, Isow a satisfactory degree of
congruence with the response time results andéstimation data. It appears that
interference patterns may occur that are similaafrange of motor and perceptual task
(Treisman et al., 1992).

4.4.3 Conclusion: The Effect of Arousal on Both Time Bption and Information

Processing

Since the common explanation for how clicks opeisathat they are arousing, the
experiments just discussed by Treisman et al. (188@onstrate a factor which
simultaneously has an effect on both informatiarcpssing (RT in this case) and the
internal clock. Therefore, the study by Treismaale{1992) supports the notion of a link

between these two processes.

4.5 Modality (Auditory and Visual)

Hearing is “the most privileged temporal sense’a{tén wir uns an das Gehor, als den
bevorzugtesten zeitlichen Sinn”; Vierordt, 18681p2).

4.5.1 Time Perception

Internal clock models consistent with the pacemalceumulator model of SET have also
been used (Wearden, Edwards, Fakhri, & Perciv@8)lL& account for the well-known
modality effect in timing, that “tones are judgedder than lights” (i.e., Goldstone &
Lhamon, 1974). (See Chapter 1, Section 1.2.2)rdstmgly, shorter duration judgments of
visual stimuli compared to auditory stimuli wereifa to be greater in the morning than in
the afternoon as well as greater for the older @mgbto younger adults (Lustig & Meck,
2001). Treisman et al. (1990) also found that tiditary stimulus appears to have a
greater subjective length than the visual stimuliespite both being the same duration and
also argued that the pacemaker of an internal aloiek faster during auditory than visual
stimuli (Wearden et al., 1998). Similarly, Droit-Mb, Tourret and Wearden (2004) found

100



that auditory stimuli were judged to be longer theual stimuli in both 5-year-olds and 8-
year-olds. Moreover, the auditory and visual stippubduce a slope effect — not a bias
effect. In other words, there was a bigger diffeeeat longer durations. Future research
may identify the physiological mechanism of humiamng and disprove the notion of a
pacemaker-accumulator internal clock. However,phaemaker-accumulator internal
clock does not exist, the behavioural data defiyngaggests that it does. Moreover,
according to the findings of Glenberg, Mann, Altmgorman and Procise (1989),
reproduction of auditory rhythms is superior tottbavisual rhythms.

Based on their study which showed that duratiogisadied by intermittent stimuli (visual
flicker) are judged longer than visual steady qii&tega & Lopez, 2008), Ortega, Lopez
and Church (2008) investigated the possibilityrobaditory intermittency effect, in order
to establish whether there exists an interactidawden modality and intermittency effects.
A temporal bisection task was employed and thetauraange was created using two
reference durations, a Short (S) duration of 208ntsa Long (L) duration of 800ms. The
other durations given to compare to these refesemweee 300, 400, 500, 600 and 700ms.
Each testing phase consisted of randomly presetiigsg five intermediate durations as
well as the two references and the task of thegiaaint was to identify the durations as
“Short” or “Long” according to their similarity tthe S and L referents. Findings revealed
that auditory steady stimuli and visual intermittstimuli were judged as longer than
visual steady ones. However, there was no evidehae auditory intermittency effect,
which effectively rejects the suggestion that thieran additive effect of modality and
intermittency. The current findings suggest that\tsual intermittency effect is greater
than the modality effect, which implies that thea can run at a potential minimum of
three speeds: a slow one for the visual steadystifollowed by a faster speed for the
auditory stimuli (steady and intermittent), wittethisual intermittent stimuli evoking the

fastest speed of the internal clock.

45.2 Information Processing Speed

Stimulus modality is an important factor in deteming the reaction speed (Posner et al.,
1976). Posner et al. (1976) found that when viandl auditory signals are presented
simultaneously, participants generally respondhéovisual input and are often unaware

that an auditory signal has occurred. Thereforaptears then that in many situations,
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visual input tends to dominate other modalitiepeénceptual and memorial reports and in
speeded responses. Pascual-Leone, Brasil-NetoSgldl Cohen and Hallett (1992)
investigated the effect of different go-signalstioa RT in nine normal human subjects
trained to respond by rapidly flexing one arm. Cangon of the results obtained using the
auditory, visual and somatosensory go-signals detrated that the RT to the auditory
signals was shortest, followed by somatosensoryttzrlvisual. RTs were also inversely
correlated with stimulus intensity. Jaskowski, 3ay and Hojan-Jezierska (1990) also
found that auditory stimuli are processed fastanthisual stimuli. The difference

between RTs for visual and auditory stimuli waswtbt®ms. Also, the auditory stimulus
must be delayed to be perceived simultaneously théhvisual one. Celebi (1978) found
that the shortest RTs determined with light anchslonere 150-200ms for light and 120-
180ms for sound. Additionally, in a study carred by Muller, Richter, Weisbrod and
Klingberg (1991), simple RTs to clicks, flashes auenerical signals were measured in
four groups of participants: 21 patients with nple-senile onset dementia of the
Alzheimer type (PDAT, mean age 56 years), 14 ptiasith chronic cardiovascular
disease and incipient cognitive deficit (CVD, meae 55 years), 15 healthy older controls
(mean age 53 years) and 16 younger controls (mg@aB@&years). Findings revealed that
the acoustic RTs were 20-25ms shorter than RTlash in the control groups and the
CVD patients, but not shorter at all in the PDATigats.

It is been demonstrated that an auditory warniggadi(WS) speeds up the response more
than a visual one (e.g., Bertelson & Tisseyre, 196&oecially when the foreperiod (FP) is
relatively short. Sanders and Wertheim (1973) atbatbesides factors such as time
uncertainty, the FP effect is also largely depenhdarthe arousing quality of the signal or
more accurately, the immediate arousal exertedlbg uditory stimulation, an idea
tentatively presented by Bertelson and Tisseyré4L9he most systematic outline of the
idea is given by Posner et al. (1976), who suggesia auditory stimuli have an
automatically alerting property that is almost igtabsent in visual stimulation. It is
obvious that automatic alerting and immediate aabrefer to one and the same thing.
Consequently, it appears that when readiness pomnelsis low, loud auditory signals will
compensate for it in the course of the reactiorowing this, it seems strange that
formulations of this auditory RS superiority, withspect to the immediate arousal effect,
have failed to be included in the literature omtlaeffects of loud auditory stimuli (Valls-

Solé, Valldeoriola, Mufioz, Gonzalez & Tolosa, 1995)
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Dufft and Ulrich (1999), after controlling for thesychological intensity of the warning
signal (WS), found that participants respond fasiex visual response signal when an
auditory accessory is presented at the same Hieenelin (1964) found that trials with the
auditory WS gave mean RTs about 30ms faster tiea with the visual WS, independent
of FP duration. Moreover, Hermelin (1964) foundtthiaual RTs were shorter when the
preceding warning stimulus was a sound, than wheras a light. The mechanisms which
give rise to these cross modality effects are byneans clear, however, Wearden et al.
(1998) have put forth an explanation for why theme modality differences between
auditory and visual stimuli. They argue that thegmaaker of the internal clock runs faster
for the auditory than for the visual stimuli. Theflex study of Scheirs and Brunia (1982)
provides especially strong evidence for the cldiat &an auditory warning signal exerts an
immediate arousal effect on the peripheral motetesy. These authors manipulated the
intensity level of an auditory warning signal isienple RT task and evoked a T-reflex
(tendon) at various short intervals (0- 350ms)rdfie warning signal. They found that
reflex amplitude increased with warning signal msi¢y but only in the auditory modality,
not visual. Therefore, this may be another explandbr the observed modality

differences.

4.5.3 Conclusion: The Effect of Modality on Both Timedegtion and Information

Processing

Wearden et al. (1998) clearly showed that audistiipuli are judged as being longer than
visual (light) stimuli. This demonstrates that dady stimuli have a differential effect on
the rate of the internal clock compared to vistiahgli. Wearden et al. (1998) argue that
the pacemaker of a pacemaker-accumulator inteloel cuns faster with auditory
stimulus than with the visual stimuli. So the quasis, is there a modality difference
found with RT/information processing? Findings sderauggest that there is. Jaskowski
et al. (1990) demonstrated that auditory stimudi @ocessed faster than visual stimuli.
Additionally, Bertelson and Tisseyre (1969) fouhdttan auditory warning signal speeds
up the reaction time response more than a visualBuafft and Ulrich (1999) even found
that participants respond faster to a visual resp@gnal when an auditory stimulus is

presented simultaneously.
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All these findings suggest that auditory stimulpagr to have more of an impact or are
more dominant than visual stimuli. The fact tharéhare parallels in the effect of modality
on both time perception and information processimggests that the two are indeed linked

in some way.

4.6 Anxiety/Mood States

4.6.1 Time Perception

Numerous studies have investigated the possilbdetsfbf varying moods, in particular
stressful ones, on ones ability to estimate dumataf time (see Chapter 1, section ‘Stress

and Arousal’).

4.6.2 Information Processing Speed

Hainaut and Bolmont (2005) showed that reactionrandement time is also affected by
anxiety or stress using a visual and auditory resedime task. Indeed, they demonstrated
an effect of anxiety on auditory response-time gaskggesting that RT and movement
time can be improved. Mood states and anxiety magbt performance in complex tasks
whereas in more simple tasks such as stimulus-nsgpdigh anxiety could provoke bias
in mechanisms of attention leading to better pentorces. Hainaut and Bolmont (2005)
argue that the increased attention underlying &an=&ied mood responses could have
favored auditory response time by leading subjecocess stimuli more actively. In
addition, state-anxiety and tension could haveuericed muscular tension, enhancing the
movement time in the auditory task. Because inrenabcondition auditory stimuli are
processed less actively than visual stimuli (PqaNEsen & Klein, 1976), the general
arousal induced by the anxiogenic condition coadehled subjects to develop more
attentional resources and to process consciousliyoay stimuli as rapidly as visual

stimuli (Hainaut & Bolmont, 2005).

Studies have also shown that individuals with degion display longer RT than control
participants. Bonin-Guillaume et al. (2004) emplbyetwo-choice visual RT task to
determine which stages of processing are affegtatkpression in adults. Reaction time
data suggest that depression spares the stagmaofust pre-processing but affects the

stage of motor adjustment. An analysis of the awmit® leaves open the possibility that
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depression alters the stage of response selegtiemotion that pre-processing is
unaffected in depression is also supported by Azetral. (1995). Similarly, Giedke, Their
and Bolz (1981) found that delayed RT of depresssgems to be a consequence of
impaired selection, activation, or execution of thetor response rather than of delayed

stimulus evaluation.

4.6.3 Conclusion: The Effect of Anxiety and Mood on Biathe Perception and

Information Processing

As discussed in Chapter 1, Gil et al. (2009) derrated that a prolonged intense state of
sadness, such as in depression, induces a slowwg ith psychomotor functioning. Thus,
the affective state of sadness in depressive iddals affects their time perception in such
a way that they experience time as passing sld@dwsistent with Deffenbacher (1986),
Watts and Sharrock (1984) found that 35 participavith arachnophobia retrospectively
overestimated the duration of the short intervahwhle spider compared to the 18
participants without arachnophobia. Therefore,déhstadies lend support to the idea that
fear speeds up the internal clock, increasing wstemates. This is inconsistent with
findings looking at the RT in individuals with degision. Bonin-Guillaume et al. (2004)
found that individuals with depression display len&Ts than controls, consistent with
much earlier findings by Martin and Rees (1966)sHhowing down of information
processing is inconsistent with the fact that th@grnal clock is running faster as argued
by Gil et al. (2009). If their internal clock wasnming faster, the individuals with
depression in the study by Gil et al. (2009) wdwdde had longer subjective time in which
to react. However, it is still possible that theenmal clock and information processing are
still linked. It may be that depression causes ahmsalower reaction time regardless of any
clock speed change.

Another explanation was suggested by Azorin gtl&95) who also found that individuals
with depression have slower reaction time compsoadntrols. They were interested in
investigating whether depression affects all stajésformation processing or only some.
They found that stimulus pre-processing is spayeddpression. However, they found a
deficit in response selection. Perhaps then, th&esi reaction times are not due to a
slowed internal clock, rather it may be a probleithwhe response selection in a task of

reaction time.
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4.7 Age

4.7.1  Time Perception

Exactly why “time flies” as we get older is far fmoconclusive. Baum, Boxley and
Sokolowski (1984) investigated this comparing istiionalised and community dwelling
elderly and found that faster time perceptions vessciated with better psychological
functioning (less clinical depression, enhancedseai purpose and control and "younger"
perceived age). The opposite subjective experiehtime was found for elders with time
"on their hands." Further, subjective time was alsover for many institutionalised elders.
These findings are inconsistent with the idea tihatsubjective experience of time passing
moves faster as we get older (suggesting a slodamn of the internal clock) (Wearden,
Wearden & Rabbitt, 1997; McCormack, Brown, MaylBgrby & Green, 1999; Wearden,
2005b). Wearden et al. (1997) investigated thatgluf normal older participants (aged
60-79 years), with known scores on the Culture Iraglligence Test, on four timing tasks
(i.e., temporal generalization, bisection, diffarainthreshold, and interval production).
Overall, Wearden et al. (1997) found that incregsige and decreasing IQ tended to be
associated with increasing variability of judgmeoiftsiuration. However, despite this,
events could be timed on average accurately athesdifferent tasks. There were some
instances (e.g., bisection), where performancemdiffces were negligible between older

participants and students nearly 50 years younggd in other studies.

However, the findings by Baum et al. (1984) sugg#sat variability does exists amongst
older persons with respect to whether they perdaive as moving fast or slow. This is
inconsistent with earlier findings by Kline and Bigk (1980) using reproduction and
production timing tasks. They found that other thiare being perceived as shorter in the
elderly, shorter estimates by both institutionalis@d non-institutionalised elderly
supporting the idea of a faster internal clock tag “characteristic of older persons in
general”. Carrasco, Bernal and Redolat (2001) falgnd that elderly adults internal clock
speed appears to be faster. They investigatededgted differences in the reproduction of
a short interval (10 s). The young adult and ejdadult groups had a mean age of 15
years and 79.1 years, respectively. They foundré@bductions performed by elderly

participants were shorter than those of younges caéhough there were no significant
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differences between the two age groups in the peage of absolute errors or standard

deviations.

One way to explain the difference between youndatts.and older adults is to assume
that duration judgments reflect only the rate paaemaker or other similar component of
an internal clock. Theorists usually assume th@@maker that is not rate-compensated
should operate more slowly in older adults (Wear@®d5b). A slower pacemaker rate
would shorten subjective duration. The findings/garden (2005b) are in the opposite
direction. Perhaps the pacemaker runs faster ier @dults, or perhaps older adults
overcompensate for a slower pacemaker. These etfan are clearly post hoc, fairly
implausible and difficult to test. Note that theding that no significant age-related effects
occurred in studies using the reproduction methambsahot effectively challenge the
pacemaker-rate hypothesis. In this method, anyiddal differences in pacemaker rate
present during the target duration are also prestignrg the reproduction, effectively

reducing the effect of such individual differencgsthe duration judgment ratio.

More recent support for Baum et al. (1984) camenfRammsayer (1993) who
investigated the ability of three age groups (yoadglts (mean age = 25.1), middle-aged
adults (mean age = 45.5) and older adults (mear &4e6)) in a task of duration
discrimination. Participants were presented with tery brief auditorally marked
intervals per trial and they were to judge whichha two had the longest duration.
Findings showed that performance on this task wasl@pendant on age as all three age
groups yielded a difference threshold of approxetyat 7ms. Rammsayer (1993) argues,
therefore, that the ability to discriminate durasmf very brief auditory intervals appears
to be based on an underlying timing mechanismadbas not slow down as we age.
Moreover, Krampe, Engbert and Kliegl (2001) carwed a study investigating the
accomplished young and older amateur pianists @tvtbh bimanual rhythm tasks and
found an age group by task dissociation for théawaes of intervals with the same
durations in both tasks. This finding is incomplatityith the assumption that the central
clock is slowed in older adults. There was no higtagiability in older individuals'

interval productions, inconsistent with the nottbat age-related slowing affects the

interval clock.
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However, Block, Zakay and Hancock (1999) revieweety experiments, all using a
prospective paradigm, comparing duration judgmerdde by children versus adolescents
and adults. Meta-analyses demonstrated substaggatelated differences. Compared to
older participants, children make larger verbahestes, comparable productions and
shorter reproductions of duration. Children’s dirajudgments also show greater
interindividual variability. Significant age-relatelifferences were also found in an earlier
review of duration judgments made by younger ad@roadults where older adults’
estimates of duration were more variable compaveddse of younger adults (Block,
Zakay & Hancock, 1998). Further, it was found tblaler adults gave larger verbal
estimates and made shorter productions of durabampared to the younger adults.
Despite these differences in verbal estimatiorsuh age-related differences were found
with reproduction of duration or in psychophysisklpe relating judged and target
duration. More support for Block et al. (1998; 1988me from Vanneste, Pouthas and
Wearden, (2001) who investigated the effect of (geng (20-30-year-old) and older (60-
76-year-old) adults) on spontaneous motor tempd@unad slower free-tapping rate in
older subjects, assumed to reflect the slowingt&rnal clock in aging. However, rates
were not relatively more variable in older aduits.( coefficients of variation, standard

deviation/mean, did not differ between the oldexd goung people).

Later, Baudouin, Vanneste and Isingrini (2004)ratited to replicate this finding of a
decrease in the rate of the internal clock with, dganvestigating the relationships
between the two types of slowing observed in agitige-decline in general processing
speed and the slowing of the spontaneous tempald@uet al. (2004), compared the
performance of three age groups: young adults (2hes 35), old adults (ages 66 to 80)
and very old adults (ages 81 to 94) on tasks inmglgpontaneous motor tempo,
processing speed (motor speed, geometric compagsband digit-symbol task) and
working memory (reading span, running span andaddphcal span). Findings supported
previous finding (e.g., Vanneste et al., 2001)pufrganeous slowing down of motor tempo
indicative of a decrease in clock speed as weHgeinitial notion that if spontaneous
motor tempo reflects the internal clock, it couldmediator of the age-related decrease
in working memory, as well as processing speedneasupported by the findings.
However, processing speed was found to be a stgnifiregulator of both working

memory and the slowing of spontaneous motor tempo.
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4.7.2 Information Processing Speed/Movement Time

As discussed in the previous section, it seembas internal clock slows down as we
age. Perhaps, unsurprisingly, our information psst® rate and memory performance
may also deteriorate (Wearden, 2005b). This detdran is gradual in the majority of
non-pathological cases, so even in retrospectimmgj, an individual may be able to
“recalibrate,” over many years. However, this mayloe the case. For instance, adults
frequently report that “Christmas comes round gelickvery year”. There is an
explanation for this. If we assume that an ordinggr contains some level of “storage”
(X). As information processing rates decrease aaohany losses increase with ageing, the
amount of storage in a year is less (possibly niess$) than X. As a result, the individual
is surprised that a year has passed, since muektiesge has occurred than they had
anticipated.

Botwinick (1971) demonstrated that age differennd?T (elderly vs. young adults) were
found to persist even when stimulus intensitieseveetjusted on an individual basis of
reported loudness. Philip, Taillard, Quera-Salviauc and Akerstedt (1999) also
showed that RT increases with age. They investigide RTs of 294 drivers in two groups
(less than 30 years and the other group 30 yedrsnane). The task involved participants
pressing a button as quickly as possible in resptmthe random presentation of a square
during a highway driving video. Additionally, ForaNVercryssen, Reynolds, Hancock and
Quilter (1994) investigated auditory RT data frof8B6b community-dwelling volunteers
(833 males and 432 females) who ranged in age ffoto 96. Repeated testing within
participants (longitudinal analyses) over eightrgeshowed consistent slowing and
increased variability with age. A study carried bytLewis and Brown (1994) found that
age-related changes in the dynamics of muscleaidivwere, in part, responsible for

longer RTs in the elderly.

Block, Zakay and Hancock (1999) carried out a nagtalytic review on the developmental
changes in human duration judgments. They founidstindies into the RT of children
demonstrate that they are slower than young arilgs, Nettelbeck & Wilson, 1994),
suggesting that their pacemaker rate may be sltvaerthat of young adults. If this is the
case and if duration judgments are directly prapodl to pacemaker rate, children’s

verbal estimates should have been smaller, natdatigan those of older participants.
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Even though it seems to have made the wrong predjt¢he pacemaker rate hypothesis
may still be viable. However, in order to learrjudge durations accurately, a child may
need continually to recalibrate the translatiowleetin subjective duration units and verbal
estimates. But the recalibration process may ldgnoethe actual increase in pacemaker
rate. For example, if a child experiences a 10s@cluration during which 100 subjective
temporal units (e.g., pacemaker pulses) occurylse@may store in reference memory the
information “100 units = 10 sconds.” If the paceker rate increases throughout
childhood, recalibration of reference memory infation is needed, but this may lag
behind the increase in pacemaker rate. For examle,second duration now may contain
120 subjective temporal units, but the child hatsyeb revised the reference memory
enough. Given no revision, he or she will judg@®aécond duration as being 12 seconds.
For this reason, children may give overly largeba¢estimates of durations and make
overly short productions of durations. The presenlings, in fact, are in that direction
(although the effect size for productions is sraalll not significantly different from 0).
Note that the pacemaker-rate hypothesis is nottefdy tested by conditions using the
method of reproduction, because any age-relatéerelifce in pacemaker rate or
calibration during the target duration is also présiuring the reproduced duration. As
such, a simple pacemaker-rate explanation is riettathandle the present finding of an

age-related difference in reproduction magnitude.

4.7.3 Conclusion: The Effect of Age on Time 8gtion and Information Processing

In sum, despite some contradictory findings, theubstantial evidence that the rate of
the internal clock slows down as we age, makingestive time appear to run at a faster
rate. With respect to age-related slowing of tleelc| the implication for such a model is
that a faster (i.e. young) clock generates morsgsuthan a slower (i.e., old) clock to
delineate the same target duration. Moreover, Weeadl variance of the target interval
produced by the slower clock will be higher (GibbG@murch & Meck, 1984) which may
explain why variability in timing behaviour becong®ater as we get older (Wearden,
2005b).With respect to the studies investigatiregdfiect of age on RT, consistent with
other studies (i.e. Fozard et al., 1994), Philiple(1999) showed that RT increases with
age. However, Lewis and Brown (1994) have suggedbeadhis may be due to an age-
related increase in motor reaction time (MRT), eatithan a change in information

processing rate.
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Again, we see another factor which has an effediath internal clock speed as well as
information processing. The strongest argumentiferspeed of the internal clock in the
elderly is by Wearden (2005b) who maintains thé running at a slower rate compared
to younger adults. If the internal clock is runnsigwer then they would subjectively (to
some degree) experience the world as running fagteng rise to underestimations of
duration. The fact that RT appears to be reduceddierly adults is consistent with this
slower rate of internal clock. If time is perceivaslgoing faster, they will have less time to
react and less information processing time. Agdiis, suggests a relationship between the
internal clock and information processing. Althouggbould simply be that all brain

processes decline with age.

4.8 Drugs and Parkinson’s Disease: The Damine Hypothesis
4.8.1 Time Perception

Meck (1983) investigated whether drugs that affleggamine metabolism, such as
methamphetamine affect the speed of the interpakah studies on rats. Findings
demonstrate that methamphetamine results in adeftghift in the psychophysical
function when administered to rats trained undiénsand produces a rightward shift
when training under chronic methamphetamine isiteatad. Therefore, supporting the
idea that methamphetamine proportionally increfiseslock reading for each physical
stimulus duration. Evidence to suggest that doparpliays a major role in determining the
rate of temporal integration for time estimationg@k, 1986) in humans comes from
studies involving individuals with Parkinson’s dise (PD). Humans with a damaged
dopamine system, e.g. patients with Parkinson'sagdie, have impaired performance in
time estimation tests (Malapani, Deweer & Gibbdd)2). However, Wearden, Smith-
Spark, Cousins, Edelstyn, Cody and O’Boyle (200§)a that the large deficits seen in
individuals with PD are due to the use of timed oamesponses (e.g., Malapani et al.,
2002). Wearden et al. (2009) used tasks involvmgotor component (e.g., temporal
bisection; temporal generalization; verbal estioratf duration) instead reflecting
“central timing processes”. In these tasks, PDepdsgi demonstrate overall intact abilities
to carry out such timing tasks. However, desgtelack of clear evidence suggesting that
a damaged dopamine system results in poor timifigiedin humans, there is evidence
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for this in animal studies. Studies have found thatspeed of an internal clock can be
modified by the administration of DA receptor agisior antagonists, with indirect
agonist such as cocaine and methamphetamine imgedsck speed and antagonist such
as haloperidol and raclopride decreasing clockagpeg., Cevik, 2003; Drew, Fairhurst,
Malapani, Horvitz & Balsam, 2003; Meck, 1986).

4.8.2 Information Processing Speed

Dopamine is involved in a variety of motor and rmantor information-processing
operations. Dopamine’s contribution to human infation processing has been shown in a
variety of RT studies. Additionally, since timingfttits seen in patients with Parkinson’s
disease (PD) is thought to be the result of a @dserén clock speed, it is unsurprising then
that impairments are also found in this group wéspect to RT. Wilson (1925) was the
first to obtain quantitative measures showing impants of RT in PD. Across a wide
variety of experimental paradigms, people with Bbdtto have slower reactions compared
with healthy adults of a similar age (e.g. Rafahdff, Friedman & Bernstein, 1987).
Jahanshahi, Brown and Marsden (1993) have alsalfaiwshowed RT, not only in PD but
also in patients with other disorders of the bgsalglia (Huntington's disease), as well as
those with a disease sparing the basal ganglialfear disease).

The processing stages related to motor functiomparieaps the most obvious stages in
which to expect some degree of slowing in PD. Adiérimpaired motor activity is a
defining feature of the disease. Even in tasks withimal perceptual and decision
requirements (e.g. simple RT task), PD patientd terhave slower reactions than control
subjects (Heilman et al., 1976; Evarts et al., J9Biladdition, PD patients are especially
slow and inaccurate at executing more complex mevesn(e.g. simultaneous or
sequential movements), which presumably pose grdateands on motor processing
compared with single element movements (MartinlliBgj lansek & Bradshaw, 1994).
There is also evidence from transcranial magnéticugation studies to suggest that, in
PD, a longer time is needed for the motor corteveswh the threshold necessary for
emitting an overt response (e.g. Pascual-Leonds &llé, Brasil-Neto, Cohen & Hallett,
1994b).
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It is less clear whether processing stages pritnganotor system are affected by PD.
Cooper et al. (1994) found that PD patients showetasingly prolonged RTs as the
CHOICE complexity of the decision increased. Thegatuded that cognitive speed is
slowed in PD and that this slowing is proportiotzathe increase in decision complexity.
Consistent, with these findings, Starkstein, Esge@erthier, Garcia and Leiguarda (1989)
found in a simple RT and movement time task dubioth “off” and “on” phases of
medication, no significant differences. Thus, dé&fian motor processing only became
apparent when the motor requirements of the task ateingent. These findings of
impairment on complex compared to simple RT taiskspnsistent with other studies (i.e.,
Cooper et al., 1994; Martin et al., 1994; Sane851%3emel, Blokland, Ackermans, Boon,
van Kranen-Mastenbroek, Beuls, Spincemaille & \isgandewalle, 2006). Kutukcu,
Marks, Goodin and Aminoff (1999) also found a higkignificant slowing of response
time in both simple reacton time and choice reactime tasks in patients with PD and
that this delay is increased 3- to 5-fold with gese in task difficulty as judged by an
increase in the response time to the same stinmulugrmal participants.

Contrary to these findings of impairment with ingseng task complexity (i.e., Pullman,
Watts, Juncos & Sanes, 1990), other researcheesfbamd no exaggerated slowness in
PD patients when performing an increasingly comglaxulus task (Russ & Seger, 1995).
Pascual-Leone et al. (1994a) found that PD patemtsometimes but not always slower
than controls in choice RT tasks. Based on thedifigs with transcranial magnetic
stimulation, Pascual-Leone et al. (1994a) suggektedthe main abnormality of PD
patients in a RT situation is the abnormally slavild>up of premovement excitability’
(Pascual-Leone, Valls-Solé, Brasil-Neto, Cammar@tafman & Hallett, 1994a). The
findings of Pascual-Leone et al. (1994a) are algparted by the findings of Pullman,
Watts, Juncos, Chase and Sanes (1988) which agesithat simple and choice RTs are
differentially affected by L-dopa replacement, cative of different neural mechanisms
underlying each. Evarts, Teravainen and Calnel(l @®nsistent with Pascual-Leone et
al. (1994a) and Pullman et al. (1988; 1990), fonadelective impairment with a choice
RT task in PD patients. Jahanshahi, Brown and Mar$#1992) found that medication
state had no effect on movement time or the nuraberrors. Again suggesting that
slowness in motor readiness and motor programmiggmot be specific to striatal
dopamine deficiency but rather a non-specific comtant of brain damage. Also, use of
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advance movement parameter information was nottefieoy withdrawal of dopaminergic

medication.

4.8.3 Conclusion: The Effect of Drugs on Internal Clociddnformation Processing

Using Parkinson’s Disease as a Human Biological Blod

Numerous studies suggest that dopamine plays a mudgoin determining the rate of
temporal integration for time estimation (Meck, 628However, the relationship between
the dopaminergic system and internal clock spesddteived criticism due to the lack of
consistency of findings demonstrating effects ahgaminergic medication on timing
performance (Matell, King & Meck, 2004; Holson, Bgav, Clausing & Gough, 1996) and
by pharmacological studies that showed that dopaupiays a role in attentional
processing of information not simply the clock spéuhusi & Meck, 2002). The studies
on the effect of dopamine on RT or information @esing also show inconsistency. This
lack of consistency in the literature highlights fact that we cannot draw any conclusions

here on the link between information processingthednternal clock.

49 Caffeine

4.9.1 Time Perception

Botella et al. (2001) argued that any effects dfietiae upon psychological time may
possibly be attributable to its agonist effect opamine D2 receptors. Enhanced
dopaminergic neurotransmission would, in theortgrahe pacemaker of a hypothetical
internal clock (Treisman et al., 1992; Meck, 19%inhce amphetamine and
methylphenidate are dopamine agonists it can heedrthat the effects of caffeine on
duration judgment should be similar to those ofydr(Gruber & Block, 2003). In addition,
Gruber and Block (2003) found that caffeine slowledn the internal clock and shortened
prospective duration timing for the participantshe caffeine condition, whereas,
participants in the placebo condition made largespective verbal estimates of duration.
In prospective judgments, participants know befarehthat they will be asked to make a
judgment of some interval. Gruber and Block (20@8jued that rather than supporting the
hypothesis that caffeine affects duration by insmegthe internal clock rate as a result of
dopamine D2 agonist properties, the findings ast beplained as an increase in arousal.

Such arousal leads to a narrowing of the focugtehtion to the most salient task and
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encoding of more information. Therefore, comparegarticipants in the control

condition, participants in the caffeine conditioayrhave encoded more information about
the secondary task involving the counting of polygmgles. As a result of this, they may
also have encoded less information about the secpiask (attending to time) resulting

in the shorter judgments of duration compared tdrots. Smith and Tolla (1998) also
argue that caffeine both increases general aramsbénhances attention. Moreover,
Hogervorst, Riedel, Schmitt and Jolles (1998) fothat the habitual use of large amounts
of caffeine by middle-aged participants may be amseo overcome the age-related
decreases in cognitive functioning that is causedhanges in information processing.
Caffeine increased the number of words recallecebycing the susceptibility to the
distracting, auditory presented words but onlyhi@ tmiddle-aged subjects because these
participants are more sensitive to distraction aiidoenefit from the effect of caffeine on

selective or focused attention (Hogervorst et1&98).

Additionally, Hogervorst et al. (1998) found thatrpcipants who were given a dose of
225 mg of caffeine consistently rated durationkager than participants who had
received a placebo, in perceived duration tasksvever, caffeine had no effect on
remembered duration. Botella, Bosch, Romero anchH2001) postulated that caffeine at
low or intermediate doses makes brain dopamin@sysinvolved in the internal clock
work in a similar way in males and females. Thiswamonstrated by the fact that in the
control condition where participants were givenaftgnated coffee with 3 mg of
caffeine, females made more accurate estimatesefibtervals than males, whereas
males demonstrated shorter RTs. Such gender diffesewere eliminated in participants
who took doses of 75 and 150 mg of caffeine fortitine estimation task and 150 mg for
the RT task.

Stine, O’Connor, Yatko and Grunberg (2002) revealed, that daily caffeine
consumption is related to time perception. Thekémbat the link between regular caffeine
consumption and time estimation. Participants vasked to complete questionnaires
related to daily caffeine consumption then perferdi7 second time estimation exercise.
Findings showed that individuals who reported mateeamounts of daily caffeine were
more accurate in their perceptions of time thas¢éheho reported high amounts of daily
caffeine intake or no daily caffeine consumptioowdver, although there were

differences in the accuracy of time judgments betwibe groups, in contrast there was no
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effect of the level of daily caffeine consumptiam@nes perception of the rate of time
passing (using the same 47 second time estimatsk) thich suggests that ones ability to
estimate the duration of time is independent froengerception of the speed at which time
passes (Stine et al., 2002). Such a conclusiomdstly contradictory to the notion of the

arousal-sensitive model of the internal clock tlyeor

4.9.2 Information Processing Speed

It has been well established that caffeine increéseels of arousal, so its effects of time
perception can be assumed to be due to its effettteorate of the internal clock. However,
would the arousing capability of caffeine have Haat on RT as well? (e.g., Smith, Tola
& Mann, 1999; Zwyghuizen-Doorenbos et al., 199@vkar & Lader, 1991). Studies have
even suggested that the arousing effect can oodheiabsence of caffeine. Mikalsen,
Bertelsen and Flaten (2001) demonstrated thatinaf@ssociated stimuli can increase

arousal.

Clubley, Bye, Henson, Peck and Riddington (197®la@ed the effects of caffeine by
employing an auditory RT test in which the partaippressed a microswitch as rapidly as
possible in response to tones which had a mearvaitef 7s and varied from 5to 9 s.
Findings showed that caffeine enhanced auditorjavige, RT and tapping rates.
Moreover, Franks, Hagedorn, Hensley, Hensley aath&tr (1975) investigated the effect
of caffeine (300 mg/70 kg) on cognitive, perceptaradl motor functions both alone and in
combination with ethanol (0.75 g/kg) in 68 healtttydent volunteers of both sexes.
Caffeine alone tended to reduce simple auditorycamdplex RT, but had no effect on
simple visual RT. Caffeine did not antagonise tteeol-induced decrement in

performance except in the RT tests.

Lieberman, Wurtman, Emde, Roberts and Coviella 71 ®8hlighted that, despite it being
well known that caffeine appears to have stimuléetbehavioural effects on mood and
performance, relatively few behavioural studiesehexamined this substance's acute
effects when administered in a range of dosedttichtde the low doses typically found in
foods and over-the-counter drugs. So, Liebermaah €1987), investigated this by giving
single doses of caffeine (32, 64, 128 and 256 m@pthealthy male participants and
assessed performance on an auditory vigilance sndhRT task. Although caffeine in all
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doses administered significantly altered perforneamt these two tests, a dose-response
function was not apparent. Lastly, a greater seitgito caffeine's effects in older than in
younger people has been reported previously (Swifiplady 1988) and would not appear
to reflect age related changes in caffeine dispos{Blanchard and Sawers 1983), at least
in men. Indeed, Swift and Tiplady (1988) demonstita significant increase in tapping
rate in the young, while the elderly showed imprbaéention, faster choice-RT and

greater body sway on caffeine (Jarvis, 1993).

4.9.3 Conclusion: The Effect of Caffeine on Both TimecBption and Information

Processing

Gruber and Block (2003) explain that the effectsaiffeine on time estimation is due to
the effect of its dopamine D2 agonist propertidseyifound that caffeine slowed down the
internal clock as evidenced by participants whoensgtministered caffeine
underestimating duration on a prospective timirstgtd hey then go on to say that the
effects they found are due to arousal which leadsriarrowing of the focus of attention to
the most salient task, an idea consistent with Isamtd Tolla (1998). If this is the case,
then surely the opposite findings would be produesadoverestimation of duration.
However, if caffeine is arousing, then this woulddxpected to speed up the rate of the
internal clock leading to overestimation of duratighich is exactly what was found by
Hogervorst et al. (1998). Further confusion is it with the findings by Stine et al.
(2002) who concluded that there is no effect ofazaé on the perception of duration,
again inconsistent with the notion of an arousakga/e model of internal clock theory.

The findings of the effects on caffeine on RT parfance (information processing) are
more clear cut. Clubley et al. (1979) found thdtesae enhanced auditory vigilance and
RT. Franks et al. (1975) also found that caffeeduced simple auditory and complex
RTs. Interestingly, they found no effect on simyikual RT. However, Lieberman et al.
(1987) did find that caffeine improved visual R§,vaell as auditory vigilance. Lastly,
Swift and Tiplady (1988) also demonstrated reduR&das well as a significant increase in
tapping rate.
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In sum, the effects of caffeine on information m@e&ing definitely point towards the idea
that the arousal effects of caffeine are speedmtie internal clock (going with the study
by Hogervorst et al., 1998) and enabling participao react faster (indicative of a
speeding up of information processing). It is plolesthough that caffeine speeds up any
brain process, therefore, dissociative evidenceldvoe more valuable here (see overall

conclusion for more discussion on this).

4.10 Exercise
4.10.1 Time Perception

Jamin, Joulia, Fontanari, Giacomoni, Bonnon, Vatadl Cremieux (2004) argue that both
exercise and hypoxia affect human ability to estenteme, an alteration thought to be
induced by changes in subjects’ level of arousphe&® induces cardiovascular changes
and a decrease in oxygen uptake that indicate esanghysiological arousal. Jamin et al.
(2004) investigated time estimation (TE) duringebperiods of voluntary apnea to see
whether there would be a relationship between TEhaart rate (HR), which is a
physiological indicator of arousal. Participantsngised of two different groups of seven
triathletes. To measure TE, the target time intesaither 20 or 30 seconds was
presented and the participants were required t@dejge it under various conditions:
initial baseline at rest, normal breathing withreiee (NE), Apnea with exercise (AE) and
Apnea at rest (AR). In the NE condition, particifsacycled at a constant cadence
indicated by the bike's LCD screen at 30% of thedividual aerobic power for 20 min
before performing the TEs. Findings showed thatagyction for intervals was greater in
the AR condition. Surprisingly, no difference wasifid between TEs performed during
NE and AE. Since it has been shown that repetstiveulation such as an auditory click
added during TE affects timing (Penton-Voak etE#)96) then perhaps the audible
external tempo of the pedaling frequency may héteeeal the speed of the pacemaker
(Penton-Voak et al., 1996). Since the cycling cademas similar in NE and AE, it could
have had an effect on participant’s reproductiodwhtions in both conditions. Although
the findings from this study must be interpretethva@aution, the finding that the
reproduction intervals were greater for the AR cared to both the NE and AE conditions
(which involved exercise) may be due to the faat the sound of the pedalling caused an
increase in the rate of the internal clock (in shene way that click trains appear to do).
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This is turn will lengthen participant’s subjectisense of time passing, leading to shorter

reproduction intervals.

Vercruyssen, Hancock and Mihaly (1989) evaluatetbpmance on a 10-sec unfilled time
interval estimation task before, during and afteygical work on a cycle ergometer at
relative intensities of 30 and 60% VO2max. Findifrgsn their study on eleven healthy
male participants revealed a significant increaséme estimation variability and a
decrease in the mean estimated time intervals glesiercise compared to non-exercise
phases. These findings are part of a growing bé@yidence which indicates that
exercise and its severity has a substantive impagpierceptual and cognitive performance,

particularly the ability to synchronize and antatip the timing of events.

4.10.2 Information Processing Speed

An increasing amount of research is being conductedhe effect exercise has on
cognition. Early theories of arousal and perforneagttumphreys & Revelle, 1984;
Pribram & McGuinness, 1975) based their ideas onsal induced by cognitive demands.
The notion of a relationship between increasex@nase intensity and changes in arousal
was postulated by Davey (1973), who also arguettstizh a relationship would affect
cognition. Further, that low, moderate and higlemsities of exercise are synonymous
with low, moderate and high levels of arousal. Blase Yerkes and Dodson's (1908)
theory, Davey (1973) hypothesized that incremestalcise would have an inverted-U
effect on cognitive performance which is consisteith the findings by McMorris, Hill,
Sproule, Potter, Swain, Hobson and Holder (2006pp@r (1973) suggested a
psychoneuroendocrinological explanation for thisrelse-cognition interaction. Cooper
claimed that exercise results in increased branteotrations of the neurotransmitters
noradrenaline and dopamine, which enhance cogrpgvirmance. Indeed, McMorris,
Collard, Corbett, Dicks and Swain (2008) argue thagrcise produces a greater
availability of the neurotransmitters noradrenakmel dopamine, which are involved in the
activation of several areas of the brain includimg prefrontal cortex and basal ganglia.
These areas of the brain play large roles in wgrkir@mory, learning and RT.

Collardeau, Brisswalter and Audiffren (2001) invgated the effect of increased arousal

induced by a prolonged exercise on simple RT perémce during a running task.
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Analysis showed a significant impairment in simBIE performance during the first
treadmill run only. After this first run a signiat effect of exercise duration on simple RT
was observed. After 40-min. of exercise, a sigaiftdmprovement in RT during exercise
was recorded. These results suggest that a sirogtetive performance could be

improved during exercise, despite the negativecetiethe dual task. This improvement in
RT could be explained mainly by an increase in sabinduced by a prolonged exercise.
Davranche and Audiffren (2004), consistent withfithdings from a later study

(Audiffren, Tomporowski & Zagrodnik, 2008), alsordenstrated the role of exercise on
arousal. They explored the facilitating effectsraiderate physical exercise on the reaction
process in order to try and establish the link leemvphysiological and cognitive
processes. Sixteen participants with specific eigeem decision-making sports performed
a double task consisting of choice RT while cycliRmmdings showed that moderate-
intensity exercise (50% maximal aerobic power) ioves cognitive performance (on a
choice RT task) and that low-intensity exerciséf2@aximal aerobic power) enables

participants to compensate the negative dual-téiskte

Improving on previous qualitative and quantitatarelyses of the literature on the link
between fithess and cognition (i.e., Etnier, Salazanders, Petruzzello, Han & Nowell,
1997; Etnier, Nowell, Landers & Sibley, 2006), Guoitbe and Kramer (2003) conducted a
meta-analytic study to investigate the hypothdsas derobic fitness training enhances the
cognitive vitality of healthy but sedentary oldeluéts. The primary finding was that

fitness training increases performance, irrespeatithe type of cognitive task, the
training method, or participants’ characteristidgetrich and Sparling (2004) reviewed the
literature and found that in most studies, cogaifibility was examined at least 10—15 min
after the exercise had finished, presumably torobfr arousal levels as well as a number
of other possible physiological confounds (e.g.gie, Bermon, Martin, Madany-Lounis,
Suisse, Muhammad & Dolisi, 2000). However, findifigen neuroimaging studies on a
wide range of brain functions suggests that a defayven a few minutes would be
sufficient to normalise any exercise induced changaeural activity. Very few studies
were found to test for cognitive functions duringeise (e.g., Arcelin, Delignieres &
Brisswalter, 1998; Brisswalter, Collardeau & Arcel2002; for recent reviews see,
Tomporowski, 2003). Specifically, the findings bycalin et al., (1998) were consistent
with the notion that information processing ratdiigerentially affected by exercise, since

decreases in RT were found with acute exercise.
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However, Tomporowski and Ellis (1986) have emplesibe limitation of conclusions
based on these studies, by pointing out the vaoetpgnitive tasks used across studies
making comparison of studies almost impossibleuRefrom a study carried out by
Dietrich and Sparling (2004) are indicative of ti@ion that during endurance exercise
different cognitive functions are affected to diffet degrees. Specifically, they found
exercise produced deficits that are selective dgndive function typically attributed to
functional systems that rely on the prefrontal eoriDietrich, 2006). Future research
should also include methods to equate participaaded on their level of physical fithess

prior to evaluating the effects of exercise on rakfunctioning.

4.10.3 Conclusion: The Effect of Exercise on Time Perogpéind Information

Processing

There has been little study carried out on thecedfef exercise on timing abilities. The
few studies that have been carried out enable tentatively suggest that that exercise
may have an effect on humans’ ability to estimeet For instance, Vercruyssen et al.
(1989) found that participants demonstrated greatgability in their time estimates and
decreased estimates of time intervals during eserdihis suggests that the internal clock
Is being slowed down during exercise. Exerciseeisegally considered to be arousing
(LeDuc, Caldwell Jr & Ruyak, 2000), so this suggest effect going in the opposite
direction to what we would expect based on findifigm the literature that arousal leads
to an increase in the speed of the internal cl®bks conflict of findings supports the
notion that more studies are required to enabte usterpret this with more confidence.

Findings from studies looking at the effect of on information processing show that
simple cognitive performance can be improved duexercise (i.e., Collardeua et al.,
2001, Davranche & Audiffren, 2004). The exercisesaegued to increase arousal. If this
was indeed the case, then the findings on timiegraoonsistent with the notion that the
exercise caused the rate of the internal clocké®d up which lead to an increase in

information processing as evidence by reduced Riiewexercising.
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4.11 Overall Conclusion

The timing and RT literature was explored to seetiwér they are subserved by the same
mechanism. Various factors were looked at to sea eftfect they had on both information
processing (as measured by RT) and time percelany factors were found to suggest
a link between information processing and time @gtion, for instance: attention,
stimulus intensity, arousal, stimulus modality, acp#feine and exercise. The effect of
modality was also explored and studies showedathditory stimuli appear to be more
dominant than visual stimuli. Also, parallels iretéffect of modality on both time
perception and RT suggest the two are linked. @fquéar relevance was the study carried
out by Treisman et al. (1992) which clearly highted a factor whickimultaneousliyad

an effect on both internal clock speed and inforomaprocessing. The next step is to carry
out an investigation into whether click trains edso affect both internal clock speed and
information processing, simultaneously. If an efi@c both is demonstrated, this would
further strengthen the argument for a link betwiese two processes.

It is crucial to point out here that logically waue to acknowledge the fact that there can
always be some manipulation (s) that can show g4ghstinction, in this case, between
the internal clock and information processing. v can really do iaccumulatea weight

of evidence that these two processes are linkeel nddels proposed in Chapter 1, section
1.4.7, are parsimonious models poised to explarmptiential relationships between
information processing and the internal clock. Bnaways remains the possibility that a
much more complex model is more representive oatteal process. However, a
parsimonious explanation at this stage in our wtdading of the underlying process of
clicks is warranted. These notions also apply €éetkperiments carried out in this thesis.
Even if the experiments carried out in this thegeerally point towards a relationship
between the internal clock and information proaggstaution must be taken in the

conclusions drawn from this lack of dissociativédence between these two processes.
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Chapter 5

Exploration of the Parametrics of the Effect of Clcks on Tasks of Reaction Time

It has previously been shown that clicks can redaaetion time (i.e., Jones et al., 2010).
However, what has not been explored is the par&seif clicks which seems the next
logical step in trying to understanding the natfrelicks and how they operate. In
particular, how long the effect of clicks on reaattime lasts. This is explored by the
experiments in Chapter 5. The findings from thel&tsi exploring the parametrics of clicks

will further our understanding of the nature otk on reaction time.

5.1 Experiment 1a and b - 1, 2 and 4 Choice Reaatidime Task with Set Delays
and Clicks versus No-Clicks

Research conducted in the time perception lab atUriversity of Manchester has shown
that clicks speed up reaction times on a 1, 2,0dcelreaction time task (Jones et al.,
2010). However, Experiment 1a took the findingdarfies et al. (2010) further by
investigating how long this effect lasts by usiragp glurations of either 500, 2,000 or
5,000ms after the clicks and before the presematidhe response cue as opposed to the
random delay (randomly selected between 300 ar@Di&) which was used previously.
So, Experiment la is effectively investigating #ffect of clicks over time. In the task,

half the trials were preceded by 5 seconds of slarkd the other half 5 seconds of no-
clicks. On each trial, the five seconds of eitHarks or no-clicks was then followed by a
delay of 500, 2,000 or 5,000ms after which a ceggseared in one of four presented boxes
and participants were asked to make a respons@éi@dygand accurately as possible to
this cross. There are three response types, oneeglaotwo choice and a four choice (the
one choice being the easiest and the four choicg blee hardest). Experiment 1b is
exactly the same experimental design as Experideebut uses much longer gap
durations of 5,000, 7,500 or 10,000ms. From theifigs of previous studies (Penton-
Voak, et al., 1996; Burle et al., 1999; Burle et 2001), it was expected that on trials
preceded by clicks, reaction times would be redusedach of the three response types.
So the present experiments explored the paramefribe clicks by investigating the time
course of the effect (how robust it is over timdlieth has not previously been addressed.
If clicks are shown to work even after a long dethen this will be a first and important
confirmation of the effect of clicks on reactiom# that was first demonstrated by Jones et
al. (2010).
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5.1.1 Method

Participants

For Experiment 1a, thirty-eight undergraduate sttgléom the University of Manchester
participated in exchange for course credit, whies wot contingent on performance.
Thirty participants took part and received £5 congagion which was not contingent on

performance in Experiment 1b.

Apparatus

A Dell PC computer controlled all experimental eigeiThe computer stereo speaker
produced the auditory stimuli and the visual stimaald instructions were displayed on the
computer screen. The experiment was created usiigRrime program (Psychology
Software Tools Inc.). All reaction-time responsesevmade on an E-Prime Serial

Response box.

Procedure

For Experiment 1a, each participant served in geemental session consisting of three
choice types (1, 2 or 4 choice). There were thteekls, each consisting of fifty-four trials
with 27 click and 27 no-click trials randomly inteixed. In each block there were 18 trials
of each of the three choice types (1, 2 or 4), pcot 9 trials in each experimental
condition. Half of the 18 trials for each of theah choice types being preceded by no-
clicks, the other half being preceded by clickserBhwere three gap duration types (500,
2000 and 5000ms). Each of these three gap durigpes were presented 18 times.
Therefore, there were 162 trials in total. In @lhditions, participants were instructed to
respond as quickly as possible (and as accuratellge choice conditions) to the onset of

the black cross.

At the beginning of each session, instructions amzkon the screen and participants were
then asked to press the space bar to commencedtigiél. On each trial 4 boxes with a
black outline and a white centre (80 pixels widebBypixels high) appeared on the screen
in a horizontal line. Each trial began with a 70GBze of 25ms duration followed by a

5 second period, either filled by silence or bydes of clicks, depending on the session
type. This was then followed by a subsequent 70@He presented for 25ms. Following

the second tone, there was a gap duration of éb@r2,000 or 5,000ms. After which, a
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small black cross (formed by two lines 11 pixel$eingth) appeared in the middle of one
of the four boxes. The participant was instructedeact as quickly and accurately as
possible by pressing the appropriate button omg¢bponse box. After each response was
made, participants were asked to press the spadertibe next trial to begin. In the first
block type (the ‘one choice’ condition), participamvere asked to respond as fast as
possible by pushing any one of the four buttongheresponse box when the cross
appeared in the center of any one of the boxe&pted on the screen. In the second block
type (the ‘two choice’ condition) participants wergked to respond on the far left key of
the response box (marked 1) when the cross appesegttier of the two left-hand boxes
and the far right key (marked 4) if the cross appaan either of the two right-hand boxes.
In the third block type (the ‘four choice’ conditipparticipants responded to the
appropriate key for the appropriate box, i.e. kdgrithe left hand box, key 2 for box
appearing second from the left, etc.. Participamee instructed when a new block type
was beginning via instructions on the monitor aredlerasked to press the space bar to
commence the first trial for the block. The ordeérasponse types were counter-balanced
across participants. Throughout the experimenp#rgcipants rested their dominant hand

on the response box with their fingers resting acheof the response keys.

In Experiment 1b, the only difference was thatdwling the second tone, there was a gap
duration of either 5,000, 7,500 or 10,000ms rathan 500, 2,000 or 5,000ms.

5.1.2 Results

Experiment 1la

The mean reaction time responses and standard éoragach of the experimental
conditions are shown in Figure 9. Descriptive asiglyeveals that the mean reaction time
for trials preceded by clicks was less than thaheftrials preceded by no-clicks,
485.92ms (SE = 14.99) and 507.12ms (SE = 17.4)endisely. The reaction times also
became longer the more complex the choice typeclkaice type 1, the mean reaction
time was 412.01ms (SE = 16.37). For choice typadggn reaction time was 510.58ms (SE
= 16.2) and lastly the mean reaction time for cadype 4 was 566.98ms (SE = 18.03).
The reaction times for each of the three gap dumatappears to have no significant
difference (gap duration 500ms, mean reaction 86@®44ms (SE = 16.23); gap duration
2,000ms, mean reaction time 488.79ms (SE = 161&dlgap duration 5,000ms, mean
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reaction time 500.34ms (SE = 15.86). InspectioRiglire 9 suggests than on trials
preceded by clicks, reaction times were faster.dagh of the three choice types, reaction
time was reduced on trials preceded by clicks. Hawnghis was only the case when the
gap duration was either 2,000 or 5,000ms, not thi¢hshortest gap duration of 500ms.
What is interesting is the fact that there wasfifeceof gap duration type (500, 2,000 and
5,000ms), on the effect of clicks.

I 500 ms - Clicks
[ 500 ms No-Clicks
I 2000 ms Clicks
[ 2000 ms - No-Clicks
I 5000 ms - Clicks
700 - [ 5000 ms - No-Clicks
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400 A

300 A

Reaction Time (ms)

200 A
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0 - Ll Ll Ll Ll Ll Ll
ChoiceTypel ChoiceType2 ChoiceType4

Figure 9: Mean reaction times plotted against choice camditone, two or four) for the
click (5Hz) and no-click conditions of Experimerd. Mertical lines show standard error of

the mean.

These findings were confirmed by the statisticalgsis. Three participants were removed
from the data as a result of incorrectly carrying the task. This was determined by the
fact that they failed to carry out the appropricteice type response for blocks and
proceeded to get a large proportion of incorrespoases. Repeated measures analysis of
variance (ANOVAs) were used with one factor beingiber of choices (1, 2 or 4), the
second factor being gap duration (500, 2,000 adddsns) and the third being the
presence or absence of clicks. There were significein effects of clicks versus no-
clicks,F(1,37) =8.03p < .05,r]p2 - .18, MSE =9572.65, confirming an effect of cick

on reaction time. There was no significant maie&fbf gap duratiorf(2,74) = 2.08p =
.13,r]|02 =.053, MSE = 4900.76, indicating that reactiondgihad not been reduced by the
gap durations used. There was also a significaim eféect of choice typdr(2,74) =
115.72p< .OOl,r]p2 =.76, MSE = 12122.14, which is what we would expbBlamely,
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that reaction time increased the more complex llwéce type. There was a significant
interaction between gap duration and clicks/noksli€(2,74) = 15.61p < .001, r]p2 =.3,
MSE = 3960.09, indicating that the effect of clitlsclicks was dependent upon gap
duration. However, there was no interaction betwgggmduration and choice type,
F(4,148) = 2.18p = .08,r]p2 = .06, MSE = 2973.83, suggesting that gap durasomt
dependent on choice type. There was also no sgnifinteraction between clicks/no-
clicks and choice typd&;(2,74) = 2.12p = .13,r]|02 = .05, MSE = 4552.74, suggesting that
the effect of clicks/no-clicks is not dependentobioice type. There was, however, a
significant three-way interaction between gap damtclicks/no-clicks and choice type,
F(4,148) = 2.77p < .05,r]p2 = .07, MSE = 3205.74, indicating that the effefotlecks/no-

clicks was dependent upon both gap duration anttetygpe.

Figure 10 shows more clearly the effect of cliatisdach gap duration across the three
choice type responses. Reaction times from thk& cbadition trials were subtracted from
the reaction times from the silence condition #idlhis gives a much better representation
of the effect of the clicks. Figure 10 confirmsaagthat clicks resulted in a reduced

reaction time for all choice types but only witlgap duration of 2,000 or 5,000ms.

I 500 ms - No-Clicks minus Clicks
1 2000 ms - No-Clicks minus Clicks
I 5000 ms - No-Clicks minus Clicks
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Figure 10: Mean reaction time for the no-click minus clickndition across all choice

types and gap durations of Experiment 1a.
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Experiment 1b

The mean reaction time responses and standard éoragach of the experimental
conditions are shown in Figure 11. Descriptive gsialreveals that the mean reaction time
for trials preceded by clicks is less than thaheftrials preceded by no-clicks, 608.04ms
(SE = 40.54) and 545.49ms (SE = 31.32), respeygtiVéle reaction times also became
longer the more complex the choice type. For chbyipe 1, the mean reaction time was
523.73ms (SE = 42.57). For choice type 2, mearticattme was 566.37ms (SE = 33.61)
and lastly the mean reaction time for choice typead 640.19ms (SE = 34.64). The
reaction times for each of the three gap duratappears to have no significant difference
(gap duration 5,000ms, mean reaction time 592.89fs= 34); gap duration 7,500ms,
mean reaction time 580ms (SE = 39.31) and gapidara0,000ms, mean reaction time
557.44ms (SE = 36.19). Inspection of Figure 11 satgthat, firstly, the response times
for all choice types and gap durations are redwaddclicks. Therefore, Experiment 1b
provides even stronger support than Experimenofdthe idea that clicks reduce reaction
time, since all nine condition types demonstralesl ¢ffect as opposed to six out of nine
conditions in Experiment 1a. Moreover, overall w@sge times increase across the three
choice types, with response type 3 having the sigteaction times. These suggestions

were supported by the statistical analysis.
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Figure 11: Mean reaction times plotted against choice carditone, two or four) for the
click (5Hz) and no-click conditions of Experimerit. Mertical lines show standard error of

the mean.
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Repeated measures analysis of variance (ANOVAsg weed with one factor being
number of choices (1, 2 or 4), the second factorgogap duration (5,000, 7,500 and
10,000ms) and the third being the presence or absarclicks. There was a significant
main effect of clicksF(1,29) = 14.98p< .05 (p = .001)n,;,2 = .34, MSE = 35266.65,
confirming an effect of clicks on reaction time.efa was no significant main effect of gap
duration,F(2,58) = 2.38p = .1, r]p2 = .08, MSE = 24314.59, indicating that reactiondi
was not dependent on the gap durations used. Wesra significant main effect of choice
type,F(2,58) = 17.28p < .001,r]|02 = .37, MSE = 624877.9, indicating increased reacti
time with increasing choice difficulty which is wihae would expect. There was no
significant interaction between gap duration ancksfno-clicks,F(2,58) = 1.28p = .29,

r]p2 = .04, MSE = 16038.48, indicating that the effgfotlicks/no-clicks was not dependent
upon gap duration. There was also no interactitwdsn gap duration and choice type,
F(4,116) =1.12p = .35,r],;,2 = .04, MSE = 18779.98. There was no significateraction
between clicks/no-clicks and choice typ€2,58) = .02p = .98,r]|02 =.001, MSE =
15949.65, indicating that the effect of clicks/raks was not dependent on choice type.
There was a non-significant three-way interactietwleen gap duration, clicks/no-clicks
and choice type;(4,116) = 1.08p = .37,r],;,2 =.04, MSE = 23326.82.

Figure 12 shows more clearly the effect of cliaisdach gap duration across the three
choice type responses. Reaction times from th& cbadition trials were subtracted from
the reaction times from the no-clicks conditiorli This gives a much better
representation of the effect of the clicks whicl producing a faster reaction time in all
conditions. Figure 12 confirms again that clicksdurce a reduced reaction time on all

three choice type responses. However, no trenddemt, in terms of delay duration.
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Figure 12: Mean reaction times for the no-click minus clidaditions for all choice types

and gap durations of Experiment 1b.

5.1.3 Discussion

In Experiment 1a, both the results from Figure @ 2@ and the ANOVA analysis, clearly
demonstrate two effects. First, there was a sicpnifi effect of choice type on reaction
time, with reaction time increasing significantlytkvthe number of choices. Second, this
increase was found for both clicks and silencdstrighis finding is unsurprising as it a
classic finding by Hick (1952) who argued that drrhation is definitely related to
reaction time, within the duration of one perceptuator act’. However, such a classic
finding in this study does demonstrate that thaasheaction time task used here does
seem to produce results that are consistent wathirtbrmal” or expected response.
Consistent with previous findings by Jones et2010), there was a significant effect of
clicks, with click trains in general reducing raanttime response. Specifically, six of the
nine conditions demonstrated this reduced readimo@& with clicks. The most important
finding was the fact that there appears to be giifstant effect of gap duration (500,
2,000 and 5,000ms). In other words, that the effiécticks were not reduced over time
(with respect to the gap durations used in thegmtesxperiment). Only with a gap
duration of 500ms is there no evidence of a redueadtion time on trials preceded by

clicks.
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Consistent with Experiment 1a, Experiment 1b fonadignificant effect of gap duration
and a significant effect of both clicks and chdigge. A significant effect of choice type is
not surprising. However, the effect of clicks derstoated was unique as it has only ever
previously been found by Jones et al. (2010). Tihezethis effect of clicks has now been
confirmed by two experiments. What is of furtheenest is the fact that the reduction of
reaction time due to clicks lasts as long as 10y@00-urther studies are required to
determine when the effect of clicks actually weafs Experiment 1b provided even
stronger support for the notion that clicks redrezection time, since all nine condition

types demonstrated this effect as opposed to sigfaune conditions in Experiment 1a.

Previous studies have demonstrated that preceditigmalus with a click train results in
the participants judging the duration of the stinsuhs longer than if it were preceded by
silence (Penton-Voak et al., 1996; Burle & Cas«200)1; Penton-Voak et al., 1996). Both
Experiment 1a and b, take this a step further liyonty confirming that click trains make
stimulus duration appear longer and also decress#ion time (as shown by Jones et al.,
2010) but that this effect is persistent up to &d€ond duration/delay. The potential
criticism that the effect of clicks is due to thadeof the click train indicating to the
participants that they will now be asked to makeation time response was eliminated
by the inclusion of a cue (a tone) that signified énd of the clicks and no-clicks 5 second

interval.

However, a potential problem with the design o$ ttudy is the presence of expectancy
effects. During the three different gap duratidms participants experience (either 500,
2,000 and 5,000ms or 5,000, 7,500 and 10,000nmey) ittay learn quite quickly to
increasingly expect the cross with increasing gajatibn. Particularly in the case of the
10,000ms delay, which is sufficiently long to cattse participants to prepare to respond
towards the end of this duration, thus biasingréseilts. In order to reduce the effect of
this, Experiment 1c introduced a random delay dfterthree different types of gap
durations. A tone signified the end of the gap tiana after which a random delay of
somewhere between 300 and 1,200ms took place eAdrttl of this random delay, the
cross appeared in one of the four boxes and paaitits were asked to respond. If an effect
of clicks was found this would provide further amdre robust evidence that the clicks do
improve reaction time response and that this effecsists over time, as suggested by

Experiments 1a and b.
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5.2 Experiment 1c - 1, 2 and 4 Choice Reaction Tinkask with Modification

for Expectancy Effects

As in Experiments 1a and b, this experiment alsvested the research question of the
parametrics of clicks but it also controlled forspible expectancy effects that may have
been present. Experiment 1c used the same metgydas Experiment 1a, with the
exception of there being a random delay (betwe®m30and 1,200ms) inserted between
the gap duration (of either 500, 2,000 or 5,000ams) the presentation of the cross. The
reason for this modification was that the reswitsnd in Experiment 1a may have been
affected by a bias introduced by expectancy eff&xus as the gap duration approached its
termination, participants were getting preparethétke a response. This effect would be
especially marked on the longer gap duration dd@@s. Findings were expected to be
consistent with Experiment 1a, namely, that orignsieceded by clicks the reactions time
would be reduced. An effect of clicks in Experimé&ntwould help reduce this possible
criticism of expectancy confounds, lending furteapport to the effect of clicks on
reaction time and show that this effect is consisteer time as well as supporting the
findings from previous studies (i.e., Penton-Voetkal., 1996; Burle et al., 1999; 2001).

5.2.1 Method

Participants

Thirty-one undergraduate students from the Unitersi Manchester participated in
exchange for course credit, which was not contihgarperformance. Fifteen participants
were recruited via the research volunteer websiteveere compensated with £5 for their

participation, which was not contingent on perfonce

Apparatus

See Apparatus for Experiment 1a.
Procedure

This experiment was similar to Experiment 1a afrarh the addition of a random delay
(between 300ms and 1,200ms) after the gap duratieither 500, 2,000 or 5,000ms.
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5.2.2 Results

The mean reaction time responses and standard éoragach of the experimental
conditions are shown in Figure 13. Descriptive gsialreveals that the mean reaction time
for trials preceded by clicks is less than thaheftrials preceded by no-clicks, 510.5ms
(SE = 36.21) and 473.18ms (SE = 21.54), respegytiTéle reaction times also became
longer the more complex the choice type. For chbyipe 1, the mean reaction time was
438.44ms (SE = 31.43). For choice type 2, meartiozatime was 489.96ms (SE = 24.42)
and lastly the mean reaction time for choice typead 547.13ms (SE = 31.31). The
reaction times for each of the three gap duratappears to have no significant difference
(gap duration 500ms, mean reaction time 492.8116s=($6.23); gap duration 2,000ms,
mean reaction time 496.58ms (SE = 29.54) and geqtidn 5,000ms, mean reaction time
486.14ms (SE = 24.68). Inspection of Figure 13 satgythat, as in Experiment 1a,
reaction times appear to be faster on trials pedéy click trains compared to silence
(no-clicks). Again, as in Experiment 1b, this effetclicks was found in all nine
conditions. There also appears to be a signifieffatt of choice type (1, 2 or 4).

However, it is not clear whether there is a sigaifit effect of gap duration (500, 2,000 and

5,000ms). Subsequent statistical analysis was ipeefd to investigate this.

I 500 ms - No-Clicks
1 500 ms - Clicks
I 2000 ms - No-Clicks
1 2000 ms - Clicks
I 5000 ms - No-Clicks
700 [ 5000 ms - Clicks
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Figure 13: Mean reaction times plotted against choice comdlifone, two or four) plus
random delay for the clicks and no-clicks condisiah Experiment 1c. Vertical lines show
standard error of the mean.
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Repeated measures analysis of variance (ANOVAsg weed with one factor being
number of choices (1, 2 or 4), the second factorgpgap duration (500, 2,000 and
5,000ms) and the third being the presence or absamdicks. The main effect of clicks
just failed to reach statistical significan€€1,30) = 3.81p = .06, r]p2 =.11, MSE =
51077.56. So clicks almost demonstrate an effeceaation time. There was no
significant main effect of gap duratida(2,60) = .99p = .38, r]p2 = .03, MSE =5238.73,
indicating that the reaction time had not been cedwver time (based on the gap
durations used in the present experiment). Theseansgnificant main effect of choice
type,F(2,60) = 33.65p < .001,r]|02 = .53, MSE = 16341.15, which again is the classic
finding. There was no significant interaction beéwesither gap duration and clicks/no-
clicks,F(2,60) = 1.05p = .36,r],;,2 =.03, MSE = 10535.83 or gap duration and choipe ty
F(4,120) = 9p= .47,r]|02 = .03, MSE = 7036.18. There was also no signifiaateraction
between clicks/no-clicks and choice typ€2,60) =.18p :.84,r]p2 =.006, MSE = 7818.83.
Finally, there was also no significant three-wagiaction between gap duration,
clicks/no-clicks and choice typE(4,120) = 0.32p = .87,r]|[,2 =.01, MSE = 6546.69.

Figure 14 shows more clearly the effect of cliatisdach gap duration across the three
choice type responses. Reaction times from th& cbadition trials were subtracted from
the reaction times from the silence condition s;igiroviding a better representation of the
effect of the clicks. Figure 14 confirms againttblecks produce a reduced reaction time
on all three choice type responses, although sx@kperiment the effect just failed to reach
overall significance (p = .06). From the graphyéhappears to be some suggestion that the

effect of clicks on reaction time is being redubgdyap duration even if not significant.
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Figure 14: Mean reaction times for each gap duration acilusshiree choice type
responses by subtracting the mean reaction timeékdaclick condition trials from the no-
click condition trials of Experiment 1c.

5.2.3 Discussion

Consistent with Experiment 1a and b, was the ngnistant effect of gap duration.
Experiment 1c also found a significant effect obicke type, consistent with the finding
from Experiment 1a and b. Compared to Experimerarithb, the effect of clicks was not
as strong, since the effect of clicks just appredcstatistical significance. However, the
present study still supports the findings from Expent 1a and b, as the overall pattern

suggests that the effect of clicks in reducing tieadime was not reduced by gap duration.
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5.3 Overall Conclusion

Overall, Experiment 1a and b demonstrated thak ttains reduce reaction time on a 1, 2
and 4 choice reaction time task, compared to tpeseded by silence. Experiment 1a
used gap durations after the presentation of ibkscof 500, 2,000 and 5,000ms. Only
with a gap duration of 500ms was there no evidefe@ereduced reaction time on trials
preceded by clicks. Experiment 1b used longer carsitthan Experiment 1a (namely,
5,000, 7,500 and 10,000ms) and found even strangeéence for the idea that clicks
reduce reaction time since all nine conditions destrated this effect. This shows that the
effect of clicks persists over time, exactly howddor merits further study.

This unique effect of clicks has only ever been destrated by Jones et al. (2010). A
possible criticism of Experiment 1a and b is theeptial presence of expectancy effects.
This is of particular importance with the longeapgluration of 10,000ms. Towards the
end of this gap duration, participants will prepereespond, thus bringing potential bias
into the results. In order to reduce this, Expentie used the same gap durations as
Experiment 1a with the addition of a random delaggen the gap duration and the
presentation of the cross participants have toomdpo. Consistent with Experiment 1a
and b was the non-significant effect of gap durgtamyain demonstrating that the click
effect is persistent over time. However, the cliefect on reaction time was not as strong
as in Experiment 1a and b, since it was foungisbapproach statistical significance.
Lastly, the graph from Experiment 1c does sugdesdtthe effect of clicks is being reduced
by duration even if it is not significant.

In sum, the findings from Experiment 1 suggest thate may be a link between
information processing and the internal clock. Rves studies have already demonstrated
that clicks have an effect on the internal clock.(iJones et al., 2010; Penton-Voak et al.,
1996). The present experiments have demonstraatdhi clicks also have an effect on
information processing which is consistent with tia¢ion that there is a link between this
process and the internal clock. Here we foundcdheks increased the rate of information
processing as evidenced by a decrease in thearditie response with clicks compared
to silence. Since clicks also lengthen subjectivation of time (i.e., Jones et al., 2010),
then it may be that the reduction in reaction tinas due to the fact that participants had
longersubjectivetime in which to react. Determining whether theffects take place
simultaneouslyn both the internal clock and information proaegss explored in

Chapter 9.
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Chapter 6

Exploring the Effect of Replacing Clicks with White Noise on Tasks of Reaction

Time, Mental Arithmetic and Verbal Estimation

The next set of experiments explored the secorerel question, namely, is the
facilitatory effect on information processing andioternal clock speed specific only to
repetitive auditory stimulation? In order to exgahis, the same experiments using clicks
(Experiments 1a and Jones et al., 2010) were rege@nly this time the clicks were
replaced with white noise. We already know thatkdispeed up the internal clock (i.e.,
Penton-Voak et al., 1996). We have also seen flenexperiments carried out in this
thesis so far, that clicks can also increase inédion processing rate as evidenced by a
reduced reaction time on trials preceded by clezkapared to trials preceded by no-clicks.
Anecdotal as well as experimental evidence sugdgeatshere is a link between the
internal clock and information processing (Binkaf&Block, 1996; Jones et al., 2010).
Also, later in this thesis (Chapter 9), we investigwhether clicks casimultaneously
speed up the brain and internal clock speed. Homvéwaight be that the effect of clicks
on both information processing and internal clgok&esl is merely a coincidence. In
particular, maybe the effect of clicks on infornoatiprocessing has nothing to do with any
changes it may have on the internal clock. Thisld/igupport the model proposed in
Chapter 1, section 1.4.7, figure 4. In order teestigate this issue, we need to replace
clicks with something that has been found to haveffect on internal clock speed and
then go on to explore whether it has any affeanformation processing rate. Essentially,
this would explore whether having any pre-stimwusent would have the effect that clicks
have demonstrated. Perhaps, the clicks work silgtpause they are alerting or arousing
and then any noise stimulus would induce the sdfeetas a result.

In order to answer these questions, we first reggladicks with white noise to see whether
it had any effect on internal clock speed. Expenti#a explored this using a task of verbal
estimation. If white noise has no effect on vedstlmates, then it provides an even better
control because it has no effect on the interradlclExperiment 2b and ¢ then went on to
see whether white noise had any effect on informngbtrocessing. If white noise has an
effect on information processing, then it would ges it is not mediated by the internal
clock (since it was previously found not to effetternal clock speed). This would also
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indicate that the effect of clicks is independeatif the internal clock. It is important to
point out here that it is possible that the cliaksl white noise have different underlying
mechanisms and therefore, clicks may still be mediay internal clock speed. On the
other hand, if white noise does not have an etiaahformation processing, then it would
suggest that there is something special aboutlitliesclt is not simply any pre-stimulus
event that produces the effect. Instead, the tepetature of the clicks would appear to

be the crucial component.
6.1 Experiment 2a - The Effect of White Noisi a Task of Verbal Estimation

There is much research to suggest that click treansincrease verbal estimates of
duration, thus supporting the notion of the inteéaolack which suggests under some
situations the pacemaker can be speeded up (erggriRVoak et al., 1996). However, it is
not clear whether such an effect can occur on vediamations using white noise.
Experiment 2a also provided a control for the stingyPenton-Voak et al. (1996). In the
Experiment, on each trial participants were presgtnandomly with one of ten different
stimulus durations (77, 203, 348, 461, 582, 764, 838, 1,065 and 1,183ms). Upon
hearing one of the tones on each trial, particpardre required to give their verbal
estimation of the duration of the tone by typingdheir estimate on the keyboard. On half
the trials, participants heard five seconds of @hibise and on the other half, five seconds
of silence preceding the tone to be estimated.iBus\studies have shown that preceding
tones or visual stimuli by trains of clicks incredgheir subjective duration (Burle &
Cassini, 2001; Penton-Voak et al., 1996). If tfeafof clicks is due to the repetitive
nature of the stimulation, then it would be expddteat on the trials preceded by white
noise, the verbal estimates would be the sameoas hreceded by silence. White noise is
continuous rather than pulsing — so it may not g®the repetitive stimulation given by
clicks. As discussed in the introduction to thigter, Experiment 2a is the first stage in
exploring whether any pre-stimulus event would shiogvsame effect as clicks (Jones et
al., 2010).

6.1.1 Method

Participants
Seventeen undergraduate students from the Uniy@&fslanchester participated in

exchange for course credit, which was not contihgarperformance.
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Apparatus

See apparatus for Experiment 1a.

Procedure

At the beginning of each session, instructions apgxzkon the computer screen,
participants were requested to press the spade sammence the first trial when ready
There were two trial conditions (white noise andnmise). In the white noise condition
participants were instructed to look at a fixatawass in the centre of the screen and to
begin the trial by pressing the spacebar. Pasitgpwere then presented with a 25ms tone
(700Hz), followed by a five second period of whit@se at SHz. A further 25ms tone
(700Hz) ended the white noise, which was followg@landom delay between 300 and
1200ms. The fixation cross remained on the scie@ughout this process. The tone
(500Hz) to be estimated was then presented. There t&n different stimulus durations
presented in a random order across trials (77, 248,461, 582, 767, 834, 958, 1,065 and
1,183ms). After presentation of the test tone,igaents were asked to type their estimate
of the duration of the tone on the keyboard. Onpesponse had been made the
participants began the next trial after a promgiress the spacebar when ready to

continue.

In the no-noise condition, trials were performedmidentical manner, with the exception
that five seconds of no-noise were used in pladbefive seconds of white noise. Forty
‘white noise’ trials and forty 'no-noise' trials meepresented in a random order across the
experimental session. Each of the possible durstddtone occurred 4 times in each

condition (‘white noise' and 'no-noise").

6.1.2 Results

Verbal estimates

Data from one participant was discarded as alf gtimates were less than 10ms. Thus
the verbal estimates from sixteen participants vamiaysed. Figure 15 shows mean verbal
estimates (in milliseconds) plotted against stimwuration for both the ‘white noise’ and
‘no-noise’ conditions. Descriptive analysis shovileat the mean verbal estimate for the
silence and white noise conditions were 1013.21%ks< 128.3) and 1058.04ms (SE =
146.3), respectively. Inspection of Figure 15 sisggéhan mean estimates increased as an
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approximately linear function of actual stimulugation in both conditions. Furthermore
estimates of stimulus duration do not appear tedior the stimuli preceded by white
noise than for those preceded by silence. Thesgestigns were supported by the

subsequent statistical analysis.
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Figure 15: Mean verbal estimates plotted against stimuluatdnr for the white noise and

no-noise conditions of Experiment 2a.

A repeated measures analysis of variance (ANOV A& used with one factor being the
presence or absence of white noise and the seecotut being stimulus duration (77, 203,
348, 461, 582, 767, 834, 958, 1,065 and 1,183n@reTwas no significant main effect of
white noise/no-noise on estimaté¢],15) = 1.87p = 0.19,r]|02 =.11, MSE = 85892.15,
which suggests that white noise had a similar €isao-noise on verbal estimates. There
was a significant main effect of stimulus duratib(, 135) = 42.91p < .001,r]|02 =.74,
MSE = 172714.93, indicating that with increasingsius duration participants estimates
of duration were greater. There was no signifieelmte noise/no-noise x stimulus duration
interaction,F(9, 135) = 1.07p < .39,n,° = .07, MSE = 46503.5.

Linear contrasts were not carried out here as tlvaseno significant effect of white noise
on verbal estimations which is the primary inter@saterall, these results indicate that there
was no significant effect of condition on eithee thtercept or slope of the functions,
therefore we did not continue with a slope andragpt analysis based on individual linear

regressions.
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6.1.3 Discussion

Findings showed that the presence or absence ¢ wbise had no effect on estimates of
stimulus duration. This gives rise to the propositihat there is something special about
clicks in their effect on the internal clock. Itggnply not just any pre-stimulus noise
which is causing the effects we have seen. As dsaalin the introduction, these findings
also strengthen the notion of a relationship betwbe internal clock and information
processing. Another question is what is the natfiggeration of the clicks? In other
words, what drives the effect of clicks that we énaeen? The common explanation is that
they are arousing and this idea is explored i experiments (Experiments 7a, b, ¢ and
Experiment 8). Additionally, could it be that thet@al repetitive nature of the clicks is the
key. This is investigated in Chapter 8, where tlegudency and duration of the clicks are
manipulated to see whether this has any differemmipact on tasks of both reaction time

and verbal estimation.

6.2 Experiment 2b - 1, 2 and 4 Choice Reaction Timeask comparing White
Noise and No-Noise Manipulations

Experiment 1 showed that click trains made resptinses faster, implying a speeding up
of information processing. These findings were ¢irat with previous studies (Jones et
al., 2010; Burle et al., 1999; Burle et al., 20Hywever, the question is, would any pre-
stimulus noise show the same effect which clickhg@o? As a control, Experiment 2b
used the same 1, 2, 4 choice reaction time taixpsriment 1a, only it replaced clicks
with white noise. There were no set gap duratiassg random delay of anything between
300 and 1,200ms. Experiment 2a showed that whiserappears to have no effect on
internal clock speed. The present experiment inyat&td whether white noise has any
effect on information processing. Establishing veetwhite noise has an effect on
information processing is an important step in usi@ading whether the click effect is due
to its repetitive nature and also in attemptingriderstand whether the click effect on
reaction time is mediated by the internal clocle(sgroduction of this chapter for more

detailed discussion of this research question).
6.2.1  Method

Participants
Nineteen undergraduate students from the Univeo$ianchester participated in

exchange for course credit, which was not contihgarperformance.
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Apparatus

See Apparatus for Experiment 1a.

Procedure
Identical to Experiment 1a, only Experiment 2b ageld the clicks condition with white

noise.

6.2.2 Results

Overall error rate in the choice reaction time gbads was extremely low: out of 1140
trials only 22 (1.91%) were error trials and thesze excluded before data analysis. Mean
reaction times for the white noise and no-noiseddans and the three different block
types (1, 2 and 4 choice types) are plotted inf@dib. Descriptive analysis reveals that
the mean reaction time for trials preceded by whdse was slightly less than that of the
trials preceded by no-noise, 495.94ms (SE = 2&8d) 510.21ms (SE = 26.73),
respectively. The reaction times also became lotigemore complex the choice type. For
choice type 1, the mean reaction time was 427ms=(S&76). For choice type 2, mean
reaction time was 498.22ms (SE = 25.63) and ldlsdymean reaction time for choice type
4 was 584ms (SE = 39.02). Inspection of the daggests that (a) reaction times increased
markedly as the number of choices increased anithébg was little or no difference
between the reaction times for the white noiserandoise conditions for the choice type

1 and 2. Inspection of Figure 16 suggests littlameffect of white noise on reaction time

which was supported by subsequent statistical arsaly
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Figure 16: Mean reaction times plotted against choice comalifone, two or four) for the
white noise and no-noise conditions of Experimdnt\Zrtical lines show standard error

of the mean.
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Figure 17 shows more clearly the effect of whitesador each gap duration across the
three choice type responses. Reaction times fremwvtiite noise condition trials were
subtracted from the reaction times from the sileza&dition trials. This gives a much
better representation of the effect of the whits@o Figure 17 shows that white noise had
a fairly large effect only when participants weegrging out the four choice type response.
It had a very small effect on the two choice typgponse task and a negative effect during
the one choice type response. So, during the cnieelype response condition, white
noise actually increased participants reaction tomapared to the silence trials in the
same choice type condition. However, none of tld&erences turned out to be supported

by subsequent statistical analysis.
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Figure 17: Mean reaction time for the silence condition mitheswhite noise condition

for the three choice types of Experiment 2b.

Repeated measures analysis of variance (ANOVAs3 weed with one factor being the
presence or absence of white noise and the seectut being choice type (1, 2, or 4).
There was a significant main effect of choice typ@,36) = 11.38p < .001, r]p2 = .39,
MSE = 20639.06, the typical effect. However, thees no significant main effect of the
presence or absence of white nolsd,,18) =.78 p= .39,r]|02 =.04, MSE = 7477.94,
indicating that the effect of white noise and nasean reaction time were not
significantly different. There was also no sigraint white noise/no-noise x choice type
interactionF(2,36) = .95p = .40, r]p2 =.05, MSE =16419.4.
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6.2.3 Discussion

Again, as in Experiments 1 a, b and c, reactiom tm this task increased significantly
with the number of choices. This effect was foundraals preceded by both white noise
and no-noise. Overall however, no effect of whitdésa was found. This suggests that the
effect of speeding up of information processingngjue to click trainsrépetitive
stimulation) as opposed to any noise stimulatismgirise to some arousal to produce the
effect previously observed (i.e., Experiments land c; Jones et al., 2010). The research
question that this experiment addressed was whttbdacilitatory effect on information
processing is specific only to repetitive auditstiynulus. The finding from the current
experiment suggests that it is not simply the presefany pre-stimulus event that
produces the effect that clicks have shown on i@atime. As this experiment shows, the
reduced reaction time due to clicks appears tonigue to this particular stimulus since
when we replaced the clicks with white noise inghae experiment, no difference was
found in the reaction time of trials preceded byctioks compared to white noise. So it
suggests that it is thepetitivenature of the clicks that gives rise to the obsdmffects. It

is important to point out here that there couldatsvbe some non-repetitive stimuli that

does produce the same effect as clicks on reattienthat has not been tested yet.

In sum, the fact that white noise was found to haveffect on reaction time suggests that
there is something unique about the clicks. Thiengthening the theory that the effect of

clicks on reaction time/information processing isdiated by the internal clock.

6.3 Experiment 2c - The Effect of White Noise on M#al Arithmetic

Experiment 1 clearly demonstrated the facilitateffect of clicks on a low-level
perceptual-motor time task. What is of interest nigwvhether the same effect would be
found on a more challenging reaction time task lmctv longer response latencies would
be expected. Jones et al. (2010) sought to adthissguestion using a mental arithmetic
task. The overall methodology of this experimentlbges et al. (2010) was identical to
that of Experiment 1c, with the exception of a neatltical addition problem complete
with potential answer being presented in one ofdlie boxes rather than a cross.
Participants were instructed to decide whetheatisver given on the screen was correct
or not as quickly and accurately as possible. Tevels of task complexity were used by
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changing the number of items to be added. So the @ablems required the addition of
two items, whereas the more difficult sums requttedaddition of three. Overall,
participants’ response times on the arithmetic taske significantly reduced by clicks, but
only when click frequency was 5Hz (See Jones gP@lL0 for more details about this

study). However, would any pre-stimulus cue demaiethis same effect?

In order to explore this, Experiment 2c adoptedsidmme mental arithmetic task as Jones et
al. (2010) only in this experiment clicks were eeg@d with white noise. If white noise
speeds up information-processing rates, we wouybgexhe reaction times to the math
problems to be shorter than when they are preclegsdence. However, no effect of

white noise was found in Experiment 2b, which usethoice reaction time task. Perhaps
this can be explained by the relative ease ofdbk ih Experiment 2b and the effect might
be found when a more complex task is involved. Haxgt must be pointed out here that
clicks did demonstrate the effect using the edamk. Again if white noise was found not

to have an effect then this would imply that thieef of clicks on information processing
(reaction time) may be mediated by the internatkcld@ hus, strengthening the idea of a

link between the internal clock and information gessing.

6.3.1 Method

Participants
Twenty-eight undergraduate students from the Usityeof Manchester participated in
exchange for course credit, which was not contihgarperformance.

Apparatus
See Apparatus for Experiment 1a. White noise wad tw the noise trials.

Procedure

The participants completed eighty trials, twentgath conditiongasytask/no-noisegasy
task/white noisehard task/no-noisehard task/white noise). The trials were either
preceded by white noise or by an equivalent penibdout white noise. There were two
trial conditions (white noise and no-noise) and furdher sub conditions afasyand

hard sums. In the white noise condition, participamése asked to look at a fixation cross
in the center of the screen and to begin thelgglressing the spacebar. Participants were

then presented with a 25ms tone (700Hz), followed B second period of white noise. A
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further 25ms tone (700Hz) ended the white noise¢hvivas followed by a random delay
between 300 and 1,200ms. The fixation cross rezdadm screen throughout this process.
A display then appeared on the monitor in plac#hefcross, presenting participants with
an addition problem composed of either a correetnoncorrect addition (such as 2 + 9 =
11'or ‘2 +9=13). Participants had to respamdether the sum was correct or incorrect
by pressing Y’ (for correct answers) or ‘N’ (fangorrect answers) on the keyboard.
Participants were instructed at the beginning efakperiment to keep one finger on each
of these two keys throughout the trials. Incorresponses were accompanied by
feedback (a ‘beep’) to maintain the participantg€us. Once a response had been made
the trial was over and participants began the ti@ttafter a prompt to press the spacebar

when ready to continue.

In the no-noise condition, trials were performe@dmalmost identical manner, with the
exception that five seconds of silence were usgiidice of the five seconds of white noise.
The addition problems themselves were randomly rgéee by E-Prime, which either
displayed the correct answer to the sum, or arriecbrandom answer drawn from a
distribution of integer values that fell within #4the correct answer. The probability of
either condition arising (correct or incorrect)@ach trial was 0.5. There were two
experimental conditiongasyandhard. In theeasycondition the additions were
comprised of two single digits (of random numbezaayated between 1 and 9) and an
answer (e.g. ‘5 + 6 =11’, or ‘5 + 6 = 14’) wherdwsd additions involved a three single-
digit additions (e.g. '5+ 6 +2 =13, or ‘5 + 62t= 11"). Thus, there were four
experimental conditionseasywhite noise’, éasyno-noise’, hard white noise’ andhard
no-noise’. Participants received 10 trials in eexperimental condition (40 in total), the
ordering of which was randomised throughout theseixpent to counter such effects as
task learning and experimental fatigue. Partidigaresponse time and accuracy was

measured on all trials.

6.3.2 Results

The mean response times and standard errors foroédlce experimental conditions are
shown in Figure 18. Descriptive analysis reveladd the mean reaction time for trials
preceded by white noise was slightly less thandhé&ials preceded by no-noise,
2027.81ms (SE = 101.65) and 2040.37ms (SE = 97%&&)ectively. It is unsurprising that
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the reaction times for theasycondition was less than that of thard condition,

1488.99ms (SE = 77.42) and 2579.19ms (SE = 12a@)ectively. Inspection of the data
suggests that, firstly, the response times foofalhe hard arithmetic problems were

clearly longer than for theasyones. Secondly there appeared to be no differience
reaction time in the white noise trials relativehe no-noise trials. These suggestions were
supported by the statistical analysis.

3000 -+

I White Noise
[ No-Noise —T—

2500 -+
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Response time (ms)
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Easy Hard
Figure 18: Mean reaction times plotted against difficulty diion (easyandhard) for the
white noise and no-noise conditions of Experiment\rtical lines show standard error

of the mean.

Repeated measures analysis of variance (ANOVAsg weed with one factor being the
presence or absence of white noise and the seeotut being task difficultygasyand
hard). There was a main effect of task difficulf(1,27) = 251.02p < .OOl,r],o2 =.9, MSE
=132577.27, which is consistent with the expeetiéelct that reaction times would be
longer for thehard condition compared to theasycondition. However, there was no main
effect of white noise/no-nois&(1,27) = .19p = .67,r]|02 =.01, MSE = 23548.4, which
confirms that white noise had no effect on reactiores. There was no task difficulty x
white noise/no-noise interactiof(1,27) = .05p = .82,r]p2 = .00, MSE = 23267.39.

6.3.3 Discussion

Unlike click trains, white noise appears to haveeffect on reaction times when
participants are asked to make a yes or no decasida whether the sum they are given is

correct or not. This is consistent with the findirfgom Experiment 2b, which also used
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white noise on a simpler choice reaction time &@s# found no effect. We have seen now
that white noise does not affect internal clockeshaor does it affect information
processing rate in two different tasks. Therefthis, supports the unique nature of clicks
and stresses the importance of the repetitive eatithe stimuli in producing its effect. It
is not merely any pre-stimulus event that can pcedtie observed effects on internal
clock speed and information processing. The finglingm the three white noise
experiments also strengthens the idea that thle effect on information processing is
mediated by the internal clock. If white nolsad an effect on information processing, then
it would suggest that is was not mediated by therimal clock (since it was previously
found not to affect internal clock speed, Experitrizga). Therefore, if white noidead
demonstrated an effect on information processimgn tyou could argue that the effect was
due to the arousing or alerting nature of the whiise stimulus and therefore, the same
could be argued to explain the effect of clickswidwer, as we have seen, it is the
repetitive natureof the clicks that seems to be important in dgvihe speed of both the

internal clock and information processing.
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Chapter 7

Exploring the Effect of Actively Processing Click Tains compared to Passively

Processing Click Trains

The main purpose of Experiment 3a and b in this@eevas to further explore the
relationship between information processing andrternal clock. It does this by
introducing a third pre-stimulus noise conditioniethmanipulates how the clicks are
processed by the participant. Experiment 3a emmdlys2 and 4 choice reaction time task
and Experiment 3b employs a verbal estimation tiskoth experiments, half the
participants took part in an experimental condiiiomhich they were asked whether there
was a shift in the pitch of the clicks for bothckliconditions (normal clicks, clicks with a
change in pitch shift). Therefore, participantshis instance have to actively process the
clicks in order to determine whether there was éada change in pitch, this is the ‘Ask’
experiment. In the ‘Don’t Ask’ experiment, the peigants were never asked to report
whether there was a shift in pitch of the clickeefle was also a third noise condition in
both experiment groups (Ask and Don’'t Ask), namalyclicks. Experiment 3a explored
the effect of click processing on information presieag, while Experiment 3b explored the
effect on the internal clock. If this change in hite clicks are processed showed an effect
in both experiments in the Ask experimental grabpn it would strengthen the idea of a
link between information processing and the intectack. However, if the active
processing of clicks only demonstrated an effecna experiment and not the other, then
it would weaken the idea that there is a link. Hogrein this instance, it could still be
possible that there is a strong link between theedand that perhaps actually having to
procesghe clicks interferes with normal information pessing, leaving the internal clock
processes spared.

The following two experiments also explored thesrof arousal and attention in mediating
the effect of clicks on both internal clock speed anformation processing. Wearden,
O’Rourke, Matchwick, Min and Maeers (2009) usingsk-switching paradigm, explored
the use of a pre-stimulus event thaelf, requires processing followed by the subsequent
time judgment task. Zakay and Block (2004) poseuthat (p. 324) since task-switching
requires attentional resources, the task-switchargdigm allows the unique investigation
into the impact of attention on time perception.anden et al. (2009) investigated the
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effect of a task-switch on estimates of the duratibsix tones (77, 203, 461, 767, 958 and
1,183ms). They were either presented alone (“nobmugi condition), or after the addition
of rapidly presented digits (“numbers” conditiofhere were two groups and they differed
in the difficulty of the addition task. In the “BAsggroup, participants were required to add
up digits ranging from 1 to 5. The “difficult” grgpuhad to add up digits ranging from 10 to
15. Findings showed that preceding a tone witheaspimulus event which involves
processing to generate a later response can, batvmays, cause underestimation of the
tonal duration. In the “easy” group, the pre-stinsuévent had no significant effect.
However, in the “difficult” addition, duration estates were significantly reduced.
Additionally, the underestimation of tonal duratieecame greater with increasing
stimulus durations, indicating a slope effect. Ehare, a task-switching deficit was found
when participants were required to process a pmaiBis event before the timing
judgment.Wearden et al. (2009) argue that thesknigs may be explained by a reduction
in the pacemaker speed with task-switching, coaisisvith the “attentional gate” model
(Block & Zackay, 1996; Monsell, 2003). The effettask-switching on the attentional
gate results in less pulses passing per unit @& #fter a pre-stimulus event which

subsequently produces underestimation of duration.

Experiments 3a and 3b of this thesis attempt tdoegpghese ideas further using processing
of clicks as the task-switching experimental caoditas opposed to addition tasks used by
Wearden et al. (2009) in the task of verbal esimnatAlso we explore this effect on
reaction time (information processirag well asverbal estimation (internal clock speed)
(Experiment 3a and 3b, respectively). The findingg/ go someway to explaining the
underlying mechanisms of the effect of clicks, sfeadly, whether attention and/or

arousal are involved.

7.1 Experiment 3a - The Effect of Processing versiassively Experiencing Clicks
ina l, 2 and 4 Choice Reaction Time Task

Experiment 3a examined whether the active procgssithe clicks had any effect on
reaction time compared to conditions where the@pant passively listens to clicks or is
simply presented with no-clicks. In order to destta 1, 2 and 4 choice reaction time

experiment (used previously, Jones et al., 2018)aevaployed.
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7.1.1 Method

Participants
Thirty-two participants took part and were compéegavith 3 course credits for their time

and effort which was not contingent on performance.

Apparatus

See apparatus for Experiment 1a.

Procedure

Experiment 3a was identical to Experiment la, amihis experiment each participant
served in only one of two experimental groups kaftivhich consisted of three block types
(1, 2 or 4 choice) and each block consisted oftgitreals (30 click, 30 no-click and 30
clicks with a pitch shift trials randomly intermie One of the experimental groups (Ask)
involved the participant being asked after eaatkdiial (both clicks and click shift
conditions) whether there was a pitch shifted cllokthe click-change condition, a pitch
shift of 750Hz in the clicks occurs. The click ratas always 5Hz and the pitch shift
randomly occurred somewhere between the 4th t82hd ‘click’ (inclusive), The other
experimental group (Don’t Ask) was the oppositethiait participants were not asked after
either click group whether there was a pitch sHifteck. So, participants in the ‘Ask’
group also had a presentation of a screen aftgmtiaele their reaction time response
which asked them whether there was a pitch sh#hgh in the clicks. To which they
responded by pressing ‘Y’ for yes or ‘N’ for no.ri@pants were instructed when a new
block type was beginning via instructions on thenitay and were asked to press the space
bar to commence the first trial for the block. Tinghout the experiment the participants
rested their dominant hand on the response boxtiatin fingers resting on each of the

response keys.

7.1.2 Results

Ask Vs Don’t Ask

Figure 19 shows mean reaction time plotted agaimsice for all conditions from the Ask

and Don’t Ask experiments. Inspection of the figucéearly reveals that the mean reaction
times for all of the Ask conditions were higherrititaose for the Don’t Ask group at all

three choice levels.
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Figure 19 (Top): Mean reaction time plotted against choice forAkk and Don't Ask
experiments(Bottom): Mean reaction time plotted against choice focatditions from

the Ask and Don't Ask experiments. Both figures Experiment 3a.

We then performed a repeated measures analysaiahee (ANOVAS) with choice (1, 2
or 4) and noise type (clicks, no-clicks and cli¢tange) as within subject factors and
instruction (Ask or Don’t Ask) as the between sgbgdactor. There was significant main
effect of choiceF(2,58) = 13.32p < .001,r]|[,2 =.32, MSE = 37236.62 and a significant
main effect of instructior(1,29) = 4.50p < .05,r]p2 = .89, MSE = 332002.85. These two
main effects suggest that reaction time increagddakioice type complexity and with
instruction (Ask and Don’t Ask). There was no siigant effect of noise typd;(2,58) =
1.49,p= .23,r]p2 = .05, MSE = 4479.04, which suggests that oveealttion time did not
differ between the three noise types. There wagnafisant noise type x instruction
interaction F(2,58) = 5.68p < .Ol,r]p2 =.16, MSE = 4479.04, which suggests that the
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effect of noise type was dependent on type ofuiesitvn. There were no other significant
two or three way interactions. The data from th& &sd Don’t Ask experiments were then

analysed separately.

Ask Condition
The data from all sixteen participants was analyBeglire 20 shows the mean reaction

time plotted against choice condition for the nigkd, clicks and click-change conditions.
Descriptive statistics show that the mean readtioes for the 1, 2 and 4 choice types
were 533.61ms (SE = 70.84), 596.79ms (SE = 63/496&88.28ms (SE = 66.11),
respectively. That reaction time increased with @ifficulty is not surprising. Of interest
are the mean reaction times for the three noisdittons for each choice type. For choice
type one, the mean reaction times for no-clicksksland click-change were 526.58ms
(SE =62.78), 567.32ms (SE = 85.32) and 506.93Mas=(69.75), respectively. For choice
type two, the mean reaction times for no-clickgkd and click-change were 587.02ms
(SE = 60.43), 620.05ms (SE = 76.61) and 583.3ms=(5&93), respectively. Lastly, for
choice type four, the mean reaction times for ncks| clicks and click-change were
650.31ms (SE = 66.32), 686.17ms (SE = 64.46) aBd36éns (SE = 68.67), respectively.
Inspection of the figures suggest that mean reatinoe increased with choice, also that
the mean reaction time was higher for the clicksditton compared to the click-change
and no-clicks conditions at all three choice lev&lsere appears to be little or no
difference between the no-clicks and click-changeditions. Further statistical analyses
were performed to determine whether there are gmyfisant differences between the

different conditions.
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Figure 20: Mean reaction time plotted against choice condita the no-click, clicks and

click-change conditions of Experiment 3a.
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A repeated measures ANOVA was conducted with twtofa, choice (with three levels;
1, 2 or 4 choice) and noise type (with three lewvdisks, click-change, no-clicks) as within
subject variables. There was a significant maiaafdf choicefF(2,30) = 3.73p < .05,

r]p2= .2, MSE = 58400.77. There was also a significaain effect of noise typ&;(2,30) =
3.44,p< .05,r]p2= .19, MSE = 6536.8. There was no significant ceoiqoise type
interaction F(4,60)= .55p = .7O,r],[,2 =.04, MSE = 4022.81.

Paired-samplestests were then performed, examining the diffezsnc reaction times
between the no-clicks, clicks and click-changedaohechoice type. For choice type one,
the results (Bonferroni corrected) indicated nasigant differencef(15) =-1.03p =.96
between the no-clicks and clicks conditions. Theas also no significant differendél5)

= 2.18,p = .14, between the clicks and click-change coodgior between the click-
change and no-clicks conditiongl5) = .72,p = 1.46. A paired-sampleédest was also
performed in the same way for choice type two. fdsailts indicated no significant
differencet(15) = -1.3,p = .64, between the no-clicks and clicks conditidrtseere was
also no significant differencg15) = 1.21p = .73, between the clicks and click-change
conditions or between the click-change and no-slmdnditionsf(15) = .2,p = 2.52.

Again, paired-samplestests were carried out for choice type four. Tiffeence between
the no-clicks and clicks condition was approactsmgpificance(15) = -2.59p = .06.
There was no significant difference between theksland click-change conditions, t(15) =
1.29, p = .65. Lastly, there was no significantediénce{(15) = -1.86p = .25, between the
click-change and no-clicks conditions. These figdistrongly suggest that having to
process the clicks suppresses the typical effettdictks normally have on reaction time,
namely, making response times faster. Neither libk-change nor the clicks conditions
demonstrated this effect.

Don’t Ask Condition
Figure 21 show the mean reaction time plotted agaimoice condition for the no-clicks,

clicks and click-change conditions. Descriptivdistes show that the mean reaction times
for the 1, 2 and 4 choice types were 358.38ms (SB.42), 491.48ms (SE = 40.47) and
509.37ms (SE = 28.24), respectively. That readtioe increased with task difficulty is

not surprising. Of interest are the mean reacfioed for the three noise conditions for
each choice type. For choice type one, the meanioedimes for no-clicks, clicks and
click-change were 377.57ms (SE = 38.28), 345.7@ksH 25.25) and 351.81ms (SE =
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29.4), respectively. For choice type two, the mesaction times for no-clicks, clicks and
click-change were 512.82ms (SE = 44.78), 481.58ksH 37.46) and 480.04ms (SE =
41.39), respectively. Lastly, for choice type failne mean reaction times for no-clicks,
clicks and click-change were 519.67ms (SE = 3487,91ms (SE = 25.9) and 510.54ms
(SE = 28.63), respectively. The data from one pi@dnt was removed from the analysis
as the reaction times indicated that they had ttebded to the task. This participant’s lack
of attention to the task was evidenced by notadnigd reaction times. The data from the
remaining 15 participants was analysed. Inspedfdhese figures suggests that mean
reaction time increased with choice. It also appdaat the reaction times for the silence
condition are higher across all three choice comstcompared to clicks and click-change
conditions and there appears to be little or nfetéhce between the click and click-
change conditions at any choice level. Furtherssieal analysis was performed to

determine whether there were any significant défilees between the different conditions.
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Figure 21: Mean reaction time plotted against choice condita the no-click, clicks and

click-change conditions of Experiment 3a.

A repeated measures analysis of variance (ANOV A eonducted with two factors,
choice (with three levels; 1, 2 or 4 choice) ants@adype (with three levels, clicks, click-
change, no-clicks) as within subject variables.réhveas a significant main effect of
choice,F(2,28) = 21.03p < .OOl,r]p2 = .6, MSE = 14560.75. There was also a significant
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main effect of noise typé&;(2,28) = 4.42p < .05,r]p2 = .24, MSE = 2274.29. There was no
choice x noise type interactioR(4,60) = .79p = .53,n,” = .05, MSE = 723.42.
Responses were also examined for their speed atiftesent conditions. Paired-samples
tests were performed, examining the differencesaaction times between the no-clicks,
clicks and click-change conditions in each choyget For choice type one, the results
(Bonferroni corrected) indicated no significantfeiEncet(14) = 1.75p = .31 between the
no-clicks and clicks conditions. There was alssigmificant differencet(14) = -.64p =
1.6, between the clicks and click-change conditmmisetween the click-change and no-
clicks conditionst(14) = 2.08p = .17. A paired-samplddest was also performed in the
same way for choice type two. The results indicatedignificant difference(14) = 1.77,
p = .3, between the no-clicks and clicks conditioftsere was also no significant
differencet(14) = .12 p = 2.71, between the clicks and click-change camustor

between the click-change and no-clicks conditiofigl) = 2.63p = .06. Again, paired-
sampled tests were carried out for choice type four. Thveas no significant difference,
t(14) = 2.12p = .16, between the no-clicks and clicks conditiometween the clicks and
click-change conditions, t(14) = -1.66, p = .35slly there was no significant difference,
t(14) = .81 p = 1.29, between the click-change and no-clickgld¢@ns. These findings
suggest there is no difference between the noisdittons across all three choice types.

7.1.3 Discussion

Findings from the Ask vs Don’t Ask analysis shoviledt there was a significant effect of
choice type and a significant overall effect otinstion (Ask vs Don’'t Ask) on reaction
time. There was no significant effect of noise tygécks, no-clicks & click-change) when
taking the Ask and Don’t Ask groups together. Far Ask condition separately, reaction
time increased with choice type complexity (1, Zlahoice). Repeated measures analysis
showed that there was no difference between thk-change and no-clicks condition and
between the clicks and no-clicks. Findings did slaosignificant difference between the
clicks and the click-change. However, further asslyevealed that there were
significant differences between the no-clicks,ldiand click-change conditions. For the
Don’t Ask group, reaction time increased with cledigpe complexity (1, 2 or 4 choice).
Repeated measures analysis showed that there sigisifecant main effect of noise type.
However, as found in the Ask group, further analysvealed there werm significant
differences between the no-clicks, clicks and etibnge conditions. Lastly, reaction
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times were longer across all conditions in the ggkup which strongly suggests that this

manipulation of the clicks had an effect on infotima processing.

These findings suggest that having to process<litkhe pitch shift condition actually
mitigates the effect of clicks in the non-pitchfsbondition to such a degree that reaction
times actually becomes longer than if normal cliclese not present at all. This is
consistent with the findings of Wearden et al. @0@ho found that a task-switching
condition resulted in a slowing down of the intdrclack. If we apply the results by
Wearden et al. (2009) to the present study, wepeamaps explain the findings of the Ask
experiment condition by arguing that the processlits condition resulted in a reduced
pacemaker speed. Plus, that this reduced pacersded was strong enough to cause the
reverse effect on reaction time that clicks hawijmusly been found to have (i.e., Jones et
al., 2010). This can perhaps also explain whyetiweas no beneficial effect of clicks in the
Don’t Ask group. Perhaps, even just the preseneecbiange/manipulation of the clicks in
the click-change condition is enough to reduce pad@r speed in both click conditions
but to a lesser extent compared to the Ask grdup.dlso possible that participants are
attending to (consciously processing) the clickngjes themselves in the Don’t Ask

condition.

A possible explanation for the difference in thizeff of the controlled processing (Ask
condition) and the automatic processing (Don't Ashkdition) is that the Ask condition
may have increased the duration of the responsel{@Jause the conscious processing of
the clicks interfered with the speed at which eaictine five stages of reaction time were
completed. Classically, reaction time is decompasestages of processing. Theios (1975)
proposed a decomposition of five stages: stimugisalion, identification, stimulus-
response association, response programmation acdit@on. Roberts and Sternberg
(1992) argued that since there is no temporal apdrsetween the five stages of processing,
the reaction time is therefore the sum of the domatof these five stages. In other words,
increased reaction time is a result of an incr@asiee duration of one or more of these five
stages. In this respect, processing of clicks naaagelincreased the duration of one or more

of these five stages during processing.

In sum, having to process the clicks in the Askugrproduced greater reaction times
across all conditions compared to the Don’t AskugrdSo clicks did not have the typical
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effect of reducing reaction time (i.e., Jones et28110; Chapter 5, Experiment 1a and b).
This suggests that the Ask/Don’t Ask manipulatianl Imuch greater effect than any
difference between the noise conditions. Clicksensdso found to have no beneficial
effect on reaction time in the Don’t Ask group, quared to the no-clicks and click-change
conditions. Although there was a trend for the hokaconditions to be slower than the
click conditions, this was not borne out by t-tesalysis. Experiment 3a, therefore, shows

that this manipulation of clicks impacts on infotioa processing.

7.2 Experiment 3b - The Effect of Processing versugassively Experiencing Clicks

in a Task of Verbal Estimation

Experiment 3a shows that the processing of clicksthe presence of a click change
manipulation is enough to eliminate the benefieféct of clicks that have previously

been demonstrated (i.e., Jones et al., 2010). Henvthis was found on a 1, 2 and 4 choice
reaction time task, so demonstrating such a maatipul affects information processing.
The question is whether it also affects the intiectack which would strengthen the idea

of a link between these two processes. Experimenth&refore, used a task of verbal

estimation to investigate this.

7.2.1 Method

Participants
Ninety-four undergraduate students from the Unityerf Manchester participated in
exchange for course credit, which was not contihgarperformance. Forty-seven in each

experimental group (Ask versus Don't Ask).

Apparatus
See Apparatus for Experiment 1a.

Procedure

At the beginning of each session, instructions apxzeon the computer screen,
participants were requested to press the spade sammence the first trial when ready
There were three trial conditions (click, click-cige and no-click). In the click condition
participants were instructed to look at a fixatavass in the centre of the screen and to
begin the trial by pressing the spacebar. Paditgpwere then presented with a 25ms tone
(700Hz), followed by a 5-s period of clicks at 5¢¢ach click was 10ms long). A further
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25ms tone (700Hz) ended the clicks, which was ¥a#id by a random delay between 300
and 1200ms. The fixation cross remained on scta@unighout this process. The tone
(500H2z) to be estimated was then presented. There ¥ different stimulus durations
presented in a random order across trials (300,368 656, 745, 834, 923, 1,012, 1,101
and 1,300ms). After presentation of the test taaréi@pants were asked to type their
estimate of the duration of the tone on the keytho@nce a response had been made the
participants began the next trial after a promyress the spacebar when ready to
continue. Participants in the ‘Ask’ group also lzapresentation of a screen after they
entered their response which asked whether theseawétch shift change in the clicks,
they responded pressing ‘Y’ if they did or ‘N’ Hey did not. As in Experiment 3a, in the
click-change condition, a pitch shift of 750Hz Iretclicks occurs. The click rate was
always 5Hz and the pitch shift randomly occurs sehere between the 4th to the 22nd
‘click’ (inclusive), Lastly, participants were giva range from which they could select
their verbal estimates. This range was betweerap8(L,350ms. If participants made a
response outside of this range, they were reminfiéite range and were not able to
continue until they had entered a ‘correct’ resgons

7.2.2 Results

Ask Vs Don’'t Ask
Figure 22 shows mean reaction time plotted agaimsice for all conditions from the Ask

and Don’t Ask experiments. Inspection of Figurer@2eals that the mean verbal estimates
do not differ across the three noise condition leetwboth experimental groups (Ask

versus Don't Ask).
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Figure 22: Mean verbal estimates for each of the ten stimdiwations plotted for the
three noise conditions for the two experimentaldibons (Ask versus Don’t Ask) of

Experiment 3b.

For the sake of completeness we performed a rapestasures analysis of variance
(ANOVASs) with stimulus duration and noise type (clacks, click-change, clicks) as
within subject factors and instruction (Ask or DbAsk) as the between subjects factor.
There was significant main effect of noise tyB€2,184) = 25.64p < .001,r]|02 =.22, MSE
=177723.83. There was also a significant maincefé stimulus duratior(9,828) =
412.95p < .001,r]p2 = .82, MSE = 34117.98. However, there was no Baanit noise type
X instruction interactiork(2,184) = .46,p = .63,r],;,2 =.01, MSE = 177723.83. Also, there
was no significant stimulus duration x instructiateraction,F(9,828) = .68p = .73,r]p2 =
.01, MSE = 34117.98. There was no significant noyjpe x stimulus duration x instruction
three way interactiorf;(18,1656) = 1.34p = .15,r],;,2 =.01, MSE = 11089.13. With the
between subjects variable, instruction, there wassim effect(1,92) = 2196.84p <

.OOl,r]p2 =.96, MSE = 677249.56.

The data from the Ask and Don’t Ask experimentsentten analysed separately.
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Process (Ask)

Clicks Vs Click-Change Vs No-Clicks

Figure 23 shows the mean verbal estimates for eawtiition plotted against actual
stimulus duration. Descriptive statistics show that mean verbal estimates for the no-
clicks, click-change and clicks conditions were @&is (SE = 22.29), 720.02ms (SE =
22.88) and 734.5ms (SE = 22.27), respectively.daspn of the figure suggest that mean
verbal estimates increased linearly with the daratf the stimulus. Secondly, the figure
suggests that there is a difference between tha emanates for the three conditions.
Specifically, that the participants appear to dorgger verbal estimates of duration for the
trials preceded by clicks and click change comparighl the trials preceded by no-clicks.

These suggestions were supported by the subsesfaéistical analyses.
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Figure 23: The relationship between the mean verbal estinadtdaration (ms) against
the actual stimulus durations (ms) for the Ask @@ss) experiment of Experiment 3b.

The data were analysed in two ways, firstly the mestimate data was investigated.

Secondly linear regression for each individualipgrant for each condition were
calculated and the slope and intercept values aeab/sed.
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Mean Verbal Estimates Analysis

Clicks Vs Click-Change Vs No-Clicks

A repeated measures analysis of variance (ANOVA#) moise type (clicks, click-change,
no-clicks) and stimulus duration (the 10 differstinulus durations) as within subject
factors was carried out. There was a significanhme#fect of noise type;(2,92) = 18.35,

p < .OOl,r]p2 = .29, MSE = 12325.21. There was a significantmediect of stimulus
duration,F(9,414) = 211.97p < .001,r],;,2 = .82, MSE = 33649.44. There was also a noise
type x stimulus duration interactioR(18,828) = 1.68p < .04,r]|02 =.04, MSE = 12288.39.

Another repeated measures analysis of variance {&¥pwith noise type (no-clicks and
click-change) and stimulus duration (the 10 différgtimulus durations) as within subject
factors was conducted. There was a significantetienoise typek(1,46) = 15.06p <
.OOl,r]p2 = .25, MSE = 12784.39. There was a significargafbf stimulus duration,
F(9,414) = 162.99 < .001,r]p2 = .78, MSE = 27579.37. There was also a noisexype
stimulus duration interactioi,(9,414) = 2.03,p < .05,r]p2 =.04, MSE = 12018.69.

Further, a repeated measures analysis of vari®&N@YAs) with noise type (click and
no-clicks) and stimulus duration (the 10 differstimulus durations) as within subject
factors was conducted. There was a significant ratiect of noise typer(1,46) = 27.51,

p < .001,r]|02 = .37, MSE = 15868.25. There was also a significaain effect of stimulus
duration,F(9,414) = 201.42p < .001,r]|02 = .81, MSE = 23857.59. There was also a noise
type x stimulus duration interactioR(9,414) = 2.27,p < .05,r],;,2 =.05, MSE = 12715.55.

Lastly, a repeated measures analysis of varians§pAs) with noise type (clicks and
click-change) and stimulus duration (the 10 différgtimulus durations) as within subject
factors was conducted. There was a significant ratiect of noise type(1,46) = 5.92p

< .05,r],[,2 =.11, MSE = 8323. There was also a significanhreéect of stimulus
duration,F(9,414) = 177.1p< .001,r]|02 =.79, MSE = 28150.32. There was no noise type
x stimulus duration interactiof(9,414) = .73,p = .68,r]|02 =.02, MSE =12130.92.

Having found a significant effect of noise typetxmulus duration interaction, linear

regression analyses were then performed on theskapd intercepts of each participant.
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Linear Regression Analysis — Process (Ask)

Slope Values

Individual linear regressions for each particip@amteach condition were then calculated.
Figure 24 shows the mean slope values for eachitcmmdDescriptive analysis showed
that the mean slope values for the no-clicks, etic&nge and clicks condition were, .71
(SE =.04), .73 (SE =.04) and .77 (SE = .04),ee8pely. Inspection of Figure 24
suggests that there may be significant differehetseen the slope values of the

conditions. This suggestion was supported by sulegdcstatistical analysis.
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Ask Conditions
Figure 24: Mean slope values plotted against condition (mgks] click-change and
clicks) of Experiment 3b.

A repeated measures ANOVA with one factor; noige tfno-clicks, click-change, clicks)
was conducted on the mean slope values. There gigaificant main effect of noise type,
F(2,92) = 4.13p < .05,n,° = .08, MSE = .01.

Paired-samplestests found no significant difference betweendloge of the no-click
condition and the click-change conditia(i6) = -.62,p = .54. However, there was a
significant difference between the slope of thechck condition and the click condition,
t(46) = -3.23p < .05 and between the two click conditiot{d6) = -2.16,p < .05.

Intercept Values

Figure 25 shows the mean intercept values for eanHition. Descriptive statistics
showed that the mean intercept values for the i&s;lclick-change and clicks conditions
were, 129.23ms (SE = 25.51), 141.84ms (SE = 32883)121.39ms (SE = 29.51),
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respectively. Inspection of Figure 25 suggeststtierie may be a significant difference
between the intercept values of any of the conuhtid his suggestion, however, was not

supported by subsequent statistical analysis.
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Figure 25: Mean intercept values (ms) plotted against comalifho-clicks, click-change,

clicks) of Experiment 3b.

A repeated measures ANOVA with one factor, noige tino-clicks, click-change, clicks)
was conducted on the mean intercept values. Thasenw significant main effect of noise
type, F(2,92) = .61p = .55,n," = .01, MSE = 8257.18.

Paired-samplestests found no significant difference betweenitiercept of the no-click
condition and the click-change conditia(46) = -.56,p = .58, between the intercept of the
no-click condition and the click conditiot{46) = .46,p = .65 and between the two click
conditionst(46) = 1.31,p = .2.

Non-Process (Don't Ask)

Figure 26 shows the mean verbal estimates for eawtiition plotted against stimulus
duration. Descriptive statistics show that the mesanbal estimates for the no-clicks, click-
change and clicks conditions were 716.05ms (SE.2932735.39ms (SE = 22.88) and
760.78ms (SE = 22.27), respectively. Inspectiotheffigure suggest that mean verbal
estimates increased linearly with the duratiorhefdtimulus. Secondly, the figure suggests
that estimates were higher for the two click caonds. This suggestion was supported by

subsequent statistical analyses.
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Figure 26: The relationship between the mean verbal estintdtdaration (ms) against
the actual stimulus duration (ms) for the Don’kAeson-process) experiment of

Experiment 3b.

The data were analysed in two ways, firstly the mestimate data was analysed. Secondly
linear regression for each individual participamtéach condition were calculated and the

intercept values, not slope values, were analysed.
Mean Verbal Estimates Analysis

Clicks Vs Click-Change Vs No-Clicks

A repeated measures analysis of variance (ANOVA#) moise type (no-clicks, click-
change, clicks) and stimulus duration (the 10 déffie stimulus durations) as within subject
factors was conducted. There was a significant reti@ct of noise type;(2,92) = 10.23,

p< .001,r]|02 =.18, MSE = 23122.45. There was also a signifioaain effect of stimulus
duration,F(9,414) = 201.8p < .OOl,r]p2 = .81, MSE = 34586.52. However, there was no
significant noise type x stimulus duration interaict F(18,828) = .82p = .68,r]p2 =.02,
MSE = 9889.87. The non-significant noise type msitus duration interaction suggests

that there is no slope effect between the no-diut click conditions.
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Another repeated measures ANOVA with noise typedliaks and click-change) and
stimulus duration (the 10 different stimulus duras) as within subject factors was carried
out. There was no significant main effect of ndigee, F(1,46) = 2.55p = .12,r]|02 = .05,
MSE = 34480.42. There was a significant main efééctimulus durationt-(9,414) =
177.4p< .001,r],;,2 =.79, MSE = 25612.39. However, there was no niyjse x stimulus
duration interactionk-(9,414) = .5,p= .88,r]|02 =.01, MSE = 9679.31.

Further, a repeated measures ANOVA with noise (gpek and no-clicks) and stimulus
duration (the 10 different stimulus durations) athin subject factors was conducted.
There was a significant main effect of noise typ@,46) = 32.97p < .OOl,r]p2 = .42,
MSE = 14259.88. There was also a significant m#eceof stimulus duratiorf(9,414) =
176.65,p < .001,r]|02 =.79, MSE = 26377.62. However, there was no ngise x
stimulus duration interactio,(9,414) = 1.29,p = .24,r]p2 = .03, MSE =9888.41.

Lastly, a repeated measures analysis of varians§As) with noise type (clicks and
click-change) and stimulus duration (the 10 differgtimulus durations) as within subject
factors was conducted. There was a significant refiect of noise type;(1,46) = 7.35p
<.05,n,” = .14, MSE = 20627.05. There was also a significaain effect of stimulus
duration,F(9,414) = 175.97p < .001,r]|02 =.79, MSE = 207072.89. There was no noise
type x stimulus duration interactiofR(9,414) = .67,p = .74,r],;,2 =.01, MSE =10101.88.

As there were no significant interactions betweeisetype and duration, only linear

regression analysis on the intercept values a@albpsrticipants was performed.
Linear Regression Analysis — Non-process (Don’'t A3k

Intercept Values

Figure 27 shows the mean intercept values for eanHition. Descriptive statistics
showed that the mean intercept values for the thoese conditions (no-clicks, click-
change and clicks) were, 153.59ms (SE = 36.96).,398ds (SE = 35.06) and 172.2ms (SE
= 37.53). Inspection of Figure 27 suggests thattias a significant difference between
the intercept value of the no-click condition ahdttof the two click conditions (click-
change, clicks). Further, clicks appear to resulireater mean intercept values than the
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click-change condition. However, these suggestwg® not supported by subsequent

statistical analysis.
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Figure 27: Mean Intercept values (ms) plotted against coowlifno-clicks, click-change,

clicks) of Experiment 3b.

A repeated measures ANOVA with one factor, noige tfno-clicks, click-change, clicks)
was conducted on the mean intercept values. Thasenw significant main effect of noise
type,F(2,92) = .64p = .53,n,° = .01, MSE = 6445.78.

7.2.3 Discussion

In the Ask versus Don’t Ask analysis, there wagyaiicant effect of noise type,
instruction and stimulus duration. However, thees no significant noise type x stimulus
duration interaction. All other interactions wetscanon-significant. In the Ask condition
separately, repeated measures analysis reveaigudificant difference between the
following conditions: no-clicks versus click-chang#cks versus no-clicks and clicks
versus click-change. Both clicks conditions resiitegreater verbal estimates compared
to no-clicks. Therefore, unlike in Experiment 3# tlick manipulation (having to process
the clicks in the Ask condition to determine whetteere was a pitch shift) did not reduce
the effect of clicks. In addition, in the Ask cofidn, there was no significant difference
between the slope of the no-click condition anddiek-change condition. However, there
was a significant difference between the slopdefrto-click condition and the click

condition and between the two click conditionsaksi and click-change). In the Don’t Ask

167



condition, repeated measures analysis revealaghdisant difference between the click
versus the no-click conditions and the clicks verthe click-change conditions. However,
there was no significant difference between thelna versus the click-change
conditions. In the Don’t Ask condition, there were significant differences in the slopes

between the three conditions (no-click, click-cheaagd click).

The pattern of results so far are rather complesum, unlike Experiment 3a, the click
processing manipulation had no detrimental effecthe typical effect produced clicks.
Both click types increased verbal estimates of tiuman both the Ask and Don’t Ask
groups although we found no interaction in the Dé&sk condition, which at the moment
has no explanation. A greater overestimation oatlom was found with the clicks
compared to the click-change condition. These tffeth clicks show that this processing
manipulation had no effect on the internal cloaspuite having demonstrated an effect on
information processing in Experiment 3a. This weakine idea of a link between
information processing and the internal clock. Hegreas mentioned earlier, it still
remains a possibility that theiea strong relationship between these two processes.
Perhaps, having to process the clicks caused eatéda or division of processes that only
caused a detrimental effect to information procegteaving the internal clock process
spared. With such an explanation for the findinigstjll remains possible that there is a
link between the two as demonstrated by the whatsenstudies in Chapter 6.

An alternative explanation may be that the actasfifig to attend to and process the clicks
only affects information processing because it dudperate in the supposed
accumulative fashion as the internal clock. Theuaudative process of the internal clock
can be carried out unconsciously. For exampldjencase, where someone has to
retrospectively say how long they felt some evextt lasted for. Generally, people tend to
be fairly accurate in their estimates. Consistdittt the first explanation, perhaps the fact
that information processing in the form of reactione task is in itself a conscious process
(compared to the internal clock) is why when giasother conscious task (click
processing), information processing is affecteduaoh instances. In effect, there is a
‘processing overload’. Despite the complexity ie findings, in the Ask condition, the
clicks still produce their normal effect on reaatime.
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Chapter 8

The Effect of Frequency and Duration Manipulation d Click Trains

8.1 Experiment 4a - Manipulation of Frequencynd Duration in a 1, 2 and

4 Choice Reaction Time Task

As we have seen, previous studies have found ¢ipatitive stimulation (in the form of
flashes or clicks) can create a subjective lengigeof stimulus duration (e.g., Treisman et
al., 1990; Jones et al., 2010). It has also beewsslthat repetitive stimulation in the form
of click trains can also enable participants tactéaster in a 1, 2 and 4 choice reaction
time task (Jones et al., 2010). However, existingiss in the literature, which have used
click trains as a form of repetitive stimulationg Burle & Casini, 2001), typically use a
click train frequency of 5Hz for five seconds (2Brailations/clicks). There has been no
systematic investigation into whether modifying fregjuency and number of
stimulations/duration has any effect on individealerbal estimation of duration or
reaction time. For instance, simply changing tlegfiency that is delivered to participants
IS not enough to investigate the effect since déaafuency will vary in the number of
stimulations that is presented over the 5 secdrmisexample, 5Hz for five seconds
produces 25 stimulations while 12Hz for five secptbduces 60 stimulations. Such
differences were controlled for in this study. E@ample, in the case above, a condition
was created in which the 12Hz tone was delivere@ @8 seconds giving 25 stimulations.
In order to explore this, the following two expeents were carried out. Experiment 4a
manipulated the frequency and duration of the slicka 1, 2 and 4 choice reaction time
task and Experiment 4b explored the same manipulati clicks in a task of verbal
estimation. Therefore, Experiment 4a explored ffeceof click frequency and duration
manipulation on information processing speed, Wakperiment 4b explored the effect of
the same manipulation on internal clock speed. Moportantly, if an effect of these
manipulations was only found on the verbal estioratask but not on the RT task, then it
would weaken the notion of a relationship betwdeninternal clock and information

processing or at least the idea that clicks ekeit effect on both by the same mechanism.

8.1.1 Method

Participants
Thirty-two undergraduate psychology students tamit for course credits which were not

contingent on performance.
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Apparatus

This experiment was similar to Experiment 1a afrarh the varying durations and
frequencies of the clicks delivered. A 700Hz toh2%ms duration signaled the start of the
trial and was followed by a 2.08 to 12.5 secondlqokfilled by clicks of certain duration
and frequency. Another 700Hz tone was then preddate25ms. Following the second
tone, there was a gap duration randomly selected fretween 300 and 1,200ms. After
which, a small black cross (formed by two linespbdels in length) appeared in the middle
of one of the four boxes.

Procedure

Each participant served in an experimental sessiosisting of three choice types (1, 2 or
4 choice). There were three blocks, each consistif® trials. In each block, all seven
sound conditions (see below) were presented 1Gsteaeh. Therefore, there were 210
trials in total. Each trial began with a 700Hzdaf 25ms duration followed by one of
seven conditions: 2Hz, 5Hz, 7Hz and 12Hz with nursloé¢ stimulations delivered being
constant at 25 (the duration of each of these ¢tiomdi being 12.5, 5, 3.57 and 2.08
seconds, respectively) and 2Hz, 7Hz and 12Hz deld/éor 5 seconds (with the numbers
of stimulation being 10, 35 and 60, respectivelyjis was then followed by a subsequent
700Hz tone presented for 25ms. Following the se@@@Hz tone, there was a random
delay (between 300 and 1,200ms) before a smalk lgiaxss (formed by two lines 11
pixels in length) appeared in the middle of on¢heffour boxes. The reaction time task,

thereatfter, is similar to Experiment 1c (see PracetMethodology in Experiment 1c).

8.1.2 Results

The mean response times and standard errors foroédice experimental conditions are
shown in Figure 28. Descriptive statistics showett the mean reaction time for choice
type one, two and four were 339.89ms (SE = 153%),85ms (SE = 9.92) and 443.53ms
(SE =10.86). Collapsing across choice type, thamreaction times for the seven
conditions (2Hz, 5Hz, 7Hz and 12Hz for 5 second$ 2iiz, 7Hz and 12Hz for 12.5, 3.57
and 2.08 seconds) were 384.95ms (SE = 9.99); 388.%6E = 11.05); 390.88ms (SE =
12.89); 385.66ms (SE = 10.52); 400.41ms (SE = 4382.62ms (SE = 9.25) and
389.22ms (SE = 10.19). Inspection of the datasstgghat, firstly, the response times for
all choice types are similar across all seven samamdlitions. Moreover, overall response
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times increased across the three choice types resffonse type three having the highest

reaction times. These suggestions were supportéoebstatistical analysis.

I 2Hz with 10 stimulations
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Figure 28: Mean reaction times plotted against choice cayitone, two or four) for all
seven click sound conditions of Experiment 4a. i¢altines show standard error of the

mean.

A repeated measures ANOVA was used, with one fdiorg choice type with three
levels (1, 2 or 4), another being the click souaddition (with seven levels, one for each
condition). There was a significant main effectbbice typeF(2,62) = 31.64p < .001,
Ny’ = .51, MSE = 19195.06. However, there was no figgit main effect of click sound
condition,F(6,186) = .75p = .61,r]|02 =.02. MSE = 4334. There was also no significant
interaction between choice type and click soundldmn, F(12,372) = 1.08p = .37,r]p2 =
.03. MSE = 3895.5.

8.1.3 Discussion

The difference between the three choice types wagisant. Response times increased
across the three choice types, with response bype thaving the highest reaction times.
However, overall, there was no significant effefctlack sound condition on reaction time.
These findings suggest that the frequency of tle&<is irrelevant and that it is perhaps

simply the presence of repetitive stimulation tkatriving the effect of clicks. This is
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inconsistent with findings by Treisman et al. (1p808d Burle and Casini (2001).
However, it supports the findings by Jones et2010) which showed no differential

effect of clicks on reaction time when presenteditter 5SHz or 25Hz.

8.2 Experiment 4b - Manipulation of Frequency and iration in a Verbal

Estimation Task

8.2.1 Methods

Participants
Thirty-four undergraduate psychology students tpak for course credits which was not

contingent on performance.

Apparatus
See apparatus for Experiment la.

Procedure

Throughout the experiment, participants heard slic&ins of varying frequency and
duration and their task was to estimate the duraifaa tone (500Hz) presented after these
varying click trains. The following instructions veegiven to participants on the computer
screen...”You will hear clicks trains of varying frieency and duration. Your task is to
estimate the duration of the tone following theklirain. Please press enter to begin”.
There were ten different durations of the 500H2t(800, 478, 567, 656, 745, 834, 923,
1,012, 1,101 and 1,300ms). Each of these ten difteturations was presented twice after
each of the following seven conditions which begad ended with a 700Hz tone for a
25ms duration: 2Hz, 5Hz, 7Hz and 12Hz with numledérstimulations delivered being
constant at 25. The duration of each of these tiondibeing 12.5, 5, 3.57 and 2.08
seconds, respectively. In addition, 2Hz, 7Hz andz&elivered for 5 seconds with the
numbers of stimulations being 10, 35 and 60, raspeyg. Each of these seven conditions

was presented twenty times, giving a total of omedned and forty trials.

After the presentation of the tone, participantsengresented with the following
instructions: “Please type in your estimate ofdbeation of the tone. Your response must
be between 250 and 1350ms. Press enter when fitiidhéhe participants made a
response outside this given range, they were rezdind this and asked to re-type a

response. When the participant had pressed entérarinstruction appeared on the
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screen...."Press spacebar for next trial”. Afterpheticipants pressed spacebar for next

trial, there was a delay of 2,000ms before theegoradion of the clicks and tone.

8.2.2 Results

Figure 29 shows the mean verbal estimates for eawtiition plotted against stimulus
duration. Inspection of the figure suggest thatmearbal estimates increased linearly

with the duration of the stimulus, in all condit®n
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Figure 29: The relationship between the mean verbal estintdtdaration (ms) against

the actual stimulus duration (ms) for all sevendithoans in Experiment 4b

A repeated measures ANOVA with click type (2Hz, SHAEz and 12Hz for 5 seconds and
2Hz, 7Hz and 12Hz for 12.5, 3.57 and 2.08 secamdpectively) and stimulus duration
(the 10 different stimulus durations) was used.rélveas a significant main effect of click
type,F(6,198) =4.44p < .OOl,r]p2 =.12, MSE = 36818.72. There was a significantmai
effect of stimulus duratior(9,297) = 127.42p < .001,r]p2 =.79, MSE = 73818.17.
However, there was no click type x stimulus duraiiteractionf(54,1782) = .89p =
.69,n,” = .03, MSE = 14543.71.

Duration Constant Analysis
In order to disentangle the effects of frequeniog,data was split to create two separate

lines of analysis. The first selected the four a¢bons in which the duration of the clicks
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was constant, namely, five seconds. The secondsézti®n Number of Stimulations
Constant Analysis) selected the four conditionalimch the number of stimulations
presented by the clicks remains constant, nama&bntly-five stimulations. Figure 30
shows the mean verbal estimates for duration cohstandition plotted against stimulus
duration. Descriptive statistics revealed thatrttean verbal estimates for these four
conditions (2Hz, 5Hz, 7Hz and 12Hz for 5 seconds)en687.91ms (SE = 27.55),
713.74ms (SE = 26.94), 713.47ms (SE = 27.35) addlitis (SE = 27.69), respectively.
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~~~~~~~~ O+ 5Hz for 5's (25 stims)
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200 1 —-—A-—- 12Hz for 5 s (60 stims)
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Stimulus Duration (ms)
Figure 30: The relationship between the mean verbal estinwdtdaration (ms) against
the actual stimulus duration (ms) for the condgiamwhich duration of presented clicks is
constant (five seconds) of Experiment 4b.

A repeated measures ANOVA with click type (2Hz, SHAEz and 12Hz for 5 seconds)
and stimulus duration (the 10 different stimulusadions). There was no significant main
effect of click typeF(3,99) = 2.08,p = .11,r],;,2 = .06, MSE = 25449.31. There was a
significant main effect of stimulus duratidf(9,297) = 109.47p < .001,r]|02 =.77, MSE
=50139.45. However, there was no click type x slus duration interactior(27,891) =
96, p= .53,r]|02 = .03, MSE = 15301.1. This suggests that the turd$ important in

driving the effects of clicks.
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Number of Stimulation Constant Analysis

Figure 31 shows the mean verbal estimates fordhditions in which the number of
stimulations presented by the clicks is constahtsfiimulations) plotted against stimulus
duration Descriptive statistics revealed that tlemmverbal estimates for these four
conditions (2Hz, 5Hz, 7Hz and 12Hz for 12.5, 3.5d 2.08 seconds) were 746.03ms (SE
= 28.4), 713.74ms (SE = 26.94), 710.53ms (SE =®%0d 677.06ms (SE = 32.46),
respectively. From these means, it seems as thibigéffect of clicks reduces as the
duration of the clicks becomes shorter, strongtiyaating the importance of the duration.
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Figure 31: The relationship between the mean verbal estintdtdaration (ms) against

the actual stimulus duration (ms) for the condsiovith 25 stimulations of Experiment 4b.

A repeated measures ANOVA was used with one fditorg click type (2Hz, 5Hz 7Hz
and 12Hz for 12.5, 5, 3.57 and 2.08 seconds, r&spBg and the other being stimulus
duration (the 10 different stimulus durations). figheas a significant main effect of click
type,F(3,99) =5.5,p< .Ol,r]p2 = .14, MSE = 49092.09 and a significant main dftdc
stimulus durationf(9,297) = 111.93p < .001,r]|02 =.77, MSE = 47372.37. However,
there was no click type x stimulus duration intéag F(27,891) = .66,p = .91,r]p2 =.02,
MSE = 13794.44. This supports the suggestion ftomrésults of the previous analysis
(looking at the effect of frequency controlling fduration), which highlighted the
importance of the duration in driving the effe@ce there was no significant interaction,

linear regression analysis was carried out onlthenntercept values.
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Linear Regression Analysis

Intercept Values
Figure 32 shows the mean intercept values for eanHition. Inspection of Figure 32
suggests that there was no significant differerete/éen the intercept values of any of the

conditions. This suggestion was supported by swesdcstatistical analysis.

I 5SHz for 5 seconds with 25 stimulations
[ 2 Hz for 12.5 seconds with 25 stimulations
I 7Hz for 3.57 seconds with 25 stimulations
[ 12Hz for 2.08 seconds with 25 stimulations

350 -

300 A

250 l
200 l

150

100

Mean Intercept Values (ms)

50 A

Sound Conditions
Figure 32: Mean intercept values (ms) plotted against comali(PHz, 5Hz 7Hz and 12Hz
for 12.5, 5, 3.57 and 2.08 seconds, respectivélixperiment 4b.

A repeated measures ANOVA with one factor, cligkety5Hz for 5 seconds; 2Hz for 12.5
seconds; 7Hz for 3.57 seconds and 12Hz for 2.08nskscall with 25 stimulations) was
conducted on the mean intercept values. There wagynificant main effect of click type,
F(3,99) = 1.12,p = .34,n,” = .03, MSE = 12146.85.
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8.2.3 Discussion

Overall, the findings show a significant effectatitk type condition. There was a
significant effect of stimulus duration since thean verbal estimates increased linearly
with the duration of the presented stimulus. Howeweorder to disentangle the effects of
frequency on verbal estimates, the conditions wpli¢ into two sections and analysed
separately. Findings showed no difference betwieerdnditions in which the duration of
the presented clicks is constant for a duratiofivefseconds. However, there was a
difference between the conditions in which the nemndf stimulations presented by the
clicks is controlled for across the four differericequencies (2, 5, 7 and 12Hz). However,
subsequent follow-up demonstrated no significatgraept effects. The main finding of no
main effect of frequency manipulation is consisigith Experiment 4a. The findings
highlight instead the importance of duration ingarcing the effect of clicks on verbal
estimates. So the effect of clicks is strongerdhger they are presented for consistent
with the idea that the clicks work though the psscef non-specific entrainment of brain

waves, supporting the findings of Will and Berg@Zp(See Chapter 2, section 2.9).
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Chapter 9

The Effect of Clicks on Memory Recall and Time Estnation Simultaneously

9.1 Experiment5 - The Effect of Clicks on both MemoryRecall and Verbal

Estimation

As noted earlier, previous studies have shownghreteding both tones or visual stimuli
by trains of clicks increases their subjective tlora(Burle & Cassini, 2001; Penton-Voak
et al., 1996). In a previous study (Jones eRall0), we demonstrated that clicks could
also speed up reaction time. Additionally, we ats@stigated whether it is possible to
encode more information in some objective timequeriwhen the internal clock is

running faster and hence the subjective time ethpsmcreased. An adapted version of
the classical Sperling (1960) task was used in vhither five seconds of clicks or no-
clicks preceded a 3x4 matrix which was presented fduration of either 300 or 500ms. In
principle, the click trains should increase theespef the pacemaker, so that the subjective
period for which the matrices are presented sheedin longer to the participant. If the
participant experiences the matrix for longer, sftegy be able to extract more information
on trials where the pacemaker is sped up comparthls without the click manipulation.
Indeed, it was found that participants recallederietters correctly from matrices that

were preceded by clicks as opposed to those that mee.

However, a potential oversight of this previousdgt(Jones et al., 2010) is that it did not
investigate participants’ subjective estimationshef duration of the matrices. So even
though clicks were found to enable participantsdwectly recall more letters, indicative
of them having more time in which to process thtanatrix, no tests of subjective
duration were carried out. It is impossible to dade therefore that, participants
experienced the matrices as lasting for subjegtil#iger whilst simultaneously
experiencing an increase in information processpegd, since time estimations were not
investigated. The current experiment thereforeagol both recall memory and time

estimation using the same adapted Sperling taskdumal task design.

Essentially, the main question that the curreneedrpent attempted to investigate was
whether information processing speed is determdiiettly by clock speed. The
experiment had two conditions, one in which pgracits were asked to estimate the
duration of the stimulus (a 3 x 4 matrix consistaid 2 letters) and another in which they
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were asked to recall as many letters as they douta the matrix. Effectively, the
condition in which participants were asked to eaterthe stimulus duration measured
clock speed and the condition in which participamtse asked to recall letters measured
information processing speed. It is hypothesisati@h trials preceded by clicks,
participants will estimate the stimulus matrix asting subjectively longer than on trials
preceded by silence. Also, participants will cotiepecall more letters on trials preceded
by click compared to silence. It is well known tictks cause increases in verbal
estimates (Penton-Voak et al., 1996; Jones @l0). The inclusion of the verbal
estimate condition enabled us to investigate whigtheéhe click conditions, increases in
internal clock speed aproportionalto information processing speed. So, for instarice,
there is a 20% increase in verbal estimates, thaeu of letters recalled is 4.2 (as opposed

to say 3.5 when there are no clicks).

Although an association may be found between in&ion processing rate and internal
clock speed in the current experiment, the questfaause and effect remain a problem as
the relationship between the two, if any, is diffido disentangle. In other words it may be
that during situations in which time appears tavsttown, this enables the brain to process
more information. On the other hand, it may be thhigher rate of information processing
causes greater estimates of subjective time insk&tland Salthouse (1994) have argued
that processing speed can be compared to the spmEd of a microcomputer: “for an
individual with a higher clock speed, all procegsiakes place at a faster rate than for
individuals with a lower clock speed”. This argurhsaggests that an increase in the rate
of processing directly results in an increase endpeed of the internal clock.

9.1.1 Method

Participants
Fifty participants took part and were compensated 5 for their time and effort. This

was not contingent on performance.

Apparatus

See apparatus for Experiment 1a.

Procedure
There were 160 trials in total, with four blocksaach consisting of 40 trials. Two blocks

involved recalling as many letters as possible ftbenstimuli and the other two involved
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estimating the duration of the stimuli. The ordethe blocks was counterbalanced across
participants. In each block, 20 trials were predeole5 seconds of no-clicks (silence) and
the other 20 were preceded by 5 seconds of cliblesarder of which was counterbalanced

across participants).

At the beginning of each session, instructions apxzeon the computer screen,
participants were requested to press the spade sammence the first trial when ready.
There were two trial conditions (clicks and no-k$if: In the recall condition, participants
were instructed to look at a fixation cross in teatre of the screen and to begin the trial
by pressing the spacebar. Participants were tresepted with a 25ms tone (700Hz),
followed by a 5 second period of clicks at 5SHz fufther 25ms tone (700Hz) ended the
clicks, which was followed by a random delay betw860 and 1200ms. A matrix
stimulus was then presented, which consisted ¢éti@rs (4 x 3). There were three main
stimulus (the matrix) durations of interest presdrih a random order across trials (300,
400 and 500ms). These three durations were randmmiyd among other durations as
follows: either randomly between 100 and 200msgloanly between 200 and 300ms;
randomly between 500 and 800ms and lastly, randbetlyeen 800 and 1,000ms. In each
40 trial block (20 being silence and the other ng clicks), each of the three durations
of interest (300, 400 and 500ms) were presentdd &iges giving a total of twenty-four

trials of interest in each block (a total of 96ass entire experiment).

After the presentation of the matrix, participawere asked to type as many of the letters
from the matrix as they could recall on the keyldo&nce a response had been made the
participants began the next trial after a promgiress the spacebar when ready to
continue. Only correctly recalled letters were usetthe analysis. In the verbal estimation
condition, the same procedure was used as in tadl condition. The only difference was
that, instead as being asked to recall as martyedtters as they could from the matrix
stimulus, participants were asked to type on thyb&ard their estimate of the duration of

the matrix, choosing from a range of 50 to 1,250ms.

9.1.2 Results

Verbal Estimation: Internal Clock Speed
Figure 33 shows mean verbal estimates plotted sgstimulus duration for the click and
no-click conditions of the current experiment. Assall durations, the mean verbal
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estimates for the clicks and no-clicks conditioresev487.9ms (SE = 33.1) and 544.49ms
(SE = 36), respectively. The mean verbal estimfatethe presentation durations of 300,
400 and 500ms were 370.91ms (SE = 32.05), 512.93mks 34.82) and 664.72ms (SE =
42.01), respectively. Inspection of Figure 33 ssfigéhat mean estimates increased as an
approximately linear function of actual stimulugation in both conditions. Furthermore
estimates of stimulus duration appear to differtf@ stimuli preceded by clicks compared
to those preceded by no-clicks. Moreover, the tbfiee between the estimates for the two
conditions appears to increase as the duratiomeaione to be estimated increases,
indicative of a slope effect. The internal clockréfore, running faster in the click
condition than the silence condition. These suggestivere supported by subsequent

statistical analysis.
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Figure 33: Mean verbal estimates plotted against stimuluatchn for the click and no-

click conditions of Experiment 5.

Figure 34 shows more clearly the increase in vezbmates due to clicks compared to
no-clicks. Across all three presentation duratiamsirials preceded by clicks, there is an
increase in verbal estimates. This effect is mooa@unced for the longer 400 and 500ms
durations. The fact that the difference betweertribés preceded by clicks versus no-
clicks becomes greater the longer the duratiotof@eseffect) demonstrates that the effect

is multiplicative and it is not simply a bias effec
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Figure 34: The mean verbal estimates for the click trialsumimerbal mean estimates

from the no-click trials, for each of the threeg@station durations of Experiment 5.

A repeated-measures ANOVA was used with one fdmorg the presence or absence of
clicks (clicks and no-clicks) and the other beistgmnulus duration (300, 400 and 500ms)
showed a significant main effect of clicks on esties,F(1,49) = 10.81p < .05,r]|02 =.18.
MSE = 22209.33. There was also a significant m#eceof stimulus duratiorf(2,98) =
67.52,p< .OOl,r]p2 = .58. MSE = 31972.47. However, there was a bbraesignificant
click/no-clicks x stimulus duration interactiof(2,98) = 2.92,p = .06,r]p2 =.06. MSE =
14523.05.

After the repeated measures, paired-santgkests were conducted. A repeated measures t-
test showed that the difference between the estgraftduration for no-click and clicks in
the condition of a 300ms presentation duration ma@ssignificantt(49) = -.43,p = .67.
However, the difference between the estimates dtatun for the no-click and clicks in the
condition of a 400ms presentation duration wasisogmt, t(49) = -2.69p < .05. The
difference between the estimates of duration fermb-click and click condition of 500ms

duration was also significart{49) = -3.02p < .05.

In sum then, for the 400 and 500ms stimuli duratjahe difference between the estimates
for the click and no-click conditions are signiintaEstimates of duration are greater for
the stimuli that are preceded by clicks comparettheostimuli preceded by no-clicks when

the stimulus durations were 400 and 500ms.
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Memory Recall: Information Processing Speed

The mean number of correctly recalled letters fierdlick and no-click conditions were
3.93 (SE =.07) and 4 letters (SE = .07), respelstivihe mean number of correctly
recalled letters for the three presentation dungtiaf 300, 400 and 500 were 3.77 (SE =
.07), 3.99 (SE = .07) and 4.14 letters (SE = .G8pectively. Figure 35 shows the number
of letters correctly recalled plotted against theation of presentation of the stimuli for
both click and no-click conditions. Inspection afjiire 35 suggests that number of
correctly recalled letters increased as an apprataly linear function of actual stimulus
duration in both conditions. Furthermore, the nundieorrectly recalled letters appears
to differ for the stimuli preceded by clicks comgatto those preceded by no-clicks. The
difference between the number of letters correetiballed for the two conditions appears
to increase as the duration of the presentatiaeases, indicative of a slope effect
indicating that the clicks are both having an dffatthe internal clock and information
processing. Specifically, by speeding up the irdkedock as well as increasing the rate of
information processing. The suggestion that thebermof letters correctly recalled differs
between the two conditions was supported by sulesgctatistical analysis.
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4.0

3.9 1

—O— Clicks
3.8 1 —@— No-Clicks

Mean Number of Letters Recalled

3.7 1

3.6
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Stimulus Duration
Figure 35: Number of letters correctly recalled plotted agathe duration of presentation

of the stimuli for both click and no-click conditie of Experiment 5.

Figure 36 shows more clearly the increase in theusmtof correctly recalled letters due to
clicks compared to no-clicks. At the 300 and 50@mesentation durations, on trials

preceded by clicks, there is an increase in am@aatled.

183



0.12 [ Clicks Minus Silence

0.10

0.08 -

0.06 -

0.04 -

Clicks-Silence

0.02

0.00

-0.02

-0.04

Mean Difference in Number of Letters Correctly Recalled

300 400 500
Duration of Presented Matrix (ms)

Figure 36: Mean number of correctly recalled letters for mioeclick trials are taken away
from the click trials, for each of the three preséion durations of Experiment 5.

A repeated measures ANOVA was used with one fdorg presence or absence of
clicks (clicks or no-clicks) and the other beingmatlus duration (300, 400 and 500ms)
showed a significant main effect of clicks on r&da{1,49) = 4.51p < .05,r]|02 =.08.
MSE = .07. There was also a significant main efééstimulus duration on recah(2,98)
=36.89p< .001,r]|02 =.43. MSE = .09. However, there was no signifiadick/no click x
stimulus duration interactiof(2,98) = 2.26p = .11,r]|02 =.04. MSE = .06.

After the repeated measures, paired-santgkests were conducted. A repeated measures t-
test showed that the difference between the amufudrrectly recalled letters for no-

clicks and clicks in the condition of a 300ms preagon duration was significart{49) =
-2.33,p = .02. However, the difference between the amotinboectly recalled letters for

the no-clicks and clicks in the condition of a 4@0pmesentation duration was not
significant,t(49)= .43,p = .67. The difference between the amount of cdyeetalled

letters for the no-clicks and click condition 05@0ms duration was significan49) = -
2.01,p<.05.

In sum then, for the 300 and 500ms stimuli duratjdhe difference between the amount
of correctly recalled letters for the click and clak conditions was significant. More
letters were correctly recalled for the stimulittheere preceded by clicks compared to the
stimuli preceded by no-clicks when the stimulusations were 300 and 500ms.

184



Proportionality between Memory Recall and Verbal Estimation

For the memory recall condition, all the mean valige each participant for the click trials
were subtracted from all the mean values for thelio® trials. This resulted in a
difference value for the effect of clicks compateado-clicks on memory recall
performance. The same procedure was carried othiédime estimation condition. Figure
37 shows the individual participant’s mean chamgigme estimation (ms) plotted against
the mean change in the amount of letters correetslled (memory recall). Inspection of
Figure 37 shows only a very slight linear relatitipsetween these two variables.
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Figure 37: Individual participant’s mean change in time estilon (ms) plotted against
the mean change in memory recall (the amount tdreesuccessfully recalled) of

Experiment 5.

In Figure 37, the dots appear to be scattered catgomly and the line of best fit is
indicating little or no proportionality between ttveo variables. Thus, suggesting that there
is no relationship between the mean change in éistienation and the mean change in
memory recall. Further analysis using Pearsonghowed that there was a non-significant
positive correlation between mean change in memewgll (no. of letters) and the mean
change in time estimation (ms)=£ .017,N = 50,p = .91), with only .00029% of the
variation explained. Therefore, there is clearlylinear relationship between these two

variables.
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9.1.3 Discussion

In the verbal estimation task, clicks increasedigpaants’ verbal estimations of the
stimulus matrix when it was presented for the lorf® and 500ms only. In the memory
recall task, clicks enabled participants to regadre letters when the stimulus matrix was
presented for 300 and 500ms but not 400ms. Genéhnalh, supporting previous studies
(i.e., Penton-Voak et al., 1996) clicks appeaetwmthen subjective duration as evidenced

by longer estimates of the duration of the presentatrix.

More interestingly, clicks generally enabled papints to process more information as
shown by more correctly recalled letters. This ifngdis even more interesting if we
consider the unusual visual stimuli employed i3 gtudy. The matrix is not the usual type
of visual stimulus used in timing studies/speedipghe internal clock studies. However,
there appears to be no correlation between whatharticipant experiences time as being
subjectively longer and whether they are able twg@ss and encode more information.
This would suggest then that in the click condisioimncreases in internal clock speed are
not proportional to information processing speed.f8r instance, there is no link between

say a 20 % increase in verbal estimates and thease in the number of letters recalled.

This study replicated our previous findings (Joeteal., 2010), which demonstrated that
participants recall more letters from the matrixtwals preceded by clicks compared to
no-clicks, thus demonstrating that clicks can iaseethe rate of information processing.
However, since the previous study did not incorfmeatime estimation condition, it was
not known whether participants experienced bo#mgthening of subjective time as well
as the increase in memory recall of the letters @sult of the click stimulus. The current
experiment adopted the same experimental desigexplored both memory recall and
time estimation and found that subjective timeneation was indeed greater in trials
preceded by clicks. Therefore, it appears thakslgpeed up both the hypothetical internal
clock and the rate of information processing i tiaisk. This suggests then, that there was
a lengthening of subjective time in our previousigtalso. The fact that both information
processing and the internal clock were affectedibaneously by the clicks provides us

with further evidence that a link between the twayrexist.
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The research question that this experiment addtesas whether clicks affect information
processing rate and internal clock speed simuliasigosince previous studies have only
looked at the effect of clicks on these two proessseparately (i.e., Jones et al., 2010;
Penton-Voak et al., 1996). Findings from this duealadigm revealed that when clicks
speed up information processing, there is a simetias lengthening of subjective
duration. Therefore, it suggests that when paditip experience a subjective lengthening
of duration, this may enable them to process mdemation in this perceived longer
time available to them.

In conclusion, although there is some evidence toeseggest that an increase in the speed
of the internal clock can occur simultaneously vathincrease in information processing,
there was no evidence of a correlation betweetvibeHowever, this does not rule out the
possibility of a relationship between the two. Haeve have seen that both processes are
affected by clicks simultaneously. What is of ie&rnow is establishing the exact nature
of this relationship. Based on Chapter 1, sectidn/] there are two possible models that
can be used to explain the relationship, namelyrtbdels represented in Figure 3 and 5.
Whether the internal clock rate caused the inckeate of information processing or vice
versa cannot be concluded from this study alonelagr@fore more research is needed to
explore the directionality (if any) of this relatiship. It is possible that information
processing rate and the speed of the internal ¢lumk even operate independently of each

other.
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Chapter 10

The Effect of Clicks on Memory Decay
10.1. Experiment 6 — The Effect of Clicks on Maory Decay

Previous experiments (i.e., Jones et al., 2010¢ fawnd improved recall performance
(including other psychological processes such astien time) with clicks. The next
question is whether clicks could be usededuceperformance in a memory task. To
further explore the effect of clicks on memory aadognition rate, the present study
presented participants with an image which, aftéelay (of either 3, 5 or 8 seconds) of
either clicks or no-clicks, had to be comparechwitmage directly after the delay.
Specifically, they were asked to report whetherseond image (presented after the
variable delay) was the same as the first or nateSprevious findings have shown that
clicks increase subjective experience of duratitomas expected that there would be a
greater memory decay (poorer image recognitioey aficks compared to no-clicks since
the delay would appear subjectively longer resglimmore ‘time’ for the image

representation to deteriorate.

10.1.1 Method

Participants
Forty undergraduate participants took part for sewredit which were not contingent on

performance.

Apparatus
See Apparatus for Experiment 1a. All responses werge on the computer keyboard.
The visual stimuli consisted of 72 images (400 & pixels) of 3D cubes arranged in

various formations inside a circle (Shepard & MetzIL971).

Procedure

Each participant completed a total of 72 trialdatd into 6 different conditions: the delay
period was filled with clicks for 3 seconds, 5 sed® or 8 seconds (click condition), or
silence for 3 seconds, 5 seconds or 8 seconddlifkoeondition). There were 12 trials in
each condition and they were presented in a raratder. The number of correct
responses for each condition was recorded.
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Participants were asked to read the instructiontherwomputer screen before pressing the
space bar to begin the first trial. In the clicikaddion, participants viewed an image
presented on the computer screen for 200ms. Thadallawed by a tone (frequency of
700Hz) played for 20ms before a 3, 5 or 8 secotaydeeriod filled with clicks (at a
frequency of 5Hz). At the end of the delay perioere was another tone (frequency of
700Hz) played for 20ms. Then an image appearetdesdreen (in 50% of trials this was
the same image as the one seen at the beginnthg tifal and on the other 50% of trials
this was a different image). Beneath the imageetiaas the question; “Is this picture the
same as the previous one?” Participants respongpcebsing Y (for yes) or N (for no) on
the keyboard. They were prompted on the screeress@ny key to start the next trial. For
the silent condition the procedure was exactlystmae, except the 3, 5 and 8 second delay
period was silent.

10.1.2 Results

The number of correct responses for each of tren@littions for the 40 participants is
shown in Figure 38. Descriptive statistics showett the overall mean number of correct
responses for the no-clicks and clicks conditioesend0.67 (SE = .14) and 10.23 (SE=
.19), respectively. The mean number of correctarses for the no-clicks conditions on
each delay duration of 3, 5 and 8 seconds were(S$E5 .14), 10.7 (SE = .2) and 10.15
(SE = .2), respectively. For the click conditiontbe same delay durations, the mean
number of correct responses were 10.33 (SE = )51 SE = .27) and 10.33 (SE = .24).
Inspection of Figure 38 shows that clicks appeatetitrease the number of correct

responses, at least for the decay durations otlHa®econds.
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Figure 38: Mean number of correct responses plotted agdiesti¢cay duration (3, 5 or 8
seconds) for both the clicks and no-clicks condgiof Experiment 6.
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A repeated measures ANOVA was used with one fdorg the delay type (clicks or no-
clicks) and delay duration (3, 5 or 8 seconds)hanrtumber of correct recognition
responses. There was a significant main effecetzydtype F(1,39) = 4.35p < .0,5,r]|02 =
.1. MSE = 2.59 and delay duratidf(2,78) = 4.01p < .05,r],;,2 =.09. MSE = 1.33. There
was also a significant two-way interaction betwedelay type and delay duratiof(2,78)

= 6.33,p< .05,n,” = .14. MSE = .9.

Paired samples correlations were then carriedmiishowed significant correlations
between the no-clicks and clicks for the 3 secagldyddurationp < .001. However, there
was no significant correlation between the no-diakd clicks for the 5 and 8 second
delay durationp = .32 andp = .28, respectively. Paired-samptdassts were then carried
out between the two conditions (delay type andydélaation) which found significant
differences between the following pairs: clicks awdclicks at the 3 second duratitf39)

= 3.96,p < .001 and for clicks and no-clicks at the 5 selcdarationt(39) = 2.1,p <.05.
However, there was no significant effect betweentito conditions (delay type and delay
duration) for clicks and no-clicks at the 8 secdndation,t(39) = -.62,p = .54.

10.1.3 Discussion

The present study investigated whether the delag (glicks or no-clicks) and the delay
duration (3, 5 or 8 seconds) had an effect on mr@itiog (number of correct responses). It
was predicted that correct recognition for the imaguld decrease when the delay period
was filled with clicks compared to no-clicks. Inddiibn, it was predicted that as the delay
period increased, correct recognition would de@eBmdings showed that, in general, it
appears that clicks also increase the rate of medeway. Clicks increase the rate of
memory decay, compared to no-clicks, for both tla@®@ 5 second delay duration.

However, no effect of clicks on memory decay isnidat the 8 second delay duration.

There are two potential explanations for thesecesteirst, clicks lengthen subjective
experience of duration (speed-up the internal dlowkich subsequently allows the
participants more time in which to process thenmf@tion given to them. This suggests
that psychological processes take place in subgets opposed to real ‘clock’ time.
Second, is the notion that clicks directly incretmerate of information processing which
then goes on to distort subjective duration of tinresum, the question of how the clicks
work is one of directionality. Either the clickp®&ed up’ the internal clock and
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subsequently ‘speed up’ information processingsh@nges in information processing
cause a change in subjective time. Further invattig whether information processing
takes place in subjective time rather than reag tithe present study showed that
information processing (in this case, the psychickigrocess of memory) does indeed
appear to take place in subjective time. Thisdiciated by the finding that clicks, which
lengthen subjective duration, resulted in an ineeaa memory decay. If on the other hand,
information processing occurs in real time, thenwegld expect no effect of clicks on
memory decay. This conclusion is consistent withvimus findings (i.e., Jones et al.,
2010) which found improved recall performance wailcks. It is important to point out the
differences between the present study and theqars\anes (Jones et al., 2010). In the
present study, clicks were presented after theeptason of the first image to be
remembered while, in the previous studies, thé&slpreceded the display (i.e., the

matrix). Despite, these differences, findings reradiconsistent.

A potential flaw with the present study is thahaligh decay was greater with clicks, it
could be that just having any noise in the reteniinderval (the delay of either 3, 5 or 8
seconds) would have the same effect. To investityggootential confound in the present
experiment, in the temporal lab at The UniversitiManchester, the experiment was
repeated with an additional white noise conditiod &ndings revealed no difference
between white noise and clicks. However, both whdise and clicks increased the rate of
memory decay more than silence. This suggests thatthe fact we have any noise in the
retention interval may be causing the increaseemory decay and it is not specific to the
repetitive nature of the clicks and any effect thisy be having on the internal clock.
However, both the present experiment and the imggt@esign conducted in the temporal
lab are somewhat flawed and on reflection in otdgaroperly investigate this, a potential
future experiment could instead modify the ordeewdnts in the experiment. In the
original study the sequence of events were asvistid) participants given the image to
encode, 2) the presentation of a delay of eithérd,8 seconds filled with either clicks or
no-clicks and lastly, 3) the presentation of theogmition task. The future experiment
could improve on this by modifying the structuretisat the noise given is not presented
during the retention interval and thus causing potgntial interference effects during this
delay/retention interval. So the experiment wowddstructured as follows: 1) participants
given the image to encode, 2) the presentatioivefdeconds of either no-clicks, clicks or

white noise, 3) then the retention interval of eitB, 5 or 8 seconds and lastly, 4) the
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presentation of the recognition task. Although pertfect, this potential experiment
attempts to separate the retention interval froemibise manipulation (silence, clicks and
white noise). Having a white noise condition aslaslthe clicks would also address the
critique of masking as being the possible mechatgnvhich the clicks could have
interfered with storage resulting in the findindggstee present study. If there is an effect of
clicks and not white noise in this modified expegimy then it would suggest that the

observed effects are due to something other tmaplsimasking effects.

In conclusion, the findings from the present stadgwed that clicks, compared to no-
clicks, increase the rate of memory decay at deélagtions of 3 and 5 seconds. However,
this effect disappears at delay durations of 8rsg@soThese findings suggest that the click
trains, despite being played after the presentatighe ‘to be remembered’ shape,
interfered with the stored representation. Theenirstudy shows that lengthening
subjective time through the use of clicks did irdlessult in greater memory decay,
suggesting that information processing takes plasebjective time. Thus suggesting that
information processing is mediated in some direchy the speed of the internal clock.
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Chapter 11
The Effect of Clicks and Emotionally Arousing Auditory and Visual Stimuli on
Verbal Estimation

11.1 Experiment 7a - Verbal Estimation of Tonesfter Five Second Presentation of

Emotionally Arousing Visual Stimuli and Clicks

As discussed in Chapter 1, it is well known thasitoations of high danger or fear (e.g.,
such as in a car crash) people report that ‘timersidown’, an effect simulated (but to a
lesser extent) in the laboratory through the useligk trains’ (i.e., Penton-Voak et al.,
1996). Previous studies have found that repetgiiraulation (in the form of flashes or
clicks) can create a subjective lengthening ofetkgerience of time (Treisman et al.,
1990). Since it is argued by Treisman et al. (1988) this effect is due to the periodic
stimulation producing an increase in “arousal” dieg to a higher pacemaker rate), it
seems that the next logical step in exploring if8se would be to investigate the stimuli
that we know to be arousing and examine their effiaandividual’s timing estimations. In
other words, if the clicks are indeed arousingams way (as argued by, for example,

Treisman et al., 1990), then will any clearly aiagsstimuli produce the same effect?

The research question that the present experindeinéssed was what are the effects of
emotionally arousing visual stimuli on verbal esdtran of tones? To this aim, using a task
of verbal estimation of tones, the present expartased pictures which were either high
or low in arousal as well as including click traitimuli and silence as two other
conditions. The high and low arousing picture stimure all taken from the International
Affective Picture System (IAPS) database (See Adpef). Some examples of the low
arousing pictures include a rabbit and a butteiffhye high arousing pictures include, for
example, a mangled hand and an electric chair. Sthdy examined specifically whether
stimuli which are known to be arousing cause ovanagion of duration in the same way
that clicks appear to do. If they failed to showe#iiect, this would show that there is
something intrinsic about the clicks themselvegdesting that it is the repetitive nature
of the clicks which is important. On the other haifithe high arousing pictures did indeed
produce overestimation, this would lend suppothw®idea that there may be some internal
clock which is being manipulated resulting in tiudjgctive time distortions. Importantly,

it would suggest that the clicks may produce te#fect, not because of their repetitive

nature, but because they are somehow arousing.
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1111 Method

Participants
Thirty-five undergraduate psychology students tpak for course credits which were not

contingent on performance.

Apparatus

See apparatus for Experiment 1a.

Procedure

At the beginning of each session, instructions apgxkon the computer screen,
participants were requested to press the spade sammence the first trial when ready.
There were four trial conditions (click, no-clidew and high arousing pictures taken from
the IAPS). Ten low arousing pictures and ten higlusing pictures were selected from the
IAPS database (see Appendix B for ratings on dimeessof valence and arousal). In the
click condition, participants were instructed tokaat a fixation cross in the centre of the
screen and to begin the trial by pressing the $g@acén condition A, a 700Hz tone was
then presented for 25ms. After which there was $®eonds of clicks (5Hz), followed by
another 700Hz tone presented for 25ms. After thexe was a random delay between 300
and 1,200ms. Then a tone (500Hz) was presentedghroeadphones. The tone was
selected randomly from a selection of ten diffetenes. The tones differed only in
duration (300, 478, 567, 656, 745, 834, 923, 1,011 and 1,300ms). After the tone, a
screen was presented with the following instructidgpe in your estimate of the tone.
Press enter for next trial’. The participant thgmed their response and pressed enter and
an instruction to ‘Press spacebar for next trippeared. Condition B was the same as
condition A except that instead of five secondslimks, there were five seconds of
silence. Condition C was the same, except withpteeentation of a low arousing picture
for five seconds and condition D, a high arousiifupe for five seconds. Participants
were given a minimum and maximum value to limititlestimates, between 250ms and
1,350ms. Each of the four conditions were randoth&®oss participants. There were 40
trials in each, giving a total of 160 trials. Sirtbere were ten different tones to be verbally
estimated, each condition randomly presented ebitteden tones four times. The picture
stimuli were also presented with equal frequendt@sh of the ten high and low arousing

picture stimuli was presented four times.
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11.1.2 Results

The data from three participants were removed fifoeranalysis as their estimates
indicated that they had not attended to the tasle. garticipant who was removed had a
block in which they rated all the stimuli as lagtih 350ms with a few rated as 1,200ms.
Also, they did not keep within the range providedelect their estimates (range between
250 and 1,350ms) as some of the responses were @&s I50ms. The other two
participants who were removed also gave estimhtdsatere outside of the range (i.e., 50
and 100ms). The remaining thirty-two participamtata was analysed. The data were
analysed in two different ways: initially using et estimates, then using slope and
intercept values derived from regression analysisach individual participants’ data.

Verbal Estimates

The verbal estimates from thirty-two participanergvanalysed. Figure 39 shows the mean
verbal estimates (in milliseconds) plotted agastishulus duration for all four conditions
(clicks, no-click, low and high arousing visualnstili). Inspection of Figure 39 suggests
that mean estimates increased as an approximate8yr ffunction of actual stimulus

duration in all four conditions.
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Figure 39: Mean verbal estimates for each of the ten durdgipes plotted for all

conditions (clicks, no-click, low and high arouswigual stimuli) of Experiment 7a.

A repeated measures ANOVA was then used with oeterféeing condition (clicks, no-

clicks, low and high arousing stimuli) and the @theing stimulus duration (one for each
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of the ten durations). There was a significant nediact of conditionF(3,93) = 4.33,p <
.05,n,” = .12, MSE = 50272.73 and a significant main eftéestimulus duration,
F(9,279) = 441.39p < .001,r]|02 =.93, MSE = 21480.1. However, there was no caordit
x stimulus duration interactiof(27,837) = 1.11p = .32,r]|02 =.04, MSE = 8874.7.

The results for the click and no-clicks conditi@msl the low and high arousing conditions
were then analysed separately. Figure 40 showsidam verbal estimates (in
milliseconds) plotted against stimulus durationtdoth the click and no-click conditions.
Descriptive analysis showed that the mean verlmhates of duration for the click and
no-click conditions were 788.48ms (SE = 21.67) a48.51ms (SE = 21.31), respectively.
Inspection of Figure 40 suggests that mean estsnateeased as an approximately linear
function of actual stimulus duration in both comaht (clicks and no-clicks). Furthermore
estimates of stimulus duration appear to be cargistionger for the stimuli preceded by

clicks than for those preceded by silence.
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Figure 40: Mean verbal estimates for each of the ten durdgipes plotted for both click

and no-click conditions of Experiment 7a.

Figure 41 shows the mean verbal estimates (ingedbnds) plotted against stimulus
duration for both the low and high arousing visstahuli conditions. The mean verbal
estimates of duration for the low and high arousiisgal stimuli were 762.5ms (SE = 27)
and 727.13ms (SE = 25.5), respectively. Inspeaidfigure 41 suggests that the mean

196



estimates increased as an approximately lineatitumof actual stimulus duration in both
conditions (low and high arousing picture stimufiirthermore estimates of stimulus
duration appear to be consistently longer for timaudi preceded by low arousing picture
stimuli than for those preceded by high arousimguoe stimuli.
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Figure 41: Mean verbal estimates for each of the ten durdyipes plotted for both low

and high arousing picture stimuli conditions of Exment 7a.

A repeated measures ANOVA was used with one fdmorg presence or absence of
clicks (clicks and no-clicks) and the other beitighalus duration (one for each of the ten
durations). There was a main effect of clicks aimestes,F(1,31) = 7.87p < 0.01,n,° =
.20, MSE = 37558.67 and a significant main efféctonulus durationf(9,279) =
361.37p< .OOl,r]p2 =.92, MSE = 13425.58. However, there was noifsogmt
clicks/no-clicks x stimulus duration interactidf(9,279) = 1.47p = .16,r]p2 =.05, MSE =
10324.23.

Similarly, a repeated measure ANOVA was used with factor being arousal condition
(low versus high arousing stimuli) and the othe@ngetimulus duration (one for each of
the ten durations). There was a borderline siganifienain effect of arousal condition on
estimatesk(1,31) =3.72,p= .06,r]p2 =.11, MSE =53838.19 and a significant main
effect of stimulus duratior(9,279) = 282.8p < .001,r]p2 =.9, MSE =16402.89.
However, there was a non-significant arousal cooit stimulus duration interaction,
F(9,279) = .66p = .75,n," = .02. MSE = 7951.52.
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Linear Regression Analysis

Slope Values

Linear regressions for each individual particip@mmteach condition were then calculated
and the slope values were analysed. Figure 42 stievsean slope values for all four
conditions (clicks, no-clicks, low arousing andh@yrousing). The mean overall slope
value was 0.9 for the click condition and 0.89tfee no-click condition. The mean overall
slope values were 0.87 for the low arousing picttirauli and 0.88 for the high arousing
picture stimuli. Inspection of Figure 42 suggedteat the mean gradients do not differ

greatly across all conditions, clicks, no-cliciayland high arousing picture stimuli.
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Figure 42: Mean slope values for all four conditions (clicke;clicks, low arousing and

high arousing stimuli) of Experiment 7a.

A repeated measures ANOVA with one factor; condificlicks, no-clicks, low and high
arousing visual stimuli) was conducted on the nmsape values. There was no significant
main effect of condition(3,93) = .31p = .82 ,n,” = .01, MSE = .02.

Paired-samplestests on the slope values derived from regressidiata from individual
participants found no significant difference betwdee clicks slope and no-clicks slope
valuest(31) = .29p = .77 and for the difference between the low arguslope and high
arousing slope valueg31)=-.39,p = .7.
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Intercept Values

Linear regressions for each individual particip@mmteach condition were then calculated
and the intercept values were analysed. Figurdnd®s the mean intercepts values for all
four conditions (clicks, no-clicks, low and higloasing). The overall mean intercept
values were 74.14 and 37.49 for the click and mkdonditions respectively. The mean
overall intercept values were 71.6 and 26.42 ferlthv and high arousing picture stimuli
respectively. Inspection of Figure 43 suggestetriean intercept values are greater for
the clicks and low arousing stimuli conditions cared to the no-clicks and high arousing

conditions.
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Figure 43: Mean intercept values for all four conditions ¢kl, no-clicks, low arousing

and high arousing stimuli) of Experiment 7a.

A repeated measures ANOVA with one factor; condificlicks, no-clicks, low and high
arousing visual stimuli) was conducted on the matercept values. There was no
significant main effect of conditiof(3,93) = 2.18p = .1,r]p2 = .07, MSE = 8524.23.

Paired-samplestests on the intercept values derived from regrass data from
individual participants found a borderline signafit effect of the difference between the
clicks intercepts and no-clicks intercef{81) = 1.76p = .09 and for the difference
between the low arousing stimuli intercept and tagbusing intercept valuet$31)= 1.86,
p=.07.
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11.1.3 Discussion

The main results of the current study confirmed/jongs findings (Jones et al., 2010), that
verbal estimates of tones are perceived by thécpaaht as greater when preceded by
clicks compared to when they are preceded by méliHowever, there was no
significant difference in the slope values of theks and no-clicks conditions. The
research question that this experiment addressedwvather emotionally arousing visual
stimuli has an effect on the verbal estimationooiets. Findings showed that tones were
perceived as lasting subjectively longer when ptedeby low arousing stimuli compared
to high arousing stimuli, although this reachedydidrderline significance. Additionally,
slope anaylsis revealed no significant differenegveen the low arousing and high
arousing stimuli. If the effect of clicks was dwetheir arousing capabilities on the speed
of the internal clock, then surely we would expiett the high arousing pictures would
result in an increase in the subjective lengttheftonal durations. It appears then, that
arousal may not necessarily be what underliesgoaatits’ overestimation of tonal
duration and the effect of clicks. However, thaliimgs from this study do not rule out
entirely the possibility that the clicks have aouwsing effect on the speed of the internal
clock. In order to further establish this, Expenmmn® of this thesis will explore
electrophysiological response during the clicksé¢e whether there are any indications of

arousal induced by them.

A potential limitation with the present study ietimclusion of a click condition. This is
potentially problematic since we know that clicks/é an effect on participants’ internal
clock and one of the explanations for how this osdsithat the clicks are somehow
arousing and this in turn speeds up the intermakclTherefore it is possible that the high
arousing stimuli condition, compared to the clickdition, is somehow not as relatively
as arousing. Put another way, it is possible thitout the click condition, the high
arousing stimuli may have had a significant effatiparticipants’ estimates of duration. A
future experiment could explore this by repeatimg éxperiment with the omission of the
click condition. Instead, the click condition coudd replaced with a neutral picture

condition.

The use of a mixture of high arousing emotions @ilayg be problematic. There were ten

different high arousing picture stimuli used in gresent design (snake; spider; pit bull;
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shark; angry face; injury; electric chair; aimedgroaches on pizza and sliced hand).
They were selected for the condition of high arbbsaause they were rated in the IAPS
as being highly arousing. However, what is not aered or included is the type of
discrete emotion of the pictures. There are gelyetakee types of high arousal emotions
represented in the ten pictures, namely, angerydage), fear (snake, pit bull, shark,
injury, electric chair and aimed gun) and disgsgpider, roaches on pizza and sliced hand).
Pictures with the discrete emotion type of fearmeglominant. Studies have revealed that
the type of discrete emotions employed is crucidiming judgments. For instance,
Tipples (2007) found that angry facial expressiocodpced a greater overestimation of
time (relative to neutral facial expressions) coredao both fearful and happy
expressions. Although previous studies (i.e., Dvailet et al., 2004) have found that the
duration of angry facial expressions is generallgrestimated compared to neutral and
other facial expressions, they failed to compaeedtfiects of angry expressions with other
types of negative highly arousing facial expressidnpples (2007) also found that the
perceived arousal of the sender is not the onlpfaat play in the emotional responses and
the subsequent effects on time estimation. Typictharful faces are rated as being more
arousing than angry faces. If the effects of fagigiressions on time perception vary only
as a function of the aroused state or facial exwaof the sender then fearful and angry
expressions should have produced the same degoserm@stimation. However,
overestimation was significantly greater for angxpressions which may be evidence of a

fear-specific response system.

Additionally, Droit-Volet and her colleagues, usifagial expressions of both disgust and
anger (both rated as arousing) found that disguastded no timing distortions (Droit-Volet
& Meck, 2007; Droit-Volet & Gil, 2009; Gil & Droitvolet, 2009). Indeed, only the angry
face resulted in an overestimation compared torakfatces. Since the basic function of
disgust is to avoid the ingestion of foods that meake us ill (Darwin, 1872/1998) a
disgusted face may not be relevantly strong enaugye to affect time processing. Angry
faces, on the other hand, depict a social signpbt#ntial aggression (Marsh, Ambady, &
Keck, 2005) and, in order to survive, the percewanganism must quickly prepare to

respond (fight or flight).

The importance of the type of emotional stimulesgd for study is further highlighted in

a study Gil and Droit-Volet (in press) which exgdrtime perception in response to
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ashamed faces in children and adults and foundrbratthe age of 8 years, participants
who recognised the facial expressions of shamerastimated their presentation time
compared to that of neutral faces. However, no timtortion was found in the children
who did not recognise the ashamed faces or in thaseger children who did. This
suggests that shame is a self-conscious emotiochvad&velops to involve an attentional

mechanism as indicated by underestimation.

All these findings are important for the presentlings since three of the ten high arousing
pictures were disgust. This may have reduced fleetgif any) of the fear and anger
emotional stimuli. A future study could repeat faene experiment with separate
conditions for fear, anger and disgust. This wandble the investigation of specific
discrete emotions. Grommet, Droit-Volet, Gil, HemeanBaker and Brown (2011) explored
time estimation of fear cues in human observensguisnages from the IAPS. Findings
revealed that judgments were longer for fear chas for neutral images and that the
mechanism underlying this difference in tempordigments produced by fear versus
neutral cues was additive rather than multipliGatmplying mediation by the switch

mechanism rather than any clock speed manipulation.

In sum, the present experiment suggests that tbeteif clicks may not be mediated by
arousal because when we replaced the clicks wittuBtwhich we know to be highly
arousing, there was no effect on verbal estimaiegared to low arousing stimuli.
However, it is possible that we have found no éféédigh arousing stimuli on verbal
estimates because of the type of modality emplayelde present experiment. Perhaps if
we used stimuli in thauditory modality an effect may be found. In order to elssab
whether this is case, Experiment 7b explored tfecebf emotionally arousinguditory

stimuli on verbal estimation of tones.

11.2 Experiment 7b - Verbal Estimation of Tones after Pesentation of

Emotionally Arousing Auditory Stimuli

Experiment 7a found no effect of emotionally aroagsvisual stimuli but perhaps this was
due to the nature of the modality used. The rebeguestion that Experiment 7b addressed
was what are the effects of emotionally arousinditorystimuli on verbal estimation of

duration? No previous study had replaced clickk wmotional stimuli. To our
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knowledge, only one other study had used emotismahds as stimuli to be timed. This
study, carried out by Noulhiane, Mella, Samson,dRagd Pouthas (2007), asked
participants to estimate the duration of a varggtgmotional sound stimuli (2, 3, 4, 5 or 6
seconds in duration). Their main finding includeghharousing stimuli being perceived as
shorter than low arousing stimuli. In addition,ytHeund that negative sounds were
perceived as longer than positive ones. Thesenfysdare interesting with respect to the
effects of emotional sounds on human timing ab8itiThe findings suggest that emotional
stimuli, at least the auditory domain, result ini@erease in the rate of the pacemaker.
However, there are some limitations to the studyi@d out by Noulhiane et al. (2007)

which prompted us to carry out the experiment wingciaddressed in Experiment 8.

As in experiment 7a, we used auditory stimuli thatdefinitely know to be emotionally
arousing. The same sound categories as Noulhiaale(2007) were adopted. However,
many of the sound stimuli were changed in ordentoe accurately reflect the emotional
categories (see Rating Experiment, section 11.Eptional sounds were presented for
five seconds followed by the classic tonal duraitmbe estimated (300, 478, 567, 656,
745, 834, 923, 1,012, 1,101 and 1,300ms). The Aé&ssment Manikin (SAM) (Bradley
& Lang, 2007) was also used for participants te eich sound on two dimensions,
namely, arousal and valence. This particular measas used because it was the same
one used by Noulhiane et al. (2007) as well asgotia measure used to determine the
ratings of the sounds in the International Affeetigitalized Sounds Database (from
which the sounds for the study were taken). Theomamce of carrying out this further
experimental rating task was crucial. It demonetiahat the participants who took part in
the main experiment of the present study, ovepaliceived the sounds to be similar on
dimensions of pleasure and arousal to that of IAD%s effectively allowed the
confirmation that the sound stimuli contained ioreaf the emotional sound categories,

accurately reflected that category in the curréundys

If there is an effect of the emotionally arousinglidory stimuli on participant’s estimates
of duration, then it would support the idea thaiusal mediates the effect of clicks. If on
the other hand, no effect of emotionally arousiaditory stimuli is found, then this would
support the idea that the effect of clicks is dugheir repetitive nature rather than any
arousing or attentional properties it may be ergrtAdditionally, it would support the

idea that the effect of clicks is due to some éffiemay have on the internal clock.
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11.2.1 Method

Participants
Thirty-four undergraduate participants took pad arere compensated with four course

credits which were not contingent on performance.

Apparatus
See apparatus for Experiment la. In this studysgie Assessment Manikin (SAM)
(Bradley & Lang, 2007) was employed.

Procedure

The same five sound categories as Noulhiane €2@07) were used. Namely, (a) pleasant
high-arousal sounds (e.g., erotic sounds), (b)spletalow-arousal sounds (e.g., brook), (c)
unpleasant low-arousal sounds (e.g., clock), (@)aasant high-arousal sounds (e.g.,
female scream), (e) one group of 6 neutral low-sabsounds (e.g., rain). (See Appendix
C for sounds used in each condition). (See ‘Rédfrgeriment’ in section 11.2.2 for detail
on the ratings of these sounds and why they wessett). There were two additional

conditions which acted as controls, namely, silearoga 500Hz tone.

The present study, therefore, had seven conditieash category contained six different
sounds. Each participant received three randoroly fach category during the entire
experiment. This enabled each sound stimuli todogled randomly (with equal
frequency) with each of the subsequently prese®®®Hz tonal durations to be estimated
(300, 478, 567, 656, 745, 834, 923, 1,012, 1,1@1153800ms). Participants received five
seconds of the emotional sound, silence or the 2@aidtrol tone followed by the 500Hz

tone to be estimated. There were 210 trials irl,tepdit into seven groups of thirty.

At the beginning of each session, the followingrmmstions appeared on the computer
screen: “Press the space bar to commence thériisivhen ready”. A 700Hz tone was
then presented for 25ms. After which there was $@eonds of one of the conditions:
pleasant high-arousing; pleasant low-arousing;eagant low-arousing; unpleasant high-
arousing; neutral sound; control sound (silencaghercontrol sound (500Hz tone),
followed by another 700Hz tone presented for 25&fter which there was a random

delay between 300 and 1,200ms. Following the randelay, a 500Hz tone was presented
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through headphones. The tone was selected randmniya selection of ten different
tones. The tones differed only in duration (308,467, 656, 745, 834, 923, 1,012, 1,101
and 1,300ms). After the tone was presented, arsevas shown with the following
instruction: ‘Type in your estimate of the tonee&d enter for next trial’. When the
participant had entered their response and presged, another screen appeared with the
instruction to ‘Press spacebar for next trial’. fagticipants were given a range from
which they could select their estimates of duratiims was from 250 through to 1,350ms.
The experiment was programmed not to accept estsmadt contained within this range.
The participant was unable to continue until thestified the error by making a correct

entry.

After the participants had taken part in the vedstimation experiment, they were then
given a rating task. This involved presenting theipipants with all of the 30 sounds (half
of which they had heard during the experiment)eAthey had heard each sound, they
were then asked to rate each of the sounds acgaiaimvo dimensions of valence
(pleasure) and arousal, using the Self-Assessmantkih (SAM). SAM is an affective
rating system devised by Lang (1980) and also bgeradley and Lang (1994). The
rating system uses graphic figures which depiatesiblong each of the two dimensions
on a continuously varying scale representing ematiceactions. SAM ranges from a
smiling, happy figure to a frowning, unhappy figuvben representing the affective
valence dimension. For the arousal dimension, SAMjes from an excited, wide-eyed
figure to a relaxed, sleepy figure. The scale mheof the two dimensions goes from 1 —
9. Participants were told they could indicate hbeytfelt while listening to the sound by
typing in the number which corresponded to theiigehat the figure represented on the
scale. For the arousing scale, participants wédetat the nine figures were arranged
along a continuum. For this scale, they were to#éd 1 represented one extreme on the
scale, namely, a feeling of being completely retebaalm, sluggish, dull, sleepy and un-
aroused. The scale gradually became less relaxihghe other extreme of the scale (9)
being very stimulated, excited, frenzied, jittamyde-awake, aroused (See Appendix D for

this scale).
Similarly, for the valence scale, participants wetd that the nine figures were arranged

along a continuum. For this scale, they were to&d 1 represented one extreme on the

scale, namely, a feeling of being completely unlyappnoyed, unsatisfied, melancholic,
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despaired and bored. The scale gradually becameitdgmppy as it progressed towards 9
with 9 being the other end of the extreme reprasgiieelings of being very happy,
pleased, satisfied, contented and hopeful (See #gpp® for this scale).

11.2.2 Results

Verbal Estimation: Internal Clock Speed

Figure 44 shows all the mean verbal estimatesqul@gainst stimulus duration for all
seven sound conditions. Descriptive analysis shaha&idthe mean verbal estimates of the
tones for the seven sound conditions (pleasantduigtsing; pleasant low-arousing;
unpleasant low-arousing; unpleasant high-arousiagtral sound; control sound of silence
and control sound of a 500Hz tone) were as follok@2.04ms (SE = 27.79); 694.44ms
(SE = 24.85); 689.93ms (SE = 22.21); 711.34ms (2K.65); 690.39ms (SE = 24.12);
635.13ms (SE = 27.07) and 736.38ms (SE = 29.0gpektion of Figure 44 suggests that
mean estimates increased as an approximately limeetion of actual stimulus duration
across all seven conditions. From the graph, tlge$a difference appears to be between
the control sound silence and control sound (50@iH2). This can be seen more clearly in
Figure 45. Figure 45 also seems to demonstrateldlssic empty versus filled duration
illusion which has been investigated by Weardenidg Martin and Montford-Bebb
(2007). Wearden et al. (2007) found that the suivje durations of tones were
significantly greater than those of unfilled intels (represented either by clicks or gaps).
Specifically, Wearden et al. (2007) found thatuindélled intervals were judged as being
approximately 55%-65% of the duration of the filtes despite the duration being the
same. With respect to Figure 45, participants apfmegive significantly higher estimates
of the duration of the tones when they were preddyea filled interval (500Hz tone)

compared to when they were preceded simply bytlen
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Figure 44: Mean verbal estimates plotted against stimuluatchn for all seven conditions

of Experiment 7b.
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Figure 45: Mean verbal estimates plotted against stimuluatchnr for control sound

silence and control sound 500Hz tone conditiorSxqferiment 7b.

The data were analysed in two ways, firstly the mestimate data was analysed. Secondly
linear regression for each individual participamtdéach condition was calculated and the
intercept values were analysed. No linear regrassiere performed on the slope values
for each individual participant on all conditionsdause there was no significant two-way

interaction between stimulus duration and arousatition. However, because of the
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trend found in Figure 45, a separate analysis (lejihated measures and slope analysis)

on the control sound (500Hz tone) versus silence peaformed.

Mean Verbal Estimates Analysis

A repeated measures ANOVA was used with one fdtorg the arousal condition
(pleasant high-arousing; pleasant low-arousingjeagant low-arousing; unpleasant high-
arousing; neutral sound; control sound, silencecamdrol sound, 500Hz tone) and the
other being stimulus duration (one for each oftéredurations). There was a significant
main effect of arousal condition on estimate®, 198) = 6.22,p < .001,r]|02 =.16, MSE =
51498.39. There was also a significant main efdéstimulus durationi=(9, 297) = 86.6p

< .001,r],;,2 =.72. MSE =70117.84. However, there was no 8t arousal condition x
stimulus duration interactioi(54, 1782) = 1.09p = .3,r]|02 =.03, MSE = 1782.

However, it could be that only one or two condisamere driving this significant effect of
condition, namely, the control sound of 500Hz aitehse. In order to establish whether
this was the case, a second repeated measures AN@¥A&arried out with the condition
of control sound (500Hz) and control sound (silgmeenoved from analysis. Indeed, it
showed that the control sounds were driving theiBaant effect found before, since no
main effect of arousal condition was foulr@4, 132) = 1.57,p = .19,n,°= .05, MSE =
17823.5. There was still a main effect of stimwusation,F(9, 297) = 80.71p < .001,

r]p2 =.71, MSE = 54024.53 and no stimulus durationausal condition interactior(36,
1188) = .87,p = .69,n,° = .03, MSE = 9729.35.

In order to explore whether the filled duratiomgion was taking place, a repeated
measure ANOVA was carried out with one factor beingdition (control sound of a
500Hz tone and silence) and the other factor bglingulus duration. There was a
significant main effect of conditiof(1,33) = 12.92,p < .05,r]|o2 = .28, MSE =
134833.93. There was also a significant main efféstimulus duration-(9,297) = 60.74,
p< .001,r]|02 = .65, MSE = 28329.17. Lastly, there was a sigaiit condition x stimulus
duration interactionk(9,297) = 2.2,p < .05,r]|02 = .06, MSE = 12165.96.
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Linear Regression Analysis

Intercept Values

Figure 46 shows the mean intercept values for ehtte seven conditions. The mean
overall intercept value for the seven conditiosapant high-arousing; pleasant low-
arousing; unpleasant low-arousing; unpleasant hrghsing; neutral sound; control sound
(silence) and control sound (500Hz tone) were, @¥ivis (SE = 47.91); 261.04ms (SE =
51.05); 279.42ms (SE = 49.6); 308.09ms (SE = 56288).89ms (SE = 49.75); 225.53ms
(SE =41.53) and 302.48ms (57.24), respectivegpétion of Figure 46 suggests that that
there may be some significant difference betweenrttercept values for some of the
conditions, for example, control sound (silencenpared to unpleasant high-arousing.
Subsequent statistical analysis was carried odétermine whether this is indeed

significant and also if any others are statistycalgnificant.
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Figure 46: Mean intercept values (ms) plotted against alesearousal conditions of

Experiment 7b.

A repeated measures ANOVA with one factor; aroaeadition (pleasant high-arousing;
pleasant low-arousing; unpleasant low-arousingjaagant high-arousing; neutral sound;
control sound (silence) and control sound (500Hhepwas conducted on the mean
intercept values. There was no significant maieafbf arousal conditiors(6, 198) =
1.76, p= .11,r]|02 = .05, MSE = 14792.19. So we can conclude thaetiseno evidence to

suggest a significant effect of arousal on paréinip’ verbal estimations of tones.
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Slope Values for the Control Sound (500Hz tone)Sitehce
The mean slope values for the silence and contradition (500Hz tone) was .49 (SD =
.05) and .55 (SD = .05), respectively.

A repeated measures ANOVA with one factor; conditicontrol sound of a 500Hz tone
and silence) was conducted on the mean slope valbhese was a significant main effect
of condition,F(1,33) =4.17,p< .05,r],;,2 =.11, MSE = .01. Therefore, when the interval is
filled (in this case with a 500Hz tone), participmjudged the subsequent tone as being
longer than when it was preceded by the unfillednral (silence). This supports the
findings by Wearden et al. (2007) with respectimfilled duration illusion.

Rating Experiment

In addition to the main experiment, each particigaok part in a further experiment
which obtained each participant’s own ratings ofugal and valence on all thirty
emotional sounds. These scores were then analysestif they were consistent with the
scores in the IADS (See Appendix E for stimuli ugethe present study versus IADS for
both arousal and pleasure). As discussed in thedattion, the present study used the
same emotional categories as those used by Noalkiaal. (2007) but improved on the
stimuli used in each category. The stimuli useddoh category by Noulhiane et al. (2007)
were in many instances not appropriate (or besthi® categories that they were put into.
Due to the complex nature of emotional stimulyés impossible to have discrete
categories. There was some degree of overlapesut of this in the ratings. For instance,
it is very difficult to get a sound which is bothpleasant and low in arousal. Despite this,
the study does improve on the one carried out hyliNane et al. (2007). As an example,
one of the sounds they selected for the pleasghtdrousing category was IADS 810
(Beethoven). The ratings for the valence dimensias appropriate (Mean = 7.51, SD =
1.66), however, the rating for the arousal dimems¥as not in the correct range (Mean =
4.18, SD = 1.66). What is highlighted in bold, ungeund conditions, is what was
removed and changed for the present study (SeenéippE for the stimuli used by
Noulhiane et al., 2007). Additionally, the neuttahdition was reduced to six different
sounds to be consistent with the other sound conditNoulhiane et al. (2007) included

twelve different neutral stimuli, despite having si all other sound categories.
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Pearson’s product moment correlation coefficieResafson’s) were then performed. The
correlation between subjective valence rating scbwen the participants of the present
study and those of the IADS were significgm&(.001,r = .97), which shows that the
subjective valence ratings were consistent witlsehaf the IADS. Correlations between
subjective arousal rating scores from the partitipaf the present study and those of the
IADS were significantfg < .001,r = .93), which shows that the subjective valent@ga
were consistent with those of the IADS (See Appef@ior differences between present
and IADS on ratings for mean arousal and pleasaleee). For the valence dimension,
the ratings for the selected unpleasant stimuthenADS ranged from 1.63 to 4.86. On
the neutral rating, stimuli ranged from 5.31 t0%.9n the pleasant rating, stimuli ranged
from 6.2 to 7.9. For the arousal dimension, thimgafor the selected low arousing stimuli
on the IADS ranged from 3.36 to 4.93. On the néuating, stimuli ranged from 3.71 to
4.6. On the high arousing, stimuli ranged from 8&8.14. Appendix H shows the range
(including mean, maximum and minimum values) fatesound condition for both the

arousal and valence dimensions.

11.2.3 Discussion

Inconsistent with the findings by Noulhiane et(@D07), the present study did not find any
significant effect of emotionally arousing audit@tymuli on participants’ verbal

estimation of tones. When both control soundsr{sgeand a 500Hz tone) were removed
from the analysis, there was no significant eftédcrousal on participant’s verbal
estimates of the duration of the tones. Both tlvesgrol conditions were driving the
significant main effect of arousal in the initiadaysis. This confirms the findings from
Experiment 7a which replaced clicks with emotiopaltousing stimuli in the visual
modality in the same task of verbal estimationooiets. This indicates that the lack of
findings in Experiment 7a cannot simply be expldibg the fact that we were using
stimuli in the visual modality because the prestudy also found no significant effect

when using emotionally arousiagiditory stimuli.

In sum, the findings from both Experiment 7a arghbts doubt on the notion that the
effect of clicks on verbal estimation of tones igdo arousal or any attention properties
since, when we replaced the clicks with stimuli tve know to be emotionally arousing

(in both the visual and auditory modality), thereresno effects on the verbal estimation of
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tones. The findings support then, the argumentith&the repetitive nature of the clicks
which is important in driving the effect previousbund on verbal estimation of tonal
durations (i.e., Jones et al., 2010). The reseguelstion that Experiment 7a and b
addressed was, what are the effects of emotioaatlysing visual and auditory stimuli on
verbal estimation of tones? Experiment 7a and lweldhat presenting emotionally
arousing stimuli in both the auditory and visualdality for five seconds, had no effect on

participant’s verbal estimation of subsequent tones

212



Chapter 12 Verbal Estimation of Emotionally Arousng Auditory Stimuli
12.1 Experiment 8 - Verbal Estimation of Emotionaly Arousing Auditory Stimuli

The previous experiment discussed in this thesipgEment 7b) explored whether
replacing clicks with emotionally arousing audit@tymuli differing on dimensions of
arousal and valence (pleasure) affected our subségstimation of durations of tones.
Findings revealed that arousal and valence hadgndisant effect on estimations of the
duration of tones. This was inconsistent with tholsEoulhiane et al. (2007) who showed
that high-arousing emotional sounds were judgduaeasy of shorter duration than the low-
arousing emotional sounds. Additionally, Angriltiad. (1997) using emotional visual
stimuli (for durations of 2, 4 and 6 seconds) fotimat for low arousal stimuli, participants
judged the duration of negative images as beirajively shorter than the positive images.
For high arousal stimuli, participants judged tleadion of negative images as being
longer than the duration of positive images. Spealif/, in the high arousing stimuli
condition it was found that participants overestgdahe duration of the stimuli in the first
two seconds, irrespective of valence, then swit¢badderestimation of the duration of
the high arousing images at six seconds. They drtha this was due to a double
mechanism, in which high arousing stimuli triggarsinitial emotionally-driven
mechanism which is faster than the second, attetitven, mechanism. For the low
arousing stimuli, participants underestimated tli@tion across all levels which suggests
that this type of stimuli is governed by an attenéil mechanism (as proposed by Angrilli
et al., 1997). However, it must be pointed out that underestimation becomes less strong

with increasing duration.

These findings by Angrilli et al. (1997) are ovératonsistent with those of Noulhiane et
al. (2007). In sum, Noulhiane et al. (2007) founatthigh-arousing stimuli were
underestimated, while low-arousing stimuli wereregémated, relatively. However,
Angrilli et al. (1997) found the opposite. Difficylin making any conclusions is even
more complicated with the findings from Experim@&btwhich found no effect of
emotional stimuli at all on the estimates of theations of tones. Experiment 7b suggests
that the previous effect of clicks we have seetherestimation of the duration of tones,
may not be due to any arousing properties it mag hih seems then that some other
mechanism is at play besides arousal itself thatipodates our internal clock speed.
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Noulhiane et al. (2007) failed to demonstrate peleffect indicating a change in clock
speed, since emotional arousal or valence of adsdighnot vary as a function of duration.
Angrilli et al. (1997) also found significant eftscmf valence and arousal using visual
stimuli on durations judgments. However, they dsmd an interaction between the two
which was inconsistent with the findings from Nadalre et al. (2007). Instead, Noulhiane
et al. (2007) found significant effects of botherate and arousal on duration judgments.
However, Angrilli et al. (1997) did not find any maeffect of these variables (only an
interaction between the two). So it appears thaeffect of both valence and arousal are
independent in the auditory modality, while inteénag in the visual modality. The

question is what could have given rise to theserdihces? As we have already seen in
Chapter 1, section 1.2.3, studies have revealddtithtory stimuli are judged as longer
than visual stimuli of the same duration (i.e.,\\dear et al., 1998; Treisman et al., 1990).
Perhaps the different modalities used to deliveraimotional stimulus between the studies
by Angrilli et al. (1997) and Noulhiane et al. (ZQ0nay have resulted in the differences in
findings between the studies.

The discrepancies in the findings of these studliag also have arisen due to the potential
problems with the stimulus durations employed bylN@ne et al. (2007) in their verbal
estimation task. The present experiment improvetherexisting study by Noulhiane et al.
(2007). The design of their verbal estimation stadsprised of five standard durations to
be estimated, namely, 2, 3, 4, 5 and 6 s. Threessef 36 different sounds were employed
in which each sound appeared twice. Specificdllg,following sound categories (pleasant
high-arousal, pleasant low-arousal, unpleasant-arghsal and unpleasant low-arousal)
each contained 6 sounds which were all presentieg tWhe fifth sound category, neutral
sound, contained 12 different sounds which were jatesented twice. All the sounds were
randomly assigned to the durations (2, 3, 4, 5éas Therefore, each series was made up
of 72 stimuli trials. That Noulhiane et al. (20@&ed durations of this nature is potentially
problematic. The present study used two duratioretween each of these values in order
to eliminate the possibility that participants abslmply learn the 6 different durations
presented to them (2, 3, 4, 5 and 6 s). Thus makiiag more difficult for any categorical

learning to take place.

Additionally, Noulhiane et al. (2007) did not gitleeir participants a range from which

they could select their verbal estimates. Instdea; initially presented their participants
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with the shorter (2 s) and the longer (6 s) duretiof the neutral sound to give them an
idea as to the range of the durations used inxpergnent. This means that participants
could give estimates much further from the rangg tised which may confound their
findings. However, from the presented data in tueep by Noulhiane et al. (2007), this
does not appear to have occurred. Noulhiane €@0.7) does not discuss this issue and
whether they had to omit data because of unuslaatig or small estimates. So we can

only assume that not having a range was irrelevathiis instance.

In light of the problems with the study by Noulhgaet al. (2007), the present experiment
was designed as an improvement to this existimdydby using less problematic durations
(2,000, 2,250, 2,750, 3,000, 3,250, 3,750, 4,0®[A 4,750, 5,000, 5,250, 5,750 and
6,000ms) as well as carrying out the appropriatdyars to determine the involvement, if
any, of the internal clock via slope effects. Sfpiealily, by exploring whether
underestimation or overestimation of stimulus daret becomes greater with increasing
stimulus duration in addition to investigating thean slope values for each condition to
see whether there were any significant differend&aticipants were asked to estimate the
duration of emotional auditory stimuli and to ratethe emotional sound stimuli on
dimensional scales of arousal and valence in aapating study. The emotional
auditory stimuli were taken from the internatiogakcognised database known as the
‘International affective digitized sounds (IADS)thbase (Bradley & Lang, 1999).

In sum, Experiments 7a and b fail to support thigonahat the effect of clicks is mediated
by arousal. In order to rule out the possibilitgtthrousal has an effect on verbal
estimation, the present study required participtmestimate the duration of emotionally
arousing auditory stimuli. This is contrast to Exipent 7a and 7b in which the emotion
visual and auditory stimuli were presented for fezonds followed by a tone which they
had to estimate the duration of. The researchtquethat Experiment 8 addressed was
whether emotionally arousing auditory stimuli cavé an effect on human timing

abilities.
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12.1.1 Method

Participants
Thirty-five undergraduate participants took pard arere compensated with 4 course

credits for their time and effort. These credits@aveot contingent on performance.

Apparatus
See apparatus for Experiment la. In this presadiyshe Self-Assessment Manikin
(SAM) (Bradley & Lang, 2007) was used (see procedaction).

Procedure

The same five sound categories as Noulhiane €@0.7) and Experiment 7b were used.
Namely, (a) pleasant high-arousal sounds (e.gticesounds), (b) pleasant low-arousal
sounds (e.g., a babbling brook), (c) unpleasantdmusal sounds (e.g., a ticking clock),
(d) unpleasant high-arousal sounds (e.g., a wommr@aing), (e) one group of 6 neutral
low-arousal sounds (e.g., rain). However, the preseidy also included a control sound
condition, (f) 500Hz tone. Thus, giving the studgdiind conditions (see Appendix C for
the sound stimuli used in each category). As indexpent 7b, each category contained 6
different sounds. Each participant received theeelomly from each category during the
entire experiment. This enabled each sound stitolde presented randomly (with equal
frequency) for each of the 13 durations that thendostimuli can be presented. So, all the
sound stimuli were presented randomly (with eqresidiency) for a duration selected from
a range of 13 durations (2,000, 2,250, 2,750, 3,850, 3,750, 4,000, 4,250, 4,750,
5,000, 5,250, 5,750, 6,000ms). The 500Hz tonesdfe simply presented for each of the
10 different durations 3 times. There were 234 4rin total, split into 6 groups of 39. So,

the participant had five breaks during the expenine

The experiment began with an instruction to pgrtiots to “When ready, press space bar
to begin”. The participants then pressed the spaceid were presented with an emotional
sound from one of the 5 conditions ((a) » (e))h& 500Hz tone (condition (f)). After the
sound, a screen was presented with the followisguation: ‘Type in your estimate of the
duration of the sound. Press enter for next traditer the participant pressed enter, there
was a 2,000ms delay. After the delay the partidipaas presented with the next trial. The
participants were given a range from which theyldselect their estimates of duration.

They were given the following instruction: “Selgeciur estimates from anywhere between
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1,000 and 7,000ms (1,000ms = 1 second)”. If thegred say, 8,000, a screen appeared
reiterating the estimate range. Participants weteahle to continue until they rectified the
error by a correct entry. Participants were al$t mot to use any counting strategies
throughout the experiment. After the participardad baken part in the verbal estimation
experiment, they were then given the Self-AssessiManikin (SAM) (See procedure

section for Experiment 7b).

12.1.2 Results

Verbal Estimation: Internal clock speed

Figure 47 shows the mean verbal estimates plogathst stimulus duration for all six
sound conditions. Descriptive analysis showedttiamean verbal estimates for the six
sound conditions (neutral; pleasant high-arougahggsant low-arousing; unpleasant high-
arousing; unpleasant low-arousing and control sq6@8Hz) were as following:

3491.5ms (SE = 103.78); 3661.5ms (SE = 103.04)6.334ns (SE = 109.42); 3758.03ms
(SE =121.84); 3610.13ms (SE = 106.14) and 435318k = 124.57). Inspection of
Figure 47 suggests that mean estimates increasedasproximately linear function of
actual stimulus duration in across all six condisioFrom the figure it appears that the
control sound of 500Hz is the only condition theteds significantly from the others.
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Figure 47: Mean verbal estimates plotted against stimuluatchnr for all six conditions of
Experiment 8.
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Figure 48 shows a plot of pleasant high-arousiteggant low-arousing, unpleasant high-

arousing and unpleasant low-arousing.
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Figure 48: Mean verbal estimates plotted against stimuluatdnr for all arousal

conditions of Experiment 8.

The data were analysed in two ways, firstly the mestimate data was analysed. Secondly
linear regression for each individual participamtdéach condition were calculated and the

slope and intercept values were analysed.

Mean Verbal Estimates Analysis

A repeated measures ANOVA was used with one fdtorg the arousal condition
(pleasant high-arousal sounds; pleasant low-araesadds; unpleasant low-arousal
sounds; unpleasant high-arousal sounds; one grfdiyeameutral low-arousal sounds;
control sound of 500Hz) and the other being thawlis duration (one for each of the
thirteen durations), which showed a significantmeffect of arousal condition on
estimatesk(5, 170) = 32.82p < .001,r]|02 =.49. MSE = 1384425.41. There was also a
significant main effect of stimulus duratidf(12, 408) = 473.83) < .001,r]p2: .93. MSE
= 452182.93. Moreover, there was a significant sabaondition x stimulus duration
interaction,F(60, 2040) = 1.71p < .001,n,°= .05. MSE = 234484.47,
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Linear Regression Analysis

Slope Values

Individual linear regressions for each particip@amteach condition were then calculated.
The mean overall slope values for the six condgtigreutral sound; pleasant high-
arousing; pleasant low-arousing; unpleasant higlisang; unpleasant low-arousing and
control sound, 500Hz tone) were, .74 (SE = .08;(SE = .03); .73 (SE = .04); .78 (SE =
.03); .76 (SE = .03) and .84 (SE = .03), respeltiviegure 49 shows the mean slope
values (gradient) for each condition. Inspectioifrigiure 49 suggests that there was no
significant difference between the slope valuearof of the conditions. Subsequent

statistical analysis was carried out to determihetiver any of these were statistically

significant.
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Figure 49: Mean slope values plotted against all arousal itiong of Experiment 8.

A repeated measures ANOVA with one factor; aroasadition (pleasant high-arousal
sounds; pleasant low-arousal sounds; unpleasargiousal sounds; unpleasant high-
arousal sounds; neutral low-arousal sounds anat@otsound of 500Hz) was conducted
on the mean slope values. There was a significaim effect of arousal conditiof(5,
170) = 4,p < .05,n,° = .11, MSE = 2.29.
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However, it could be that one condition is drivihgs significant effect of condition,
namely, the control sound of 500Hz. In order t@aleksh whether this was the case a
second repeated measures ANOVA was carried outthaticondition of control sound
(500Hz) removed from analysis. Indeed, it appdaatthe control sound of 500Hz was
driving the significant main effect found beforece no effect of arousal condition was
found with 500Hz removed from the analy$i$4, 136) = 1.29,p = .28,r]|02 =.04, MSE =
.01.

Intercept Values

Figure 50 shows the mean intercept values for ehtte six conditions. The mean overall
intercept values for the six conditions (neutralrsy pleasant high-arousing; pleasant low-
arousing; unpleasant high-arousing; unpleasantdmumsing and control sound, 500Hz
tone) were, 511.98ms (SE = 104.53); 559.45ms ($E3:16); 638.9ms (SE = 156.67);
638.81ms (SE = 107.86); 577.5ms (SE = 100.31) 82B4gms (SE = 151.51),
respectively. Inspection of Figure 50 suggeststtiattthere is a significant difference
between the intercept values for the control sazomdlition compared to the others.
Subsequent statistical analysis was carried odétermine whether this was indeed

significant and also if any others were statiskjcaignificant.
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Figure 50: Mean intercept values (ms) plotted against alisabconditions of

Experiment 8.
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A repeated measures ANOVA with one factor; aroaeadition (pleasant high-arousal
sounds; pleasant low-arousal sounds; unpleasartiousal sounds; unpleasant high-
arousal sounds; one group of 6 neutral low-arossahds, control sound of 500Hz) was
conducted on the mean intercept values. There wamdicant main effect of arousal
condition,F(5, 170) = 4.23,0 < .001,n,” = .11, MSE = 248663.52.

Again, it could be that one condition was drivihgstsignificant effect of condition,
namely, the control sound of 500Hz. In order t@lksh whether this was the case a
second repeated measures ANOVA was carried outthaticondition of control sound
(500Hz) removed from analysis. Indeed, it appdaasthe control sound of 500Hz was
driving the significant effect found before, sinoe effect of arousal condition was found
with the 500Hz condition removed from analy$i¢4, 136) = .49,p = .74,r],[,2 =.01, MSE
=211261.36.

Rating Experiment

In addition to the main experiment, each particiggaok part in a further experiment
which obtained each participant’s own ratings ofugal and valence on all thirty
emotional sounds. These scores were then analysestif they were consistent with the
scores in the IADS. The present study used the sanotional categories as the study by
Noulhiane et al. (2007) (i.e., pleasant high-anoglsiHowever, as discussed in the rating
section of Experiment 7b, the present study impdaye the stimuli (See Appendix E for
stimuli used in the present study versus IADS fathkarousal and pleasure) used by
Noulhiane et al. (2007). What is highlighted indhalnder sound conditions, is what was
removed and changed for the present study (SeendlppE for the stimuli used by
Noulhiane et al., 2007). Correlations between siibje valence rating scores from the
participants of the present study and those ofARES were significant§ < .001,r = .93),
which shows that the subjective valence ratingsewensistent with those of the IADS.
Correlations between subjective arousal ratingesctiom the participants of the present
study and those of the IADS were significgm&(.001,r = .93), which shows that the
subjective valence ratings were consistent witlséhaf the IADS (See Appendix | for
differences between present and IADS on ratingsiean arousal and pleasure/valence).
For the valence dimension, the ratings for thecteteunpleasant stimuli on the IADS
ranged from 1.63 to 4.86. On the neutral ratingai ranged from 5.31 to 5.99. On the
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pleasant rating, stimuli ranged from 6.2 to 7.9. the arousal dimension, the rating for the
selected low arousing stimuli on the IADS rangexhfr3.36 to 4.93. On the neutral rating,
stimuli ranged from 3.71 to 4.6. On the high arngsstimuli ranged from 5.51 to 8.14.
Appendix J shows the range (including mean, maximachminimum values) for each

sound condition for both the arousal and pleasimeiasions.

12.1.3 Discussion

Findings showed that any difference between camhitivas driven largely by one
condition, namely, control sound (500Hz tone). Wtiea was removed from analysis,
there were no significant differences between drti@different types of emotional sound
conditions. Therefore, the current study providedewnidence to support the idea that
arousal or pleasure/valence influences subjectivatin of time. This is inconsistent with
the findings from the study by Noulhiane et al.q2Pwhich did show that high-arousing
sound stimuli were judged as shorter than low-angusound stimuli. Further, that
unpleasant sounds were judged as lasting subjgctoreger than pleasant sounds.
However, the conclusions drawn from the study edrdut by Noulhiane et al. (2007)
have to be viewed tentatively since the study wasght with both methodological and
statistical problems (see introduction and resétdion for details).

However, there are two potential limitations of gresent study. First, is the use of
different emotional auditory stimuli. For instané@y versus high arousing stimuli are
characterised by different tempo, such that angcefif at all) on the perception of time of
the high arousing auditory stimuli may be due sadatively faster tempo. Second, there
is also a strong possibility that, as for musitite natural occurring sounds may have
captured attention more than the 500Hz tone andtegsin a temporal underestimation. In
order to investigate whether this was the casesdhee study could be repeated with the

control sound of a 500Hz tone removed.

In sum, the current findings indicate that the a¢dstimation of emotionally arousing
auditory stimulithemselvesas no effect on participant’s timing judgmentd attimately
their internal clock. Therefore, arousal by itselhnot account for the effect of clicks on
verbal estimation of duration, again highlightiig important of the clicks repetitive

nature. If we are to believe that the effect ofldiin increasing timing judgmerase due
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to its arousing properties, then we would expeat stimuli which are highly arousing
would cause a similar if not greater effect. Theswot the case. Therefore, the present
findings support the findings from Experiment 7a &#nwhich found that when clicks are
replaced with stimuli which we know to be emotidparousing (auditory and visual
stimuli), there is no effect on subsequent versah&ations of tonal durations. It can be
argued then that the clicks must mediate theirceffeough some process other than
arousal. A strong candidate for this process manéeepetitive nature of the clicks which
has some kind of effect on brain synchronicity andlpha rhythm (see Chapter 2).
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Chapter 13

An Electrophysiological and Behavioural Investigatbn into the Effect of Clicks on

Verbal Estimation

13.1 Experiment 9 - The Effect of Clicks on VerbaEstimation: An

Electrophysiological and Behavioural Study

It is well known that in situations of high dangerfear (e.g. such as in a car crash) people
report that ‘time slows down’, an effect simulatedt to a lesser extent) in the laboratory
through the use of ‘click trains’ (i.e., Treism&gulkner, Naish & Brogan, 1990; Burle &
Casini, 2001; Wearden, Norton, Martin & Montfordde 2007). Penton-Voak, Edwards,
Percival, & Wearden, (1996) suggested that chaimg@se perception may be due to
increases in levels of arousal, which in turn cauwseincrease in pacemaker speed. They
showed that preceding an auditory or visual stimiy five seconds of periodic clicks
made the stimulus seem to last longer (see alsoddeat al., 1998; Wearden, Philpott &
Win, 1999, for replications) whereas when peopleawequired to produce time intervals
of specific durations, preceding the productiorhvailicks made the productions shorter.
The mathematics of pacemaker-accumulator clocksidsed in Wearden et al., 1998 and
below) predict that if click trains speed up thegraaker, they will have a more marked
effect at longer stimulus durations and this relsalt been found in a number of studies
(e.g., Penton-Voak et al., 1996; Wearden et ab8).9

As well as speeding up the internal clock, it eently been shown that click trains can
also speed up information processing rate in bedletron time tasks and in memory
encoding (Jones et al., 2010). This has made tlesiigation of how click trains cause
their effect imperative. In order to assess the toat arousal plays in this effect of
repetitive stimulation, the present experiment gtggated electrophysiological (as well as
behavioral) measures in a task of verbal estimaifdones when preceded with either

clicks or silence.

To our knowledge, there has been no investigatitmwhether the effects of clicks, for
example, is mediated by “arousal”. A train of cBdk obviously not very arousing in the
everyday sense of the word - but it may induce ¢gppearousal” of the internal clock.

Previous studies have suggested that emotionalilsttien influence our perception of
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time in a variety of timing tasks (i.e., Droit-Vol& Meck, 2007; Droit-Volet, Brunot &
Niedenthal, 2004; Ward & Cox, 2004; Angrilli et,a1997). Overall, the main findings
suggest that emotional stimuli are systematicaligrestimated compared to neutral
stimuli. Since it is clear that the emotional stinused in these studies are arousing, the
question is whether clicks (repetitive stimulatiang also perceived as arousing and it is
this component which is giving rise to the effemtstime abilities. Surprising, this has not
yet been investigated and it crucial to furthemng understanding of time processing.
However, if clicks were arousing, then the nextsgoa would be why? The initial answer
would seem to be because they are arousing. Cléhidyis a rather circular argument and
the only way to address this circularity problemuaobe to try and measure arousal itself;
which is the aim of the current study. The expentagresented in Chapter 11
(Experiments 7a and b) and in Chapter 12 (Expetirf@ehave explored the effect of
emotionally arousing visuand auditory stimuli on verbal estimation. However,eftect
was found with high emotionally arousing visoalauditory stimuli on verbal estimates.
So, the research question that Experiment 9 adettegas what is the involvement of

autonomic arousal in the operation of repetitivaglation?

The current study involved a verbal estimation taskhich participants were asked to
estimate the duration of auditory tones that wéreeepreceded by clicks or no-clicks.
Since it has previously been shown that click sancrease internal clock speed and
therefore slow down subjective time, what will be main focus of investigation is the
autonomic physiological response to the clicksc#ally using Electrocardiogram (ECG
or EKG), Galvanic skin response (GSR) and Electrmgngphy (EMG). If participants
demonstrate an increase in electrophysiologic@aese during the clicks compared to no-
click trials (resulting in the previously found iing effects) then we come closer to
understanding the role of arousal and externabfacin internal clock functions. This will
be the first investigation into whether the cli¢kess/e an arousing effect on the human body
and may be the first investigation to pose limi@as on the arousal argument if no such
effects are found. If arousal is not found to hameeffect, then it would provide further
support to the idea that it is the repetitive natwirthe clicks which is important in
mediating their effect on both time estimation arfdrmation processing. This would be
consistent with the non-specific sympathetic fretpyeand specific frequency arguments

discussed in Chapter 2.
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13.1.1 Method

Participants
Fifty participants took part in the experiment amete compensated with £7 for their time

which was not contingent on performance.

Materials

Behavioural Measures

A Dell PC computer controlled all experimental etgeThe computer speaker produced
the auditory stimuli and instructions were displhg® the computer screen. The
experiment was created using an E-Prime progragcfietogy Software Tools Inc.). All
responses were made on the computer keyboardrdgagsiological measures were
recorded using PsyLab 7 software program from @Gdmeecision Instruments running on
two interfaced Dell-compatible PCs; one recordediidhavioral data, presenting the
stimuli and recording the verbal estimates. Thewotacorded the electrophysiological

measurements.

Electrophysiological Measures

A variety of electrophysiological measures werestakElectrophysiological measures
were simultaneously recorded during the behavicexperiment. A finger transducer was
used to obtain peripheral pulse by detecting chaimganfra-red and visible light with
blood flow. Skin conductance (SC) was measured 8mtim diameter silver/silver chloride
electrodes positioned on the medial phalanx ofidglle fingers held in position by
double sided sticky electrode collars. A non-satjsewas used in order to gain contact
with the skin, essentially filling the gap betwedhe skin and the electrode within its
casing. Electromyography (EMG) was recorded froenfthlowing sites: A) Medial
frontalis (eye region), B) Lateral frontalis (eysgion), C) Levator labii superioris (mouth
region) and D) Zygomaticus major (mouth region).r&simply, silver chloride electrode
pairs were positioned 1cm apart across each mtesble measured. Specifically, two

above the eye and two on the side of the mouth.

Procedure
The behavioral task
At the beginning of each session, instructions apgxzkon the computer screen.

Participants were requested to press the spade bammence the first trial. There were
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two trial conditions (clicks and no-click). In tioécks condition, participants were
instructed to look at a fixation cross in the certf the screen and to begin the trial by
pressing the spacebar. Participants were theemeswith a 25ms tone (700Hz),
followed by a 5 second period of clicks at 5Hz fealick was 10ms long). A further

25ms tone (700Hz) terminated the clicks. The t&®®Kz) to be estimated was then
presented. The duration of the tone was selected 10 different stimulus durations (300,
478, 567, 656, 745, 834, 923, 1,012, 1,101 anddiy3) presented randomly across trials.
After presentation of the test tone, participanésenasked to type their estimate of the
duration of the tone on the keyboard. Participardee also given a range from which they
could select their estimates. This ranged fromt®5B50ms. This range was derived from
the minimum actual presented duration and the maxin800 and 1,300ms, respectively.
So the range started from the smallest actual ptasen duration minus 50ms and the
largest plus 50ms. Participants were told the ingmame of selecting their estimates only
from within this range. The fixation cross remaimmgdscreen throughout this process. The
no-click trials were identical except that 5 secniisilence replaced the clicks. Once a
response had been made the participants begaethgial after a prompt to press enter
when ready to continue. There was a 500ms delayeleet the pressing of the enter key

and the presentation of the next trial.

There were four experimental blocks, each withr20st (40 no-clicks and 40 clicks) thus
80 trials in total. Each of the ten possible duradiof tones occurred once in each block
for both 'click’ and 'no-click’ trials in a randamder in each block. The participants were
given a break after the first 27 trials, then aBértrials. They were allowed as much time
as they wanted during these official breaks. Thégypants were also given the option to

pause during the trials if necessary.

Electrophysiological Measures

In order to match the electrophysiological respdogée trial type, unique triggers were
sent from the behavioural computer to the electysighogical one. For the purposes of
consistency across all conditions, the trial leregtamined each time was 6,800ms. This
was taken from the onset of the tone beginnindgtheconds of clicks or no-clicks and
ending 6,800ms later. The value 6,800ms was usee his is the longest possible trial
duration (5 seconds + 500ms + 1,300ms = 6,800ms).
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13.1.2 Results

Behavioural Analysis

The data from the fifty participants’ was analyzedwo different ways: initially using
mean verbal estimates and then using slope andéptevalues derived from linear

regression analysis on each participant’s data.

Verbal Estimates

Figure 51 shows mean verbal estimates (in millisdsd plotted against stimulus duration
for both the ‘click’ and ‘no-click’ conditions. Degptive analysis showed that the mean
verbal estimates for the no-clicks and click canditvere 756.76ms (SE = 18.32) and
802.47ms (SE = 18.8), respectively. Inspectiokiglire 51 suggests that mean estimates
increased as an approximately linear function tdacstimulus duration in both conditions
(clicks and no-clicks). Furthermore, estimatestwhslus duration appear to be
consistently longer for the stimuli preceded bygldithan for those preceded by silence
(no-clicks).
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Figure 51: Mean verbal estimates for each of the ten durdipes plotted for both click
and no-click conditions of Experiment 9.

Across all ten stimulus durations, the verbal eaten for the no-clicks conditions were

subtracted from the clicks condition (See Figurg.FAgure 52 clearly shows that the

tones preceded by clicks are reported as beingstiNgly longer and that there appears to
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be a trend for this difference to be greater wittréasing stimulus duration. These

suggestions were supported by subsequent statetiabysis.
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Figure 52: The verbal estimates for the no-click conditioa subtracted from the

estimates for the click condition across all temstus durations of Experiment 9.

A repeated-measures ANOVA was used with one fdorg the presence or absence of
clicks (clicks and no-clicks) and the other being stimulus duration (one for each of the
ten durations). There was a significant main eféé¢he presence or absence of clicks on
verbal estimates;(1,49) = 40.98 p< .000,1,r]|02 =.46. MSE = 12745.20. There was also a
significant main effect of stimulus duratidf(9,441) = 489.45 < .0001,r],[,2 =.91. MSE
=13738.16. Moreover, there was a significant preser absence of clicks x stimulus
duration interactionk(9,441) = 3.17p < .Ol,r],[,2 =.06. MSE = 4985.20.

As there was a significant main effect of presemcabsence of clicks as well as an
interaction of presence or absence of clicks xudtisiduration, we conducted individual
linear regressions for each participant’s databt@io slope and intercept values for each

condition, these were then subjected to statistinalysis.

Slope and Intercept

Figure 53 (Top-Left Panel) shows the mean slopeegtierived from the individual linear
regressions for each condition. A paired samptesttwas then carried out on the slope
values from the click (.84) and no-click (.79) carmmhs. Results indicated a significant
difference between these two conditiot(49) = -3.46p < .01.
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Figure 53.Top-Left PanelMean slope values for the click and no-click cdiodss; Top-
Right Panel:Mean intercept values for the click and no-clickdibions; Middle-Left
Panel:Mean number of pulses (measured in waves) forltble @and no-click conditions;
Middle-Right PanelMeasure of galvanic skin response (GSR), measared/, for the
two conditions (clicks and no-clickgpottom-Left PanelElectromyography (EMG) of the
eye region muscle activity measured in mV, fortthe conditions (clicks and no-clicks);
Bottom-Right PanelElectromyography (EMG) of the mouth region musaavity
measured in mV, for the two conditions (clicks adclicks). All for Experiment 9.
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Figure 53 (Top-Right Panel) shows the mean intércajpies derived from the individual
linear regressions for each condition. A paired@amt —test was then carried out on the
intercept values from the click (135.46ms) and hckd134.24ms) conditions. Results
indicated no significant difference between these ¢onditions{(49) = -.10,p = .92.
Further, there was no difference between the stdreteor estimate between the click and
no-click conditionst(49) =-1.02,p = .31.

Electrophysiological Measures
The electrophysiological data from forty-nine peaigants was analysed as one

participant’s data file became corrupted.

Pulse (number of waves)

In order to investigate whether the clicks had fé&ceon the pulse rate, the numbers of
waves from peak to trough were calculated for éaahand the mean of these was taken.
For the purposes of consistency across all comditithe trial length examined each time
was 6,800ms. This was taken from the onset ofdhe beginning the 5 seconds of clicks
or no-clicks and ending 6,800ms later. Figure 5&(Né-Left Panel) shows the mean
number of waves (pulse) for click and no-click cihiodis. A paired samples t-test was
carried out on the mean wave values from the ¢Bc&4 mV, SD = 1.00) and no-click
(8.30 mV, SD = 1.03) conditions. Results indicatedsignificant difference between these
two conditions{(48) = -1.69p = .10, two-tailed.

Galvanic Skin Response

Figure 53 (Middle-Right Panel) shows the mean gatvakin response (GSR) for the click
and no-click conditions. A paired samples t-tes$ warried out on the mean GSR values
from the click (1.03 mV, SD = .95) and no-click@2.mV, SD = .95) conditions. Results
indicated no significant difference between these ¢onditions}(48) =-1.64p = .11,

two-tailed.

Electromyography (EMG): Eyes Region

Figure 53 (Bottom-Left Panel) shows the mean EM&iyg of the eye region for the
click and no-click conditions. A paired sampleggttwas carried out on the mean EMG
values from the click (-13.45 mV, SD = 8.81) anddtiok (-12.35 mV, SD = 7.35)
conditions. Results indicated no significant diéiece between these two conditiori48)
=.94,p = .35, two-tailed.
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Electromyography (EMG): Mouth Region

Figure 53 (Bottom-Right Panel) shows the mean EMtvidy of the mouth region for the
click and no-click conditions. A paired samplegsttwas carried on the mean EMG values
from the click (-6.1 mV, SD = 5.13) and no-click @ mV, SD = 4.45) conditions. Results
indicated no significant difference between these ¢onditionst(48) = .72,p = .48, two-

tailed.

13.1.3 Discussion

The main results of the current study confirmed/jongs findings (Jones et al., 2010), that
verbal estimates of tones are longer when precegeticks compared to when they are
preceded by no-clicks. The behavioural findingsenstrong and demonstrated a slope
effect consistent with the notion that we have ssmdething up. The current study took
the investigation of clicks further, by measuriragtcipant’s physiological parameters
during the click and no-click conditions which heesser previously been explored. The
research question that the present experiment sglltevas what is the involvement of
autonomic arousal in the operation of repetitivnglation? The results revealed there was
no significant difference in any of the electropbi@gical measures (pulse rate, GSR,
EMG of eye muscles and EMG of mouth muscles) batvediek and no-click conditions.
This would lead us to propose that the robust effiethe clicks on participant’s verbal
estimates of tones found in this study and mangrstbannot be explained by any
autonomic arousing effect they may have on the bGaye could of course argue that the
measures we have used here are not sensitive enoagh too peripheral to detect any
arousing effects that the clicks may have on thaybbut this seems unlikely. However to
fully exhaust this possibility one could explorésthsing parasympathetic measures, for

example, a pupillometer which measures pupil ditati

Given this finding, there remain three other patdrmandidates for the method of action of
the clicks on temporal and non-temporal processtirgtly, it could be argued that
although the clicks do not cause autonomic arotisay, are still ‘psychologically

arousing’ in some way. If this arousal is not inelegeently measurable in some way then
this argument leads to a tautology. However, Expent 7a and b found that when we
replaced the clicks with stimuli that we know todymaotionally arousing (both visual and

auditory), there was no behavioural effect on thernal clock.
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This lends support to the second potential candiddich is the idea that it is the
repetitive nature of the click trains that is kegecifically that the frequency of the clicks
is of some multiple of the pacemaker of the intedhack itself. This is the ‘specific
arousal’ idea proposed by Treisman (1963) in hisiga of the internal clock model and
has found some support in studies which have métguiclick frequency (see Burle,
Macar & Bonnet, 2003). However two potential flawish this idea are that firstly the
behavioural effect of the clicks is very reliabr@ss participants, but in order to work it
would require that the internal pacemaker frequesi@ll participants is the same as (or a
multiple of) the click frequency. Secondly, it istrclear why repetitive stimulation at the
same (or multiple) frequency of the pacemaker wagktially cause a ‘speeding up’ rather

than just an increase in amplitude or strengtihefitacemaker.

A third explanation which has gained recent attanis the idea that the frequency is of
little import, instead, that the stimulation onlgad be repetitive. It is known that repetitive
stimulation can induce non-specific sympatheticcbyanisation of neural activity (Will &
Berg, 2007). If the click stimuli typically used studies such as ours also induce such
activity (which is at the current time unknown) hidis may reduce signal to noise ratio,
or synchronise the transmission of upstream neuandgshe receptivity of downstream
neurons (for a full discussion see Burle et ald28and Jones et al. in press). This would
potentially explain the clicks’ effect on reactibme and memory encoding, but it is more

difficult to envisage the consequences for the pater of the internal clock.

In conclusion, this experiment provides importantience for informing the debate of the
mechanism of action of repetitive stimulation omp®ral and non-temporal processing.
The lack of physiological findings with clicks stigthens the findings of Experiments 7a
and b which found no effect of emotionally arousungual or auditory stimuli on verbal
estimations of tones. Additionally, it supports fmelings from Experiment 8 which found
no effect on verbal estimations of emotionally &iog auditory stimulthemselvesThe
findings from these experiments forces us to reid@ngshe mechanism by which the clicks
operate and brings into question a simple arougahration to account for the effect of

clicks on information processing and the interrnatk.
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Chapter 14

General Discussion

14.1 Review of the Main Theoretical Questions

The primary aim of this thesis was determiningriationship (if any) between
information processing and the internal clock. Tésearch strategy employed throughout
consisted primarily of tasks of verbal estimatio @eaction time. The main factor across
many of the studies contained in this thesis isffect of a repetitive stimulation (click

train) on these different tasks.

The secondary aim of this thesis was exploringileehanisms underlying the effect of
clicks on information processing and internal clgpleed. There were four possible
explanations put forward in Chapter 2. First, tbegible role of alpha rhythms and its
relation to cognitive functions, such as intelligenmemory, information processing speed
(as evidenced by reaction time) and sense of tdaeond, the specific frequency argument
which suggests that what is of importance in dguime effect of clicks is thegarticular
frequencyin which they are delivered. The main proponentsrzkethis notion are Burle

and Bonnet (1999) who explored the effect of vamain click train frequency in a choice
RT task. They found increases in RTs with 20.5k¢gdiency clicks, while decreased RT
were found for frequencies of 21 and 21.5Hz. THeskngs demonstrated the importance
of certain frequencies in driving the effects atk$ on information processing. Third, and
probably the strongest argument based on the fysdimthis thesis, is the non-specific
sympathetic entrainment argument which postuldtasrepetitive stimulation produces
synchronization of brain waves (Will & Berg, 200This theory of the underlying nature
of clicks argues that frequency is irrelevant iredi contradiction to the specific frequency
argument which favours the idea of the importarfdesgiuency. Next was the long-term
potentiation argument (Bliss & Lomo, 1973). Hetasiargued that rapid or repetitive
visual stimulation increases the speed at whicmlm@lls communicate to each other
(Teyler et al., 2005). Lastly, arousal was alsestigated as another potential explanation

as to how clicks affect time perception.
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14.2 The Possible Mechanisms by which Clicks Affect Tim@erception and

Information Processing

14.2.1 Alpha Rhythms

Experiment 1a and b, (Chapter 5) explored the effecepetitive stimulation (specifically
the parameters of the effect), in the form of aekctrain, on a 1, 2 and 4 choice reaction
time task. Consistent with previous findings bye®et al. (2010), there was a significant
effect of clicks, with click trains in general redng reaction time response. Specifically,
Experiment 1la found that six of the nine conditidesonstrated this reduced reaction
time with clicks. Important, though, was the fingliof no significant effect of gap duration
(500, 2,000 and 5,000ms). Therefore, the effectioks was not reduced over time in the
present study. Only with a gap duration of 500ms thare no evidence of a reduced
reaction time on trials preceded by clicks. Usimg $ame design as Experiment 1a,
Experiment 1b investigated the parametrics of tlos further using even longer
durations of 5,000, 7,500 and 10,000ms. Suppothiadindings from Experiment 1a,
there was no significant main effect of gap duratath the clicks having an effect on
reaction time after a delay as long as 10 secdndther experiments are required to
explore the sustainability of the click effect,afiect, at what point it ‘wears off’. So far,
overall findings have shown that on trials preceledlicks, reaction times were reduced
compared to trials preceded by no-clicks. Howewoseg limitation with the design of
Experiment 1a and b was the potential presencgpiatancy effects. Controlling for
expectancy effects, Experiment 1c found the etbécticks was not as strong as in
Experiment 1a and b. However, the present stutysspports the findings from
Experiment 1a and b, since there was no signifieffatt of gap which suggests that the

effect of clicks has not been reduced over time.

In sum, the effect of clicks on a variety of reanttime tasks is well established. It appears
that clicks increase our information processing ex evidenced by the decrease in
reaction time after clicks. Experiments in thissiseand previous findings (i.e., Jones et al.,
2010; Penton-Voak et al., 1996) have demonstrai@dcticks also affect the internal

clock. The fact that clicks have an effect on bafbrmation processing and the internal
clock is suggestive of a relationship between W ¥We can begin to understand what

these findings tell us about the possible undeglyirechanisms of the clicks by exploring
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the literature associating alpha rhythms with rieacime performance. According to
Surwillo (1961; 1962; 1964), participants with higlpha frequency show faster reactions
times, whereas individuals with low alpha rhythnepthy much slower reaction times.
This suggests a strong link between alpha rhythmsr#ormation processing rate and can
perhaps explain the effect of clicks as being aereal stimulus which induces a higher
alpha frequency resulting in faster reaction tinid®e alpha frequency argument seems the
most relevant here to explain the underlying efééatlicks since a vast amount of the
literature links alpha rhythms to reaction timegarticular, Klimesch et al., 1996;
Surwillo, 1961; Woodruff, 1975). However, despitestsupport for the alpha argument, it
still does not provide a strong case against thranm@ng arguments. Namely, that of long-
term potentiation, the non-specific sympatheticantnent argument,the specific

frequency argument and the notion that the effecticks is mediated by arousal.

14.2.2 Specific Frequency Argument

Previous studies have suggested the importandekfiiequency on reaction time (i.e.,
Burle & Bonnet, 1999; Treisman et al., 1990; B#l€asini, 2001) and time perception
(Treisman et al., 1990). The aim of Experiment d@ la was tsystematicallynvestigate
whether there is any effect of the frequency anatitan of the repetitive auditory stimuli
on the internal clock speed and information pracgs€£xperiment 4a and b (Chapter 8)
manipulated the clicks in terms of frequency amthsius number/duration (click ‘peaks’)
in tasks of reaction time and verbal estimatiogpeetively. Essentially, would varying the
duration and specifically frequency of the cliclks/a any differential effect on the internal
clock and resultant estimates of duration or isgfs®mething unique to 5Hz?

Findings from Experiment 4a revealed no significafifect of sound condition on reaction
time. These findings suggest that the frequendhi@tlicks is irrelevant and that it is
perhaps simply the presenceanfy repetitive stimulation that is driving the effedtaticks.
This is inconsistent with findings by Treisman et(2990) and Burle and Casini (2001).
However, it supports the findings by Jones et2810) who found no difference on
reaction time using clicks of a frequency of 5SHd &Hz. However, it is important to
point out here that 25Hz is a multiple of 5Hz, sdick frequency is driving the effect of

clicks, you may not expect a difference only usangultiple of the typically used 5Hz.
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However, Experiment 4a and b did employ frequenaigish were non-multiples of 5Hz,

yet no effect ofrequencywas found.

The findings from the verbal estimation task of Exment 4b revealed that the mean
verbal estimates increased linearly with the daratf the presented stimulus.

Overall, the findings show that there is a sigmifiteffect of click type condition. The
main findings showed that there was no differeret@/ben the conditions in which the
duration of the presented clicks is constant fdution of five seconds. However, there
was a difference between the conditions in whiehrthmber of stimulations presented by
the clicks was controlled for across the four déf# frequencies (2, 5, 7 and 12Hz). The
longer the clicks were presented for, the strotigeeffect on verbal estimates. While
Experiment 4a demonstrated no significant effectas$e type, the findings from
Experiment 4b suggest that what is of importandkaslurationnot the frequency of the
clicks. This finding is consistent with the non-sfiie sympathetic entrainment
explanation for the effect of clicks and runs ceuno the idea presented by the specific
frequency argument. The non-specific sympatheti@aemment argument can also be
applied to the findings of Experiment 4a since iffecence in reaction times were found
with the varying frequencies. However, a potergiablem with Experiments 4a and b is
the absence of a control sound condition. Futuréiss could repeat the same experiments
(perhaps using different frequencies) and use gaaondition of silence.

14.2.3 Non-Specific Sympathetic Entrainment Argyt

As argued by Will and Berg (2007), it is trepetitivenature of the clicks which drive the
effect of clicks (in synchronizing brain waves)t firequency. Based on Experiment 4a
and b discussed in the previous section, it apgbatghe longer the clicks are presented
for, the stronger the effect supporting the ideardfainment. So the question is whether
the facilitatory effect on information processinmglaon the internal clock speed is specific
only to repetitive auditory stimulation and anyraimiment effects it may have. Perhaps,
any sound replacing the clicks would have the shemeficial effect on participants’
reaction time. In order to answer these questiedjrst replaced clicks with white noise

to see whether it had any affect on internal clepied. Experiment 2a (Chapter 6) showed
that the presence or absence of white noise hadfect on participant’s verbal estimates

of stimulus duration. This indicates that whitesghas no effect on internal clock speed
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and therefore provides a good control for replaciicks in a 1, 2 and 4 choice reaction
time to see whether it has any effect on informmapicocessing. This is exactly what we
did in Experiment 2b (Chapter 6). Presentation bitevnoise failed to affect participants’
reaction times. Therefore, white noise has no efiaanformation processing suggesting
that there is something special about the repetitature of the clicks. It is not simply any
pre-stimulus event that produces the effect. Iftevhbisehaddemonstrated an effect on
information processing, then it would suggest ita$ mediated by the internal clock (since
it was previously found not to affect internal dt®peed, Experiment 2a). The implication
of Experiment 2a is that the clicks are speedingupinternal clock resulting in more
pulses being accumulated and subsequently incgeasimsubjective duration of time
giving the participant longer time in which to regExperiment 2c (Chapter 6) explored
the effect of white noise on a more complex reactime task involving mental arithmetic.
Findings revealed no effects on information proreswith white noise. However, clicks
have previously been found to reduce informatiamtessing on the same task (Jones et
al., 2010).

In sum, Experiment 2a demonstrated that white neéseno effect on internal clock speed.
Experiment 2b and ¢ showed that white noise hasffiect on information processing.
These findings rule our the idea that the effeatlioks on both information processing and
internal clock speed is merely a coincidence siha#ite noise had demonstrated an
effect on information processing, then it would @es it is not mediated by the internal
clock (since it was previously found not to affetternal clock speed). This would also
indicate that the effect of clicks is independeatrf the internal clock. However, the
opposite was found, namely, white noise does net ha effect on information
processing, suggesting that there is somethingapsxout the clicks. It is not simply any
pre-stimulus event that produces the effect. Istdeese experiments specifically
highlight the importance of the repetitive natuféh@ clicks in producing their effects.
Furthermore, by showing that the effect of clicksiwot simply be explained by any
arousing or attentional aspects of a pre-stimuwest it provides further evidence that
clicks are possibly speeding up a hypotheticakriakclock mechanism and that this
change leads to an increase in information proegs#ithe common idea that clicks are
arousing and/or attention ‘grabbing’, then surely pre-stimulus noise would produce the

same effect? Since this was not the case, it sasnfishe repetitive nature of the stimulus
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is important in driving the effect which would bensistent with the non-specific

sympathetic entrainment.

14.2.4 Long Term Potentiation Argument

The findings from the experiments contained in thesis cannot rule out the explanation
of the effect of clicks being due to long term patation, namely, an increased efficacy
between communicating neurons. Further studiesegp@red to explore the idea that
clicks are increasing the efficacy of communicaspeed between neurons resulting in

faster information processing speed.

14.2.5 Arousal

Since it is well known that in situations of higltoasal (such as a car crash) time seem to
slow down, could this be a potential explanationtie way in which clicks work? It is
argued that during arousal, the rate of the interlogk increases which results in a greater
accumulation of clicks and a subsequent overestimat subjective duration of time.
Could clicks be arousing? Indeed, the common expiam for how the clicks operate is
that theyare in some way arousing and this arousal then afteetspeed of the internal
clock (Treisman et al., 1992). In order to explitne explanation, Experiment 7a (Chapter
11) investigated the effect of clicks, no-clicksldow and high arousing visual picture
stimuli on a task of verbal estimation of tonalations (same as previously used). Tones
were perceived as lasting subjectively longer whreteded by low arousing stimuli
compared to high arousing stimuli. However, thieafwas found to be a bias (or
intercept) effect since there was no significaffedence between the slopes of each
condition. If the effect of clicks was due to thafousing capabilities on the speed of the
internal clock, then surely we would expect that lhigh arousing pictures would result in
an increase in the subjective length of the tonahtins.

In order to rule out the possibility that no effe€arousing visual on verbal estimates was
due to the fact that it was presented in the visuadality, Experiment 7b (Chapter 11)
instead useduditorystimuli varying along two dimensions (valence ansligal)

presented for five seconds followed by a tone wipiatiicipants had to estimate the
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duration of (same task as used in Experiment Aawever, no clear findings were
demonstrated as in previous studies like Noulh&trad. (2007) who found that high-
arousing stimuli are judged to be shorter than &wausing stimuli. The present study
suggests, then, that the effect on time we have wéh clicks may not be due to any
arousal capabilities we expect it may have.The @dindings in Experiment 7a could not
be explained by modality, since no findings wermdestrated when we used auditory
stimuli. These findings cast doubt on the idea thatclicks mediate their effect through
arousal because when we replaced the clicks wittubtthat we definitely know to be

arousing, there was no effect on verbal estimdtiom internal clock).

The rationale for Experiment 8 was to further explvhether emotional stimuli has an
effect on timing abilities. Compared to Experim@&atand b, this time the duration of the
emotional soundthemselvesvas being estimated. Overall findings revealed no
relationship between arousal and time estimationsistent with Experiment 7a and b.
Experiment 8, strongly argues against the possiliiat arousal mediates the effect of

clicks on internal clock speed.

Experiment 7a and b explored whether replacingslgith emotionally arousing visual
and auditory stimuli had any effect on subsequéaiginents of the duration of tones in
order to see whether the previous found effectiok€ on subsequenting timing
judgement is due to any arousal effect producetthéglicks. However, here we are only
exploring whether the clicks mediate their effécbtigh psychological arousal not
physiological arousal. Experiment 9 adopted antedpbysiological and behavioural
approach to investigating the effect of clicks athoverbal estimation and autonomic
arousal. While the robust effect of clicks was fdum the behavioural measurement, there
was no evidence of a physiological arousal duregdiick conditions, compared to no-
clicks conditions. These findings (including thaddexperiment 7a, b and, in particular,
Experiment 8) have major implications for the nottbat arousal underlies the effect on
human timing and reaction time abilities and forasdo reconsider the mechanism by
which clicks mediate their effect. Therefore, ttea that the internal clock is mediated by
arousal is not supported. One could of course aftatehe measures we have used here
are not sensitive enough or are too peripheraéteat any arousing effects that the clicks

may have on the body, but this seems unlikely. Haw&o fully exhaust this possibility
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one could explore this using parasympathetic meastwr example, a pupillometer which

measures pupil dilation.

The lack of findings demonstrating a link betweesuaal and internal clock speed lends
support to the second potential candidate whithasdea that it is the repetitive nature of
the click trains that is key.This is consistenthittie findings from the Experiments 2a, b
and ¢ which replaced clicks with white noise anghi no effect on reaction time or verbal
estimation with this stimulus. Therefore, it is sahply any arousing or attention grabbing
pre-stimulus event which produces the effect akgli So it is possible that the frequency
of the clicks is of some multiple of the pacematdethe internal clock itself. This is the
‘specific arousal’ idea proposed by Treisman (1963)is version of the internal clock
model and has found some support in studies whaglk manipulated click frequency (see
Burle, Macar & Bonnet, 2003). However one poterftead with this idea is that the
behavioural effect of the clicks is very reliablr@ss participants but in order to work, it
would require that the internal pacemaker of attipgants is the same (or a multiple) of
the click frequency which seems unlikely. Indeexp&iments 4a and b explored the
effect of frequency and duration of clicks and fddrequency was not relevant. This also
supports the idea that the effect of clicks maybetnediated by arousal, since you would

expect that a higher frequency would induce a greabusal and a faster internal clock.

These findings support the third explanation, thatfrequency is of little import and that
the stimulation needs only to be repetitive, therefsupporting the non-specific
sympathetic entrainment argument (see Chapterc2pse2.10). It is known that repetitive
stimulation can induce synchronisation of neurévag (Will & Berg, 2007). If the click
stimuli typically used in studies (i.e., Joneslet2010) also induce such activity (which is
at the current time unknown) then this may redugeas to noise ratio, or synchronise the
transmission of upstream neurons and the recgptilownstream neurons (for a full
discussion see Burle et al., 2003 and Jones &(lQ). This would potentially explain the
clicks effect on reaction time and memory encodingit is more difficult to envisage the
consequences for the pacemaker of the internak ¢mmes et al., 2010). It is possible that
clicks have a particular effect on theta activityieh operates between 4-8Hz (von Stein &
Sarnthein, 2000), a range which encompasses thelkkArequency across all the
experiments in this thesis. Perhaps the clicksaeduoeta activity since a study carried out
by Hermens, Soei, Clarke, Kohn, Gordon and Willigg2@05) noted that in individuals
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with attention-deficit hyperactivity disorder, tleeis an abnormally increased theta band
activity during resting conditions. Since, it isdam that timing deficits do exist in
individuals with this disorder (Gilden & MarusichQ09) it seems to suggest a possible
link between theta activity and timing. Moreovére study by Hermens et al. (2005)
investigated whether cognitive performance (as oreaison an auditory oddball task and a
visual continuous performance test) was specifidaiked to increased theta in

individuals with attention-deficit hyperactivitysbrder. Indeed, they found that compared
to controls, individuals with the disorder demoastd a clear increase in (primary left)
frontal theta coupled with a significantly delayea@ction time as well as poorer accuracy
during both of the tasks. Therefore, the effectfowad in our previous experiments which
demonstrated a reduced reaction time on trialsepiestt by clicks, may have been due to a
reduce theta activity, since theta appears to haletrimental effect on such tasks.

14.3 Evidence of a Link between Information Proessing and Internal Clock Speed

Experimental Chapter 4 of this thesis was a naowadstigation of the literature to explore
the behavioural parallels between time percepti@hiaformation processing. Previously,
MacDonald and Meck (2004) have emphasised the thetwal parallels between RT and
interval-timing experiments” arguing that “interathing and RT processes are in fact two
sides of the same coin”. Jones et al. (2010) hready shown that there appears to be a
link between information processing and internatklspeed. However, Chapter 4 in a
meta-review explored various factors to see wHatethey had on both the internal clock
and information processing, including what it susggd about the relationship between the

fwo processes.

It began by exploring the effect of attention onhotime perception and information
processing. Zakay and Block (1996) argue that where attention is given to an event,
less attention is then given to the processingwé,tproducing an underestimation of
duration. Attention is also found to reduce reactime (i.e., Stuss et al., 1989). This
suggests a link between both the internal clockiaftdmation processing, since attention
affects both processes. It then looked at the edfeintensity on both time perception and
information processindraemer et al. (1995) have clearly shown that hightensities in
the visual modality result in longer judgments afation. Eisler and Eisler (1992) have

also found that with increasing sound intensitgréwere shorter reproductions of
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duration. Thus, intensity clearly has an effecttminternal clock. With respect to
information generally, studies have shown that Rd@reases with greater intensities (i.e.,
Ulrich & Mattes, 1996; Faber & Spence, 1956). Tingher intensity causes a lengthening
of subjective duration is consistent with the féett it has been shown to also produce
faster reaction times. The next factor investigated that of arousal. Treisman et al.
(1992) investigated the link between click rate egmttion time and found some evidence
which suggests congruence with the response tisudtseand time estimation data.
Therefore, the study by Treisman et al. (1992) suppthe notion of a link between

information processing and the internal clock.

The investigation of modality showed that it candna differential effect on the internal
clock. For instance, findings revealed that augliggimuli are judged as being longer than
visual stimuli (Wearden et al., 1998). Weardenl ef1®98) argued that this may be due to
a faster pacemaker with auditory compared to vistiaduli. Findings also showed that
there is a modality difference with respect to imation processing, with Jaskowski et al.
(1990) finding that auditory stimuli are proces$aster than visual stimuli. This advantage
of auditory stimuli over visual stimuli has alscelbefound in other variants of reaction
time (i.e., Bertelson & Tisseyre, 1969; Dufft & idin, 1999). What is demonstrated by
these studies is that there are strong paralldgtseieffect of modality on both time
perception and information processing.

Studies investigating the effect of anxiety and thoa time perception showed that there
does appear to be a link in that depressive indalglexperience a lengthening of
subjective duration (Gil et al., 2009). This slog/itlown of passing time was also shown in
anxious individuals (i.e., Deffenbacher, 1986; W&ttSharrock, 1984). A possible
interpretation here is that fear/anxiety causesriteznal clock to run faster. These timing
findings are inconsistent with reaction time stgdigtudies seem to suggest that
individuals with depression display longer reactiomes compared to controls (i.e., Bonin-
Guillaume et al., 2004; Martin & Rees, 1966). T$lmwing down of information
processing is inconsistent with the fact that tirdgrnal clock is running faster as argued
by Gil et al. (2009). However, it is possible thiad longer reaction times displayed by
individuals with depression may be due to respaesection impairments rather than
anything to do with the internal cloger se(Azorin et al., 2009). Because of this, a

relationship between the internal clock and infaroraprocessing cannot be ruled out
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here.With respect to age as a factor, despite someandintory findings a substantial
amount of evidence indicates that the rate ofrikermal clock slows down as we age,
making subjective time appear to run at a faster (&earden, 2005b). Consistent with
this, studies looking at the effect of age on Rindestrate increased reaction times with
age (i.e., Fozard et al., 1994; Philip et al., )9%8e fact that reaction time appears to be
reduced in elderly adults is consistent with thasver rate of internal clock. If time is
perceived as going faster, they will have less tioneeact and less information processing
time. These findings are indicative of a relatiopdfetween the internal clock and

information processing.

Drugs have also been found to have an effect amtbetinternal clock (Meck, 1986;
Matell et al., 2004) and reaction time in PD paseSome studies have found a slowness
in reaction time of individuals with PD (Jahanshahal., 1993; Stelmach, Worringham &
Strand, 1986), while others have found no exaggdrstbwness with increasing reaction
time complexity (i.e., Russ & Seger, 1995; Pullneaal., 1990; Evarts et al., 1981).
Pascual-Leone et al. (1994a) found that PD patemtsometimes, but not always, slower
than controls in choice RT tasks. Therefore fohljwbcesses (information processing and
the internal clock), the findings are conflictingdano clear relationship is apparent. The
effect of caffeine on both time perception and infation processing was then reviewed.
The effect of caffeine on the speed of the intechatk is conflicting. There is some
evidence which suggests that caffeine slows downdte of the internal clock (i.e.,
Gruber & Block, 2003), while other studies showtiihapeeds up the internal clock (i.e.,
Hogervorst et al., 1998). Stine et al. (2002) fonnceffect of caffeine on perception of
duration, which further complicates determining telationship between caffeine and the
internal clock. The findings of the effects on e#fie on reaction time performance
(information processing) are more clear cut. Ssidemonstrate that caffeine reduces
reaction time (i.e., Clubley et al., 1979; Frankale 1975; Lieberman et al., 1987).
Interestingly, Swift and Tiplady (1988) even fouredluced reaction time as well as a
significant increase in tapping rate. In sum, tfieats of caffeine on information
processing definitely point towards the idea thatdarousal effects of caffeine are speeding
up the internal clock (going with the study by Hogest et al., 1998) and enabling
participants to react faster (indicative of a spegdp of information processing).
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Lastly, the effect of exercise on time perceptiad amformation processing was explored.
Evidence that exercise effects human timing fumsticomes from Vercruyssen et al.
(1989) who found that participants demonstratedtgrevariability in their time estimates
and decreased estimates of time intervals duriegcese. This suggests that the internal
clock is being slowed down during exercise. Exercssgenerally considered to be
arousing (LeDuc, Caldwell Jr & Ruyak, 2000), ssthiiggests an effect going in the
opposite direction to that suggested by Treismaal. ¢1992). Findings from studies
looking at the effect of exercise on informatiogessing show that simple cognitive
performance can be improved during exercise ellardeua et al., 2001, Davranche &
Audiffren, 2004). Exercise is argued to increasmusal. If this is indeed the case, then the
findings on timing are inconsistent with the nottbat the exercise caused the rate of the
internal clock to speed up which led to an increaseformation processing as evidenced

by reduced reaction times while exercising.

In conclusion, many factors have an effect on mi@iion processing and time perception
which indicates a relationship between the two.&&bural parallels on both time
perception and reaction time were found with tHeWang factors: attention, stimulus
intensity, arousal, stimulus modality, age, caféeeimd exercise. Overall, the factors
explored support the idea of some form of relatigméetween the internal clock and

information processing.

14.3.1 Evidence Supporting a Link between médion Processing and the Internal
Clock

Clicks were shown to increase information procegsas evidenced by faster reaction
times in a 1, 2 and 4 choice reaction time taskp@gxments 1a, b, c) and Experiment 1b
showed that the reduction of reaction time dudit&k€ can last as long as 10,000ms.
Clicks were also shown to increase the speed ahtkenal clock, producing
overestimation of duration, consistent with pregistudies (i.e., Jones et al., 2010;
Penton-Voak et al., 1996). The fact that clicksehagen shown to have an effect on both
information processing and internal clock suggadisk between these two processes and
this link is strengthened by the findings from thkowing three experiments that
investigated whether any pre-stimulus event cadywe the effects that clicks have
shown. Experiment 2a replaced the clicks with whiese in a task of verbal estimation

and found no effect. No effect of white noise waisrfd in Experiment 2b which used a 1,
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2 and 4 choice reaction time task and Experimenttidch employed a more complex
reaction time task involving mental arithmetic. Expents 4a and b manipulated
frequency and duration of clicks in a task of reactime and verbal estimation,
respectively and found no differential effect. Thésadings suggest that the frequency of
the clicks is irrelevant and that it is perhapsinthe presence of repetitive stimulation
that is driving the effect of clicks. This is ingstent with previous findings (Treisman et
al., 1990; Burle & Casini, 2001) while supportifgpse of Jones et al. (2010). That these
click manipulations had no affect on both inforroatprocessing and the internal clock

support the idea of a link between them.

The next study explored whether clicks affect #ite of memory decay. In Experiment 6
(Chapter 10) we reviewed the findings of a taswimch clicks were used to improve
performance in a recognition/recall task. The rgeadstion was whether clicks could be
used tareduceperformance in a memory task. To investigate tiqeriment 6 (Chapter
10) was designed to explore the effect of clickshmnrate of memory decay. In particular,
the clicks were used to attempt to change theafateemory decay using a 3, 5 and 8
second delay. It is hypothesised that comparekdamo-click condition, the click
condition wouldincreasethe rate of memory decay. Further, that this éffeauld become
greater the longer the duration of the delay fillgth the clicks. The rationale for this
would be that the clicks make duration seem sulb@gtionger, therefore the participants
have more time in which the image can decay frormorg since it is well known that
memory decays the longer the duration. Indeedkshvere found to increase the rate of
memory decay for the 3 and 5 second delay durafidditionally, the difference of
recognition between the clicks and no-clicks canditlecreased as the delay duration
increased. Experiment 6 indicates that informagimtessing takes place in subjective
time. Since subjective time is directly linked ke tspeed of the internal clock, these

findings strengthen the relationship between infation processing and the internal clock.

However, a potential limitation with this studytist the clicks may not actually have
manipulated the speed of the internal clock. It in@yhat clicks presented iaserference
and it was the interference of the clicks whichdureed the effect seen at the 3 and 5
second delay duration, rather than some interoakcdpeed manipulatiqrer se.The
condition in which silence was presented as opptseticks would not have caused any

interference, resulting in improved retention & tmage (less memory decay). In order to
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control for this, a future study could include adrcondition in which the pre-stimulus
was also a noise, for instance, white noise. Wiise would prove a strong control
because previous experiments (Chapter 6, Expers@tb and ¢) have shown that white
noise has no apparent effect on both informatiacgssing and the internal clock. So if
any effects are shown with memory decay in thisevhoise condition, then it would
strongly indicate that the effect is due to intezfece and therefore would bring into
guestion whether the effect seen with clicks is @u@ change in the internal clock or
information processing. The findings from the prestudy do not rule out the notion of a

link between information processing and the inteciack.

However, what is of interest is whether when peogp®rt a lengthening of subjective
duration do they also have an increase in theofatdormation processing. In other
words, is clock speed related to brain speed? Jerads(2010) investigated the effect of
clicks on memory recall using an adapted versiamefSperling’s (1960) memory task.
They found that the typically reported subjectigadthening of duration caused by the
click trains (i.e., Penton-Voak et al., 1996) eealgbarticipants to extract more letters from
the matrix compared to trials without clicks. Howe the question is whether the
participants in this experiment by Jones et alL(®Got only experienced an increase in
information processing, but whether this was codiplmultaneouslyvith an experience of
subjective lengthening of duration as a resultlicks. In order to determine whether
participants demonstrate both effects as a resultaks, Experiment 5 (Chapter 9)
replicated the same task as used by Jones eDaD)2only this time exploring the effect
of clicks on memory recall and time estimatsimultaneouslysing a dual task procedure.
In the time estimation condition, participants werquested to estimate the duration of the
presented matrix (array of letters). As previowsipwn, clicks (compared to no-clicks)
generally enabled participants to process morenmdtion as shown by an increase in
correctly recalled letters. More interestingly, the first time it was shown that
participants also overestimated the durations efay when they were preceded by
clicks compared to no-clicks (silence). This isigadive of an increase in the pace of the
internal clock with clicks. The fact that both infieation processing and the internal clock
were affected simultaneously by the clicks providgsvith further evidence that a link
between the two may exist. However, there was meece of a correlation between the
number of letters correctly recalled and the vedstimates of duration of the array

emphasising the complexity of disentangling thatrehship between the internal clock
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and information processing. Additionally, whethiee internal clock rate caused the
increased rate of information processing or viosaeannot be concluded from this study
alone and therefore more research is needed torexble directionality (if any) of this
relationship. It is possible that information presiag rate and the speed of the internal

clock may even operate independently of each other.

14.3.2 Evidence Weakening the Suggestion of a Link betiméamation

Processing and the Internal Clock

Experiment 3a and b in tasks of both a 1, 2 anllofce reaction time and verbal
estimation, respectively, found that having to psxthe clicks had an effect on
information processing while having no effect omba estimation. Having to process the
clicks actually increased reaction time, in notyatle click-change condition but also in
the click and no-click condition of the Ask grodfhe Ask group had significantly greater
reaction time compared with the Don’t Ask groupeTact that this change to the clicks
impacted on information processing and not thematieclock gives rise to the possibility
that the two are not strongly linked. Further enickefor this was found in Experiment 5
which investigated whether clicks could speed @pitiernal clock whilesimultaneously
increasing information processing in a memory fesad verbal estimation task. Indeed,
clicks were found to produce overestimation of tiaraas well as increasing the number
of letters recalled. Although this initially sugg¢es relationship, the fact that there was no

correlation shows that they are not directly ralate

So the next question is whether one needs to @sttiie existence of a specific ‘internal
clock’ located in the brain or whether it is equerd to information processing.
Information processing includes a variety of preesssuch as reaction time, attention and
executive functions (See Chapter 1, section 1.4Chapter 2, evidence against the idea
that clicks (or repetitive stimulation) affect anderlying mechanism specific only to time
(i.e., the putative pacemaker) was discussed. ity slemonstrating this was carried out
by Droit-Volet (2010) who discovered that the clic&in can affect not only the perception
of time but also the perception of other quantisiesh as number and length, quantities
which did not require a pacemaker (See Chaptex@ion 2.3). An effect of the click train
appeared for number and length only when thesestgpguantity were presented
sequentially, and did so to a greater extent fogtle — which is a continuous quantity —

than for number which is a discontinuous quanfityis provides evidence for an effect of
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clicks on information processing without the inatusof an internal clock. Jones et al.
(2010) also showed that clicks can affect inforomatrocessing as indicated by the
reduced reaction time on trials preceded by cliélgain, this may be further evidence of
an effect of clicks on information processing, ipeiedent of an internal clock if one even
exists. So here we have evidence to suggest ahielysbe having a direct effect on
information processing, rather than any effect @pecific internal clock. This also
supports the findings by Burle and Bonnet (20009 Wbmonstrated that the clicks also
affect reaction times consistent with more recéuindiss (i.e., Jones et al., 2010). These
findings of a link between information processiag (heasured by reaction time as well as
the processing of other quantities such as nunmmbteangth) and clicks, suggest that other
factors may also be involved in timing and inforroatprocesses, for instance, attention
(Block & Zackay, 1996). In sum, the study by Dr@ilet (2010) clearly demonstrates that
the clicks “acted primarily on the mechanisms utyileg the processing of periodic
information, in other words, on the temporal flohirdormation to be captured and
aggregated and that they did so whatever the mygdgdi 7). Thus, suggesting that the
internal clock may be equivalent to informationgassing.

14.4 Evidence that Different Timing Mechanisms Opeate at Different Time Scales

As we have seen, the way in which time is perceiveggresented and estimated has been
understood using the pacemaker—accumulator moaet#m explain the patterns of both
behavioural and biological data. Despite the re¢asiuccess of the information processing
model in explaining a large set of behavioural phgsiological results, its relevance to the
brain mechanisms that are involved in interval tigwiemain unclear (Buhusi & Meck,
2005). The next step is to identify the neural na@i$ms of interval timing by integrating

information from numerous approaches.

Currently, evidence supports the idea that thexdvao timing circuits which can be
dissociated. The first timing circuit being an auntdic timing system that works in the
millisecond range, which is used in discrete-eydigicontinuous) timing and involves the
cerebellum. The second timing circuit being a candius-event, cognitively controlled
timing system that requires attention and involesbasal ganglia and related cortical
structures. The findings from the experiments ia thesis only apply to timing at the

shorter time scale, in the range of millisecondshigsi and Meck (2005) argue that since
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these two timing systems work in parallel, appratgriexperimental controls are necessary
to engage (and reveal) each system independenthe afther (Fraisse, 1984; Lewis &
Miall, 2003) which is exactly what Rammsayer (1988). Rammsayer (1999) found that
temporal processing of intervals in the range obads or more is cognitively mediated,
whereas processing of brief durations below 500crappears to be based on brain
mechanisms independent of cognitive control. Ireotd determine the role of a variety of
neurotransmitters in timing processes in humaresetfects of 3 mg of haloperidol, a
dopamine receptor antagonist, 11 mg of the benzediae midazolam, and 1 mg of
scopolamine, a cholinergic receptor antagonisteweempared in a placebo-controlled
double-blind experiment. Rammsayer (1999) alsoaepl changes in cortical arousal,
semantic memory and cognitive and motor skill asigjon. Findings revealed that
temporal processing of long durations was signifilsaimpaired by haloperiodol and
midazolam, whereas processing of extremely brieiials was only affected by
haloperidol. Overall the findings are consisterttwihe idea that temporal processing of
longer intervals is mediated by working-memory fiimas. Therefore any pharmacological
treatment, regardless of the neurotransmitter sygteolved, that results in a deterioration
of working memory may interfere with temporal presiag of longer intervals
(Rammsayer, 1999). On the other hand, experimewis shown that temporal processing
of extremely brief intervals is unrelated to thieefive level of cortical arousal
(Rammsayer, 1992). Instead it appears to depes@msoryrather than cognitive
processes (Rammsayer & Lima, 1991). The notions&rsory timing mechanism is also
supported by the findings that LSD and mescalifgclwvboth strongly affect processing
of longer intervals, failed to change temporal psseng of intervals in the range of
milliseconds (Mitrani, Shekerdjiiski & Gourevitch977). These findings led Mitrani et al.
(1977) to conclude that brief time intervals areqessed almost automatically at a lower
level of the central nervous system and beyonditggrcontrol. In sum, the theory is that
short intervals in the millisecond range are diyegerceived, whereas longer intervals in
the seconds range are “cognitively” processed wimdltate voluntary and conscious

activity.

Lastly, information from lesion studies has indezhthe areas which may be involved in
processing short and longer intervals (Buhusi & KM&905). Since interval timing
depends on the intact striatum (Malapani, Dubo&drrel & Gibbon, 1998) but not on
the intact cerebellum (Malapani et al., 1998; Haton, Lee, Boyd, Rapcsak & Knight,
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2004) the cerebellum is argued to be the propooiemillisecond timing (Ilvry & Spencer,
2004) and the basal ganglia with interval timinga®l & Meck, 2000; Matell & Meck,
2004; Meck & Benson, 2002). However, findings ie titerature regarding the
neurobiological mechanism underlying different tisoales of perception (for a review,
see Grondin, 2001). For instance, inconsistent thighfindings from Matell and Meck
(2000; 2004), Rammsayer (1999) does suggest thaethporal processing of intervals in
the range of milliseconds depends on the effedtivel of dopaminergic activity in the

basal ganglia.

14.5 Potential Practical Applications and Fure Directions
14.5.1 Alzheimer's Disease and Clicks

Jones, Sahakian, Levyl, Warburton and Gray (199@loeed the effects of nicotine on
patients with Alzheimers Disease (AD). Findingswtd no change in memory, however
perceptual and visual attention deficits were imprbin Alzheimer patients (AD) after
nicotine (Jones et al., 1992). With respect to tiNiehelli, Venneri, Molinari, Tavani and
Grafman (1993) investigated whether AD affects scifoye time durations using
prospective time estimation tasks. Participantsevesked to repeatedly reproduce standard
intervals of 1 second, the short-time durations.|&onger time durations, a verbal
estimation procedure was used in which participhatsto read either 5, 10, 20, or 40
digits presented one at a time, while simultangonmlintaining the rhythm of 1 key press
per second. After each sequence, participants agked to judge the elapsed time from
the beginning of the trial. AD patients showed @aged variability on repeated
reproduction of 1-s intervals and were inaccuratéhe verbal estimations for longer
durations, compared to the performance of the nedtgloung normal control group and
the elderly subject control group. Nichelli et@993), based on the SET model, argue that
AD patients display a variety of deficits indicaief involvement of the clock, memory, as
well as decisional mechanisms (Nichelli, Vennerglidari, Tavani & Grafman, 1993). In
addition, Papagno, Allegra and Cardaci, (2004) algiored prospective time verbal
estimation in individuals with Alzheimer’s and fadithat the performance of AD patients
was much poorer than that of controls (Papagnb,&2@04). Furthermore, Carrasco,
Guillem and Redolat (2000) also found time peraeideficits in individuals with
Alzheimer’s using production tasks which requiredtigipants to make estimates of short
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temporal intervals. Participants had to producedlshort empty intervals (5, 10 and 25 s).
In all three intervals, Carrasco et al. (2000) fbtimat AD patients showed deficits both in
the accuracy of time judgments as well as disptaynore variability in time judgments
compared to controls (Carrasco et al., 2000). GleAD patients have deficits on a
variety of different timing tasks. It would be inésting to investigate further the timing
abilities of individuals with AD using click train® determine whether the effect of clicks
on the 1, 2 and 4 choice reaction time task isgasfant in individuals with AD as it is

in controls (the population used for the experindistussed in this thesis).

Previous studies focus primarily on the reproductbtime intervals in individuals with
AD. Another experiment could involve reproductidnirdervals in which the standards are
preceded either by 5 seconds of clicks or 5 secohsidence. An interesting question
would be whether the trials with clicks cause séroproductions in AD patients to the
same extent as controls. Information processingdcalso be explored using clicks ina 1,
2 and 4 choice reaction time task. If AD patieremdnstrate impaired performance on the
timing tasks using clicks but have intact perforecenon the reaction time task, then it
would again weaken the idea of a relationship bebweformation processing and the

internal clock.

14.5.2 Parkinson’s Disease and Reaction Times

Pastor, Artieda, Jahnshahi and Obeso (1992) fcwatdoatients with Parkinson’s disease
(PD) underestimated the duration of a time inteorah task of verbal estimation. They
also overproduced short time intervals, supportivegnotion that in PD the internal
pacemaker is slowed down. Malapani, Rakitin, La&vgck, Deweer, Dubois and Gibbon,
(1998) argue that timing deficits in PD are dua opamine-related dysfunction since
normal performance on timing tasks can be seen adtministration of levodopa-
apomorphine. Others, however, argue that PD patwan demonstrate similar abilities
and characteristics as controls on timing taskandigss of dopamine levels (Wearden,
Smith-Spark, Cousins, Edelstyn, Cody & O’Boyle, 8D0nstead, Wearden et al. (2008)
draw attention to the fact that many timing tasksralividuals with PD involve a motor
component which they are known to have difficulinagh. Therefore, deficits in timing
may not necessarily be due to a central timing impent, rather an impaired motor timing

ability. Animal studies argue that dopamine deficigcauses an increase in neural “noise”
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in the basal ganglia. Therefore, in individualshAD, they may be performing tasks as if
they were doing two simultaneously (Bloxham, Dickvi@ore, 1987). If the notion that
the clicks works because they reduce the neuraséiathen perhaps clicks would
improve the performance of individuals with PD onihg tasks.

14.5.3 Repetitive Movements and Time Judgments

Here the idea would be that some repetitive movemewle by the participant (e.g., foot-
tapping or hand clenching) might influence subjextime judgments. So, estimates of the
duration of auditory or visual stimuli would be pegled by 5 seconds of inactivity, or 5
seconds of repetitive movement. One factor of egemight be the hand used. So, for
example, we could contrast left- and right-sidechanfoot movements in right handed
participants. There would be three conditions: myement, right-side and left-side. The
main idea of this study is to explore which stirmalght have the same effect as clicks.
Considering the absence of effect of white noiseeperted in this thesis, it is argued that
it is repetitive stimuli which causes arousal, tepseding up the internal clock. If the same
effect as clicks occurs in this study, it wouldther support this idea. The control would
be non-repetitive movement. The repetitive movemaamipulations could also be used in
a reaction time task. If an effect of repetitivevament is found in both the verbal
estimation and reaction time task, then it woulovte further evidence of a link between

information processing and the internal clock.

14.5.4 Effect of Valid and Invalid Cueing in the2land 4 Choice Reaction Time Task
Using Clicks and No-Clicks

A potential problem with the 1, 2 and 4 choice tegctime task used in Chapter 6 in this
thesis, is that when the participant is waitingtfoe presentation of the cross in one of the
four boxes, they are sweeping across all four baxeisthis could present potential latency
problems. Take the following scenario. A participanwaiting for the cross to appear in
one of the four boxes. When the participant istbdaemporarily on box one, the cross
appears in box four. The participant then has serjage their attention away from the
current box to locate the cross in the other boorder to make the correct response. This
may take more time than if the participant was atjdixating on the same box that the
cross happens to appear in. Such an effect mayesugnif the participants were asked to
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fixate at a cross in the middle of the four boxXast{een box two and three). In this
scenario, the presentation of a cross in eithémebuter boxes (box one and four) may be
at a disadvantage, since they are more in thelpmapvision of the participant. A way to
reduce this problem could be the introduction ofiaing type 1, 2 and 4 choice reaction
time paradigm. So, when the participants are wgifm the cross to appear in one of the
four boxes they could receive a valid or invalie @s to what box the cross will appear in.
However, a much simpler way to reduce this probdéiiixation would be to make the
boxes smaller, so they can always be seen in gagdn.

14.6 Conclusion

The primary aim of this thesis was to explore ationship between information
processing and the internal clock. Many of theifigd strongly indicated a link between
the two while others weakened the suggestion. fitenisistency of the findings
emphasise the complexity of disentangling thisti@aship while highlighting the need for
further study. Additionally, despite some strongdence of a link, thélirectionalnature

of the relationship is uncertain and further stadie suggested are required to ascertain
this.
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Appendix A.

10 Low Arousing Pictures

10 High Arousing Pictures

201



Appendix B.

High Arousing Stimuli

IAPS | Description Valence | Valence | Arousal | Arousal
no. Mean SD Mean SD
1040 | Snake 3.99 2.24 6.25 2.13
1201 | Spider 3.55 1.88 6.36 2.11
1300 | Pit Bull 3.55 1.78 6.79 1.84
1930 | Shark 3.79 1.92 6.42 2.07
2120 | Angry Face 3.34 1.91 5.18 2.52
3550 | Injury 2.54 1.6 5.92 2.13
6020 | Electric Chair 3.41 1.98 5.58 2.01
6250 | Aimed Gun 2.83 1.79 6.54 2.61
7380 | Roaches on Pizza 2.46 1.42 5.8 2.44
9405 | Sliced Hand 1.83 1.17 6.08 2.4
Low Arousing Stimuli

IAPS | Description Valence | Valence | Arousal | Arousal
no. Mean SD Mean SD
1450 | Gannet 6.37 1.62 2.83 1.87
1602 | Butterfly 6.5 1.64 3.43 1.96
1610 | Rabbit 7.82 1.34 3.08 2.19
2320 | Girl 6.17 1.51 2.9 1.89
2360 | Family 7.7 1.76 3.66 2.32
2370 | Three Men 7.14 1.46 2.9 2.14
2515 | Harvest 6.09 1.54 3.8 2.12
5720 | Farmland 6.31 1.6 2.79 2.2
5800 | Leaves 6.36 1.7 2.51 2.01
7545 | Ocean 6.84 1.72 3.28 2.34
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Appendix C.

(a) pleasant high-arousal sounds (e.g., eroticd®un200, 201, 202, 352, 365 & 815.

(b) pleasant low arousal sounds (e.g., brook) 112, 206, 809, 810 & 812.

(c) unpleasant low-arousal sounds (e.g., clock}@; 00, 708, 720, 723 & 728.

(d) unpleasant high-arousal sounds (e.g., femaéasg — 106, 115, 276, 277, 279 & 711.

(e) one group of 6 neutral low-arousal sounds ,(eagn) — 170, 171, 374, 377, 602 & 705.

Appendix D.

Arousal Scale

78 G0 370 SR GRe SR W e

Valence Scale
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Appendix E.

IADS IADS
Emotional Sound Database Present Database Present

Category Condition | Pleasure Mean | Pleasure Mean | Pleasure SD | Pleasure SD

200 6.31 6.21 1.93 1.97

Pleasant 201 6.7 6.18 2.22 2.04

High-Arousal 202 6.81 6.29 2.08 1.7

352 7.17 7.09 1.97 1.4

365 6.97 6.82 1.9 1.73

815 7.9 7.24 1.53 1.18

206 6.2 5.82 1.6 1.11

Pleasant 172 6.62 6.62 1.69 1.26

Low-Arousal 809 7.44 6.68 1.41 1.32

812 6.9 5.53 1.69 2.25

112 6.84 7 1.72 1.33

810 7.51 7.12 1.66 1.12

130 4.64 5 2.11 1.74

708 4.34 3.91 1.42 1.46

Unpleasant 723 4.52 4.47 1.47 14

Low-Arousal 700 4.68 4.41 1.61 1.02

728 472 412 1.26 1.37

720 4.86 453 1.8 1.13

106 3.37 3.79 1.64 2.03

Unpleasant 115 2.16 3.35 1.33 1.61

High- 276 1.93 1.76 1.63 1.05

Arousal 277 1.63 1.59 1.13 1.02

279 1.68 1.29 1.31 0.58

711 2.61 3.06 1.59 1.52

170 5.31 5.18 2.12 1.6

Neutral 171 5.59 5.56 1.79 1.13

Sound 377 5.84 5.82 1.73 1.62

374 5.6 4,91 1.35 1.03

705 5.35 4.76 1.43 0.89

602 5.99 5.12 2.23 1.67
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IADS IADS
Emotional Sound Database Present Database Present
Category Condition | Arousal Mean | Arousal Mean | Arousal SD | Arousal SD
200 7.1 7.74 1.93 1.05
Pleasant 201 7.31 7.62 2.22 1.07
High-Arousal 202 7.13 7.76 2.08 1.21
352 7.07 7.12 1.97 1.07
365 6.32 5.97 1.9 1.77
815 6.85 6.85 1.53 1.31
206 4.4 3.79 1.6 1.86
Pleasant 172 3.36 2.62 1.69 1.99
Low-Arousal 809 3.36 3.62 141 2.19
812 3.43 3.38 1.69 2.19
112 4.46 4.79 1.72 1.86
810 4.18 4.74 1.66 2.34
130 4.93 3.24 2.11 1.78
708 3.51 2.59 1.42 1.97
Unpleasant 723 4.42 3.59 1.47 1.69
Low-Arousal 700 4.03 3.12 1.61 1.82
728 4.35 3.68 1.26 2.06
720 4.18 3.47 1.8 2
106 6.39 6.12 1.64 2.03
Unpleasant 115 7.03 5.24 1.33 2.27
High-Arousal 276 7.77 7.82 1.63 151
277 7.79 7.68 1.13 1.98
279 7.95 8.06 1.31 1.58
711 7.39 7.24 1.59 1.39
170 4.6 3.85 2.12 2.2
Neutral 171 3.71 3.32 1.79 1.72
Sound 377 3.93 3.44 1.73 1.67
374 4.23 2.97 1.35 1.95
705 4.15 2.47 1.43 1.54
602 3.77 4.88 2.23 2.04
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Appendix F.

IADS IADS IADS
Emotional Sound Database Database IADS Database Database
Category Condition | Arousal Mean | Arousal SD | Pleasure Mean | Pleasure SD
200 7.1 1.93 6.31 1.93
Pleasant 201 7.31 2.22 6.7 2.22
High-Arousal 202 7.13 2.08 6.81 2.08
352 7.07 1.97 7.17 1.97
810 4.18 1.66 7.51 1.66
815 6.85 1.53 7.9 1.53
206 4.4 1.6 6.2 1.6
Pleasant 221 5.05 1.75 6.56 1.75
Low-Arousal 230 4.84 1.44 7.05 1.44
721 5 1.75 6.71 1.75
811 4.95 1.63 7.4 1.63
820 5.87 1.98 6.94 1.98
130 4.93 211 4.64 211
280 5.33 1.87 3.65 1.87
Unpleasant 380 6.33 1.88 3.7 1.88
Low-Arousal 420 7.08 1.51 2.34 151
500 5.4 2.03 4.32 2.03
706 5.3 1.68 4.16 1.68
106 6.39 1.64 3.37 1.64
Unpleasant 115 7.03 1.33 2.16 1.33
High-Arousal 276 7.77 1.63 1.93 1.63
277 7.79 1.13 1.63 1.13
279 7.95 1.31 1.68 131
711 7.39 1.59 2.61 1.59
170 4.6 2.12 531 212
Neutral 171 3.71 1.79 5.59 1.79
Sound 251 5.14 2.02 4.16 2.02
262 2.88 1.58 5.26 1.58
311 7.12 1.58 7.65 1.58
320 3.77 2.23 5.99 2.23
322 4.79 1.82 5.01 1.82
358 4.87 1.34 4.52 1.34
425 5.15 1.42 5.09 1.42
602 3.77 2.23 5.99 2.23
708 3.51 1.42 4.34 1.42
726 4.51 1.6 6.82 1.6
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Appendix G.

SoundType Mean Difference in Pleasure Mean Difference in Arousal
IADS minus Present Rating IADS minus Present Rating

106 0.1 -0.64
112 0.52 -0.31
115 0.52 -0.63
130 0.08 -0.05
170 0.15 0.35
171 0.66 0

172 0.38 0.61
200 0 0.74
201 0.76 -0.26
202 1.37 0.05
206 -0.16 -0.33
276 0.39 -0.56
277 -0.36 1.69
279 0.43 0.92
352 0.05 0.83
365 0.27 0.91
374 0.6 0.67
377 0.33 0.71
602 -0.42 0.27
700 -1.19 1.79
705 0.17 -0.05
708 0.04 0.11
711 0.39 -0.11
720 -0.45 0.15
723 0.13 0.75
728 0.03 0.39
809 0.02 0.49
810 0.69 1.26
812 0.59 1.68
815 0.87 -1.11
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Appendix H.

Emotional Sound Arousal Arousal Arousal Arousal
Category Condition Mean Minimum Maximum Range
200 6.34 6 9 3
Pleasant 201 6.2 5 9 4
High-Arousal 202 6.43 5 9 4
352 6.71 5 9 4
365 6.86 3 9 6
815 7.09 4 9 5
206 6.11 1 7 6
Pleasant 172 6.09 1 7 6
Low-Arousing 809 6.8 1 7 6
812 5.31 1 9 8
112 7.29 1 8 7
810 6.77 1 8 7
130 5 1 8 7
708 4.03 1 8 7
Unpleasant 723 4.89 1 7 6
Low-Arousing 700 4.6 1 8 7
728 4.4 1 8 7
720 4.8 1 7 6
106 3.57 1 9 8
Unpleasant 115 3.74 1 9 8
High-Arousing 276 2.03 3 9 6
277 1.83 1 9 8
279 1.34 1 9 8
711 3.31 3 9 6
170 5.14 1 9 8
Neutral Sound 171 5.2 1 7 6
377 4.83 1 7 6
374 4.6 1 8 7
705 4.49 1 6 5
602 3.74 1 9 8
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Emotional Sound Pleasure Pleasure Pleasure Pleasure
Category Condition Mean Minimum Maximum Range
200 6.34 1 9 8
Pleasant 201 6.2 1 9 8
High-Arousal 202 6.43 2 9 7
352 6.71 2 9 7
365 6.86 2 9 7
815 7.09 4 9 5
206 6.11 3 8 5
Pleasant 172 6.09 4 9 5
Low-Arousing 809 6.8 2 9 7
812 5.31 1 9 8
112 7.29 4 9 5
810 6.77 5 9 4
130 5 1 9 8
708 4.03 1 7 6
Unpleasant 723 4.89 2 8 6
Low-Arousing 700 4.6 2 6 4
728 4.4 1 6 5
720 4.8 2 6 4
106 3.57 1 9 8
Unpleasant 115 3.74 1 6 5
High-Arousing 276 2.03 1 4 3
277 1.83 1 4 3
279 1.34 1 3 2
711 3.31 1 7 6
170 5.14 1 8 7
Neutral Sound 171 5.2 2 8 6
377 4.83 2 9 7
374 4.6 2 8 6
705 4.49 1 6 5
602 3.74 2 8 6
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Appendix I.

SoundType Mean Difference in Pleasure Mean Difference in Arousal
IADS minus Present Rating IADS minus Present Rating

106 -0.03 -0.13
112 0.5 0.08
115 0.38 -0.27
130 0.46 0.04
170 0.11 0.06
171 0.81 0.08
172 0.09 0.66
200 0.53 1.16
201 0.64 -0.1
202 1.59 0.49
206 -0.45 -1.11
276 0.74 -0.76
277 -0.36 0.56
279 0.31 0.6

352 -0.37 -0.01
365 0.08 1.03
374 0.32 -0.14
377 0.06 0.52
602 -0.2 0.13
700 -1.58 1.52
705 -0.1 -0.14
708 -0.2 -0.35
711 0.34 -0.16
720 -0.7 0.13
723 0.17 1.2

728 0.39 0.02
809 1.01 0.62
810 1 0.94
812 0.86 1.78
815 2.25 -1.66
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Appendix J.

Emotional Sound Pleasure Pleasure Pleasure Pleasure

Category Condition Mean Minimum Maximum Range
200 6.34 1 9 8
Pleasant 201 6.2 1 9 8
High-Arousal 202 6.43 1 9 8
352 6.71 1 9 8
365 6.86 4 9 5
815 7.09 5 9 4
206 6.11 2 8 6
Pleasant 172 6.09 2 8 6
Low-Arousing 809 6.8 5 9 4
812 5.31 1 8 7
112 7.29 4 9 5
810 6.77 5 9 4
130 5 1 8 7
708 4.03 1 6 5
Unpleasant 723 4.89 1 9 8
Low-Arousing 700 4.6 2 5 3
728 4.4 1 7 6
720 4.8 2 9 7
106 3.57 1 7 6
Unpleasant 115 3.74 1 8 7

High-

Arousing 276 2.03 1 9 8
277 1.83 1 8 7
279 1.34 1 3 2
711 3.31 1 8 7
170 5.14 1 9 8
Neutral Sound 171 5.2 2 7 5
377 4.83 2 7 5
374 4.6 1 6 5
705 4.49 1 6 5
602 3.74 1 8 7
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Emotional Sound Arousal Arousal Arousal Arousal
Category Condition Mean Minimum Maximum Range
200 6.34 2 9 7
Pleasant 201 6.2 4 9 5
High-Arousal 202 6.43 2 9 7
352 6.71 2 9 7
365 6.86 2 9 7
815 7.09 1 9 8
206 6.11 1 7 6
Pleasant 172 6.09 1 7 6
Low-Arousing 809 6.8 1 7 6
812 5.31 1 7 6
112 7.29 1 9 8
810 6.77 1 9 8
130 5 1 8 7
708 4.03 1 7 6
Unpleasant 723 4.89 1 8 7
Low-Arousing 700 4.6 1 8 7
728 4.4 1 9 8
720 4.8 1 8 7
106 3.57 1 9 8
Unpleasant 115 3.74 1 8 7
High-
Arousing 276 2.03 1 9 8
277 1.83 5 9 4
279 1.34 1 9 8
711 3.31 2 9 7
170 5.14 1 8 7
Neutral
Sound 171 5.2 1 7 6
377 4.83 1 9 8
374 4.6 1 8 7
705 4.49 1 5 4
602 3.74 1 9 8
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