
University of Trento

Department of mathematics
Ph.D. in mathematics

XXIX cycle

Delayed Forward-Backward stochastic PDE’s
driven by non Gaussian Lévy noise

with application in finance

FINAL THESIS

Advisor:
Prof. Luca Di Persio

Ph.D. student:
Francesco Giuseppe Cordoni



Committee members:

Prof. S. Albeverio (University of Bonn);
Prof. L. Campi (London school of economics);

Prof. L. Di Persio (University of Verona);
Prof. L. Maticiuc (Gheorghe Asachi Technical University).

Department of mathematics, University of Trento,
November 28, 2016.



i

To Marta
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"There are 1011 stars in the galaxy.
That used to be a huge number.
But it’s only a hundred billion.

It’s less than the national deficit!
We used to call them astronomical numbers.

Now we should call them economical numbers."

Richard P. Feynman
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Overview of the thesis

The birth of modern financial mathematics dates back to the very beginning of the last
century, when a French doctoral student, Louis Bachelier1 defended the thesis titled Théorie
de la spéculation (The theory of speculation), see [Bac00]. The seminal work of Bachlier is
not only the first known attempt to concrete modelling financial markets, but it appears also
to be the first mathematical definition of the Brownian motion (although the first definition
of Brownian motion is to be attributed to the botanist Robert Brown2).

Bachelier’s thesis was published five years earlier than Einsten’s3 (independent) work
on Brownian motion, when during the so–called annus mirabilis, he published the famous
paper connecting diffusion theory and molecular physics, see [Ein05]. It is however, Norbert
Wiener4, the first to rigorously define and construct the Brownian motion, which is also
called Wiener process in his honour. In particular his main results consist in proving the
existence of Brownian motion and in constructing the so–called Wiener measure which gives
the probability distribution of underlying Brownian motion.

Probability, and the theory of stochastic processes, made thus several steps forward
thanks to the fundamental works of Andrey Kolmogorov5. In the seminal book [Kol56]
Kolmogorov, with a methodology similar to Euclid’s work in geometry, built a set of fun-
damental axioms, based mainly on Émile Borel6 results on measure theory, on which the
modern theory of probability is founded. He also introduced the notion of conditional ex-
pectation, that will be the brick on which derivative pricing will be based several years
later.

The last key ingredient to the full development of a comprehensive theory of stochastic
processes was made by the Japanese mathematician Kiyosi Itô7. In fact the Brownian
motion is a continuous everywhere function but nowhere differentiable and, being thus an
infinite variation process, standard rules of calculus does not apply to the Brownian motion,
reason for which an ad hoc calculus was to be properly derived. The major drawbacks are
that the theory of Riemann–Stieltjes integration and differential calculus cannot be used,

1Louis Jean-Baptiste Alphonse Bachelier (Le Havre, France, 11 March 1870–Saint-Servan-sur-Mer,
France,28 April 1946)

2Robert Brown (Montrose, Scotland, 21 December 1773–London, England, 10 June 1858)
3Albert Einstein (Ulm, Kingdom of Württemberg, German Empire, 14 March 1879–Princeton, New

Jersey, U.S., 18 April 1955)
4Norbert Wiener (Columbia, Missouri, U.S., November 26, 1894–Stockholm, Sweden, March 18, 1964)
5Andrey Nikolaevich Kolmogorov (Tambov, Russian Empire, 25 April 1903–Moscow, Soviet Union, 20

October 1987)
6Félix Édouard Justin Émile Borel (Saint-Affrique, France, 7 January 1871–Paris, France, 3 February

1956)
7Kiyosi Itô (Hokusei, Mie, Honshū, Japan, September 7, 1915– Kyōto, Japan, November 10, 2008)
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so that the two main mathematical object on which all the modern mathematics is founded
were thus missing. In [Itō51] Itô derived what is now called Itô lemma (or Itô formula),
which represents the stochastic counterpart to the chain rule in standard calculus. The
impact of Itô lemma to stochastic calculus cannot be overstated, and quoting Steven Shreve
"Stochastic calculus is little more than repeated use of Itô formula in a variety of situations".

One last honourable mention has to be made; being this thesis concerned with jumps
processes, we cannot avoid to mention the French mathematician Paul Lévy8. Lévy made
important breakthrough in the theory of stochastic processes, introducing among others
martingales, see [Lév25]; also Lévy processes are clearly named in his honour.

While Itô’s work was changing the world of stochastic calculus, the economist Harry
Markowitz9 published his pioneering works in modern portfolio theory, see [Mar52, Mar68].
Markowitz’s Ph.D. thesis was perhaps the work that gave the way to the development of
the mathematical theory of finance.

Some years later Paul Samuelson10 realized that Itô’s stochastic calculus was tailor–
made for modelling financial markets, so that he started to use the newly born stochastic
calculus to study prices in financial markets see [Sam73]. Meanwhile two other economists,
Fisher Black11 and Myron Scholes12 , published what is nowaday considered the most in-
fluential work in financial mathematics, see [BS73], where they introduced the well-known
Black–Scholes model for pricing financial derivatives. In [BS73] Black and Scholes solved the
problem of find the fair value for a European call option, for this work they were awarded
the 1997 Nobel prize in Economics. One year later, Robert Merton13, who is perhaps
Samuelson’s most notable student, published another fundamental work on pricing corpo-
rate bonds, see [Mer74] (in his honour the Black–Scholes model is some times referred to as
Black–Scholes–Merton model).

From the very first results, the mathematical theory of financial markets has undergone
several changes, mostly due to financial crises who forced the mathematical–economical
community to change the basic assumptions on which the whole theory is founded. Con-
sequently a new mathematical foundation were needed. In particular the 2007/2008 credit
crunch showed the word that a new financial theoretical framework was necessary, since
several empirical evidences emerged that aspects that were neglected prior to these years
were in fact fundamental if one has to deal with financial markets.

The goal of the present thesis goes in this direction; we aim at developing rigorous
mathematical instruments that allows to treat fundamental problem in modern financial
mathematics. In order to do so, the current project is divided into three main parts, which
focus on three different topics of modern financial mathematics. The first part is concerned
with delay equations, the second part deal with infinite dimensional analysis and network
models whereas the last part treats the topic of rigorous asymptotic expansions.

8Paul Pierre Lévy (Paris, France, 15 September 1886 – Paris, France, 15 December 1971)
9Harry Markowitz (Chicago, Illinois, 24 August 1927)

10Paul Anthony Samuelson (Gary, Indiana, US, 15 May 1915 – Belmont, Massachusetts, US, 13 December
2009)

11Fischer Sheffey Black (Washington, D.C., U.S., 11 January 1938 – New York, U.S., 30 August 1995)
12Myron Samuel Scholes (Timmins, Ontario, Canada, 1 July 1941)
13Robert Cox Merton (New York City, New York, USA, 31 July 1944)
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Part I: Stochastic calculus for delay equations

Part I is devoted to the study of delay differential equations. The study of stochastic
delay differential equations has been first done in the 80’s, mostly in the case where the
driving noise is a standard Brownian motion. From the very first results the importance of
delay equations in mathematical finance was clear: in fact on one side they allow to study
market imperfections, such as delays due to some physical constraints, i.e. time necessary
to transport some commodities, on the other side delay equations provide a fundamental
tool in studying path–dependent options.

In the first part, we will carry out a comphrensive study of delay equations, from the
existence and uniqueness, to Feynman–Kac type results. Thus, we will provide several
examples in financial mathematics where the results just derived play a crucial role. The
mathematical ingredient, besides delay equations, will be backward stochastic differential
equations (BSDE), which are by now one of the most intensive area of research in stochastic
processes, mainly linked to optimal stochastic control problem and mathematical finance.

This part is dived into two chapters, which consists of, respectively, two and four sections.
Chapter 1 will focus on forward–backward system with delay, where the delay may also enter
the backward component. This last point being the main novelty of chapter 1, which leads
to non–trivial mathematical results. In particular the chapter is based on the new path–
dependent calculus recently developed in [CF10, CF13]. We will prove the existence of a
viscosity solution, in a suitable sense, to an associated (path–dependent) PDE.

Thus, several concrete example of possible applications which are relevant in modern
mathematical finance are treated. In particular in section 1.3.4 we will show how previously
derived results are particularly suitable to model counterparty risk and collateralization,
which the recent credit crunch shows to be fundamental and cannot be neglected in the
valuation of over–the–counter derivatives.

Chapter 2 is also concerned with delay differential equations. We will in this chapter
consider instead the setting of stochastic functional delay differential equations (SFDDE)
first introduced in [Moh84]. We will generalize this setting allowing also for a jump noise
giving thus a complete characterization of delay equations with jumps, we refer to section 2.1
to an introduction to delay equations. We will first show in 2.1 the existence and uniqueness
of a solution to a SFDDE with jumps, both in the space of càdlàg functions and Lebesgue
integrable functions. Then using the tools of calculus via regularization we will derive in
section 2.2 an ad hoc Itô formula for this type of delay equations. Thus, in section 2.3
we will prove a Feynman–Kac type result under mild assumptions on differentiability for
the coefficients. Using then all the above mentioned results we will provide applications to
path–dependent options and market with memory. Eventually, we will show how the present
setting is in fact connected to the path–dependent setting used in section 1.2.3.

Part II: Infinite dimensional analysis and network models

Part II is concerned with infinite dimensional analysis and network models. The modern
theory of partial differential equations relies on weak concepts of solutions, using tools of
functional analysis and function spaces. As in the deterministic case, in the stochastic one,
infinite dimensional analysis allows to deal with a wide variety of problem when considering a
given differential equation. In particular, when one consider a problem where the underlying
domain is a network, the underlying domain can be incorporated in a suitable choice of a
space of functions. This allow to reformulate the problem in an abstract setting, so that one
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can rely on standard result in operator theory.
As previous part, part II, consists of two chapters. Chapter 3, which is divided into 3

sections, deals with two different models, i.e. the Vasicek model in interest rate modelling
and the FitzHugh–Nagumo model (FHN) in neurobiology. In section 5.4.1 we will show how
to write the Vasicek model in the Heath–Jarrow–Morton–Musiela framework as an infinite
dimensional stochastic PDE, and exploiting the property of the leading semigroup we will
characterize the associated invariant measure. The following two sections, namely sections
3.2–3.3, are concerned with an optimal control problem for an infinite dimensional version
of the FHN equation; section 3.2 considers the FHN without recovery variable whereas in
section 3.3 the recovery variable is also included into the model.

The second chapter of the current section, namely chapter 4, is devoted to infinite di-
mensional analysis on networks. In particular it is of recent interest to consider diffusion
problems where the underlying domain is a graph, where possible applications range from
quantum mechanics to system of interconnected bank in financial mathematics, this last
application being of particular interest in modelling contagion risk of default. Introducing
a suitable product function space, the original problem on a network can be rewritten as
an infinite dimensional (stochastic) PDE. More recently the attention has been also put on
what type of boundary conditions one can endow the problem with, that is what type of
dynamics has to be prescribed at the intersection of two adjacent edges of the network. This
last point will be the main object of investigation of the chapter. In fact we will generalize
the standard boundary condition in network model, that is the so–called Kirchhoff condi-
tions. In section 4.1 we will use aforementioned techniques in order to prove a Gaussian
estimate for the leading semigroup of a (stochastic) PDE on a network with both static
and dynamic non–local dynamic conditions; eventually, an application to optimal control is
proposed. The second section deals with a similar problem to the one above, where now
the boundary condition are assumed to be non–local in time exhibiting a delay. In doing
so we exploit another different possible technique in dealing with delay equations, that is
semigroup theory ; this also hints that even the first chapter 1 was in fact based on infinite
dimensional techniques.

Part III: Rigorous asymptotic expansions

Eventually Part III deals with asymptotic expansion. Small noise expansion is widely used
in physics in order to obtain perturbed solution of Schrödinger equation. In fact when con-
sidering particularly complex potentials V one cannot hope to obtain an analytical solution
for the Schrödinger equation. A possible solution is to expand the potential as a Taylor
summation and to obtain thus approximated solutions.

Recent evidence has shown how the Black–Scholes model is highly unrealistic, where
instead local (or stochastic) volatility models should be used if one aim at capturing several
factors in the markets. Clearly the main drawback in considering more general models
is that one cannot hope of having anymore explicit analytic solutions, leading in some
particular case to problem which are hard to treat also numerically. Borrowing the above
idea from physics we apply a perturbation technique to the pricing of a contingent claim
in a financial market. The main difficulty in doing so lies in the fact that the underlying
function is stochastic; one has thus to derive a rigorous (small noise) asymptotic expansion
for a stochastic differential equation (SDE). Therefore we derive in Section 5.2 the rigorous
asymptotic expansion for general SDE, allowing also to consider general jump noises. Then
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in Section 5.4 we provided several example of approximation prices for contingent claims
centred around the Black–Scholes price. We also provide some numerical examples that
validate our expansion.
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Stochastic calculus for delay
equations
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1 | Path–dependent calculus and
BSDE with time–delayed gen-
erator

The present chapter in taken from [CDPMZ16, CDP16a].

Abstract

We prove the existence of a viscosity solution of the following path dependent
nonlinear Kolmogorov equation:{

∂tu(t, φ) + Lu(t, φ) + f(t, φ, u(t, φ), ∂xu(t, φ)σ(t, φ), (u(·, φ))t) = 0, t ∈ [0, T ), φ ∈ C,
u(T, φ) = h(φ), φ ∈ C,

where C = C([0, T ];Rd), (u(·, φ))t := (u(t+ θ, φ))θ∈[−δ,0] and

Lu(t, φ) := 〈b(t, φ), ∂xu(t, φ)〉+
1

2
Tr
[
σ(t, φ)σ∗(t, φ)∂2

xxu(t, φ)
]
.

The result is obtained by a stochastic approach. In particular we prove a new
type of nonlinear Feynman–Kac representation formula associated to a backward
stochastic differential equation with time–delayed generator which is of non–
Markovian type.

The second part is concerned with financial applications to the large investor
problem and risk measures via g–expectations. Also we consider a non–linear
pricing problem that takes into account credit risk and funding issues. The
aforementioned problem is formulated as a stochastic forward–backward system
with delay, both in the forward and in the backward component, whose solution
is characterized in terms of viscosity solution to a suitable type of path–dependent
PDE.

3



4 1. Path–dependent calculus and BSDE with time–delayed generator

1.1 Introduction

We aim at providing a probabilistic representation of a viscosity solution to the following
path–dependent nonlinear Kolmogorov equation (PDKE){

−∂tu(t, φ)− Lu(t, φ)− f(t, φ, u(t, φ), ∂xu (t, φ)σ(t, φ), (u(·, φ))t) = 0,

u(T, φ) = h(φ),
(1.1)

for t ∈ [0, T ), φ ∈ C := C([0, T ];Rd) being the space of continuous Rd–valued functions
defined on the interval [0, T ], being T < ∞ a fixed time horizon. Also, for a fixed delay
δ > 0, we have set (u(·, φ))t := (u(t+ θ, φ))θ∈[−δ,0]. In equation (1.1) we have denoted by L
the second order differential operator given by

Lu(t, φ) :=
1

2
Tr
[
σ(t, φ)σ∗(t, φ)∂2

xxu(t, φ)
]

+ 〈b(t, φ), ∂xu(t, φ)〉,

with b : [0, T ] × C → Rd and σ : [0, T ] × C → Rd×d′ being two non–anticipative functionals
to be better introduced in subsequent section.

In particular we will prove that, under appropriate assumptions on the coefficients, being

(Xt,φ (s) , Y t,φ (s) , Zt,φ (s))s∈[t,T ] ,

the unique solution to the decoupled forward–backward stochastic differential system

Xt,φ (s) = φ (t) +

∫ s

t

b(r,Xt,φ)dr +

∫ s

t

σ(r,Xt,φ)dW (r) , s ∈ [t, T ] ,

Y t,φ (s) = h(Xt,φ) +

∫ T

s

f(r,Xt,φ, Y t,φ (r) , Zt,φ (r) , Y t,φr )dr

−
∫ T

s

Zt,φ (r) dW (r) , s ∈ [t, T ] ,

(1.2)

with (t, φ) ∈ [0, T ] × C and W a standard Brownian motion, then the deterministic non–
anticipative functional u : [0, T ] × C → R given by the representation formula u (t, φ) :=
Y t,φ (t) is a viscosity solution, in the sense of [EKT+14], to equation (1.1). Above, the
notation Y t,φr appearing in the generator f of the backward component in system (1.2)
stands for the path of the process Y t,φ restricted to [r − δ, r], namely

Y t,φr := (Y t,φ(r + θ))θ∈[−δ,0].

In particular the forward equation is a functional stochastic differential equation, while the
backward equation has time–delayed generator, that is the generator f can depend, unlike
the classical backward stochastic differential equations, on the past values of Y t,φ.

Let us stress that if we do not consider delay neither in the forward nor in the backward
component, we retrieve standard results of Markovian forward–backward system, so that in
this case we obtain u(t, φ) = u(t, φ (t)), and equation (1.1) becomes{

−∂tu(t, x)− Lu(t, x)− f(t, x, u(t, x), ∂xu (t, x)σ(t, x)) = 0, t ∈ [0, T ), x ∈ Rd,

u(T, x) = h(x), x ∈ Rd,
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with
Lu(t, x) :=

1

2
Tr
[
σ(t, x)σ∗(t, x)∂2

xxu(t, x)
]

+ 〈b(t, x), ∂xu(t, x)〉 .

Let us recall that BSDE’s were first introduced, in the linear case, by Bismut [Bis73],
whereas the nonlinear case was considered by Pardoux and Peng in [PP90]. Later, in
[PP92, Pen91], the connection between BSDEs and semilinear parabolic partial differential
equations (PDE’s) was established, proving the nonlinear Feynman–Kac formula for Marko-
vian equations stated above. Also, a similar deterministic representation associated with a
suitable PDE, can be proved taking into account different types of BSDE’s, such as BSDE’s
with random terminal time, see, e.g. [DP97], reflected BSDE’s, see, e.g. [EKKP+97], or
also backward stochastic variational inequalities, see, e.g. [MR10, MR+15b].

When one is to consider the non–Markovian case, the associated PDE becomes path–
dependent. In particular in [Pen11a] the author shows for the first time that a non–
Markovian BSDE can be linked with a path–dependent PDE. Subsequently in [PW11] the
authors proved, in the case of smooth coefficients, the existence and uniqueness of a classical
solution for the path–dependent Kolmogorov equation −∂tu(t, φ)− 1

2
∂2
xxu(t, φ)− f(t, φ, u(t, φ), ∂xu (t, φ)) = 0, t ∈ [0, T ), φ ∈ C,

u(T, φ) = h(φ), φ ∈ C.
(1.3)

In particular the authors appealed to a representation formula using the standard non–
Markovian BSDE:

Y t,φ (s) = h(W t,φ) +

∫ T

s

f(W t,φ, Y t,φ (r) , Zt,φ (r))dr −
∫ T

s

Zt,φ (r) dW (r) , s ∈ [t, T ] ,

(1.4)
with the generator and the final condition depending on the Brownian paths: W t,φ (s) =
φ (t) +W (s)−W (t) , if s ∈ [t, T ] and W t,φ (s) = φ (s) , if s ∈ [0, t). Then in [Pen11b] a new
type of viscosity solution is introduced.

Eventually in [EKT+14, ETZ12a, ETZ12b] the authors introduced a new notion of vis-
cosity solutions, which is the definition we will consider in the present work, for semilinear
and fully non linear path-dependent PDE, using the framework of functional Itô calculus
first set by Dupire [Dup09] and Cont & Fournié [CF13].

We will, in the present work, generalized the results in [EKT+14] along two directions.
First we will consider a BSDE whose generator depends not only on past valued assumed by
a standard Brownian motion W , but the BSDE may depends on a general diffusion process
X. Second, and most important generalization, we will prove the connection between path–
dependent PDEs and BSDEs with time–delayed generators. We recall that time–delayed
BSDE were first introduced in [DI+10b] and [DI10a]. More precisely the authors obtained
the existence and uniqueness of the solution the the time–delayed BSDE

Y (t) = ξ +

∫ T

t

f(s, Ys, Zs)ds−
∫ T

t

Z(s)dW (s), 0 ≤ t ≤ T, (1.5)

where Ys := (Y (r))r∈[0,s] and Zs := (Z(r))r∈[0,s] . In particular, the aforementioned exis-
tence and uniqueness result holds true if the time horizon T or the Lipschitz constant for
the generator f are sufficiently small. To our best knowledge, the link between time–delayed
BSDE’s and path–dependent PDE’s has never been addressed in literature.
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We also emphasize that our framework, since our BSDE is time–delayed, requires that
the backward equation contains a supplementary initial condition to be satisfied, namely
Y t,φ (s) = Y s,φ (s), if s ∈ [0, t). Let us further stress that the Feynman–Kac formula would
fail with standard prolongation Y t,φ (s) = Y t,φ (t), for s ∈ [0, t) . Although the existence
results for equation (1.5) has already been treated in [DI+10b, DI10a], this new initial
condition imposes a more elaborated proof.

The last part of the paper presents some financial models based on our theoretical results.
In recent years delay equations have been of growing interest, mainly motivated by many
concrete applications where the effect of delay cannot be neglected, see, e.g. [Moh98, KP07].
On the contrary, BSDEs with time delayed generator have been first introduced as a pure
mathematical tool, with no application of interest. Only later in [Del10, Del12] the author
proposed some financial applications to pricing, hedging and investment portfolio manage-
ment, where backward equations with delayed generator provide a fundamental tool.

Based on the recently introduced path–dependent calculus, together with the mild as-
sumptions of differentiability required, the probabilistic representation for a viscosity solu-
tion of a non-linear parabolic equations proved in the present paper, finds perhaps its best
application in finance. In fact, a wide variety of financial derivatives can be formally treated
under the theory developed in what follows, from the more standard European options, to
the more exotic path–dependent options, such as Asian options or look-back options.

We propose here different possible applications of forward–backward stochastic differ-
ential system (1.2), where the delay in the backward component arises from two different
motivations. The first example we will deal with is a generalization of a well-known model
in finance, where we will consider the case of a non standard investor acting on a financial
market. We will assume, following [CM96, EKPQ01], that a so called large investor wishes
to invest on a given market, buying or selling a stock. This investor has the peculiarity that
his actions on the market can affect the stock price. In particular, we will assume that the
stock price S and the bond B are a function of the large investor’s portfolio (X,π), X being
the value of the portfolio and π the number of share of the asset S.

This case has been already treated in financial literature, see, e.g. [EKPQ01]. We
further generalize the aforementioned results assuming a second market imperfection, that
is we assume that it might be a small time delay between the action of the large investor
and the reaction of the market, so that we are led to consider the financial system with the
presence of the past of X in the coefficients r, µ and σ :

dB(t)

B(t)
= r(t,X(t), π (t) , Xt)dt , B(0) = 1 ,

dS(t)

S(t)
= µ (t,X(t), π (t) , Xt) dt+ σ(t,X(t), Xt)dW (t), S(0) = s0 > 0,

where the notation Xt stands for the path (X(t+ θ))θ∈[−δ,0], being δ a small enough delay.
The second example we deal with arises from a different situation. Recent literature in

financial mathematics has been focused in how to measure the riskiness of a given financial
investment. To this extent dynamic risk measures have been introduced in [ADEH99]. In
particular, BSDEs have been shown to be perhaps the best mathematical tool for modelling
dynamic risk measures, via the so called g-expectations. In [Del12] the author proposed a
risk measure that takes also into account the past values assumed by the investment, that
is we will assume that, in making his future choices, the investor will consider not only
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the present value of the investment, but also the values assumed in a sufficiently small past
interval. This has been motivated by empirical studies that show how the memory effect has
a fundamental importance in an investor’s choices, see, e.g. [Del12] and references therein
for financial studies on the memory effect in financial investment. We therefore consider
an investor that tries to quantify the riskiness of a given investment, with Y being his
investment, we will assume that the investor looks at the average value of his investment in
a sufficiently recent past, that is we consider a generator of the form 1

δ

∫ 0

−δ Y (t+ θ)dθ , with
δ > 0 being a sufficiently small delay.

Eventually, the last part of the chapter, that is starting from Section 2.5.1 is concerned
with a topic of great importance in modern finance, that is the pricing of derivatives in
OTC markets taking into account credit/debit value adjustment, collateral and funding
constraints.

Starting from the spreading of the credit crunch in 2007, empirical evidences have shown
how some aspects of financial markets neglected up to that point by theoretical models, are
instead fundamental in concrete economical frameworks. In particular let us mention the
violation of standard non-arbitrage relation between forward rates and zero-coupon bonds.
Even if we will not address latter problem in the present paper, we would like to underline
how it is very connected to the topic we will treat, as witnessed by the recent, wide and
growing literature linked to the so called multi-curve modelling, see, e.g., [Hen14, MP14,
PB13, PT10, GR15], and references therein.

In what follows we will focus on a different issue which emerged after the last financial
crisis, namely the problem of pricing derivatives contracts, including the possibility of the
counterparty default, i.e., the event in which a borrower fails to make the required payments
to his lender. Such an event is treated in the framework of the credit risk which, according
to [oBSfIS00], is defined as the potential that a bank borrower or counterparty will fail to
meet its obligations in accordance with agreed terms. Even if the number of type of related
financial losses is rather huge, it is interesting to note that they may be complete, as in the
case of default, or even partial, and can happen in a number of different cases, such, e.g., if
a consumer fails to make a payment related to a line of credit, or if an insolvent insurance
company does not pay previously stipulated policy obligations, or bank that, because of
its insolvency, does not return funds to a depositor, etc. We would like to underline that
the Credit default risk has a great impact on almost all the credit-sensitive transactions,
also including mortgages, loans, securities and derivatives. Hence, its careful determination
and forecasting, are crucial tasks, especially in the modern theory of financial markets,
see, e.g., [EJY00, JR02], which are widely characterized by sophisticated contracts of the
aforementioned type. In particular, the wrong estimation of credit default risk that, at
different levels, has been experienced at the end of the last decade, is intrinsically linked
to the inadequacy of classical models in describing real financial markets, mainly because
of the unrealistic hypotheses of the existence of a unique risk–free rate, i.e. the theoretical
rate of return of an investment with zero risk, or the possibility to have unlimited access
to funding. Our aim is to derive a mathematical formulation of such problems, while we
refer the interested reader to, e.g., [BMP13, BP13] and references therein, for a deep study
of related financial implications, see also [LXYW14], where the credit risk is studied in
connection with the so called Catastrophe Bonds, [WYZW14] where the default probability
problem for credit risk is considered, [LMS11] to what concerns a large deviation approach.

Recently have appeared several works that try to include counterparty risk, i.e. the
risk to each party of a contract that the counterparty will be unable to meet contractual
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obligations, as well as funding issues in pricing financial contracts, leading to a systematic
treatment of both of them. In particular, to our knowledge, the first attempts in the di-
rection of developing a concrete framework able to treat both the counterparty risk and
the funding constraints, can be found in [Cré11, Cré15a, Cré15b]. However, we will mainly
refer to a slightly different and yet closely related approach, namely the one developed in
[BMP13, BP14]. Let us mention that both approaches identify backward stochastic differen-
tial equations (BSDEs) as a fundamental mathematical object to consider a financial setting
characterized by counterparty risk, see, e.g., [CDP14b, EKPQ97].

In what follows, we also exploit the approach developed in [BFP15, BP14], where the
authors firstly consider the present value of a contract as the discounted present value of
future payoffs, and then include margin variations and counterparty risk in their valuation
BSDE, which turns out to be risk–free rate independent. In fact, the latter depends only on
different funding rates which are directly observable on the markets

The main contribution of the present work is thus to give a rigorous and general math-
ematical foundation of the previously introduced setting. In particular, following [BFP15,
BP14], we will consider the so–called master pricing equation generalising it in several di-
rection. Firstly, we will consider possibly path-dependent hedging strategy exploiting the
so-called path–dependent calculus developed in [CF13, CF10]. Secondly, we will not assume
any differentiability assumptions in order to consider viscosity solutions for the related pric-
ing PDE. Finally, as major generalization, we consider a margining procedure that can be
path-dependent with respect to the portfolio. In fact, as pointed out in [Cré11, Remark.
5.5], in real world the margining scheme often depends upon its past values. It is worth to
mention that the latter is highly non trivial, since, from a mathematical point of view, it
implies that the related BSDE generator depends its past values as well.

Let us recall that the first rigorous treatment of delay differential equations dates back to
the monograph [Moh84], while more recently, see [Dup09] and [CF13, CF10], new notions of
ad hoc derivatives have been introduced to study the stochastic calculus for path dependent
stochastic differential equations. Since then, such results have been then generalised in
several directions, see, e.g., [BCDNR16, CDPO16, CRb, CDGR, FZ, FMT10, SX11] ,and
references therein. We would like to mention that the path–dependent calculus has revealed
itself since his born, as a powerful tool to model financial markets exhibiting delay, and also
path–dependent options.

Analogously, in [EKT+14, EKT+14, EKT+14], the authors proposed an ad hoc notion of
viscosity solutions to path–dependent PDE which, similarly to the relation established by the
Feynman–Kac theorem between a stochastic differential equation (SDE) and its determinis-
tic counterpart, relates a path–dependent SDE to a corresponding path–dependent PDE, by
exploiting the theory of BSDE, hence by using of the notion of non-linear expectations, see,
e.g., [Pen04].

Recently, the development of the theory of delayed stochastic differential equations, has
made one step further to include, besides the delay in the forward SDE, also a delay compo-
nent in the backward equation. In particular in [DI+10b], the authors proposed a new type
of stochastic delay equation, whose generator may depends on the past values of the BSDE
itself. As mentioned above this peculiarity is highly non trivial, as witnessed by several
examples reported in [DI+10b], where the authors show how the uniqueness property for
the solution fails to be true.

To overcome latter problem some additional assumptions have to be taken into account,
as in [CDPMZ16], where, exploiting the notion of viscosity solution proposed in [EKT+14],
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the connection between forward–backward SDE with delay both in forward and in the back-
ward component and a new type of path–dependent PDE has been proved.

In the present paper we exploit the aforementioned results obtained in [CDPMZ16], to
generalize the financial setting developed in [BFP15, BP14], allowing for path–dependent
hedging strategies, i.e. plans to reduce the financial risk associated to adverse price move-
ments of, e.g., assets in which one has invested, and collateralization scheme with delay.
We recall that the collateralization represents the situation in which a borrower pledges an
asset as recourse to the lender to hedge the case of the borrower’s default. In particular, the
collateralization of assets gives to, e.g., banks a sufficient level of reassurance against the
default risk. The latter banking practice allows loans to be issued to individuals or compa-
nies which do not belong to the set of the ones having optimal credit history or good debt
rating. We underline that our approach is particularly suitable to treat financial frameworks
characterized by delays in the default procedure, see, e.g., [BP14, Sec. 3, Sec. 4], the latter
being the object of our future works.

The paper is organized as follows: in Section 1.2.1 we introduce needed notion based
on functional Itô’s calculus and the notion of viscosity solution for path–dependent PDE’s.
In Section 1.2.2 we prove the existence and uniqueness of a solution for the time-delayed
BSDE, whereas Section 1.2.3 is devoted to the main results of the present work, that is the
proof of the continuity of the function u (t, φ) := Y t,φ (t) as well as the generalization of the
Feynman–Kac formula with the core of the present work, that is Theorem 1.2.14. In Section
1.3 we present the financial applications, in particular the large investor application and
g−expectations. Therefore in Sec. 2.5.1 we apply above results to the problem of obtaining
a portfolio under credit risk and funding issues. Eventually, in Sec. 1.3.3, we will derive the
main path–dependent pricing PDE.

1.2 BSDE with delayed generator

1.2.1 Preliminaries

Pathwise derivatives and functional Itô’s formula

Let us first introduce the framework on which we shall construct the solutions of PDKE
(1.1). In particular for a deep treatment of functional Itô calculus we refer the reader to
Dupire [Dup09] and Cont & Fournié [CF13].

Let D := D
(
[0, T ] ;Rd

)
be the set of càdlàg Rd–valued functions, i.e. right continuous,

with finite left–hand limits, B̂ the canonical process on D, i.e. B̂(t, φ̂) := φ̂ (t) and F̂ :=
(F̂s)s∈[0,T ] the filtration generated by B̂. On D, resp. [0, T ]×D, we introduce the following
norm, resp. pseudometric, with respect to whom it becomes a Banach space, resp. a
complete pseudometric space. Let us thus define, for any (t, φ̂), (t′, φ̂′) ∈ [0, T ]×D,

||φ̂||T := supr∈[0,T ] |φ̂ (r) |,

d((t, φ̂), (t′, φ̂′)) := |t− t′|+ supr∈[0,T ] |φ̂ (r ∧ t)− φ̂′ (r ∧ t′) | .

Let û : [0, T ] × D → R be an F̂–progressively measurable non-anticipative process, that
is we assume û(t, φ̂) depends only on the restriction of φ̂ on [0, t], i.e. û(t, φ̂) = û(t, φ̂ (· ∧ t)),
for any (t, φ̂) ∈ [0, T ]× D. We say that û is vertically differentiable at (t, φ̂) ∈ [0, T ]× D if
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there exist

∂xi û(t, φ̂) := lim
h→0

û(t, φ̂+ h1[[t,T ]]ei)− û(t, φ̂)

h

for any i = 1, d, where we have denoted by {ei}i=1,d the canonical basis of Rd. The second
order derivatives, when they exist, are denoted by ∂2

xixj û(t, φ̂) := ∂xi(∂xj û), for any i, j =

1, d. Let us further denote by ∂xû(t, φ̂) the gradient vector, that is we have

∂xû(t, φ̂) =
(
∂x1 û(t, φ̂), . . . , ∂xd û(t, φ̂)

)
,

and by ∂2
xxû(t, φ̂) the d× d–Hessian matrix, that is

∂2
xxû(t, φ̂) =

(
∂2
xixj û(t, φ̂)

)
i,j=1,d

.

Let t ∈ [0, T ] and a path φ ∈ D, we denote

φ(t) := φ(· ∧ t) ∈ D. (1.6)

We say that û is horizontally differentiable at (t, φ̂) ∈ [0, T ]×D if there exist

∂tû(t, φ̂) := lim
h→0+

û(t+ h, φ̂(t))− û(t, φ̂)

h
,

for t ∈ [0, T ) and ∂tû(T, φ̂) := limt→T− ∂tû(t, φ̂).
Let û : [0, T ]×D → R be non-anticipative, we say that û ∈ C([0, T ]×D) if û is continuous

on [0, T ]×D under the pseudometric d; we write that û ∈ Cb([0, T ]×D) if û ∈ C([0, T ]×D)
and û is bounded on [0, T ]×D. Eventually we say that û ∈ C1,2

b ([0, T ]×D) if û ∈ C([0, T ]×D)
and the derivatives ∂xû, ∂2

xxû, ∂tû exist and they are continuous and bounded.
Having introduced the needed notations, following [Dup09], we will now work with pro-

cesses u defined on [0, T ]×C → R, being C the space of continuous paths, C([0, T ];Rd). Let
B be the canonical process on Λ, i.e. B(t, φ) := φ (t) and F := (Fs)s∈[0,T ] the filtration
generated by B.

From the fact that C is a closed subspace of D, we have that (Λ, || · ||t) is also a Banach
space; with an analogous reasoning we claim that ([0, T ]× C, d) is a complete pseudometric
space. As done above, we have that if u : [0, T ] × C → R is a non-anticipative process, we
write that u ∈ C([0, T ] × C) if u is continuous on [0, T ] × C under the pseudometric d; if,
moreover, u is continuous and bounded on [0, T ]×C, we write u ∈ Cb([0, T ]×C). Eventually,
following [EKT+14], we write that u ∈ C1,2

b ([0, T ] × C) if there exists û ∈ C1,2
b ([0, T ] × D)

such that û
∣∣
[0,T ]×C = u and by definition we take ∂tiu := ∂tû, ∂xu := ∂xû, ∂2

xxu := ∂2
xxû,

notice that definitions are independent of the choice of û.
We are now to introduce the shifted spaces of càdlàg and continuous paths. If t ∈ [0, T ],

B̂t is the shifted canonical process on Dt := D
(
[t, T ] ;Rd

)
, F̂t := (F̂ ts)s∈[t,T ] is the shifted

filtration generated by B̂t,

||φ̂||tT := supr∈[t,T ] |φ̂ (r) |,

dt((s, φ̂), (s′, φ̂′)) := |s− s′|+ supr∈[t,T ] |φ̂ (r ∧ s)− φ̂′ (r ∧ s′) |,
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for any (s, φ̂), (s′, φ̂′) ∈ [t, T ]×Dt. Analogously we define the spaces C([t, T ]×Dt), Cb([t, T ]×
Dt) and C1,2

b ([t, T ] × Dt). Similarly, we denote Ct := C([t, T ];Rd), Bt the shifted canonical
process on Ct, Ft := (F ts)s∈[t,T ] the shifted filtration generated by Bt and we introduce the
spaces C([t, T ]× Ct), Cb([t, T ]× Ct) and C1,2

b ([t, T ]× Ct).
Let us denote by T the set of all F–stopping times τ such that for all t ∈ [0, T ), then we

have that the set {φ ∈ C : τ (φ) > t} is an open subset of (C, || · ||T ) and T t the be the set
of all F–stopping times τ such that for all s ∈ [t, T ), the set {φ ∈ Ct : τ (φ) > s} is an open
subset of (Ct, || · ||tT ).

For a càdlàg function φ ∈ D
(
[−δ, T ] ;Rd

)
, we denote

φt := (φ(t+ θ))θ∈[−δ,0] . (1.7)

We conclude this subsection by recalling the functional version of the Itô’s formula (see Cont
& Fournié [CF13, Theorem 4.1]).

Theorem 1.2.1 (Functional Itô’s formula). Let A be a d–dimensional Itô process, i.e.
A : [0, T ] × C → Rd is a continuous Rd–valued semimartingale defined on the probability
space (C,F,P) which admits the representation

A (t) = A (0) +

∫ t

0

b (r) dr +

∫ t

0

σ(r)dB (r) , for all t ∈ [0, T ] .

If F ∈ C1,2
b ([0, T ] × �̂) then, for any t ∈ [0, T ), the following change of variable formula

holds true:

F
(
t, A(t)

)
= F

(
0, A(0)

)
+

∫ t

0

∂tF
(
r,A(r)

)
dr +

∫ t

0

〈
∂xF

(
r,A(r)

)
, b (r)

〉
dr

+
1

2

∫ t

0

Tr
[
σ (r)σ∗ (r) ∂2

xxF (r,A(r))
]
dr +

∫ t

0

〈
∂xF

(
r,A(r)

)
, σ (r) dB (r)

〉
.

Path–dependent PDEs

We are now to introduced the notion of viscosity solution to equation (1.1), in particular
we will use the notion of viscosity solution first introduced in [EKT+14], see also [ETZ12a,
ETZ12b].

Let (t, φ) ∈ [0, T ] × C be fixed and (W (t))t≥0 be a d′–dimensional standard Brownian
motion defined on some complete probability space (Ω,G,P). We denote by Gt = (Gts)s∈[0,T ]

the natural filtration generated by
(
(W (s)−W (t))1[{s≥t}]

)
s∈[0,T ]

and augmented by the
set of P–null events of G.

Let us take L ≥ 0 and t < T . We denote by ULt the space of Gt–progressively measurable
Rd–valued processes λ such that |λ| ≤ L. We define a new probability measure Pt,λ by
dPt,λ := M t,λ (T ) dP, where

M t,λ (s) := exp
(∫ s

t

λ (r) dW (r)− 1

2

∫ s

t

|λ (r) |2dr
)
, P-a.s.

Under some suitable assumptions on the coefficients, to be better specified later on,
see also Theorem 1.2.5 in what follows, the existence and uniqueness of a continuous and
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adapted stochastic process
(
Xt,φ (s)

)
s∈[0,T ]

such that
Xt,φ (s) = φ (t) +

∫ s

t

b(r,Xt,φ)dr +

∫ s

t

σ(r,Xt,φ)dW (r) , s ∈ [t, T ] ,

Xt,φ (s) = φ (s) , s ∈ [0, t),

where (t, φ) ∈ [0, T ]× C is given.
We are now ready to define the space of the test functions,

ALu (t, φ) :=
{
ϕ ∈ C1,2

b ([0, T ]× C) : ∃ τ0 ∈ T t+ , ϕ (t, φ)− u (t, φ)

= minτ∈T t ELt
[
(ϕ− u)

(
τ ∧ τ0, Xt,φ

)]}
and

ALu (t, φ) :=
{
ϕ ∈ C1,2

b ([0, T ]× C) : ∃ τ0 ∈ T t+ , ϕ (t, φ)− u (t, φ)

= maxτ∈T t E
L

t

[
(ϕ− u)

(
τ ∧ τ0, Xt,φ

)]}
,

where T t+ := {τ ∈ T t : τ > t}, if t < T and T T+ := {T}. Also, for any ξ ∈ L2 (F tT ;P),
ELt (ξ) := infλ∈ULt E

Pt,λ (ξ) and ELt (ξ) := supλ∈ULt E
Pt,λ (ξ) are nonlinear expectations.

We are now able to give the definition of a viscosity solution of the functional PDE (1.1),
see, e.g. [EKT+14, Def. 3.3].

Definition 1.2.2. Let u ∈ Cb([0, T ]× C) such that u(T, φ) = h (φ), for all φ ∈ C.
(a) For any L ≥ 0, we say that u is a viscosity L–subsolution of (1.1) if at any point
(t, φ) ∈ [0, T ]× C, for any ϕ ∈ ALu (t, φ), it holds

−∂tϕ(t, φ)− Lϕ(t, φ)− f(t, φ, ϕ(t, φ), ∂xϕ (t, φ)σ(t, φ), (ϕ(·, φ))t) ≤ 0.

(b) For any L ≥ 0, we say that u is a viscosity L–supersolution of (1.1) if at any point
(t, φ) ∈ [0, T ]× C, for any ϕ ∈ ALu (t, φ), we have

−∂tϕ(t, φ)− Lϕ(t, φ)− f(t, φ, ϕ(t, φ), ∂xϕ (t, φ)σ(t, φ), (ϕ(·, φ))t) ≥ 0.

(c) We say that u is a viscosity subsolution (respectively, supersolution) of (1.1) if u is a
viscosity L–subsolution (respectively, L–supersolution) of (1.1) for some L ≥ 0.

(d) We say that u is a viscosity solution of (1.1) if u is a viscosity subsolution and superso-
lution of (1.1).

Remark 1.2.3. It is easy to obtain that this definition is equivalent to the classical one in
the Markovian framework, see, e.g. [EKT+14].

Let us stress that if u is a function from C1,2
b ([0, T ] × C), then it is easy to see that

u is a viscosity solution of (1.1) if and only if u is a classical solution for (1.1). Indeed,
if u is a viscosity solution then u ∈ ALu (t, φ) ∩ ALu (t, φ) and therefore u satisfies (1.1).
For the reverse statement one can use the nonlinear Feynman–Kac formula proved in this
new framework, see Theorem 1.2.17 below, together with functional Itô’s formula in order to
compute u

(
s,Xt,φ

)
and the existence and uniqueness result for the corresponding stochastic

system (1.2).
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Let us also mention that, in accord with standard theory of viscosity solutions, the
viscosity property introduced above is a local property, i.e. to check that u is a viscosity
solution in (t, φ) it is sufficient to know the value of u on the interval [t, τε], where ε > 0 is
arbitrarily fixed and τε ∈ T t+ is given by τε := inf {s > t : |φ (s)| ≥ ε} ∧ (t+ ε).

Eventually, let us notice that since b and σ are Lipschitz, we have uniqueness in law for
Xt,φ; also, since the filtration on (Ω,G,P) is generated byW , every progressively measurable
processes λ is a functional of W . Therefore, the spaces of test functions and the above
definition are independent on the choice of (Ω,G,P) and W .

1.2.2 The forward–backward delayed system
We are now to state the existence and uniqueness results for a delayed forward-backward
system, where both the forward and the backward component exhibit a delayed behaviour,
that is we will assume that the generator of the backward equation may depend on past
values assumed by its solution (Y,Z). In complete generality, since we will need these results
in next sections, we will allow the solution to depend on a general initial time and initial
values. Also we remark that in order to ensure the existence and uniqueness result, we need
to equip the backward with a suitable condition in the time interval [0, t), being t the initial
time, fact that implies a different proof than the one provided in [DI+10b].

The main goal is to find a family(
Xt,φ, Y t,φ, Zt,φ

)
(t,φ)∈[0,T ]×C ,

of stochastic processes such that the following decoupled forward–backward system holds



Xt,φ (s) = φ (t) +

∫ s

t

b(r,Xt,φ)dr +

∫ s

t

σ(r,Xt,φ)dW (r) , s ∈ [t, T ] ,

Xt,φ (s) = φ (s) , s ∈ [0, t),

Y t,φ (s) = h(Xt,φ) +

∫ T

s

f(r,Xt,φ, Y t,φ (r) , Zt,φ (r) , Y t,φr , Zt,φr )dr

−
∫ T

s

Zt,φ (r) dW (r) , s ∈ [t, T ] ,

Y t,φ (s) = Y s,φ (s) , Zt,φ (s) = 0, s ∈ [0, t).

(1.8)

Let us stress once more, that in both the forward and backward equation, the values of
Xt,φ, resp.

(
Y t,φ, Zt,φ

)
, in the time interval [0, t], resp. t − δ, t], need to be known; this is

one reason we have to impose such initial conditions. The above initial condition for Y is
absolutely necessary in view of the Feynman–Kac formula, which will be proven later. We
also prolong by convention, Y t,φ by Y t,φ(0) on the negative real axis (this is needed in the
case that t < δ). For the sake of simplicity, we will take Zt,φ (s) := 0 and f (s, ·, ·, ·, ·, ·) := 0
whenever s become negative.

The forward path-dependent SDE

Let us first focus on the forward component X appearing in the FBDSDE system (1.8),
next theorem states the existence and the uniqueness, as well as accurate estimates, for the
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process (
Xt,φ (r)

)
r∈[0,T ]

.

The existence result is a classical one (see, e.g. [Moh98] or [Moh84]) and the estimates
can be obtained by applying Itô’s formula together with assumptions (A1)–(A2), see, e.g.
[Zăl12], and for these reasons we will not state the proof.

In what follows we will assume the following to hold.

Hypothesis 1.2.4. Let us consider two non-anticipative functionals b : [0, T ] × C → Rd and
σ : [0, T ]× C → Rd×d′ such that

(A1) b and σ are continuous;

(A2) there exists ` > 0 such that for any t ∈ [0, T ], φ, φ′ ∈ C,

|b(t, φ)− b(t, φ′)|+ |σ(t, φ)− σ(t, φ′)| ≤ `||φ− φ′||T .

Theorem 1.2.5. Let b, σ satisfying assumptions 1.2.4 (A1)–(A2). Let (t, φ) , (t′, φ′) ∈
[0, T ] × C be given. Then there exists a unique continuous and adapted stochastic process(
Xt,φ (s)

)
s∈[0,T ]

such that
Xt,φ (s) = φ (t) +

∫ s

t

b(r,Xt,φ)dr +

∫ s

t

σ(r,Xt,φ)dW (r) , s ∈ [t, T ] ,

Xt,φ (s) = φ (s) , s ∈ [0, t).

(1.9)

Moreover, for any q ≥ 1, there exists C = C (q, T, `) > 0 such that

E
(
||Xt,φ||2qT

)
≤ C(1 + ||φ||2qT ),

E
(
||Xt,φ −Xt′,φ′ ||2qT

)
≤ C

(
||φ− φ′||2qT + (1 + ||φ||2qT + ||φ′||2qT ) · |t− t′|q

+ sup
r∈[t∧t′,t∨t′]

|φ (t)− φ (r) |2q
)
,

E
(

sup
s,r∈[t,T ]
|s−r|≤ε

|Xt,φ (s)−Xt,φ (r) |2q
)
≤ C(1 + ||φ||2qT )εq−1, for all ε > 0.

(1.10)

The backward delayed SDE

Let us now consider delayed backward SDE appearing in (1.8), in particular in what follows
we have d and d′ are the fixed constants defined above, whereas m ∈ N∗ is a new fixed
constant. Let us then introduce the main reference spaces we will consider.

Definition 1.2.6. (i) let H2,m×d′
t denote the space of Gt–progressively measurable pro-

cesses Z : Ω× [t, T ]→ Rm×d′ such that

E

[∫ T

t

|Z(s)|2ds

]
<∞ ;
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(ii) let S2,m
t the space of continuous Gt–progressively measurable processes Y : Ω× [t, T ]→

Rm such that

E
[

sup
t≤s≤T

|Y (s)|2
]
<∞ .

Also we will equip the spaces H2,m×d′
t and S2,m

t with the following norms

‖Z‖2
H2,m×d′
t

= E

[∫ T

t

eβs|Z(s)|2ds

]
,

‖Y ‖2S2,m
t

= E
[

sup
t≤s≤T

eβs|Y (s)|2
]
,

for a given constant β > 0.

In what follows, concerning the delayed backward SDE appearing in (1.8), we will assume
the following to hold.

Hypothesis 1.2.7. Let

f : [0, T ]× C × Rm × Rm×d
′
× L2 ([−δ, 0];Rm)× L2([−δ, 0];Rm×d

′
)→ Rm ,

and
h : C → Rm ,

such that the following holds:

(A5) There exist L,K,M > 0, p ≥ 1 and a probability measure α on ([−δ, 0],B ([−δ, 0]))

such that, for any t ∈ [0, T ], φ ∈ C, (y, z) , (y′, z′) ∈ Rm×Rm×d′ , ŷ, ŷ′ ∈ L2 ([−δ, 0];Rm)
and ẑ, ẑ′ ∈ L2([−δ, 0];Rm×d′), we have

(i) φ 7→ f(t, φ, y, z, ŷ, ẑ) is continuous,

(ii) |f(t, φ, y, z, ŷ, ẑ)− f(t, φ, y′, z′, ŷ, ẑ)| ≤ L(|y − y′|+ |z − z′|),

(iii) |f(t, φ, y, z, ŷ, ẑ)− f(t, φ, y, z, ŷ′, ẑ′)|2

≤ K
∫ 0

−δ

(
|ŷ(θ)− ŷ′(θ)|2 + |ẑ(θ)− ẑ′(θ)|2

)
α(dθ),

(iv) |f (t, φ, 0, 0, 0, 0)| < M(1 + ‖φ‖pT ).

(1.11)

(A6) The function f (·, ·, y, z, ŷ, ẑ) is F–progressively measurable, for any (y, z, ŷ, ẑ) ∈ Rm×
Rm×d′ × L2 ([−δ, 0];Rm)× L2([−δ, 0];Rm×d′).

(A7) The function h is continuous and, for all φ ∈ C,

|h(φ)| ≤M(1 + ‖φ‖pT ).

Remark 1.2.8. In order to show the existence and uniqueness of a solution to the backward
part of system (1.8), we will use a standard Banach’s fixed point argument. For that we are
obliged to impose that K or δ should be small enough, see, e.g. restriction (1.30). Also, in
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order to obtain the continuity of Y t,φ with respect to φ we are obliged to impose restriction
(1.37).

Hence we will assume the following condition to holds, such that both restrictions hold
true, in particular we will assume there exists a constant γ ∈ (0, 1) such that

K
γe

(
γ+ 6L2

γ

)
δ

(1− γ)L2
max {1, T} < 1

290
. (1.12)

For K fixed, it seems at first sight that the expression above cannot be made true by letting
δ to 0; however, condition (1.12) will still be verified if we allow L to grow, so we can regard
L as a parameter, too.

We are now ready to state the main result of the present section.

Theorem 1.2.9. Let us assume that assumptions 1.2.7 (A5)–(A7) hold true. If K or δ
are small enough, that is they satisfy condition (1.12), then there exists a unique solution(
Y t,φ, Zt,φ

)
(t,φ)∈[0,T ]×C for the backward stochastic differential system from (1.8), such that(

Y t,φ, Zt,φ
)
∈ S2,m

t × H2,m×d′
t , for all t ∈ [0, T ] and t 7→

(
Y t,φ, Zt,φ

)
is continuous from

[0, T ] into S2,m
0 ×H2,m×d′

0 .

Remark 1.2.10. The main difference between the proof of our result and that of Theorem
2.1 from [DI+10b] is due to the supplementary structure condition Y t,φ (s) = Y s,φ (s), for
s ∈ [0, t) which should be satisfied by the unknown process Y t,φ.

We also allow T to be arbitrary and we consider that the time horizon is different from
the delay δ ∈ [0, T ]; moreover, we separate the Lipschitz constant L with respect to (y, z)
by the Lipschitz constant K with respect to ŷ, and hence the restriction (1.12) can avoid
the constant L.

Proof. The existence and uniqueness will be obtained by the Banach fixed point theorem.

Let φ ∈ C be arbitrarily fixed and let us consider the map Γ defined on A×B, with A :=

C
(

[0, T ] ;S2,m
0

)
and B := C

(
[0, T ] ;L2

(
Ω;H2,m×d′

0 )
))
, in the following way: for (U, V ) ∈

A × B, Γ (U, V ) = (Y, Z), where for t ∈ [0, T ], the couple of adapted processes (Y t, Zt) is
solution to the equation

Y t (s) = h(Xt,φ) +
∫ T
s
f(r,Xt,φ, Y t (r) , Zt (r) , U tr , V

t
r )dr

−
∫ T
s
Zt (r) dW (r) , s ∈ [t, T ] ,

Y t (s) := Y s (s) , Zt (s) := 0 , s ∈ [0, t) .

(1.13)

Step I.
Let us first show that Γ takes values in the Banach space A × B. For that, let us take

(U, V ) ∈ A × B; we will prove that (Y,Z) := Γ (U, V ) ∈ A × B, i.e. for every t ∈ [0, T ] we
have

Y t ∈ S2,m
t ⊆ S2,m

0 , Zt ∈ H2,m×d′
t ⊆ H2,m×d′

0 (1.14)

and the applications
[0, T ] 3 t 7→ Y t ∈ S2,m

0 ,

[0, T ] 3 t 7→ Zt ∈ H2,m×d′
0

(1.15)
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are continuous.

Let t ∈ [0, T ] and t′ ∈ [0, T ], also, with no loss of generality, we will suppose that t < t′

and t′ − t < δ.

We have, using (1.13) that

E
(

sups∈[0,T ] |Y t (s)− Y t′ (s) |2
)

≤ E
(

sups∈[0,t′] |Y t (s)− Y t′ (s) |2
)

+ E
(

sups∈[t′,T ] |Y t (s)− Y t′ (s) |2
)

≤ 2E
(

sups∈[t,t′] |Y t (s)− Y t (t) |2
)

+ 2E
(

sups∈[t,t′] |Y t (t)− Y s (s) |2
)

+E
(

sups∈[t′,T ] |Y t (s)− Y t′ (s) |2
)
.

From the continuity of the solution of equation (1.13) with respect to time, we have that

E
(

sup
s∈[t,t′]

|Y t (s)− Y t (t) |2
)
→ 0 ,

as t′ → t.

Concerning the term E
(

sups∈[t′,T ] |Y t (s)−Y t′ (s) |2
)
let us denote for short, only through-

out this step,

∆Y (r) := Y t (r)− Y t′ (r) , ∆Z (r) := Zt (r)− Zt′ (r)

∆U (r) := U t (r)− U t′ (r) , ∆V (r) := V t (r)− V t′ (r)

and

∆h := h(Xt,φ)− h(Xt′,φ),

∆f (r) := f(r,Xt,φ, Y t (r) , Zt (r) , U tr , V
t
r )− f(r,Xt′,φ, Y t (r) , Zt (r) , U tr , V

t
r ).

Exploiting Itô’s formula we have, for any β > 0 and any s ∈ [t, T ] ,

eβs|∆Y (s) |2 + β

∫ T

s

eβr|∆Y (r) |2dr +

∫ T

s

eβr|∆Z (r) |2dr

= eβT |∆Y (T ) |2 − 2

∫ T

s

eβr〈∆Y (r) ,∆Z (r)〉dW (r)

+2

∫ T

s

eβr〈∆Y (r) , f(r,Xt,φ, Y t (r) , Zt (r) , U tr , V
t
r )

−f(r,Xt,φ, Y t
′
(r) , Zt

′
(r) , U t

′

r , V
t′

r )〉dr ,
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so that, from assumptions 1.2.7, and noting that it holds∫ T

s

eβr
( ∫ 0

−δ
|∆U (r + θ) |2 + |∆V (r + θ) |2α(dθ)

)
dr

=

∫ 0

−δ

∫ T

s

eβr
(
|∆U (r + θ) |2 + |∆V (r + θ) |2dr

)
α(dθ)

=

∫ 0

−δ

( ∫ T+θ

s+θ

eβ(r−θ)|∆U (r) |2 + |∆V (r) |2dr
)
α(dθ)

≤ eβδ ·
∫ 0

−δ
α(dθ) ·

∫ T

0

eβr
(
|∆U (r) |2 + |∆V (r) |2

)
dr

≤ Teβδ sup
r∈[0,T ]

(
eβr|∆U (r) |2

)
+ eβδ

∫ T

0

eβr|∆V (r) |2dr ,

we have for any a > 0,

2

∫ T

s

eβr〈∆Y (r) , f(r,Xt,φ, Y t (r) , Zt (r) , U tr , V
t
r )

−f(r,Xt,φ′ , Y t
′
(r) , Zt

′
(r) , U t

′

r , V
t′

r )〉dr

≤ a
∫ T

s

eβr|∆Y (r) |2 +
3

a

∫ T

s

eβr|∆f (r) |2dr +
6L2

a

∫ T

s

eβr
(
|∆Y (r) |2 + |∆Z (r) |2

)
dr

+
3TKeβδ

a
sup

r∈[0,T ]

(
eβr|∆U (r) |2

)
+

3Keβδ

a

∫ T

0

eβr|∆V (r) |2dr .

Therefore we have

eβs|∆Y (s) |2 +

(
β − a− 6L2

a

)∫ T

s

eβr|∆Y (r) |2dr +

(
1− 6L2

a

)∫ T

s

eβr|∆Z (r) |2dr

≤ eβT |∆Y (T ) |2 +
3

a

∫ T

s

eβr|∆f (r) |2dr − 2

∫ T

s

eβr〈∆Y (r) ,∆Z (r)〉dW (r)

+
3TKeβδ

a
sup

r∈[0,T ]

eβr|∆U (r) |2 +
3Keβδ

a

∫ T

0

eβr|∆V (r) |2dr.

We now choose β, a > 0 such that

a+
6L2

a
< β and

6L2

a
< 1. (1.16)

so that we obtain(
1− 6L2

a

)
E
∫ T

s

eβr|∆Z (r) |2dr ≤ E
(
eβT |∆h|2

)
+

3

a
E
∫ T

s

eβr|∆f (r) |2dr

+
3TKeβδ

a
E
(

sup
r∈[0,T ]

eβr|∆U (r) |2
)

+
3Keβδ

a
E
∫ T

0

eβr|∆V (r) |2dr.
(1.17)
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and, exploiting Burkholder–Davis–Gundy’s inequality,we have that

2E
(

sup
s∈[t′,T ]

∣∣∣ ∫ T

s

eβr〈∆Y (r) ,∆Z (r)〉dW (r)
∣∣∣)

≤ 1

4
E
(

sup
s∈[t′,T ]

eβs|∆Y (s) |2
)

+ 144E
∫ T

t′
eβr|∆Z (r) |2dr.

which immediately implies

3

4
E
(

sup
s∈[t′,T ]

eβs|∆Y (s) |2
)
≤ E

(
eβT |∆h|2

)
+

3

a
E
∫ T

t′
eβr|∆f (r) |2dr

+
3TKeβδ

a
E
(

sup
r∈[0,T ]

eβr|∆U (r) |2
)

+
3Keβδ

a
E
∫ T

0

eβr|∆V (r) |2dr

+144E
∫ T

t′
|∆Z (r) |2dr.

Hence, we have that

3

4
E
(

sup
s∈[t′,T ]

eβs|∆Y (s) |2
)
≤ C1E

(
eβT |∆h|2

)
+

3

a
C1E

∫ T

t′
eβr|∆f (r) |2dr

+
3TKeβδ

a

(
1 +

144

1− 6L2/a

)
E
(

sup
r∈[0,T ]

eβr|∆U (r) |2
)

+
3Keβδ

a

(
1 +

144

1− 6L2/a

)
E
∫ T

0

eβr|∆V (r) |2dr.

(1.18)

Exploiting thus assumptions (A5) and (A7) together with the fact that X ·,φ is continuous
and bounded, we have that

C1E
(
eβT |∆h|2

)
+

3

a
C1E

∫ T

t′
eβr|∆f (r) |2dr → 0 as t′ → t.

Since (U, V ) ∈ A× B, and therefore we have that

E
(

sup
r∈[0,T ]

eβr|∆U (r) |2
)
→ 0 ,

and

E
∫ T

0

eβr|∆V (r) |2dr → 0 ,

as t′ → t, we have that

E
(

sup
s∈[t′,T ]

eβs|∆Y (s) |2
)
→ 0 and E

∫ T

t′
eβr|∆Z (r) |2dr → 0, as t′ → t. (1.19)

We are now left to show that the term E
(

sups∈[t,t′] |Y t (t)− Y s (s) |2
)
is also converging

to 0 as t′ → t.
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Since the map t 7→ Y t (t) is deterministic, we have from equation (1.13),

Y t (t)− Y s (s) = E
[
Y t (t)− Y s (s)

]
= E

[
h(Xt,φ)− h(Xs,φ)

]
+ E

∫ T

t

f(r,Xt,φ, Y t (r) , Zt (r) , U tr , V
t
r )dr

−E
∫ T

s

f(r,Xs,φ, Y s (r) , Zs (r) , Usr , V
s
r )dr

= E
[
h(Xt,φ)− h(Xs,φ)

]
+ E

∫ s

t

f(r,Xt,φ, Y t (r) , Zt (r) , U tr , V
t
r )dr

+E
∫ T

s

[
f(r,Xt,φ, Y t (r) , Zt (r) , U tr , V

t
r )− f(r,Xs,φ, Y s (r) , Zs (r) , Usr , V

s
r )
]
dr.

Using then assumption (1.11) we have

|Y t,φ (t)− Y s,φ (s) |

≤ E
∣∣h(Xt,φ)− h(Xs,φ)

∣∣+ E
∫ s

t

L
(
|Y t (r) |+ |Zt (r) |

)
dr

+

√
K

∫ s

t

E
( ∫ 0

−δ
|U t (r + θ) |2 + |V t (r + θ) |2α(dθ)

)
dr ·
√
s− t

+E
∫ s

t

∣∣f(r,Xt,φ, 0, 0, 0, 0)
∣∣dr

+E
∫ T

s

∣∣f(r,Xt,φ, Y t (r) , Zt (r) , U tr , V
t
r )− f(r,Xs,φ, Y t (r) , Zt (r) , U tr , V

t
r )
∣∣dr

+E
∫ T

s

L
(
|Y t (r)− Y s (r) |+ |Zt (r)− Zs (r) |

)
dr

+

√
K(T − s)

∫ T

s

E
( ∫ 0

−δ
|U t (r + θ)− Us (r + θ) |2 + |V t (r + θ)− V s (r + θ) |2α(dθ)

)
dr
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and therefore we obtain

|Y t (t)− Y s (s) |

≤ E
∣∣h(Xt,φ)− h(Xs,φ)

∣∣+ L
√
s− t

√
TE sup

r∈[0,T ]

|Y t (r) |2 + E
∫ T

0

|Zt (r) |2dr

+
√
K
√
s− t

√
TE sup

r∈[0,T ]

|U t (r) |2 + E
∫ T

0

|V t (r) |2dr

+ (s− t)M(1 + E||Xt,φ||pT )

+E
∫ T

s

∣∣f(r,Xt,φ, Y t (r) , Zt (r) , U tr , V
t
r )− f(r,Xs,φ, Y t (r) , Zt (r) , U tr , V

t
r )
∣∣dr

+L
√
T − s

√
TE sup

r∈[0,T ]

|Y t (r)− Y s (r) |2 + E
∫ T

0

|Zt (r)− Zs (r) |2dr

+
√
K
√
T − s

√
TE sup

r∈[0,T ]

|U t (r)− Us (r) |2 + E
∫ T

0

|V t (r)− V s (r) |2dr .

Taking again into account the fact that (U, V ) ∈ A × B, properties (1.10) and assumptions
(A5) and (A7), we infer that

E
(

sup
s∈[t,t′]

|Y t (t)− Y s (s) |
)
→ 0, as t′ → t. (1.20)

Concerning the term E
∫ T

0
|Zt (r)− Zt′ (r) |2dr, we see that

E
∫ T

0

|Zt (r)− Zt
′
(r) |2dr

= E
∫ t′

0

|Zt (r)− Zt
′
(r) |2dr + E

∫ T

t′
|Zt (r)− Zt

′
(r) |2dr

= E
∫ t′

t

|Zt (r) |2dr + E
∫ T

t′
|Zt (r)− Zt

′
(r) |2dr ,

hence, by (1.17),

E
∫ T

0

|Zt (r)− Zt
′
(r) |2dr → 0, as t′ → t. (1.21)

Step II.
We are now to prove that Γ is a contraction on the space A × B with respect to the

norms
||| (Y,Z) |||A×B :=

(
|||Y |||21 + |||Z|||22

)1/2
,

where
|||Y |||21 := sup

t∈[0,T ]

E
(

sup
r∈[0,T ]

eβr|Y t (r) |2
)

|||Z|||22 := sup
t∈[0,T ]

E
∫ T

0

eβr|Zt (r) |2dr.
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Let us recall that Γ : A×B → A×B is defined by Γ (U, V ) = (Y,Z), where (Y,Z) is the
solution of the BSDE (1.13).

Let us consider
(
U1, V 1

)
,
(
U2, V 2

)
∈ A × B and

(
Y 1, Z1

)
:= Γ

(
U1, V 1

)
,
(
Y 2, Z2

)
:=

Γ
(
U2, V 2

)
. For the sake of brevity, we will denote in what follows

∆f t (r) := f(r,Xt,φ, Y 1,t (r) , Z1,t (r) , U1,t
r , V 1,t

r )

−f(r,Xt,φ, Y 2,t (r) , Z2,t (r) , U2,t
r , V 2,t

r ),

∆U t (r) := U1,t (r)− U2,t (r) , ∆V t (r) := V 1,t (r)− V 2,t (r) ,

∆Y t (r) := Y 1,t (r)− Y 2,t (r) , ∆Zt (r) := Z1,t (r)− Z2,t (r) .

Proceeding as in Step I , we have from Itô’s formula, for any s ∈ [t, T ] and β > 0,

eβs|∆tY (s) |2 + β

∫ T

s

eβr|∆Y t (r) |2dr +

∫ T

s

eβr|∆Zt (r) |2dr

= 2

∫ T

s

eβr〈∆Y t (r) ,∆f t (r)〉dr − 2

∫ T

s

eβr〈∆Y t (r) ,∆Zt (r)〉dW (r) .

(1.22)

Noticing that it holds

2K

a

∫ T

s

eβr
(∫ 0

−δ

( ∣∣∆U t(r + θ)
∣∣2 +

∣∣∆V t(r + θ)
∣∣2 )α(dθ)

)
dr

≤ 2K

a

∫ 0

−δ

(∫ T

s

eβr
( ∣∣∆U t(r + θ)

∣∣2 +
∣∣∆V t(r + θ)

∣∣2 )dr)α(dθ)

≤ 2K

a

∫ 0

−δ

(∫ T+r

s+r

eβ(r′−θ)( ∣∣∆U t(r′)∣∣2 +
∣∣∆V t(r′)∣∣2 )dr′)α(dθ)

≤ 2K

a

∫ 0

−δ
e−βθα(dθ) ·

∫ T

s−δ
eβr
( ∣∣∆U t(r)∣∣2 +

∣∣∆V t(r)∣∣2 )dr
≤ 2Keβδ

a

∫ T

s−δ
eβr
( ∣∣∆U t(r)∣∣2 +

∣∣∆V t(r)∣∣2 )dr.
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we immediately have, from assumptions 1.2.7, that for any a > 0,

2
∣∣∣ ∫ T

s

eβr〈∆Y t (r) ,∆F t (r)〉dr
∣∣∣ ≤ 2

∫ T

s

eβr|〈∆Y t (r) ,∆f t (r)〉|dr

≤ a
∫ T

s

eβr|∆Y t (r) |2 +
1

a

∫ T

s

eβr|∆f t (r) |2dr

≤ a
∫ T

s

eβr|∆Y t (r) |2 +
2

a

∫ T

s

eβrL2
(
|∆Y t (r) |+ |∆Zt (r) |

)2
dr

+
2

a

∫ T

s

eβr
(
K

∫ 0

−δ

( ∣∣∆U t(r + θ)
∣∣2 +

∣∣∆V t(r + θ)
∣∣2 )α(dθ)

)
dr

≤ a
∫ T

s

eβr|∆Y t (r) |2 +
4L2

a

∫ T

s

eβr
(
|∆Y t (r) |2 + |∆Zt (r) |2

)
dr

+
2Keβδ

a

∫ T

s−δ
eβr
( ∣∣∆U t(r)∣∣2 +

∣∣∆V t(r)∣∣2 )dr .

(1.23)

Therefore equation (1.22) yields

eβs|∆Y t (s) |2 +

(
β − a− 4L2

a

)∫ T

s

eβr|∆Y t (r) |2dr +

(
1− 4L2

a

)∫ T

s

eβr|∆Zt (r) |2dr

≤ 2Keβδ

a
T sup
r∈[0,T ]

eβr|∆U t (r) |2 +
2Keβδ

a

∫ T

0

eβr|∆V t (r) |2dr

−2

∫ T

s

eβr〈∆Y t (r) ,∆Zt (r)〉dW (r) .

(1.24)
Let now β, a > 0 satisfying

β > a+
4L2

a
and 1 >

4L2

a
, (1.25)

we have that(
1− 4L2

a

)
E
∫ T

s

eβr|∆Zt (r) |2dr

≤ 2TKeβδ

a
E
(

sup
r∈[0,T ]

eβr|∆U t (r) |2
)

+
2Keβδ

a
E
∫ T

0

eβr|∆V t (r) |2dr .
(1.26)

Exploiting now Burkholder–Davis–Gundy’s inequality, we have that

2E
[

sup
s∈[t,T ]

∣∣∣ ∫ T

s

eβr〈∆Y t (r) ,∆Zt (r)〉dW (r)
∣∣∣]

≤ 4E
[

sup
s∈[t,T ]

∣∣∣ ∫ s

t

eβr〈∆Y t (r) ,∆Zt (r)〉dW (r)
∣∣∣]

≤ 1

2
E
(

sup
s∈[t,T ]

eβs|∆Y t (s) |2
)

+ 72E
∫ T

t

eβr|∆Zt (r) |2dr ,
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which implies

E
(

sup
s∈[t,T ]

eβs|∆Y t (s) |2
)

≤ 2Keβδ

a
TE
(

sup
s∈[0,T ]

eβs|∆U t (s) |2
)

+
2Keβδ

a
E
∫ T

0

eβr|∆V t (r) |2dr

+2E
[

sup
s∈[t,T ]

∣∣∣ ∫ T

s

eβr〈∆Y t (r) ,∆Zt (r)〉dW (r)
∣∣∣]

≤ 2Keβδ

a
TE
(

sup
s∈[0,T ]

eβs|∆U t (s) |2
)

+
2Keβδ

a
E
∫ T

0

eβr|∆V t (r) |2dr

+
1

2
E
(

sup
s∈[t,T ]

eβs|∆Y t (s) |2
)

+ 72E
∫ T

t

eβr|∆Zt (r) |2dr .

Hence, we have that

E
(

sup
s∈[t,T ]

eβs|∆Y t (s) |2
)

≤ 4TKeβδ

a
C1E

(
sup

s∈[0,T ]

eβs|∆U t (s) |2
)

+
4Keβδ

a
C1E

∫ T

0

eβr|∆V t (r) |2dr,
(1.27)

where we have denoted by C1 := 1 + 72
1−4L2/a .

Let us now consider the term E
(

sups∈[0,t] e
βs|∆Y (s) |2

)
. From equation (1.13), we see

that,

E
(

sup
s∈[0,t]

eβs|∆Y t (s) |2
)

= E
(

sup
s∈[0,t]

eβs|Y 1,t(s)− Y 2,t(s)|2
)

= E
(

sup
s∈[0,t]

eβs|Y 1,s(s)− Y 2,s(s)|2
)

= sup
s∈[0,t]

eβs|∆Y s (s) |2 = sup
s∈[0,t]

E
(
eβs|∆Y s (s) |2

)
(1.28)

so that, exploiting Itô’s formula and proceeding as above, we obtain that

E
(
eβs|∆Y s (s) |2

)
≤ 2TKeβδ

a
E
(

sup
r∈[0,T ]

eβr|∆Us (r) |2
)

+
2Keβδ

a
E
∫ T

0

eβr|∆V s (r) |2dr.
(1.29)

Thus from inequalities (1.26–1.29) we obtain

E
(

sup
s∈[0,T ]

eβr|∆Y t (s) |2
)

+ E
∫ T

0

eβr|∆Zt (r) |2dr

≤ 4TKeβδ

a
C1E

(
sup

s∈[0,T ]

eβs|∆U t (s) |2
)

+
4Keβδ

a
C1E

∫ T

0

eβr|∆V t (r) |2dr

+
2TKeβδ

a (1− 4L2/a)
E
(

sup
r∈[0,T ]

eβr|∆U t (r) |2
)

+
2Keβδ

a (1− 4L2/a)
E
∫ T

0

eβr|∆V t (r) |2dr

+
2TKeβδ

a
· sup
s∈[0,t]

E
(

sup
r∈[0,T ]

eβr|∆Us (r) |2
)

+
2Keβδ

a
· sup
s∈[0,t]

E
∫ T

0

eβr|∆V s (r) |2dr.
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Passing then to the supremum for t ∈ [0, T ] we get

|||Y 1 − Y 2|||21 + |||Z1 − Z2|||22

≤ 2Keβδ

a

(
3 +

145

1− 4L2/a

)
max {1, T}

[
|||U1 − U2|||21 + |||V 1 − V 2|||22

]
.

By choosing now a := 4L2

γ and β slightly bigger than γ + 4L2

γ , condition (1.25) is satisfied
and, by (1.12) we have that

2Keβδ

a

(
3 +

145

1− 4L2/a

)
max {1, T} < 1 . (1.30)

Eventually, since U and V were chosen arbitrarily, it follows that the application Γ is
a contraction on the space A × B. Therefore there exists a unique fixed point Γ(Y, Z) =
(Y,Z) ∈ A×B and this finishes the proof of the existence and a uniqueness of a solution to
equation (1.8).

Remark 1.2.11. Using Itô’s formula and proceeding as in the proof of Theorem 1.2.9, we can
easily show that the solution

(
Y t,φ, Zt,φ

)
to equation (1.8) satisfies the following inequality.

For any q ≥ 1, there exists C > 0 such that

E
(

sup
r∈[0,T ]

|Y t,φ (r) |2q
)

+ E
(∫ T

0

|Zt,φ (r) |2dr
)q

≤ C
[
E|h(Xt,φ)|2q + E

(∫ T

0

|f(r,Xt,φ, 0, 0, 0, 0)|dr
)2q]

≤ C(1 + ||φ||2qT ).

(1.31)

1.2.3 Path–dependent PDE – proof of the existence theorem

The current section is devoted to the study of viscosity solution to the path-dependent
equation (1.1). In particular, in order to obtain existence of a viscosity solution, we will
impose some additional assumptions on the generator f and on the terminal condition h
in equation (1.8), in particular we will assume that the generator f depends only on past
values assumed by Y and not by past values assumed by the control Z. In what follows we
will assume the following to hold.

Hypothesis 1.2.12. Let

f : [0, T ]× C × R× Rd × C ([−δ, 0] ;R)→ R ,

and
h : C → R ,

such that the following holds.

(A8) the functions f and h are continuous; also f (·, ·, y, z, ŷ) is non-anticipative;
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(A9) there exist L,K,M > 0 and p ≥ 1 such that for any (t, φ) ∈ [0, T ] × C, y, y′ ∈ R,
z, z′ ∈ Rd and ŷ, ŷ′ ∈ C ([−δ, 0] ;R) :

(i) |f(t, φ, y, z, ŷ)− f(t, φ, y′, z′, ŷ)| ≤ L(|y − y′|+ |z − z′|),

(ii) |f(t, φ, y, z, ŷ)− f(t, φ, y, z, ŷ′)|2 ≤ K
∫ 0

−δ
|ŷ (θ)− ŷ′ (θ) |2α (dθ) ,

(iii) |f(t, φ, 0, 0, 0)| ≤M(1 + ‖φ‖pT ),

(iv) |h (φ)| ≤M(1 + ‖φ‖pT ),

being α a probability measure on ([−δ, 0] ,B ([−δ, 0])).

Remark 1.2.13. Generators f that satisfy assumptions 1.2.7 are of the following form:

f1 (t, φ, y, z, ŷ) := K

∫ 0

−δ
ŷ (s) ds,

f2 (t, φ, y, z, ŷ) := K ŷ (t− δ) .

In general, being g : [0, T ]→ R a measurable and bounded function with g (t) = 0 for t < 0,
the following linear time delayed generator

f (t, φ, y, z, ŷ) =

∫ 0

−δ
g (t+ θ) ŷ (θ)α (dθ) ,

satisfies assumptions 1.2.12.
Next is the main result of the present paper.

Theorem 1.2.14 (Existence). Let us assume assumptions 1.2.4-1.2.12 hold. If the delay δ
or the Lipschitz constant K are sufficiently small, i.e. condition (1.12) is verified, then the
path–dependent PDE (1.1) admits at least one viscosity solution.

The proof of this result uses in an essential way the nonlinear representation Feynman–
Kac type formula, which links the functional SDE (1.9) to a suitable BSDE with time–
delayed generators.

Under assumptions (A1)–(A2)–(A8)–(A9), it follows from Theorem 1.2.9, in the case
m = 1, that, for each (t, φ) ∈ [0, T ]×C, there exists a unique solution

(
Xt,φ, Y t,φ, Zt,φ

)
of Gt–

progressively measurable processes such that
(
Y t,φ, Zt,φ

)
∈ S2,1

t ×H2,1×d′
t , with Y t,φ (s) =

Y s,φ (s), for any s ∈ [0, T ), solution to the BSDE:

Y t,φ (s) = h(Xt,φ) +

∫ T

s

f(r,Xt,φ, Y t,φ (r) , Zt,φ (r) , Y t,φr )dr −
∫ T

s

Zt,φ (r) dW (r) ,

for all s ∈ [t, T ] .
(1.32)

Let us further observe that the generator f depends on ω only via the the forward process
Xt,x.

Before proving Theorem 1.2.14, we need to prove some results. In particular, let us define
the function u : [0, T ]× C → R by

u(t, φ) := Y t,φ (t) , (t, φ) ∈ [0, T ]× C , (1.33)

notice that u(t, φ) is a deterministic function since Y t,φ (t) is Gtt ≡ N–measurable.
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Theorem 1.2.15. Under the assumptions of Theorem 1.2.14, the function u is continuous.

Proof. Let us first prove the continuity of C 3 φ 7→ u (t, φ), uniformly with respect to
t ∈ [0, T ].

Let us thus take t ∈ [0, T ], φ, φ′ ∈ C, and let us denote

∆Y (r) := Y t,φ (r)− Y t,φ
′
(r) , ∆Z (r) := Zt,φ (r)− Zt,φ

′
(r)

and

∆f (r) := f(r,Xt,φ, Y t,φ (r) , Zt,φ (r) , Y t,φr )− f(r,Xt,φ, Y t,φ (r) , Zt,φ (r) , Y t,φr ).

By Itô’s formula we have, for any β > 0 and any s ∈ [t, T ] ,

eβs|∆Y (s) |2 + β

∫ T

s

eβr|∆Y (r) |2dr +

∫ T

s

eβr|∆Z (r) |2dr = eβT |∆Y (T ) |2

+2

∫ T

s

eβr〈∆Y (r) , f(r,Xt,φ, Y t,φ (r) , Zt,φ (r) , Y t,φr )

−f(r,Xt,φ′ , Y t,φ
′
(r) , Zt,φ

′
(r) , Y t,φ

′

r )〉dr

−2

∫ T

s

eβr〈∆Y (r) ,∆Z (r)〉dW (r) .

Exploiting thus assumptions 1.2.4–1.2.12, we have for any a > 0,

2
∣∣∣ ∫ T

s

eβr〈∆Y (r) , f(r,Xt,φ, Y t,φ (r) , Zt,φ (r) , Y t,φr )

−f(r,Xt,φ′ , Y t,φ
′
(r) , Zt,φ

′
(r) , Y t,φ

′

r )〉dr
∣∣∣ ≤

≤ a
∫ T

s

eβr|∆Y (r) |2 +
3

a

∫ T

s

eβr|∆f (r) |2dr +
3

a

∫ T

s

eβrL2 (|∆Y (r) |+ |∆Z (r) |)2
dr

+
3Keβδ

a

∫ T

s−δ
eβr |∆Y (r)|2 dr ,

so that it holds

eβs|∆Y (s) |2 +

(
β − a− 6L2

a

)∫ T

s

eβr|∆Y (r) |2dr +

(
1− 6L2

a

)∫ T

s

eβr|∆Z (r) |2dr

≤ eβT |∆Y (T ) |2 +
3

a

∫ T

s

eβr|∆f (r) |2dr +
3Keβδ

a

∫ T

s−δ
eβr |∆Y (r)|2 dr

−2

∫ T

s

eβr〈∆Y (r) ,∆Z (r)〉dW (r) .

Let now β, a > 0 such that

β > a+
6L2

a
and 1 >

6L2

a
, (1.34)
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then(
1− 6L2

a

)
E
∫ T

t

eβr|∆Z (r) |2dr

≤ E
(
eβT |∆Y (T ) |2

)
+

3

a
E
∫ T

t

eβr|∆f (r) |2dr +
3Keβδ

a
E
∫ T

t−δ
eβr |∆Y (r)|2 dr

(1.35)

and therefore, exploiting Burkholder–Davis–Gundy’s inequality, we have that

2E
[

sup
s∈[t,T ]

∣∣∣ ∫ T

s

eβr〈∆Y (r) ,∆Z (r)〉dW (r)
∣∣∣]

≤ 1

4
E
(

sup
s∈[t,T ]

eβs|∆Y (s) |2
)

+ 144E
∫ T

t

eβr|∆Z (r) |2dr ,

which immediately implies

3

4
E
(

sup
s∈[t,T ]

eβs|∆Y (s) |2
)

≤ E
(
eβT |∆Y (T ) |2

)
+

3

a
E
∫ T

t

eβr|∆f (r) |2dr +
3Keβδ

a
E
∫ T

t−δ
eβr |∆Y (r)|2 dr

+144E
∫ T

t

eβr|∆Z (r) |2dr

≤ E
(
eβT |∆Y (T ) |2

)
+

3

a
E
∫ T

t

eβr|∆f (r) |2dr +
3Keβδ

a
E
∫ T

t−δ
eβr |∆Y (r)|2 dr

+144

(
1− 6L2

a

)−1 [
E
(
eβT |∆Y (T ) |2

)
+

3

a
E
∫ T

t

eβr|∆f (r) |2dr
]

+144

(
1− 6L2

a

)−1 [3Keβδ

a
E
∫ T

t−δ
eβr |∆Y (r)|2 dr

]
.

Hence,

3

4
E
(

sup
s∈[t,T ]

eβs|∆Y (s) |2
)

≤ C1E
(
eβT |∆Y (T ) |2

)
+

3

a
C1E

∫ T

t

eβr|∆f (r) |2dr +
3Keβδ

a
C1E

∫ T

t−δ
eβr |∆Y (r)|2 dr,

where we have denoted

C1 := 1 +
144

1− 6L2/a
. (1.36)

Choosing now a := 6L2

γ and β slightly bigger than γ + 6L2

γ , condition (1.34) is satisfied and

T
3Keβδ

a
C1 <

1

4
, (1.37)
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by (1.12). We then have

1

2
E
(

sup
s∈[t,T ]

eβs|∆Y (s) |2
)

≤ C1E
(
eβT |∆Y (T ) |2

)
+

3C1

a
E
∫ T

t

eβr|∆f (r) |2dr +
3Kδeβδ

a
C1E

(
sup

s∈[t−δ,t]
eβs|∆Y (s) |2

)
.

(1.38)
Exploiting the initial conditions satisfied by the Y t,φ, we can rewrite equation (1.38) as

E
(

sup
s∈[t−δ,t]

eβs|∆Y (s) |2
)

= E
(

sup
s∈[t−δ,t]

eβs|Y t,φ (s)− Y t,φ
′
(s) |2

)
= sup
s∈[t−δ,t]

eβs|Y s,φ (s)− Y s,φ
′
(s) |2 ≤ sup

s∈[t−δ,t]
E
(

sup
r∈[s,T ]

eβ(s−r)eβr|Y s,φ (r)− Y s,φ
′
(r) |2

)
,

and therefore we obtain that

E
(

sup
s∈[t,T ]

eβs|∆Y (s) |2
)
≤ 2C1E

(
eβT |∆Y (T ) |2

)
+

6C1

a
E
∫ T

t

eβr|∆f (r) |2dr

+
6Kδeβδ

a
C1 sup

s∈[t−δ,t]
E
(

sup
r∈[s,T ]

eβ(s−r)eβr|Y s,φ (r)− Y s,φ
′
(r) |2

)
.

Passing to the supremum for t ∈ [0, T ] we have that,

sup
t∈[0,T ]

E
(

sup
s∈[t,T ]

eβs|Y t,φ (s)− Y t,φ
′
(s) |2

)
≤ 2C1 sup

t∈[0,T ]

E
(
eβT |h(Xt,φ)− h(Xt,φ′)|2

)
+

6C1

a
sup
t∈[0,T ]

E
∫ T

t

eβr|∆f (r) |2dr

+
6Kδeβδ

a
C1 sup

s∈[0,T ]

E
(

sup
r∈[s,T ]

eβr|Y s,φ (r)− Y s,φ
′
(r) |2

)
.

(1.39)

We can now see that

E
(

sup
s∈[0,t]

eβs|Y t,φ (s)− Y t,φ
′
(s) |2

)
= sup
s∈[0,t]

eβs|Y s,φ (s)− Y s,φ
′
(s) |2

≤ sup
s∈[0,T ]

E
(

sup
r∈[s,T ]

eβr|Y s,φ (r)− Y s,φ
′
(r) |2

)
,

(1.40)

so that we can apply again inequality (1.39).
From inequalities (1.39) and (1.40) we can conclude that

sup
t∈[0,T ]

E
(

sup
s∈[0,T ]

eβs|Y t,φ (s)− Y t,φ
′
(s) |2

)
≤ 4C1 sup

t∈[0,T ]

E
(
eβT |h(Xt,φ)− h(Xt,φ′)|2

)
+

12C1

a
sup
t∈[0,T ]

E
∫ T

t

eβr|∆f (r) |2dr

+
12Kδeβδ

a
C1 sup

s∈[0,T ]

E
(

sup
r∈[s,T ]

eβr|Y s,φ (r)− Y s,φ
′
(r) |2

)
.
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Since δ ≤ T , by (1.37) we also have

12Kδeβδ

a
C1 < 1

and so (
1− 12Kδeβδ

a
C1

)
sup
t∈[0,T ]

E
(

sup
s∈[0,T ]

eβs|Y t,φ (s)− Y t,φ
′
(s) |2

)
≤ 4C1 sup

t∈[0,T ]

E
(
eβT |h(Xt,φ)− h(Xt,φ′)|2

)
+

12C1

a
sup
t∈[0,T ]

E
∫ T

t

eβr|f(r,Xt,φ, Y t,φ (r) , Zt,φ (r) , Y t,φr )+

−f(r,Xt,φ′ , Y t,φ (r) , Zt,φ (r) , Y t,φr )|2dr .
Let us now fix φ ∈ C. In order to prove that u is continuous in φ, uniformly with respect

to t ∈ [0, T ], it is enough to show that

E
(
|h(Xt,φ)− h(Xt,φ′)|2

)
+ E

∫ T

0

|f(r,Xt,φ, Y t,φ (r) , Zt,φ (r) , Y t,φr )− f(r,Xt,φ′ , Y t,φ (r) , Zt,φ (r) , Y t,φr )|2dr

converge to 0 as φ′ → φ, uniformly in t ∈ [0, T ].
Since we have no guarantee that the family

{∣∣Zt,φ∣∣2}
t∈[0,T ]

is uniformly integrable, we
will use the Lipschitz property of f in the argument (y, z, u) in order to replace [0, T ] with a
finite subset. By Theorem 1.2.9, the mapping t 7→

(
Y t,φ, Zt,φ

)
is continuous from [0, T ] into

S2,1
0 ×H2,d′

0 and therefore uniformly continuous. Consequently, as n→∞, we have that

sup
|t−t′|≤ 1

n

E

[
sup

s∈[0,T ]

(
Y t,φ(s)− Y t

′,φ(s)
)2

+

∫ T

0

(
Zt,φ(s)− Zt

′,φ(s)
)2
ds

]
→ 0.

Let, for n ∈ N∗, πn := {0, Tn , . . . ,
(n−1)T

n , T}, then, by (A8), we see that

sup
t∈[0,T ]

sup
t′∈πn

E
∫ T

0

|f(r,Xt,φ, Y t
′,φ (r) , Zt

′,φ (r) , Y t
′,φ
r )+

−f(r,Xt,φ′ , Y t
′,φ (r) , Zt

′,φ (r) , Y t
′,φ
r )|2dr ,

converges to

sup
t∈[0,T ]

E
∫ T

0

|f(r,Xt,φ, Y t,φ (r) , Zt,φ (r) , Y t,φr )− f(r,Xt,φ′ , Y t,φ (r) , Zt,φ (r) , Y t,φr )|2dr,

uniformly in φ′. We are thus left to prove that

E
(
|h(Xt,φ)− h(Xt,φ′)|2

)
+ E

∫ T

0

|f(r,Xt,φ, Y t
′,φ (r) , Zt

′,φ (r) , Y t
′,φ
r )− f(r,Xt,φ′ , Y t

′,φ (r) , Zt
′,φ (r) , Y t

′,φ
r )|2dr
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converge to 0 as φ′ → φ, uniformly in t ∈ [0, T ], for fixed n ∈ N∗ and t′ ∈ πn.
Let us thus introduce the modulus of continuity of the functions h and f :

mh,f (ε,K,U , κ) =

:= sup
φ′,φ′′∈K, t∈[0,T ], (y,u)∈U

|z|≤κ, ||φ−φ′||T≤ε

(|h(φ′)− h(φ′′)|+ |f(t, φ′, y, z, u)− f(t, φ′′, y, z, u)|) ,

where ε > 0, K is a compact in C, U is a compact in R× L2 ([−δ, 0] ;R) and κ ∈ R+.
Let ε > 0 be fixed, but arbitrary; with no loss generality, we can suppose that the

function φ′ lies in a compact K ⊆C.

By Theorem 1.2.5, we know that the family
{(
Xt,φ′ , Y t

′,φ
)}

(t,φ′)∈[0,T ]×K
is tight with

respect to the product topology on C × C([0, T ]), and therefore, for every ε > 0, there exist
compact subsets Kε ⊆ C and K′ε ⊆ C([0, T ]) such that

P
(
Xt,φ′ ∈ Kε, Y t

′,φ ∈ K′ε
)
≥ 1− ε, for all (t, φ′) ∈ [0, T ]×K.

For ease of the notation, let us define Φ : C × C × C([0, T ])× Rd → R by

Φ (r, φ′, φ′′, y, z) :=
1

T
|h (φ′)− h (φ′′)|2 + |f(r, φ′, y (r) , z, yr)− f(r, φ′′, y (r) , z, yr)|2.

We can see by (A8), that it holds

Φ (φ′, φ′′, y, z) ≤ C
(

1 + ||φ′||2pT + ||φ′′||2pT + ||y||2T + |z|2
)
,

where in what follows we will denote by C several possibly different constants depending
only on K, L, M and T . Then, for all t ∈ [0, T ], φ′, φ′′ ∈ C, we have from the a priori
estimate (1.31) on the processes Y t,φ and Zt,φ ), we have that,

E

[∫ T

0

Φ
(
r,Xt,φ′ , Xt,φ′′ , Y t

′,φ, Zt
′,φ(r)

)
dr

]p′
≤ C

(
1 + ||φ′||pp

′

T + ||φ′′||pp
′

T

)
.

Let now Uε be the image of [0, T ]×K′ε through the continuous application

(r, y) 7→ (y(r), yr) ,

and we also have that, U is compact in R× L2 ([−δ, 0] ;R).
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For arbitrary ε′, κ > 0, we see that,

E
∫ T

0

Φ
(
r,Xt,φ, Xt,φ′ , Y t

′,φ, Zt
′,φ(r)

)
dr

≤ E
∫ T

0

Φ
(
Xt,φ, Xt,φ′ , Y t

′,φ, Zt
′,φ
)

·1[{(Xt,φ,Y t′,φ),(Xt,φ′ ,Y t′,φ)∈Kε×K′ε,|Zt
′,φ|≤κ,||Xt,φ−Xt,φ′ ||T≤ε′}]dr

+E
∫ T

0

Φ
(
Xt,φ, Xt,φ′ , Y t

′,φ, Zt
′,φ
)
1{(Xt,φ,Y t′,φ,Zt′,φ(r))6∈Kε×K′ε}dr

+E
∫ T

0

Φ
(
Xt,φ, Xt,φ′ , Y t

′,φ, Zt
′,φ
)
1{(Xt,φ,Y t′,φ,Zt′,φ(r)) 6∈Kε×K′ε}dr

+E
∫ T

0

Φ
(
Xt,φ, Xt,φ′ , Y t

′,φ, Zt
′,φ
)
1{|Zt′,φ(r)|>κ}dr

+E
∫ T

0

Φ
(
Xt,φ, Xt,φ′ , Y t

′,φ, Zt
′,φ
)
1{||Xt,φ−Xt,φ′ ||T>ε′}dr

and therefore

E
∫ T

0

Φ
(
r,Xt,φ, Xt,φ′ , Y t

′,φ, Zt
′,φ(r)

)
dr

≤ Tmh,f (ε′,Kε,Uε, κ) + 2

E
[∫ T

0

Φ
(
r,Xt,φ, Xt,φ′ , Y t

′,φ, Zt
′,φ(r)

)
dr

]p′
1/p′

ε
1− 1

p′

+CE
[(

1 + ||Xt,φ||2pT + ||Xt,φ′ ||2pT + ||Y t
′,φ||2T

)] ∫ T

0

1[{|Zt′,φ(r)|>κ}]dr

+CE
∫ T

0

∣∣∣Zt′,φ(r)
∣∣∣2 1[{|Zt′,φ(r)|>κ}]dr

+

E
[∫ T

0

Φ
(
r,Xt,φ′ , Xt,φ′′ , Y t

′,φ, Zt
′,φ(r)

)
dr

]p′
1/p′

·
[
P
(
||Xt,φ −Xt,φ′ ||T > ε′

)]1− 1
p′

≤ Tmh,f (ε′,Kε,U , κ)

+C (1 + ||φ||pT + ||φ′||pT )
[
ε
1− 1

p′ +
E||Xt,φ −Xt,φ′ ||p

′−1
T

(ε′)
p′−1

+

(
E
∫ T

0
|Zt′,φ(r)|2dr

)1/2
κ2

]
+CE

∫ T

0

|Zt
′,φ(r)|21[{|Zt′,φ(r)|>κ}]dr.
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Eventually, by Theorem 1.2.5, we have

sup
t∈[0,T ]

E
∫ T

0

Φ
(
r,Xt,φ, Xt,φ′ , Y t

′,φ, Zt
′,φ(r)

)
dr

≤ Tmh,f (ε′,Kε,Uε, κ)

+C
(
1 + ‖φ‖pT + ‖φ′‖pT

) [
ε
1− 1

p′ +

(
1 + ||φ||p−1

T + ||φ′||p−1
T

)
E||φ− φ′||p

′−1
T

(ε′)
p′−1

+
1

κ2

]
+CE

∫ T

0

|Zt
′,φ(r)|21[{|Zt′,φ(r)|>κ}]dr.

Passing now to the limit as φ′ → φ, ε′ → 0, (ε, κ)→ (0,+∞), we obtain the claim.
Concerning the continuity of [0, T ] 3 t → u (t, φ), this is an immediate consequence of

the continuity of the stochastic process Y t,φ, together with the continuity of the mapping
t 7→ Y t,φ from [0, T ] into S2,1

0 .

In order to prove the generalized Feynman–Kac formula suitable for our framework we
first consider the particular case when the generator f is independent of the past values of Y
and Z, namely

(
Y t,φ, Zt,φ

)
is the solution of the standard BSDE with Lipschitz coefficients

Y t,φ (s) = h(Xt,φ) +

∫ T

s

f(r,Xt,φ, Y t,φ (r) , Zt,φ (r))dr −
∫ T

s

Zt,φ (r) dW (r) , s ∈ [t, T ] .

(1.41)

Theorem 1.2.16. Let us assume that assumptions 1.2.4–1.2.12 hold. Then there exists a
continuous non-anticipative functional u : [0, T ]×�→ R such that

Y t,φ (s) = u(s,Xt,φ), for all s ∈ [t, T ] , a.s.,

for every (t, φ) ∈ [0, T ]× C.

Proof. Again, for the sake of readability, we split the proof into several steps.
Step I.

Let 0 = t0 < t1 < · · · < tn = T and suppose that

b(t, φ) = b1(t, φ(t))1[[0,t1)](t) + b2(t, φ(t1), φ(t)− φ(t1))1[[t1,t2)](t) + . . .

+bn(t, φ(t1), φ(t2)− φ(t1), . . . , φ(t)− φ(tn−1))1[[tn−1,T ]](t),

σ(t, φ) = σ1(t, φ(t))1[[0,t1)](t) + σ2(t, φ(t1), φ(t)− φ(t1))1[[t1,t2)](t) + . . .

+σn(t, φ(t1), φ(t2)− φ(t1), . . . , φ(t)− φ(tn−1))1[[tn−1,T ]](t)

and

f(t, φ, y, z) = f1(t, φ(t), y, z)1[[0,t1)](t) + f2(t, φ(t1), φ(t)− φ(t1), y, z)1[[t1,t2)](t) + . . .

+fn(t, φ(t1), φ(t2)− φ(t1), . . . , φ(t)− φ(tn−1))1[[tn−1,T ]](t),

h(φ) = ϕ(φ(t1), φ(t2)− φ(t1), . . . , φ(T )− φ(tn−1)),
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for every φ ∈ Λ.
Let us first show that the terms (Xt,φ(t1), . . . , Xt,φ(r) − Xt,φ(tk)), 0 ≤ k ≤ n − 1 are

related to the solution of a SDE equation of Itô type in Rn×d. Let

b̃(t, x1, . . . , xn) :=


b1(t, x1)1[[0,t1)](t)

b2(t, x1, x2)1[[t1,t2)](t)

...
bn(t, x1, . . . , xn)1[[tn−1,tn)](t)

 ,

σ̃(t, x1, . . . , xn) :=


σ1(t, x1)1[[0,t1)](t)

σ2(t, x1, x2)1[[t1,t2)](t)

...
σn(t, x1, . . . , xn)1[[tn−1,tn)](t)

 .

Let then X̃t,x, with t ∈ [0, T ] and x = (x1, . . . , xn) ∈ Rd×n be the unique solution of the
following stochastic differential equation:

X̃t,x(s) = x +

∫ s

t

b̃(r, X̃t,x)dr +

∫ s

t

σ̃(r, X̃t,x)dW (r), s ∈ [t, T ].

We assert that, for t ∈ [tk0 , tk0+1), s ∈ [tk, tk+1], s ≥ t, with 0 ≤ k0 ≤ k ≤ n− 1, we have

(Xt,φ(t1), . . . , Xt,φ(s)−Xt,φ(tk)) =
(
X̃i,t,(φ(t1),...,φ(t)−φ(tk0 ),0,...,0)(s)

)
i=1,k+1

.

Let us stress that for k = 0 this reads Xt,φ(s) = X̃1,t,φ(t)(s); so that for k > k0 = 0, it is
interpreted as (Xt,φ(t1), . . . , Xt,φ(s)−Xt,φ(tk)) =

(
X̃i,t,(φ(t),0,...,0)(s)

)
i=1,k+1

.

We will prove this statement by induction on k. If k = 0, then k0 = 0 and we obviously
have

Xt,φ(s) = X̃1,t,φ(t)(s).

Let us suppose that the statement holds true for k − 1, for the sake of brevity, in what
follows we will denote by x := (φ(t1), . . . , φ(t)− φ(tk0), 0, . . . , 0).

If k0 ≤ k − 1 then, from the induction hypothesis, we have that

(Xt,φ(t1), . . . , Xt,φ(r)−Xt,φ(tk−1)) =
(
X̃i,t,(φ(t1),...,φ(t)−φ(tk0 ),0,...,0)(r)

)
i=1,k

for every r ∈ [tk−1, tk], so that, for s ∈ [tk, tk+1] we have,

X̃j,t,x(s) = X̃j,t,x(tk) = Xt,φ(tj)−Xt,φ(tj−1), 1 ≤ j ≤ k ,

with the convention Xt,φ(t0) = 0.
In the case k0 = k, for s ∈ [t, tk+1] we also have:

X̃j,t,x(s) = xj = φ(tj)− φ(tj−1) = Xt,φ(tj)−Xt,φ(tj−1), 1 ≤ j ≤ k ,

again with the convention φ(t0) = 0.
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Consequently, on [t ∨ tk, tk+1], it holds,

X̃k+1,t,x(s) = xk+1 +

∫ s

t∨tk
bk+1(r, X̃1,t,x(r), . . . , X̃k+1,t,x(r))dr

+

∫ s

t∨tk
σk+1(r, X̃1,t,x(r), . . . , X̃k+1,t,x(r))dW (r)

= xk+1 +

∫ s

t∨tk
bk+1(r,Xt,φ(t1), . . . , Xt,φ(tk)−Xt,φ(tk−1), X̃k+1,t,x(r))dr

+

∫ s

t∨tk
σk+1(r,Xt,φ(t1), . . . , Xt,φ(tk)−Xt,φ(tk−1), X̃k+1,t,x(r))dW (r).

If k0 ≤ k − 1 then xk+1 = 0; if k0 = k, then xk+1 = φ(t)− φ(tk0) = Xt,φ(t)−Xt,φ(tk). By
uniqueness, since Xt,φ satisfies

Xt,φ(s) = Xt,φ(t ∨ tk) +

∫ s

t∨tk
bk+1(r,Xt,φ(t1), . . . , Xt,φ(r)−Xt,φ(tk))dr

+

∫ s

t∨tk
σk+1(r,Xt,φ(t1), . . . , Xt,φ(r)−Xt,φ(tk))dW (r), s ∈ [t ∨ tk, tk+1].

we obtain X̃k+1,t,x(s) = Xt,φ(s) −Xt,φ(tk), for all s ∈ [t ∨ tk, tk+1]. We thus have proved
that the statement holds true for k.

The next step is to derive a Feynman–Kac type formula linking Xt,φ and Y t,φ. For that,
let us consider the following BSDE:

Ỹ t,x(s) = ϕ(X̃t,x(T )) +

∫ T

t

f̃(r, X̃t,x(r), Ỹ t,x(r), Z̃t,x(r))dr +

∫ s

t

Z̃t,xdW (r), s ∈ [t, T ],

where f̃ is defined by

f̃(t, x1, . . . , xn, y, z)

= f1(t, x1, y, z)1[[0,t1)](t) + f2(t, x1, x2, y, z)1[[t1,t2)](t) + · · ·+ fn(t, x1, x2, . . . , xn)1[[tn−1,T ]](t).

From [EKPQ97], there exist some measurable functions ũ, d̃ such that for all (t,x) ∈ [0, T ]×
Rd×n it holds,

Ỹ t,x(s) = ũ(s, X̃t,x(s)), for all s ∈ [t, T ];

Z̃t,x(s) = d̃(s, X̃t,x(s))σ̃(s, X̃t,x), ds-a.e. on [t, T ].

On the other hand, let t ∈ [tk0 , tk0+1), with 0 ≤ k0 ≤ n − 1 and denote, for simplicity,
x = (φ(t1), . . . , φ(t)− φ(tk0), 0, . . . , 0).

If s ∈ [tk, tk+1], s ≥ t, and therefore k ≥ k0, we have

(Xt,φ(t1), . . . , Xt,φ(s)−Xt,φ(tk)) =
(
X̃i,t,x(s)

)
i=1,k+1

Thus, on [t ∨ tk, tk+1]

f̃(s, X̃t,x(s), Ỹ t,x(s), Z̃t,x(s)) = fk+1(s,Xt,φ(t1), . . . , Xt,φ(s)−Xt,φ(tk), Ỹ t,x(s), Z̃t,x(s))

= f(s,Xt,φ, Ỹ t,x(s), Z̃t,x(s)).
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Allowing k to vary, we obtain the equality

f̃(s, X̃t,x(s), Ỹ t,x(s), Z̃t,x(s)) = f(s,Xt,φ, Ỹ t,x(s), Z̃t,x(s)), for all s ∈ [t, T ].

Also,
ϕ(X̃t,x(T )) = ϕ(Xt,φ(t1), . . . , Xt,φ(T )−Xt,φ(tn−1)) = h(Xt,φ) ,

and by the uniqueness of the solution of the BSDE, we get that

(Ỹ t,x, Z̃t,x) = (Y t,φ, Zt,φ)

and, consequently,

Y t,φ(s) = ũ(s,Xt,φ(t1), . . . , Xt,φ(s)−Xt,φ(tk), 0, . . . , 0), for all s ∈ [t ∨ tk, tk+1],

Zt,φ(s) = d̃k+1(s,Xt,φ(t1), . . . , Xt,φ(s)−Xt,φ(tk), 0, . . . , 0)·

·σk+1(s,Xt,φ(t1), . . . , Xt,φ(s)−Xt,φ(tk)), ds-a.e. on [t ∨ tk, tk+1].

By setting, for 0 ≤ k ≤ n− 1, t ∈ [tk, tk+1) and φ ∈ Λ,

u(t, φ) := ũ(t, φ(t1), . . . , φ(t)− φ(tk), 0, . . . , 0);

d(t, φ) := d̃k+1(t, φ(t1), . . . , φ(t)− φ(tk), 0, . . . , 0),

we get that, for every t ∈ [0, T ] and φ ∈ Λ

Y t,φ(s) = u(s,Xt,φ), for all s ∈ [t, T ];

Zt,φ(s) = d(s,Xt,φ)σ(t,Xt,φ), ds-a.e. on [t, T ].

Step II.
Let us notice that the same conclusion holds for b, σ and f of the form

b(t, φ) = b1(t, φ(t))1[0,t1)(t) + b2(t, φ(t1), φ(t))1[t1,t2)(t) + . . .

+bn(t, φ(t1), . . . , φ(tn−1), φ(t))1[tn−1,T ](t),

σ(t, φ) = σ1(t, φ(t))1[0,t1)(t) + σ2(t, φ(t1), φ(t))1[t1,t2)(t) + . . .

+σn(t, φ(t1), . . . , φ(tn−1), φ(t))1[tn−1,T ](t)

and

f(t, φ, y, z) = f1(t, φ(t), y, z)1[0,t1)(t) + f2(t, φ(t1), φ(t), y, z)1[t1,t2)(t) + . . .

+fn(t, φ(t1), . . . , φ(tn−1), φ(t))1[tn−1,T ](t),

h(φ) = ϕ(φ(t1), . . . , φ(tn−1), φ(T )),

for every φ ∈ Λ.
Step III.

For 0 = t0 ≤ t1 < · · · < tk ≤ T and x1, . . . , xk ∈ Rd, let Φx1,...,xk
t1,...,tk

: [0, T ] → Rd be such
that

Φx1,...,xk
t1,...,tk

(ti) = xi, i = 1, k; Φx1,...,xk
t1,...,tk

(T ) = xk, Φx1,...,xk
t1,...,tk

(0) = x1
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and is prolonged to [0, T ] by linear interpolation.
Let us consider partitions of [0, T ], 0 = tn0 < tn1 < · · · < tnn = T , tnk := kT

n . For
k ∈ {1, . . . , n}, t ∈ [0, T ] and x1, . . . , xk ∈ Rd, we define

bnk (t, x1, . . . , xk) := b
(
t,Φx1,...,xk

tn1 ,...,t
n
k

)
.

Notice that bnk (t, ·) are continuous functions.
Finally, for t ∈ [0, T ] and x1, . . . , xn ∈ Rd we set

b̄n(t, x1, . . . , xn) := bn1 (t, x1)1[[0,tn1 )] + · · ·+ bnn(t, x1, . . . , xn)1[[tnn−1,t
n
n]]

and, for (t, φ) ∈ [0, T ]× Λ,

bn(t, φ) := b̄n(t, φ(t ∧ tn1 ), . . . , φ(t ∧ tnn)).

If t ∈ [tnk−1, t
n
k ) with k ∈ {1, . . . , n}, or if t = T and k = n, then

bn(t, φ) = bnk (t, φ(tn1 ), . . . , φ(tnk−1), φ(t)),

so bn has the form described in Step II. Also in this case it holds

|bn(t, φ)− b(t, φ)| =
∣∣b(t,Φφ(tn1 ),...,φ(tnk−1),φ(t)

tn1 ,...,t
n
k−1,t

n
k

)
− b(t, φ)

∣∣
≤ sup
‖ψ−φ‖T≤ω(φ,T/n)

|b (t, ψ)− b(t, φ)| ≤ `ω(φ, T/n),

where ω(φ, ε) := sup|s−r|≤ε |φ(s)− φ(r)|.
In a similar way, one introduces σn, fn and hn and we have, for every (t, φ, y, z) ∈

[0, T ]× Λ× R× Rd′ ,

|σn(t, φ)− σ(t, φ)| ≤ `ω(φ, T/n);

|fn(t, φ, y, z)− f(t, φ, y, z)| ≤ sup
‖ψ−φ‖T≤ω(φ,T/n)

|f (t, ψ, y, z)− f(t, φ, y, z)| ;

|hn(φ)− h(φ)| ≤ sup
‖ψ−φ‖T≤ω(φ,T/n)

|h (ψ)− h(φ)| .

We also have that bn, σn, fn and hn satisfy assumptions (A1)–(A2)–(A8)–(A9) with the
same constants. Corresponding to these coefficients, we define the solution of the associated
FBSDE, (

Xn,t,φ, Y n,t,φ, Zn,t,φ
)
.

By the Feynman–Kac formula, already proven in this case, we have the existence of some
non-anticipative functions un and dn, such that, for every (t, φ) ∈ [0, T ]× Λ, we have:

Y n,t,φ(s) = un(s,Xn,t,φ), for all s ∈ [t, T ];

Zn,t,φ(s) = dn(s,Xn,t,φ)σ(t,Xn,t,φ), ds–a.e. on [t, T ].

In order to pass to the limit in the first formula above, we need to show that Xn,t,φ → Xt,φ

in probability in Λ and that un converges to u on compact subsets of Λ.
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Let t ∈ [0, T ] and φ, φ′ ∈ Λ. By Itô’s formula we have that,∣∣Xn,t,φ′(s)−Xt,φ(s)
∣∣2 = |φ′(t)− φ(t)|2

+2

∫ s

t

〈
bn(r,Xn,t,φ′)− b(r,Xt,φ), Xn,t,φ′(r)−Xt,φ(r)

〉
dr

+

∫ s

t

∣∣σn(r,Xn,t,φ′)− σ(r,Xt,φ)
∣∣2dr

+2

∫ s

t

〈
σn(r,Xn,t,φ′)− σ(r,Xt,φ),

(
Xn,t,φ′(r)−Xt,φ(r)

)
dW (r)

〉
.

By standard calculations using Gronwall’s lemma, Burkholder-Davis-Gundy inequalities and
Theorem 1.2.5, we get, for some arbitrary p > 1,

E sup
s∈[0,T ]

∣∣Xn,t,φ′(s)−Xt,φ(s)
∣∣2p ≤ C (||φ′ − φ||2pT + Eω(Xt,φ, T/n)2p

)
≤ C

(
||φ′ − φ||2pT +

1 + ||φ||2pT
np−1

+ ω(φ, T/n)2p

)
,

(1.42)

where the positive constant C is depending only on p and the parameters of our FBSDE,
also as above the constant C is allowed to change value from line to line during this proof.

Applying now Itô’s formula to eβs
∣∣Y n,t,φ′(s)− Y t,φ(s)

∣∣2, we obtain for β > 0,

eβs
∣∣∆n,t,φ,φ′

Y (s)
∣∣2 + β

∫ T

s

eβr
∣∣∆n,t,φ,φ′

Z (r)
∣∣2dr +

∫ T

s

eβr
∣∣∆n,t,φ,φ′

Z (r)
∣∣2dr

= eβT
∣∣∆n,t,φ,φ′

h

∣∣2 + 2

∫ T

s

〈
∆n,t,φ,φ′

f (r), eβr∆n,t,φ,φ′

Y (r)
〉
dr

+2

∫ T

s

〈
fn(s,Xn,t,φ′ , Y n,t,φ

′
(s) , Zn,t,φ

′
(s))

−fn(s,Xn,t,φ′ , Y t,φ (s) , Zt,φ (s)), eβr∆n,t,φ,φ′

Y (r)
〉
dr

−2

∫ T

s

〈
eβr∆n,t,φ,φ′

Y (r),∆n,t,φ,φ′

Z (r)dW (r)
〉
,

where, for the sake of simplicity, we have denoted

∆n,t,φ,φ′

Y (s) := Y n,t,φ
′
(s)− Y t,φ (s) ;

∆n,t,φ,φ′

Z (s) := Zn,t,φ
′
(s)− Zt,φ (s) ;

∆n,t,φ,φ′

h := hn(Xn,t,φ′)− h(Xt,φ);

∆n,t,φ,φ′

f (s) := fn(s,Xn,t,φ′ , Y t,φ (s) , Zt,φ (s))− f(s,Xt,φ, Y t,φ (s) , Zt,φ (s)).

Again, for β sufficiently large, exploiting Burkholder-Davis-Gundy inequalities and the Lip-
schitz property in (y, z) ∈ R× Rd′ of fn, we infer that

E sup
s∈[t,T ]

∣∣∆n,t,φ,φ′

Y (s)
∣∣2 + E

∫ T

t

∣∣∆n,t,φ,φ′

Z (r)
∣∣2dr ≤ CE[∣∣∆n,t,φ,φ′

h

∣∣2 +

∫ T

t

∣∣∆n,t,φ,φ′

f (r)
∣∣2dr] .
(1.43)
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We now have∣∣∆n,t,φ,φ′

h

∣∣ ≤ ∣∣hn(Xn,t,φ′)− h(Xn,t,φ′)
∣∣+
∣∣h(Xn,t,φ′)− h(Xt,φ)

∣∣
≤ sup
||ψ−Xn,t,φ′ ||T≤ω(Xn,t,φ′ ,T/n)

∣∣h (ψ)− h(Xn,t,φ′)
∣∣+
∣∣h(Xn,t,φ′)− h(Xt,φ)

∣∣
≤ sup
||ψ−Xt,φ||T≤ω(Xt,φ,T/n)+3||Xn,t,φ′−Xt,φ||T

|h (ψ)− h(Xt,φ)|+ 2
∣∣h(Xn,t,φ′)− h(Xt,φ)

∣∣
≤ 3 sup

||ψ−Xt,φ||T≤ω(Xt,φ,T/n)+3||Xn,t,φ′−Xt,φ||T
|h (ψ)− h(Xt,φ)|,

(1.44)
since

ω(Xn,t,φ′ , T/n) ≤ ω(Xt,φ, T/n) + 2||Xn,t,φ′ −Xt,φ||T .
Similarly, we obtain,∣∣∆n,t,φ,φ′

f (s)
∣∣ ≤ 3 sup||ψ−Xt,φ||T≤ω(Xt,φ,T/n)+3||Xn,t,φ′−Xt,φ||T

∣∣f (s, ψ, Y t,φ (s) , Zt,φ (s)
)

−f(s,Xt,φ, Y t,φ (s) , Zt,φ (s))
∣∣.

(1.45)
Let now (t, φ) ∈ [0, T ] × Λ and let (φn) be a sequence converging to φ in Λ. It is clear
from relation (1.42) that

(
Xn,t,φn

)
converges in L2p (Ω; Λ) to Xt,φ, therefore there exists a

subsequence converging a.s. in Λ to Xt,φ. Without restricting the generality, we will still
denote

(
Xn,t,φn

)
this subsequence. Since ω(Xt,φ, T/n) + 3||Xn,t,φ′ − Xt,φ||T converges to

0 a.s., it is clear by relations (1.44) and (1.42) that ∆n,t,φ,φ′

h and ∆n,t,φ,φ′

f (s) converge to 0,
a.s., respectively dsP-a.e.

Then, by the dominated convergence theorem, we obtain

E

[∣∣∆n,t,φ,φn
h

∣∣2 +

∫ T

t

∣∣∆n,t,φ,φn
f (r)

∣∣2dr]→ 0,

which, combined with estimate (1.43), gives that

E sup
s∈[t,T ]

|Y n,t,φn (s)− Y t,φ (s) |2 → 0 ,

which implies, assuming φn ≡ φ

E sup
s∈[t,T ]

|Y n,t,φ (s)− Y t,φ (s) |2 → 0 ,

and, letting s = t, we obtain,
un(t, φn)→ u(t, φ).

Therefore we can pass to the limit in the relation

Y n,t,φ(s) = un(s,Xn,t,φ), for all s ∈ [t, T ], a.s. ,

replacing in the right term φn by Xn,t,φ and φ by Xn,t,φ, and find that

Y t,φ(s) = u(s,Xt,φ), for all s ∈ [t, T ], a.s.
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The following result represents the Feynman–Kac formula adapted to our framework.

Theorem 1.2.17. Let us assume that assumptions 1.2.4–1.2.12 hold and condition (1.12)
is verified. Then there exists a continuous non-anticipative functional u : [0, T ] × C → R
such that

Y t,φ (s) = u(s,Xt,φ), for all s ∈ [0, T ] , a.s.,

for any (t, φ) ∈ [0, T ]× C.

Proof. The continuity of u was already asserted in Theorem 1.2.15, so that the proof follows
with the same arguments.

Let now consider BSDE with delayed generator (1.52)

Y t,φ (s) = h(Xt,φ) +

∫ T

s

f(r,Xt,φ, Y t,φ(r), Zt,φ(r), Y t,φr )dr −
∫ T

s

Zt,φ (r) dW (r) , (1.46)

and the corresponding iterative equations

Y n+1,t,φ (s) = h(Xt,φ) +

∫ T

s

f(r,Xt,φ, Y n+1,t,φ(r), Zn+1,t,φ(r), Y n,t,φr )dr

−
∫ T

s

Zn+1,t,φ (r) dW (r) , s ∈ [t, T ],

(1.47)

with Y 0,t,φ ≡ 0 and Z0,t,φ ≡ 0.
Let us suppose that there exists un : [0, T ] × C → R a F–progressively measurable

functional such that un is continuous and

Y n,t,φ (s) = un(s,Xt,φ),

for every t, s ∈ [0, T ] and φ ∈ C.
Let us now consider the term

Y n,t,φr =
(
Y n,t,φ(r + θ)

)
θ∈[−δ,0]

,

in particular we have that, if r+ θ ≥ 0, then Y n,t,φ(r+ θ) = un(r+ θ,Xt,φ) and if r+ θ < 0,
then Y n,t,φ(r + θ) = Y n,t,φ(0) = un(0, Xt,φ). By defining then

ũn(t, φ) :=
(
un(1[[0,T ]](t+ θ), φ)

)
θ∈[−δ,0]

,

we have
Y n,t,φr = ũn(r,Xt,φ).

Then we can apply Theorem 1.2.16 in order to infer that

Y n+1,t,φ (s) = un+1(s,Xt,φ),

for a continuous non-anticipative functional un+1 : [0, T ]× C → R.
Notice that

(
Y n,t,φ, Zn,t,φ

)
is the Picard iteration sequence used for constructing the

solution
(
Y t,φ, Zt,φ

)
, recall that(

Y n+1,·,φ, Zn+1,·,φ) = Γ(Y n,·,φ, Zn,·,φ) ,
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being Γ the contraction defined in the proof of Theorem 1.2.9, we have that

lim
n→∞

E
(

sup
s∈[0,T ]

∣∣Y n,t,φ(s)− Y t,φ(s)
∣∣2) = 0.

Of course un(t, φ) converges to

u(t, φ) := EY t,φ(t),

for every t ∈ [0, T ] and φ ∈ Λ. This implies that the nonlinear Feynman–Kac formula

Y t,φ (s) = u(s,Xt,φ)

holds.

We are now able to prove Theorem 1.2.14, which shows the existence of a viscosity
solution to the PDKE (1.1).

Proof of Theorem 1.2.14. We will prove that function u defined by (1.33) is a viscosity
solution to (1.1). In particular we will only show that u is a viscosity subsolution, the
supersolution case is similar.

Suppose, by contrary, that u is not a viscosity subsolution. Then, for any L0 ≥ 0, there
exists L ≥ L0 such that u is not a viscosity L–subsolution in the sense of Definition 1.2.2.
Therefore, there exists (t, φ) ∈ [0, T ]× C and there exists ϕ ∈ ALu (t, φ) such that

∂tϕ(t, φ) + Lϕ(t, φ) + f(t, φ, ϕ(t, φ), ∂xϕ (t, φ)σ(t, φ), (ϕ(·, φ))t) ≤ −c < 0

for some c > 0.
Using the definition of ALu (t, φ) we see that there exists τ0 ∈ T t+ such that

ϕ (t, φ)− u (t, φ) = min
τ∈T t

ELt
[
(ϕ− u)

(
τ ∧ τ0, Xt,φ

)]
,

and by the continuity of the coefficients, we deduce that there exists τ̃ ∈ T t+ such that

∂tϕ(s,Xt,φ) + Lϕ(s,Xt,φ)+

+f(s,Xt,φ, ϕ(s,Xt,φ), ∂xϕ(s,Xt,φ)σ(s,Xt,φ), (ϕ(·, Xt,φ))s) ≤ −c/2 < 0,

for any s ∈ [t, τ̃ ] . Let us now take

τ̃ = T ∧ τ0 ∧ inf{s > t : ∂tϕ(s,Xt,φ) + Lϕ(s,Xt,φ)

+f(s,Xt,φ, ϕ(s,Xt,φ), ∂xϕ(s,Xt,φ)σ(s,Xt,φ), (ϕ(·, Xt,φ))s) > c/2}.

Let us denote

(Y 1 (s) , Z1 (s)) := (ϕ(s,Xt,φ), ∂xϕ(s,Xt,φ)σ(s,Xt,φ)), for any s ∈ [t, T ] ,

(Y 2 (s) , Z2 (s)) := (Y t,φ (s) , Zt,φ (s)), for any s ∈ [0, T ]

and
∆Y (s) := Y 1 (s)− Y 2 (s) , ∆Z (s) := Z1 (s)− Z2 (s) , for any s ∈ [t, T ] .
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Using Itô’s formula we deduce, for any s ∈ [t, T ] ,

ϕ(s,Xt,φ) = ϕ(t, φ)+

∫ s

t

(
∂tϕ(r,Xt,φ)+Lϕ(r,Xt,φ)

)
dr+

∫ s

t

〈∂xϕ(r,Xt,φ), σ(r,Xt,φ)dW (r)〉

so that we obtain

∆Y (τ̃)−∆Y (t)

=

∫ τ̃

t

(
∂tϕ(r,Xt,φ) + Lϕ(r,Xt,φ) + f(r,Xt,φ, Y 2(r), Z2 (r) , Y 2

r )
)
dr +

∫ τ̃

t

∆Z (r) dW (r) .

Since for any r ∈ [t, τ̃ ] we have that

∂tϕ(r,Xt,φ) + Lϕ(r,Xt,φ) + ∂tϕ(r,Xt,φ) + Lϕ(r,Xt,φ) + f(r,Xt,φ, Y 2(r), Z2 (r) , Y 2
r )

≤ − c
2

+ f(r,Xt,φ, Y 2(r), Z2 (r) , Y 2
r )

−f(r,Xt,φ, ϕ(r,Xt,φ), ∂xϕ(r,Xt,φ)σ(r,Xt,φ), (ϕ(·, Xt,φ))r),

we deduce, using Feynman–Kac formula, namely Y 2 (r) = u
(
r,Xt,φ

)
, that,

∆Y (τ̃)−∆Y (t) ≤ − c
2

(τ̃ − t) +

∫ τ̃

t

∆Z (r) dW (r)

+

∫ τ̃

t

(
f(r,Xt,φ, ϕ(r,Xt,φ), Z2 (r) , (ϕ(·, Xt,φ))r)

−f(r,Xt,φ, ϕ(r,Xt,φ), Z1 (r) , (ϕ(·, Xt,φ))r)
)
dr.

We thus have that there exists λ ∈ ULT such that

f(r,Xt,φ, ϕ(r,Xt,φ), Z1 (r) , (ϕ(·, Xt,φ))r)− f(r,Xt,φ, ϕ(r,Xt,φ), Z2 (r) , (ϕ(·, Xt,φ))r)

= 〈λ (r) ,∆Z (r)〉 ,

and therefore

∆Y (τ̃)−∆Y (t) ≤ − c
2

(τ̃ − t) +

∫ τ̃

t

∆Z (r)
(
dW (r)− λ (r) dr

)
.

Noticing now that W (s)−
∫ s
t
λ (r) dr is Pt,λ−martingale, we obtain that

∆Y (t) = EPt,λ(∆Y (t))

≥ EPt,λ(∆Y (τ̃)) +
c

2
EPt,λ (τ̃ − t) + EPt,λ

∫ τ̃

t

∆Z (r)
(
dW (r)− λ (r) dr

)
> EPt,λ(∆Y (τ̃)) = EPt,λ(ϕ(τ̃ , Xt,φ)− Y t,φ (τ̃)) = EPt,λ [(ϕ− u) (τ̃ , Xt,φ)

]
≥ ELt

[
(ϕ− u) (τ̃ , Xt,φ)

]
= ELt

[
(ϕ− u) (τ0 ∧ τ̃ , Xt,φ)

]
≥ min
τ∈T t

ELt
[
(ϕ− u) (τ0 ∧ τ̃ , Xt,φ)

]
= ϕ(t,Xt,φ)− Y t,φ (t) ,

which is a contradiction and the proof is thus complete.
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1.3 Financial applications

In what follows we shall apply theoretical results developed in previous sections to analyse
some particular models of great interest in modern finance. Financial literature that shows
how delay naturally arise when dealing with asset price evolution or in general with certain
financial instruments, is nowadays wide and developed, see, for instance, [AHMP07, CY99,
KSW05a, KSW07a] and reference therein. On the other hand, not much is done when the
delay enters the backward component. We aim here to give some financial applications
where also the backward equation exhibits a delayed behaviour. We remark that since the
goal of the present work is purely theoretical, the examples provided will not be stated in
complete generality. In fact in this section we will show how the study of BSDEs with
delayed generator, and the associated path–dependent Kolmogorov equation, may lead to
the study of a completely new class of financial problems that have not been studied before.
Nevertheless, we intend to address the study of these problems in a complete generality in
a future work.

BSDEs with delay have been introduced in [DI+10b] as a pure mathematical tool with no
financial application of interest. Later on, some works have appeared showing that the delay
in the backward component arise naturally in several applications, see, e.g. [Del10, Del12].

In what follows we will provide two extensions of forward–backward models that have
been proposed in past literature where the backward components can exhibit a short–time
delay.

1.3.1 The large investor problem

Following the model studied in [CM96], see also, e.g. [EKPQ01], we will consider in the
present example a non standard investor acting on a financial market. We assume this
investor, usually referred to in literature as the large investor, has superior information
about the stock prices and/or he is willing to invest a large amount of money in the stock.
This fact implies that the large investor may influence the behaviour of the stock price
with his actions. It is further natural to assume that there is a short time delay between the
investor’s actions and the reaction of the market to the large investor’s actions. In particular
we assume that the drift coefficient of the underlying S at time t depends on how the large
investor acts on the market in the interval (t− δ, t).

Let us then consider a risky asset S and a riskless bond B evolving according to
dB(t)

B(t)
= r(t,X(t), π (t) , Xt)dt , B(0) = 1 ,

dS(t)

S(t)
= µ (t,X(t), π (t) , Xt) dt+ σ(t,X(t), Xt)dW (t), S(0) = s0 > 0.

(1.48)

Here we have denoted by X the portfolio of the large investor. Also we used the notations
introduced by (1.6) and (1.7). We suppose that the coefficients r, µ and σ satisfy some
suitable regularity assumptions.

We have that the portfolio X, composed at any time t ∈ [0, T ] by π(t), the amount of
shares (held by the large investor) of the risky asset S and by X(t)−π(t), the amount shares
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of the riskless bond B, evolves according to

dX(t) =
π(t)

S (t)
dS (t) +

X (t)− π(t)

B (t)
dB (t)

= π(t) · [µ (t,X(t), π (t) , Xt) dt+ σ(t,X(t), Xt)dW (t)]

+ [X (t)− π(t)] · r(t,X(t), π (t) , Xt)dt ,

with the final condition X(T ) = h (S) .
Hence, for t ∈ [0, T ] ,

X(t) = h (S) +

∫ T

t

F (s,X (s) , π (s) , Xs, πs) ds−
∫ T

t

π(s)σ(s,X(s), Xs)dW (s), (1.49)

where we have denoted for short

F (s,X(s), π (s) , Xs, πs) := − [X(s)− π(s)] · r(s,X(s), π (s) , Xs)

−π(s) · µ (s,X(s), π (s) , Xs) .
(1.50)

Since the forward equations from (1.48) can be solved explicitly by

S (t) = s0 exp
[ ∫ t

0

(
µ (s,X(s), π (s) , Xs)−

1

2
σ2 (s,X(s), Xs)

)
ds

+

∫ t

0

σ (s,X(s), Xs) dW (s)
]
,

we deduce that S is a functional of X,π and W , i.e. there exists h̃ such that the final
condition becomes X (T ) = h̃ (W,X, π).

A first remark is that we can impose some suitable assumptions on the functions r, µ
and σ such that the function F̄ : [0, T ]× R× R× L2 ([−δ, 0];R)→ R, defined by

F̄ (s, y, z, ŷ) := −
(
y − zσ−1 (s, y, ŷ)

)
· r(s, y, zσ−1 (s, y, ŷ) , ŷ)− z · µ

(
s, y, zσ−1 (s, y, ŷ) , ŷ

)
,

satisfies assumptions (A5)–(A7).
The second remark concerns the fact that Theorem 1.2.9 is still true, with a slight

adjustment of the proof, if we consider in the backward equation (1.8) the final condition

h̄ (W,X,Z) := h̃(W,X, σ−1 (·, X,X·)Z) ,

instead of a functional of W only, with h̄ satisfying a Lipschitz condition:

∣∣h̄ (x, y, z)− h̄ (x, y′, z′)
∣∣2 ≤ L[∫ T

0

|y (s)− y′ (s)|2 ds+

∫ T

0

|z (s)− z′ (s)|2 ds

]
.

Therefore we can rewrite (1.49) as

X(t) = h̄ (W,X,Z) +

∫ T

t

F̄ (s,X (s) , Z (s) , Xs) ds−
∫ T

t

Z (s) dW (s), t ∈ [0, T ] (1.51)
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and we deduce from Theorem 1.2.9 that, under proper assumptions on the coefficients, there
exists a unique solution (X,Z) to equation (1.51).

Hence equation (1.49) admits a unique solution (X,π), where

π (s) := Z (s)σ−1(s,X(s), Xs) .

In order to obtain the connection with the PDE we consider first the problem

W̄ t,φ (s) = φ (t) +

∫ s

t

dW (r) , s ∈ [t, T ] ,

W̄ t,φ (s) = φ (s) , s ∈ [0, t),

Xt,φ (s) = h̄(W̄ t,φ, Xt,φ, Zt,φ) +

∫ T

s

F̄ (r,Xt,φ (r) , Zt,φ (r) , Xt,φ
r )dr

−
∫ T

s

Zt,φ(r)dW (r) , s ∈ [t, T ] ,

Xt,φ (s) = Xs,φ (s) , πt,φ (s) = 0, s ∈ [0, t).

(1.52)

Using Theorem 1.2.9 we see that, under suitable assumptions on the coefficients, there exists
a unique solution

(
Xt,φ, πt,φ

)
(t,φ)∈[0,T ]×C of the above system.

From the results of the previous sections, in particular from theorem 1.2.17, we have
the following representation for the solution (X,Z) of the backward component in system
(1.52). In particular we have that, for every (t, φ) ∈ [0, T ]× C,

Xt,φ (s) = u(s, W̄ t,φ), for all s ∈ [t, T ] ,

where u (t, φ) = Xt,φ (t) is a viscosity solution of the following path–dependent PDE: −∂tu(t, φ)− 1

2
∂2
xxu(t, φ)− F̄ (t, u(t, φ), ∂xu (t, φ) , (u (·, φ))t) = 0, φ ∈ C, t ∈ [0, T ),

u(T, φ) = h̄(φ, (u (·, φ))), φ ∈ C.

An example of this type has been developed first in [CM96] and then treated by many
authors, see, e.g. [EKPQ01], where they considered a case where the drift and the diffusion
component of the price equation depend both on the wealth process X and the underlying
process S. This would lead to a fully coupled forward–backward system which does not fit
in our setting. On the other hand in our model we have assumed that the drift µ and the
interest rate r may be influenced also by past values of the wealth process X, whereas in
cited papers no delay in the backward component is assumed.

1.3.2 Risk measures via g-expectations
A key problem in financial mathematics is the risk management of an investment. Such a
problem has been widely studied in finance since the introductory paper [ADEH99] where
the notion of risk measure has been first introduced. Since then, several empirical studies
have been done concerning the key task of risk-management, showing in particular that the
best way to quantify the risk of a given financial position should be a dynamic risk measure,
rather than a classic static one. Starting from this fact the notion of g-expectation has
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been first introduced in [Pen97], as a fundamental mathematical tool if one is to deal with
dynamic risk measure, we refer also to [Pen04, Gia06] for a comprehensive and exhaustive
introduction to dynamic risk measures.

The main purpose of a risk measure is to quantify in a single number the riskness of a
given financial position. The next one is the mathematical formulation of the notion of risk
measure, see, e.g. [Del13, Definition 13.1.1].

Definition 1.3.1. A family (ρt)t∈[0,T ] of mapping ρt : L2(Ω,FT ) → L2(Ω,Ft), such that
ρT (ξ) = −ξ is called dynamic risk measure.

From a practical point of view, denoting by ξ the terminal value of a given financial
position, ρt(ξ) quantifies the risk the investor takes in the position ξ at terminal time T .
Clearly, in order to have a concrete financial use, a risk measure has to satisfies a set of
properties, usually referred to as axioms of risk measures, we refer to [Del13] to a complete
list of the aforementioned axioms.

From a mathematical point of view, it has been shown that BSDE’s, and the related
forward–backward system, are a perfect tool to tackle the problem of risk management. In
particular, one possible way to define a dynamic risk measure, is to specify the generator g
of the driving BSDE, from here the name g−expectation, where the generator g determines
the properties of the dynamic risk measure. A direct approach to g-expectation is therefore
to introduce a BSDE of the form

Y (t) = ξ +

∫ T

t

g (s, Y (s), Z(s)) ds−
∫ T

t

Z(s)dW (s) , (1.53)

where the generator g is called the generator of a g−expectation. In this sense we have that

ρt(ξ) = Eg [ξ| Ft] = Y (t) ,

where we have used the subscript g to emphasize the role played by the generator g. Heuris-
tically speaking we have the relation

Eg [dY (t)| Ft] = −g (s, Y (s), Z(s)) , 0 ≤ t ≤ T ,

so that intuitively the coefficient g reflects the agent’s belief on the expected change of risk.
Once we have chosen a risk measure g, such that it is financially reasonable, we then

solve the BSDE (1.53) endowed with a suitable final condition which represents the investor’s
wealth at terminal time T , we refer to [BEK07, Gia06] for a detailed introduction to the
usage of BSDE as dynamic risk measures.

In literature it has always been consider a generator g that depends only on the present
value at time t of the risk measure Y (t) and its variability Z(t), but, as pointed out in [Del12],
if we want to model an investor preferences we cannot leave aside the memory effect, that is
it is reasonable to assume that an investor makes his choices based also on what happened
on the past. In [Del12] the author proposed to consider a g−expectation which incorporates
a disappointment effect through a BSDE of moving average. In fact in the just mentioned
work the author suggests that when dealing investor’s preferences, to consider Markovian
systems is restrictive since it is natural that an investor takes into account the past history
of a given investment when he is to make some choice. We refer to [Del12] for a short but
exhaustive review of different economical studies of how memory effect cannot be neglected
when dealing with an investor’s choice. Regarding the case considered in [Del12], we make
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the assumption that the investor has a short memory, that is, in making his choices he just
consider what has happened in the recent past.

This leads to consider a g−expectation of the form g(s, y, z) = βȳ, where ȳ is the time–
average in a sufficiently small time interval and β ∈ R a given financial parameter, that is
we will be dealing with a BSDE with delayed generator of the form

Y (t) = ξ +
β

δ

∫ T

t

∫ 0

−δ
Y (s+ r)drds−

∫ T

t

Z(s)dW (s) , (1.54)

with ξ the terminal payoff of the investment to be better introduced in a while and δ small
enough such that equation (1.12) holds.

Let us now assume that the financial market is composed by one risky asset S and one
riskless bond B. The generalization to d risky assets can be easily derived from the present
case. We assume, in a complete generality, that both the bond and the asset may exhibit
delay. For the case of delay in the forward component a more established theory exists, with
existence and uniqueness as well as regularity results, see, e.g. [AHMP07, FT05, FMT10].

We consider in what follows the delayed market model introduced in [CY99]. In what
concerns the stock price we assume that S evolves according to the following stochastic delay
differential equation: 

dS(t)

S(t)
= µ(t, S)dt+ σ(t, S)dW (t) ,

S0 = s0 ∈ R ,
(1.55)

where µ, σ : [0, T ] × C → R are some given functions, where the notation is introduced in
Section 1.1.

Let us assume that µ and σ satisfy assumptions of type (A1)–(A2), so that there exists
a unique solution of equation (1.58) satisfying estimates (1.10) (this is a consequence of
Theorem 1.2.5).

Also we assume the investor subscribe a claim with terminal payoff h : C → R so that
the BSDE (1.76) becomes

Y (t) = h (ST ) +
β

δ

∫ T

t

∫ 0

−δ
Y (s+ r)drds−

∫ T

t

Z(s)dW (s) , (1.56)

where we assume h to satisfy assumption 1.2.12 (A8)–(A9)(iv), also let us stress that the
generator g : L2([−δ, 0];R) → R defined above satisfies assumptions 1.2.12 (A8)–(A9), see,
e.g. Remark 1.2.13. We are naturally led to consider the following forward-backward system
with delay

St,φ(s) = φ(t) +

∫ s

t

St,φ(r)µ(t, St,φ)dr +

∫ s

t

St,φ(r)σ(t, St,φ)dW (r) , s ∈ [t, T ] ,

St,φ(s) = φ(s) , s ∈ [0, t) ,

Y (s) = h(St,φ) +
β

δ

∫ T

s

∫ 0

−δ
Y t,φ(r + θ)dθdr −

∫ T

s

Zt,φ(r)dW (r) ,

Y t,φ(s) = Y s,φ(s) , s ∈ [0, t) ,

(1.57)
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and by theorems 1.2.5–1.2.9 we have that the forward-backward system (1.74) admits a
unique solution.

Let us also stress that the great majority of possible claim that can be considered in
finance satisfies above assumptions on the terminal payoff h, also we allow the option to
possibly be path–dependent, that is its terminal value at time T depends explicitly on past
values assumed by the asset S.

From the results of the previous sections, we thus have the following characterization
for the FBSDE (1.74). In particular we obtain that theorem 1.2.17 holds, so that, for every
(t, φ) ∈ [0, T ]× C,

Y t,φ (s) = u(s, St,φ), for all s ∈ [t, T ] ,

where u (t, φ) = Y t,φ (t) is a viscosity solution of the following path–dependent PDE:
∂tu(t, φ) +

1

2
σ2(t, φ)∂2

xxu(t, φ) + φµ(t, φ)∂xu(t, φ)

=
β

δ

∫ 0

−δ
u(t+ r, φ)dr, φ ∈ C, t ∈ [0, T ),

u(T, φ) = h
(
φ
)
, φ ∈ C.

1.3.3 Pricing under counterparty risk
In the present section, whih is mainly taken from [CDP16a], we are going to apply previously
derived results to the pricing of financial derivatives under counterparty risk and funding
issues. In order to derive the pricing equation we closely follows [BFP15, Sec. 2], see also,
e.g., [BP13, BPP11] and references therein.

Let us consider a standard filtered probability space
(

Ω,G, (Gs)s∈[0,T ] ,Q
)
, being T <

+∞ a fixed positive constant, while the filtration Gs represents all the information available
on the market at a given time s. Our goal is to derive a portfolio of financial contracts
between two parties, namely the investor, which will be denoted by I, and the counterparty,
which it will be denoted by C.

In order to work in a realistic and concrete financial framework, we include the risk of
default. In particular, we denote by τI , resp. τC , a G−measurable stopping time representing
the default time of I, resp. the default time of C. Moreover, we prescribe that τI , resp. τC ,
has intensity λI > 0, resp. λC > 0, and we indicate by τ := τI ∧ τC , and by λ := λI + λC .
Recalling that a risk-neutral measure Q is nothing but a probability measure such that
each share price equal the discounted expectation of the share price under Q itslef, in what
follows (Fs)s∈[0,T ] indicates the default free filtration generated by the underlying which
evolves under the risk-neutral measure Q, and according to the folllowing SDE

dS(t)

S(t)
= rtdt+ σ(t, St)dW (t) ,

S0 = s0 > 0 ∈ R+ ,

(1.58)

where r is a F−measurable process indicating the risk-free rate. We also assume that there
exists a risk-free account B whose dynamic is given by{

dB(t) = rtB(t)dt ,

B0 = 1 ,
(1.59)
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where we have used the notation introduced in Section 1.2.3, while the assumptions on the
coefficients appearing in equations (1.58)–(1.59) will be specified in a while. We underline
that we indicate by S(t) the present R−value of the process S, whereas St denotes the whole
path up to time t, so that, in complete generality, we have assumed both the risky asset and
the risk–less rate to be path–dependent.

Remark 1.3.2. Until now, we have worked under the strong assumption that there exists
a risk–free rate r with a corresponding risk–free account. Nevertheless latter assumption
turns out to be rather unrealistic in concrete financial markets, and this enlightens a major
strength of our approach,since it allows to derive a portfolio that is independent on the
risk–free rate r. We will treat deeper such a key point in what follows.

Given a rate ξ(s), we will denote the discount factor associated to ξ as

D(u, t; ξ) := e−
∫ t
u
ξsds ,

and we also define D(u, t) := D(u, t; r).
Following [BFP15, Sec. 2.1], we construct a replicating portfolio taking all future cash

flows and then discounting them at the risk–free rate r. Moreover, to treat the problem
in its full generality, we will assume the following processes to be possibly path–dependent,
hence stating a difference with respect to what has been done in [BFP15].

In particular we have first to consider the payments due to the contract itself, that is a
predictable process πt and the terminal payoff of the claim Φ(ST ), so that, at time t, the
cumulated discounted flow is given by

1{τ>T}D(0, T )Φ(ST ) +

∫ τ

t

D(t, s)πsds . (1.60)

We also have a random variable θτ representing the cash flow due to the default of one
of the parties, hence the resulting cash flow is given by

1{t<τ<T}D(t, τ)θτ = 1{t<τ<T}

∫ T

t

D(t, s)θsd1{τ≤s} . (1.61)

We consider further a collateral account Ct, namely an asset or some other financial
good that a borrower offers to a lender to secure a loan, and we will use the convention
that Ct > 0, resp. Ct < 0, for the investor being the collateral taker, resp. the collateral
provider. Moreover, we assume that the collateral account is subjected to an interest rate
ct, which might be different according to what party is the collateral taker, namely we have

ct = 1{Ct>0}c
+
t + 1{Ct<0}c

−
t . (1.62)

Allowing also for rehypotecation, namely allowing banks and brokers to use assets that
have been posted as collateral by their clients, we end up with the following cash flow∫ τ

t

D(t, s)(rs − cs)Csds . (1.63)

The contract will be hedged by a cash position denoted by Ht, resp. by exploiting a position
in a risky asset, denoted by Ft. As we have already done, we use the convention that Ft > 0,
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resp. Ft < 0, if the investor is borrowing money, resp. if he is investing money. Again we
assume the existence of two different rates

ft = 1{Ft>0}f
+
t + 1{Ft<0}f

−
t , (1.64)

so that the funding component cash flows reads as follow∫ τ

t

D(t, s)(rs − fs)Fsds . (1.65)

A similar convention holds for Ht, so that equations (1.64)–(1.65) becomes

ht = 1{Ht>0}h
+
t + 1{Ht<0}h

−
t , (1.66)

and ∫ τ

t

D(t, s)(hs − fs)Hsds . (1.67)

Eventually, summing up all the aforementioned cash flows (1.60)–(1.61)–(1.63)–(1.65)–
(1.67), we have that the value of the portfolio V is given by

V (t) = EGt
[∫ τ

t

D(t, s) (πs + (rs − cs)Cs + (rs − fs)Fs − (fs − hs)Hs)

]
+

+ EGt
[
1{τ>T}D(t, T )Φ(ST ) + 1{t<τ<T}D(t, τ)θτ

]
,

(1.68)

where we have denoted by EGt [·] := E [ ·| Gt]. Further, since V (s) = Fs + Hs + Cs, we can
substitute it in eq. (1.68), obtaining

V (t) = EGt
[∫ τ

t

D(t, s) (πs + (fs − cs)Cs + (rs − fs)V (s)− (rs − hs)Hs)

]
+

+ EGt
[
1{τ>T}D(t, T )Φ(ST ) + 1{t<τ<T}D(t, τ)θτ

]
.

(1.69)

A concrete example of how equation (1.69) is practically derived, we refer to [BFP15,
Sec. 2.2].

Switching to the default free filtration, we can exploit the results stated in [BR13, Sec.
5.1] and [BJPR09, Lemma 3.8.1], see also [BFP15, Lemma 3.1, Lemma 3.3]. In particular,
let us recall that G is the standard filtration, whereas F denotes the default–free filtration.

Lemma 1.3.3. For any X G−measurable random variable and any t ≥ 0 it holds

EGt
[
1{t<τ≤s}X

]
= 1{τ>t}

EFt
[
1{t<τ≤s}X

]
EFt
[
1{τ>t}

] .

In particular we have that for any Gt−measurable random variable Y , there exists an
Ft−measurable random variable Z such that

1{τ>t}X = 1{τ>t}Z .

Lemma 1.3.4. Let ϕs be a predictable process and τI , resp. τC , a stopping time with
intensity λIt > 0, resp. λCt > 0. Assuming that τI and τC are independent and denoting
τ := τI ∧ τC and λt = λIt + λCt , then we have

EGt
[
1{t<τ<T}1{τI<τC}ϕτ

]
= 1{τ>t}EFt

[∫ T

t

D(t, s;λ)λItϕsds

]
.
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So that, by an application of Lemmas 1.3.3–1.3.4, and with a slightly abuse of notation,
we denote again by V (t) the portfolio evaluated under the default–free filtration F , namely

V (t) = EFt
[∫ τ

t

D(t, s; r + λ) (πs + (fs − cs)Cs + (rs − fs)V (t)− (rs − hs)Hs)

]
+

+ EFt [D(t, T ; r + λ)Φ(ST ) +D(t, τ ; r + λ)θτ ] .

(1.70)

By equation (1.70), and proceeding as in [BFP15, Sec. 3], we can immediately obtain
the BSDE formulation for the portfolio V , that is we have that V evolves according to{

dV (s) = − (πs + (fs − cs)Cs − (λs + fs)V (s)− (rs − hs)Hs) ds− Z(s)dW (s) ,

V (T ) = Φ(ST ) .
(1.71)

The pricing path–dependent PDE

In the previous section we have derived the BSDE that describes the evolution of the financial
portfolio, while, in the present section, we are going to better specify the mathematical
assumptions regarding equation (1.71). We would like to underling that while some of the
following assumptions are mainly take from [BFP15, Sec. 4], some others are here formalized,
to our best knowledge, for the first time.

We assume that the dividend process π depends on time t and on the underlying S,
moreover we assume the dependence to be possibly path dependent, namely we have π(t, St).
Further, we assume that π satisfies assumptions 1.2.4.

In what follows, all the rates r, f, c , h, λ are taken to be deterministic and bounded in
time and possibly dependent on past values.

We assume that θ has the form

θt = ε(t)− 1{τC < τI}LGCC(ε(t)− Ct)+ + 1{τI < τC}LGCI(ε(t)− Ct)− , (1.72)

where LGD denotes the loss given default, commonly defined as the share of an asset that
is lost when a borrower defaults, and (ε(t) − Ct)+, resp. (ε(t) − Ct)−, denotes the positive
part, resp. the negative part. We will not enter here on financial details regarding θt, since
it would go beyond the aim of the present work, but we refer the interested reader to [BP13]
for a deep treatment of close–out values. We assume then that ε(t) = V (t).

The hedging term H is of the form Hs = H(s, Ss, V (s), Z(s)) and it satisfies assumptions
1.2.7, moreover the diffusion term σ, appearing in equation (1.58), satisfies assumptions 1.2.4.

Last but not least, since this is the main novelty of the present approach, we assume
that the collateral depends on portfolio past values. As said above this implies that the
BSDE is highly irregular, and even the existence and uniqueness of a solution is in general
not granted under standard assumptions. However, as pointed out in [Cré11, Rem. 5.5], in
practice it often happens that the collateralization scheme is path–dependent in V . We thus
assume that the collateral C is of the following particular form

C(s) = αtV̄(t) , V̄(t) :=
1

δ

∫ 0

−δ
V (t+ s)ds ,

where αt ∈ (0, 1], that is we assume the collateral to be a fraction of a time average of the
portfolio. Notice that in principle also θ in equation (1.72) depends on V̄(t) so that in what
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follows we will use the notation θs(V̄(s)). Moreover, in order to satisfy condition (1.12), we
have that δ is positive and small enough. Alternatively, we can set δ = T , at the cost of
assuming the Lipschitz constant in equation (1.58) to satisfies condition (1.12).

We would like to underline that previous choice is just one of the possible collateralization
schemes admitted in our mathematical setting, see, e.g., Remark (1.2.13).

The aforementioned assumptions can be better formalized as follows

Hypothesis 1.3.5.

(C1) the parameters r, f, c , h, λ are all bounded elements of C;

(C2) H : [0, T ]× C × R× R→ R, and there exists positive constants LH > 0 and MH > 0
and p ≥ 1 such that

(i) φ 7→ H(t, φ, y, z) is continuous,

(ii) |H(t, φ, y, z)−H(t, φ, y′, z′| ≤ LH(|y − y′|+ |z − z′|),

(iii) |H (t, φ, 0, 0)| < MH(1 + ‖φ‖pT ) ;

(1.73)

(C3) Φ : C → R is continuous and for all φ ∈ C, there exist MΦ > 0 and p ≥ 1, such that

|Φ(φ)| ≤MΦ(1 + ‖φ‖pT ).

(C4) σ : [0, T ] × C → R is continuous and for any t ∈ [0, T ], φ, φ′ ∈ C, there exists `σ > 0
such that

|σ(t, φ)− σ(t, φ′)| ≤ `σ||φ− φ′||T .

In the light of assumptions 1.3.5, let us consider the following forward–backward collat-
eralization scheme

Su,φ(t) = φ(t) +
∫ t
u
rsds+

∫ t
u
σ(s, Su,φs )dW (s) , s ∈ [u, T ] ,

Su,φ(t) = φ(t) , t ∈ [0, u) ,

V u,φ(t) = Φ(Su,φT ) +
∫ T
t
B
(
s, Su,φs , V u,φ(s), Zu,φ(s), V u,φ(s)

)
ds−

∫ T
t
Zu,φ(s)dW (s) ,

V u,φ(t) = V t,φ(t) , t ∈ [0, u) ,

(1.74)
with,

B : = (fs + λs)V
u,φ(s)− πs − θs(V̄(s))+

+ (rs − hs)H(s, Ss, V (s), Z(s))− αs(fs − cs)V̄(s) .

Remark 1.3.6. It is worth to mention that in the setting represented by (1.74), we are
generalizing the framework considered in [BFP15]. In fact, we have that, besides assuming
the collateralization scheme to be dependent on the past values of V , we are also considering
both the hedging strategy and the terminal payoff to be possibly path–dependent. Moreover,
we do not require any differentiability assumption on Φ. The latter being a crucial point
when dealing with concrete financial derivatives often characterized by terminal payoffs
which are Lipschitz continuous, but fail to be differentiable.
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With respect to the forward–backward system (1.74), we have

Theorem 1.3.7. Let us consider the forward–backward delayed system (1.74) with assump-
tions 1.3.5. Then for every (u, φ) ∈ [0, T ]× C,it holds

V u,φ (t) = u(t, Su,φ) , for all t ∈ [u, T ] ,

where u (t, φ) = V t,φ (t) is a viscosity solution of the following path–dependent PDE:
∂tu(t, φ) +

1

2
σ2(t, φ)∂2

xxu(t, φ) + rt∂xu(t, φ)

= B(t, φ, u(t, φ), ∂xu (t, φ)σ(t, φ), (u(·, φ))t), φ ∈ C, t ∈ [0, T ),

u(T, φ) = Φ
(
φ
)
, φ ∈ C ,

(1.75)

with

B(t, φ, y, z, ŷ) : = (fs + λs)y − πs − θs(ŷ)+

+ (rs − hs)H(s, φ, y, z)− αs(fs − cs)ŷ .

Proof. Because of assumptions 1.3.5, we have that (1.74) satisfies assumptions 1.2.4–1.2.7,
hence, exploiting theorems 1.2.5–1.2.9, we have existence and uniqueness of its solution.
Thus, by using the results stated in the previous sections, we can derive the characterization
of (1.74) given in equation (1.77). In particular, we obtain that Theorem 1.2.17 holds true,
and the claim follows.

We would like to underline that the scheme described by (1.74) still depends on the non
realistic assumption of a risk–free rate r. Then, in order to consider a more concrete case,
namely without the risk-free rate, we will exploit the results stated in [BFP15, Sec. 6].
In particular we will assume the hedging strategy to be a classical delta–hedging strategy,
namely

H(s, Ss, V (s), Z(s)) := St
Z(t)

σ(t, St)
,

so that equation (1.74) can be rewritten as follows

Su,φ(t) = φ(t) +
∫ t
u
hsds+

∫ t
u
σ(s, Su,φs )dW (s) , s ∈ [u, T ] ,

Su,φ(t) = φ(t) , t ∈ [0, u) ,

V u,φ(t) = Φ(Su,φT ) +
∫ T
t
B̃
(
s, Su,φs , V u,φ(s), V u,φ(s)

)
ds−

∫ T
t
Zu,φ(s)dW (s) ,

V u,φ(t) = V t,φ(t) , t ∈ [0, u) ,

(1.76)

with,

B̃ := (fs + λs)V
u,φ(s)− πs − θs(V̄(s))− αs(fs − cs)V̄(s) .

Thus, we are now dealing with a scheme, i.e. the one represented by system (1.76), which is
independent of the risk–free rate r, and where the parameter h mimes the role played by the
risk–free rate r in the classical Black–Scholes equation. For the latter setting, the following
result holds
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Theorem 1.3.8. Let us consider the forward–backward delayed system (1.76), assuming
both assumption 1.3.5 and the existence of positive constants kσ and Kσ such that, for any
(t, φ) ∈ [0, T ]× C, the following holds

kσ < σ(t, φ) < Kσ .

Then for every (u, φ) ∈ [0, T ]× C,

V u,φ (t) = u(t, Su,φ), for all t ∈ [u, T ] ,

where u (t, φ) = V t,φ (t) is a viscosity solution of the following path–dependent PDE:
∂tu(t, φ) +

1

2
σ2(t, φ)∂2

xxu(t, φ) + rt∂xu(t, φ)

= B̃(t, φ, u(t, φ), ∂xu (t, φ)σ(t, φ), (u(·, φ))t), φ ∈ C, t ∈ [0, T ),

u(T, φ) = Φ
(
φ
)
, φ ∈ C ,

(1.77)

with

B̃(t, φ, y, ŷ) : = (fs + λs)y − πs − θs(ŷ)− αs(fs − cs)ŷ .

Proof. The proof is analogous to the one provided for Th. 1.3.7.

1.3.4 Conclusion and further development
Inspired by the increasing attention to financial models which take into account credit risk
factors, we have generalized results provided in [BFP15, BP13] by exploiting techniques
developed to treat backward stochastic differential equations (BSDEs).

In particular, contrary to what happens in [BFP15, BP13], our BSDEs approach allows,
for the coefficients in the pricing PDE, to be possibly path–dependent. Moreover, as major
novelty of our work, we are also able to treat a collateralization scheme that can depend on
the past value of the contract.

We would like to underline that previous approach will be the base of our future works
related to the fundamental topic of allowing for close–out rule with delay. Previous situation
usually happens when one consider the time–gap between the actual default of a party and
the real closure of a contract. In such interval of time it may happen that also the second
party could default. Therefore, when one has to price a contract, such a time delay has to
be taken into account, see, e.g., [BP13], for a detailed treatment of the topic.

With respect to the aforementioned setting, we believe that both BSDEs techniques and
the path–dependent calculus, could turn to be useful tools to treat the problem in concrete
financial frameworks.



2 | Stochastic calculus for functional
delay differential equations with
jumps

Sections 2.1–2.2 are taken from [BCDNR16], Section 2.3 is taken from [CDPO16], financial
applications exposed in Section 2.4 are taken from [CDP15c] whereas the connection with
path–dependent calculus developed in Section 2.5 is mainly taken from the appendix in
[BCDNR16] and from [CDP15b].

Abstract

Stochastic systems with memory naturally appear in life science, economy,
and finance. We take the modelling point of view of stochastic functional delay
equations and we study these structures when the driving noises admit jumps.
Our results concern existence and uniqueness of strong solutions, estimates for
the moments and the fundamental tools of calculus, such as the Itô formula. We
study the robustness of the solution to the change of noises. Specifically, we
consider the noises with infinite activity jumps versus an adequately corrected
Gaussian noise. The study is presented in two different frameworks: we work
with random variables in infinite dimensions, where the values are considered
either in an appropriate Lp-type space or in the space of càdlàg paths. The
choice of the value space is crucial from the modelling point of view as the
different settings allow for the treatment of different models of memory or delay.
Our techniques involve tools of infinite dimensional calculus and the stochastic
calculus via regularisation.

Then we consider a stochastic functional delay differential equation, we lift
the problem in the infinite dimensional space of square integrable Lebesgue func-
tions in order to show that its solution is an L2−valued Markov process whose
uniqueness can be shown under standard assumptions of locally Lipschitzian-
ity and linear growth for the coefficients. Coupling the aforementioned equation
with a standard backward differential equation, and deriving some ad hoc results
concerning the Malliavin derivative for systems with memory, we are able to de-
rive a non–linear Feynman–Kac representation theorem under mild assumptions
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of differentiability.
We also consider a particular type of infinite dimensional PIDE which can be

used to price a rather general class of stochastic volatility models with jumps aris-
ing in finance, deriving results for continuous-type Asian options. Our approach
relies on recent results obtained by Yang Feng, Salah-Eldin A. Mohammed, and
ourselves, for stochastic functional delay differential equations (SFDDEs), and
on a non-linear Feynman-Kac theorem for SFDDEs linked to a forward-backward
system with delay. Under mild assumptions of regularity, which is connected to
an infinite dimensional PIDE whose solution is only required to be Lipschitz, via
the mild notion of gradient first introduced by Marco Fuhrman and Gianmario
Tessitore in 2005, we are able to treat the previously cited financial model by
deriving an appropriate set of infinite dimensional (pricing) PIDE.

Eventually we provide existence and uniqueness result as well as a Feynman-
Kac-type representation theorem for a stochastic coupled Delayed Forward Back-
ward System (DFBS) with values in a suitable space of càdlàg functions, hence
showing that the aforementioned solution can be retrieved studying the related
path-dependent partial integro-differential equation (PPIDE). A link between the
proposed approach and the one obtained by the calculus via regularization is
also shown.

2.1 Stochastic systems with memory and jumps

Delay equations are differential equations whose coefficients depend also on the past his-
tory of the solution. Besides being of mathematical interest on their own, delay equations
naturally arise in many applications, ranging from mathematical biology to mathematical
finance, where often the effect of the memory or delay on the evolution of the system can-
not be neglected, we refer to [CY99, CY07, KSW05b, KSW07b, Kua93, KP07, Moh98] and
references therein for applications in different areas.

When dealing with a delay differential equation (DDE), one cannot in general relay on
standard existence and uniqueness theorems, but ad hoc results have to be proven. In general
this is done by lifting the DDE, from having a solution with values in a finite dimensional
state space, such as Rd, to having values in an infinite dimensional path space, which has
to be carefully chosen according to the specific problem. For the case of deterministic delay
differential equations an extensive literature exists, we refer the reader to the monographs
[DVGLW95, EN00a] for details.

When considering stochastic delay differential equations (SDDE), that is DDE perturbed
by a stochastic noise, one encounters problems that did not appear in the deterministic case
or in classical stochastic differential equations. In particular the SDDE fails to satisfy the
Markov property, hence one cannot rely on the well established setting of Markov processes
for the study of the solution. As in the deterministic case, however, one can apply the
key idea to lift the SDDE to have values in a suitable infinite dimensional path space. In
doing so, one is able to recover the Markov property, nevertheless the main drawback is
that now one is dealing with an infinite dimensional stochastic partial differential equation
(SPDE). Although a well established theory for SPDE’s exists, some fundamental results,
known in the finite dimensional case, fail to hold true in the infinite dimension. In particular
when considering infinite dimensional SPDE’s, the concept of quadratic variation is not a
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straightforward generalisation of the classical notion of quadratic variation. We recall that
this concept is crucial in essential tools of stochastic analysis, such as the Itô formula.
Some concrete results around the concept of quadratic variation in infinite dimensions have
appeared only recently, see [DGR14].

SDDE’s have been first studied in the seminal works [CM78, Moh84] and then extensively
studied in [FMT10, Moh98, YM05], though in a different, but yet related setting. Recently
there has been a renewed interest in SDDE’s motivated by financial applications. In [Dup09]
a path dependent stochastic calculus was first suggested and then widely developed in [CF10,
CF13].

From the stochastic calculus point of view, the technique of regularisation, recently
introduced, proved to be powerful to define the a stochastic integral and to prove a general
Itô formula for stochastic differential equation both in finite and infinite dimensions. The first
results exploiting the stochastic calculus via regularisation are found in [RV95, RV96a], where
a generalisation of the Itô formula was proved. More recently in [DGR12] a new concept of
quadratic variation for Banach space-valued processes was proposed and applied to prove a
suitable Itô formula for infinite dimensional stochastic processes. This triggered a stream
of studies aimed at deriving a suitable Itô’s formula for delay equations and at studying
deterministic problems that can be tackled by a stochastic approach. Particular attention
was given to the Kolmogorov equation. We refer to [CDGR, CRa, CRb, FZ, FMT10].
Eventually in [CRa, FZ] the relationship between the path-wise calculus and the Banach-
space calculus was detailed.

We remark that all the aforementioned results for delay equations are proved in the case
when the driving noise is continuous, such as for a standard Brownian motion. Very few
results exist when the noise allows for random jumps to happen, see, e.g. [Rei02, RvG06].

The aim of the present section is to extend the theory of SFDDE, studied in [Moh84]
for a Brownian driving noise, to include jumps, that is to deal with noises of jump-diffusion
type. Specifically we aim at settling the existence and unicity of solutions, and derive
the fundamental tools of a stochastic calculus for SFDE’s with jumps. We also study the
robustness of the solutions of SFDDEs to changes of the driving noise. This is an important
analysis in view of the future applications. From a finite dimensional point of view this was
studied in e.g. [BDNK11].

We consider an Rd−valued SDE of the form

dX(t) =f(t,X(t), X(t+ ·))dt+ g(t,X(t), X(t+ ·))dW (t)

+

∫
R0

h(t,X(t), X(t+ ·))(z)Ñ(dt, dz) , t ∈ [0, T ],
(2.1)

where W is a standard Brownian motion, Ñ is a compensated Poisson random measure and
f , g and h are some given suitable functional coefficients. With the notation X(t + ·) we
mean that the coefficient may depend also on the past values of the solution on the interval
[t− r, r] for some fixed delay r > 0. It is this dependence on the past values of the evolution
that is identified as memory or, equivalently, delay. The formal introduction of the current
notation will be carried out in the next section. Notice that at this stage equation (2.66) is
a finite dimensional SDE with values in Rd.

We now lift the process (2.66) to have values in a suitable infinite dimensional path
space. The choice of the suitable space is truly a key issue. As illustration, consider the
purely diffusive case and denote the maximum delay appearing in (2.66) by r > 0. Then,
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in [YM05] a product space of the form Mp := Lp([−r, 0];Rd) × Rd, p ∈ [2,∞), was cho-
sen, whereas in [Moh98] the space of continuous functions C := C([−r, 0];Rd) was taken as
reference space. With the former choice one can rely on well-established results and tech-
niques for Lp−spaces. Nevertheless this choice may seem artificial when dealing with a past
path-dependent memory. For this reason the second choice, the space of continuous func-
tions, is often considered the right space where to study delay equations, though it requires
mathematically careful considerations.

The natural extension of SFDDE’s to the jump-diffusion case correspondingly leads to
two possible choices of setting: the product space Mp and the space of càdlàg (right contin-
uous with finite left limit) functions D := D([−r, 0];Rd). We decided to carry out our study
in both settings in order to give a general comprehensive and critical presentation of when
and in what sense it may be more suitable to treat the study in the one or the other setting.
In fact, on the one side, we have the inclusion D ⊂Mp, with the injection being continuous,
so that the Mp−setting appears to be more general, on the other side we see that existence
and uniqueness of the solution of an SFDDE cannot be established in general in the space
Mp. This in fact depends on the choice of type of delay or memory. In fact the drawback
of the Mp approach is that it does not apply to to SFDDE’s with discrete delay, which are
equations of the form

X(t) =

∫ t

0

X(s+ ρ)ds+

∫ t

0

X(s+ ρ)dW (s) , (2.2)

where ρ ∈ [−r, 0) is a fixed parameter. Certainly, the reason is that X(t + ρ) is actually
interpreted as an evaluation of the segment Xt = {X(t+ s), s ∈ [−r, 0]} at the point s = ρ.
Such operation is not well-defined in the Mp-setting. To see this, simply take two elements
(η1, η1(0)), (η2, η2(0)) ∈Mp such that η1(s) = η2(s) for all s ∈ [−r, 0]\{ρ} and η1(ρ) 6= η2(ρ).
Then, clearly (η1, η1(0)) and (η2, η2(0)) belong to the same class in Mp, but the evaluation
at ρ is not uniquely determined. The discrete delay case can be treated in the setting given
by D.

In the sequel, we thus lift equation (2.66) to have values either in Mp, with p ∈ [2,∞),
or in D, exploiting the notion of segment. We then study a SFDDE of the form,

dX(t) = f(t,Xt)dt+ g(t,Xt)dW (t) +

∫
R0

h(t,Xt)(z)Ñ(dt, dz) (2.3)

X0 = η

where we denote Xt the segment of the process X on an interval [t− r, t], that is

Xt := {X(t+ θ) : θ ∈ [−r, 0]} ,

being r ≥ 0 the maximum delay. By X(t) we denote the present value of the process at time
t. Also η is a function on [−r, 0].

In this paper, first we establish existence, uniqueness and moment estimates for the
equation (2.3) where the segment Xt takes values either inMp or in D. Then we look at the
robustness of the model to changes of the noise. In particular, we study what happens if we
replace the small jumps of the infinite activity Poisson random measure N , by a continuous
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Brownian noise B. This is done by comparing a process X with dynamics

dX(t) = f(t,Xt)dt+ g(t,Xt)dW (t) +

∫
R0

h0(t,Xt)λ(z)Ñ(dt, dz) (2.4)

X0 = η,

to the process X(ε) defined by

dX(ε)(t) = f(t,X
(ε)
t )dt+ g(t,X

(ε)
t )dW (t) + h0(t,X

(ε)
t )

∫
|z|<ε

|λ(z)|2ν(dz)dB(t)

+

∫
|z|≥ε

h0(t,X
(ε)
t )λ(z)Ñ(dt, dz) (2.5)

X
(ε)
0 = η .

We remark that the choice of this approximate guarantees the same so-called total volatility,
using a terminology from financial modelling.

Eventually, exploiting the stochastic calculus via regularisation we prove an Itô type
formula for stochastic delay equations with jumps, showing that the results are in fact
coherent with the results obtained in [Moh98, YM05]. We work with forward integrals in
the following sense. In general, given the stochastic processes X = {Xs, s ∈ [0, T ]}, and
Y = {Ys, s ∈ [0, T ]}, taking values in Lp([0, T ],Rd) and its topological dual, respectively, we
define the forward integral of Y against X as∫ t

0
q〈Ys , dXs〉p := lim

ε↓0

∫ t

0

〈
Ys ,

Xs+ε −Xs

ε

〉
p

ds , (2.6)

where the limit holds in probability and we denoted by 〈·, ·〉p the paring between Lp([−r, 0],Rd)
and its dual. Furthermore, if the above limit holds uniformly on probability on compact sets
(ucp), we immediately have that the process(∫ t

0
q〈Ys , dXs〉p

)
t∈[0,T ]

,

admits a càdlàg version and we say that the forward integral exists. When the two processes
have values in the space Mp and Mp∗, we are able to show that the above limit holds in
fact ucp, characterizing thus the forward integral in terms of the derivative of the process
X, which coincides with the operators introduced in [YM05] and in [FZ].

The present work is structured as follows. In Section 2.1.1 we introduce the main notation
used throughout the whole paper. In Section 2.1.2 we study existence and uniqueness results
for equation (2.3) with values in D, whereas in Section 2.1.3 we prove the same results in the
Mp setting. Then, in Section 2.1.4 we prove the robustness of equation (2.3) to the change
of the noise. Eventually in Section 2.2 we prove a suitable Itô-type formula for SFDDE’s
with values in Mp and in D.

2.1.1 Stochastic functional differential equations with jumps

Notation

Let (Ω,F ,F := {Ft}t∈[0,T ], P ) be a complete, filtered probability space satisfying the usual
hypotheses for some finite time horizon T < ∞. Let r ≥ 0 be a non-negative constant
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denoting the maximum delay of the equations considered. We extend the filtration by
letting Fs = F0 for all s ∈ [−r, 0]. This will still be denoted by F.

Let W = (W 1, . . . ,Wm)T be an m-dimensional F-adapted Brownian motion and N =
(N1, . . . , Nn)T be the jump measures associated with n independent F-adapted Lévy pro-
cesses, with Lévy measures ν = (ν1, . . . , νn) respectively. We denote by Ñ , the compensated
Poisson random measure

Ñ(dt, dz) := (N1(dt, dz)− ν1(dz)dt, . . . , Nn(dt, dz)− νn(dz)dt)T .

Consider the equation

dX(t) = f(t,Xt)dt+ g(t,Xt)dW (t) +

∫
R0

h(t,Xt)(z)Ñ(dt, dz)

X0 = η,

(2.7)

where f ,g and h are some given functionals on a space containing the segments Xt, t ∈
[0, T ] of the process X. We will give precise definitions of the segments and the coefficient
functionals below. Equations of the form (2.7) will be referred to as stochastic functional
delay differential equation (SFDDE).

We remark that equation (2.7) is to be interpreted component-wise as a system of SFDDE
of the following form:

dXi(t) = f i(t,Xt)dt+

m∑
j=1

gi,j(t,Xt)dW
j(t) +

n∑
j=1

∫
R0

hi,j(t,Xt, z)Ñ
j(dt, dz),

Xi
0 = ηi , i = 1, . . . , d .

With the component-wise interpretation in mind, it is natural to require that the im-
ages f(t,Xt) and g(t,Xt) of the coefficient functionals f and g are contained in the spaces
L2(Ω,Rd) and L2(Ω,Rd×m) respectively. Similarly, we want the image h(t,Xt) of h to be
contained in a set of matrices with j’th column in L2(Ω, L2(νj ,Rd)). To express the space
of all such matrices in a compact manner, we introduce the following notation. For the
Rn-valued measure ν = (ν1, . . . , νn)T, we will write Lp(ν) = Lp(ν,Rd×n) (p ≥ 2), to denote
the set of measurable functions

H : R0 → Rd×n,

such that

‖H‖pLp(ν) :=

n∑
j=1

‖H ,j‖p
Lp(νj ,Rd)

<∞. (2.8)

Here we have used the notation H ,j to denote the j’th column of H. Notice also that the
Bochner space

Lq(Ω, Lp(ν,Rd×n)) (q ≥ 2)

consists of the measurable functions H : Ω 7→ Lp(ν,Rd×n) such that

‖H‖q
Lp(Ω,Lp(ν,Rd×n))

:= E[‖H‖q
Lp(ν,Rd×n)

] <∞. (2.9)
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For convenience, we will sometimes omit to explicitly specify the spaces Rd, Rd×m and Rd×n,
when it is clear from the context which space to consider and no confusion is possible. In
this paper, when no confusion will occur, the standard Euclidean norm ‖ · ‖Rk×l , will be
denoted by | · | for any k, l ∈ N.

Hereafter we introduce the relevant spaces we work with in the sequel. For 0 ≤ u ≤ T ,
let

Du := D([−r, u],Rd), (2.10)

denote the space of all càdlàg functions from [−r, u] to Rd, equipped with the uniform norm

‖η‖Du := sup
−r≤θ≤u

{|η(θ)|}, η ∈ Du. (2.11)

Set D := D0. For 2 ≤ p <∞, let Lpu := Lp([−r, u],Rd) and

Mp
u := Lpu × Rd

with norm given by
‖(η, v)‖p

Mp
u

:= ‖η‖p
Lpu

+ |v|p, η ∈Mp
u

Set Lp := Lp0 and Mp := Mp
0 .

We recall that the Mp
u-spaces are separable Banach spaces and M2

u is also a Hilbert
space. On the other side Du equipped with the topology given by (2.11) is a non-separable
Banach space. The space Du equipped with the Skorohod topology is separable metric
space. Moreover, there exists also a topology on Du, equivalent to the Skorohod topology,
such that Du is a complete separable metric space. See e.g. [Bil68, Par67].

Observe that if η ∈ D, then

‖(η1[−r,0), η(0))‖pMp = ‖η1[−r,0)‖pLp + |η(0)|p ≤ (r + 1)‖η‖pD. (2.12)

By (2.12), and since the elements in Mp have at most one càdlàg representative, the linear
functional

η 7→ (η1[−r,0), η(0))

is a linear continuous embedding of D into Mp. Note that we will write ‖η‖Mp in place of
‖(η1[−r,0), η(0))‖Mp .

We now introduce the notion of segment that will play an important role in this paper.

Definition 2.1.1. For any stochastic process Y : [−r, T ]×Ω→ Rd, and each t ∈ [0, T ], we
define the segments

Yt : [−r, 0]× Ω→ Rd, by Yt(θ, ω) := Y (t+ θ, ω), θ ∈ [−r, 0], ω ∈ Ω.

In view of the arguments above, for each t, the segment can also be regarded as a function

Ω 3 ω 7→ Yt(·, ω) ∈ D

or
Ω 3 ω 7→ (Yt(·, ω)1[−r,0), Y (t)) ∈Mp

provided the necessary conditions of càdlàg paths or integrability.
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We recall the following definitions. Let G ⊆ F be a σ-algebra on Ω, containing all the P -null
sets. Let D be equipped with the σ-algebra D generated by the Skorohod topology.

Definition 2.1.2. We say that a function η : Ω→ D is a (G-measurable) D-valued random
variable if it is G-measurable with respect to the σ-algebra D, or equivalently, if the Rd-
valued function ω 7→ η(θ, ω) is G-measurable for each θ ∈ [−r, 0].

Recall that D ( B(D), where B(D) is the Borel σ-algebra generated by the topology given
by the norm (2.11).

Definition 2.1.3. We say that a function (η, v) : Ω → Mp is a (G-measurable) Mp-valued
random variable if it is measurable with respect to the σ-algebras G and B(Mp), or equiva-
lently if the function

ω 7→
∫ 0

−r
η(θ, ω)φ(θ)dθ + v(ω) · u

is G-measurable for every (φ, u) ∈Mp∗ = M
p
p−1 .

Notice also that if η is a G-measurable D-valued-random variable, then it is G-measurable
as an Mp-valued random variable. Corresponding definitions apply in the cases of the Du

or Mp
u spaces above.

We are now ready to introduce the spaces of measurable D-valued andMp-valued random
variables.

Recall that Du is equipped with the σ-algebra Du generated by the Skorohod topology
on Du. Let η be a Du-valued random variable. For p ≥ 2, define

‖η‖pSp(Ω;Du) := E

[
sup

θ∈[−r,u]

|η(θ)|p
]

= E[‖η(θ)‖pD],

and the equivalence relation η1 ∼ η2 ⇔ ‖η1 − η2‖Sp(Ω;Du) = 0. Let

Sp(Ω,G;Du)

denote the space of equivalence classes of D-valued random variables ω 7→ η(ω, ·) such that
‖η‖pSp(Ω;Du) <∞.

For p ≥ 2, let
Lp(Ω,G;Mp

u),

denote the Bochner spaces Lp(Ω,Mp
u) consisting of the Mp

u-valued random variables (η, v)
such that the norm given by

‖(η, v)‖p
Lp(Ω;Mp

u)
:= E[‖(η, v)‖p

Mp
u
]

is finite. We recall that both Sp(Ω;Du) and Lp(Ω;Mp
u) are Banach spaces. Observe that if

η ∈ Sp(Ω,G;D), then

‖(η, η(0))‖pLp(Ω;Mp) ≤ (r + 1)‖η‖pSp(Ω;D) (2.13)

thus, it also holds that
Sp(Ω,G;D) ⊂ Lp(Ω,G;Mp),
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and the embedding is continuous. With the appropriate boundedness and integrability
conditions on a càdlàg adapted process Y , then for each t, the segment Yt can be regarded
as an element in the spaces Sp(Ω,Ft;D) or Lp(Ω,Ft;Mp).

In line with the definitions given above, we also use the following notation for any u ∈
[0, T ] and 2 ≤ p <∞. Let

Spad(Ω,Fu;Du) ⊆ Sp(Ω,Fu;Du)

denote the subspace of elements in Sp(Ω,Fu;Du) admitting a F-adapted representative. We
remark that if Z ∈ Sp(Ω,FT ;DT ), then we have that

‖Z‖Sp(Ω;D) ≤ ‖Z‖Sp(Ω;Dt) ≤ ‖Z‖Sp(Ω;DT ). (2.14)

Also, consider the Banach space
Lp(Ω;Lpu)

with the usual norm given by:

‖Y ‖p
Lp(Ω;Lpu)

:= E
[
‖Y ‖p

Lpu

]
<∞ .

Then
Lpad(Ω;Lpu) ⊆ Lp(Ω;Lpu)

denotes the subspace of elements admitting F-adapted representative.
Suppose now that Y ∈ Lpad(Ω;LpT ). Since Y (t) is well-defined for a.e. t ∈ [−r, T ], it

makes sense to consider the segments Yt as elements in Lp(Ω,Ft;Lpt ) for a.e. t. Then,∫ u

−r
‖(Yt, Y (t))‖pLp(Ω;Mp)dt ≤

∫ u

−r

(
‖Yt‖pLp(Ω;Lpt )

+ ‖Y (t)‖p
Lp(Ω;Rd)

)
dt

≤ 2(r + u)‖Yt‖pLp(Ω;Lpu)
.

(2.15)

Even though we can not consider Spad(Ω;Dt) as a subspace of Lpad(Ω;Lpt ), since the
function

Spad(Ω;Dt) 3 η 7→ η ∈ Lpad(Ω;Lpt )

is not injective, this function is continuous, and

‖Yt‖pLp(Ω;Lpt )
≤ (t+ r)‖Yt‖pSp(Ω;Dt). (2.16)

Remark 2.1.4. In the continuous setting (see e.g. [Moh98]), the segments of an SFFDE
are often considered as elements of the Bochner space L2(Ω; C), where C denotes the set of
continuous functions from [−r, 0] to Rd. We remark that the càdlàg counterpart, namely the
Bochner space Lp(Ω,G;D) of D-valued functions turns out to be too restrictive to contain
a sufficiently large class of càdlàg segments. This can bee seen from the following lemma:

Lemma 2.1.5. Suppose that X is a càdlàg Lévy-Itô process with X ∈ Lp(Ω,G;D[a, b]).
Then X is continuous with probability 1.
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To see why this holds, we first recall that by an equivalent definition of Bochner spaces
(see [DS88] for more on these spaces), Lp(Ω,G;D) consists of equivalence classes of the
(G,B(D))-measurable functions X : Ω → D such that the image X(Ω0) is separable for
some subset Ω0 ⊂ Ω with P (Ω0) = 1, and E[‖X‖pD([a,b])] < ∞ holds1. By [JK15, lemma
9.12], we know that X(Ω0) is separable if and only if there exist a countable set T0 ∈ [a, b],
such that ∆X(t, ω) = 0 whenever t /∈ T0, ω ∈ Ω0. In other words, except for a negligible set
of sample paths of X, all the jumps of X occur at a countable number of times.

Proof of Lemma 2.1.5. Since X ∈ Lp(Ω,G;D([a, b])), we can choose Ω0,T0 be as above.
Now since X is a càdlàg Lévy-Itô process, it also holds that P (ω : ∆X(t, ω) 6= 0) = 0 for
every t, and hence

N :=
⋃
t∈T0

{ω ∈ Ω0 : ∆X(t, ω) 6= 0}

is a null set. But then if ω ∈ Ω0 \ N , it holds that ∆X(t, ω) = 0 for every t, that is X is
continuous on Ω0 \ N and P (Ω0 \ N ) = 1.

Examples

To illustrate some possible ways to model memory or delay in a stochastic differential equa-
tion, we include some examples of delay terms appearing in applications.

Distributed delay : the functional

St 7−→
∫ 0

−r
S(t+ θ)α(d θ) . (2.17)

where α is a finite Borel measure on [−r, 0], is an example of a distributed delay-
functional. This is a general type of delay in the sense that examples below, can be
regarded as particular cases of this one.

A general financial framework in this setting has been studied in [CY99, CY07] where
the authors considered a price evolution for the stock of the form

dS(t) = M(St)dt+N(St)dW (t) =

∫ 0

−r
S(t+ s)αM (ds)dt+

∫ 0

−r
S(t+ s)αN (ds)dW (t) ,

αM and αN being suitable functions of bounded variation.See also [Moh98, Sec. V],
where α is taken as a probability measure.

Absolutely continuous distributed delay: in the particular case α << L, where we
have denoted by L the Lebesgue measure, we have that the measure α admits a density
κ := dα

dL . Therefore the functional (2.17) reads as

St 7−→
∫ 0

−r
S(t+ θ)κ(θ)d θ, .

1in fact this definition is valid for D([a, b]) replaced by any Banach space V
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A more advanced example has been provided in [KSW07b] where a functional of the
form

(t, St) 7−→
∫ 0

−r
`(t, S(t+ θ))h(θ)dθ,

for some functional `, has been treated.

Discrete delay : if we let α = δτ , in equation (2.17), where δτ is the Dirac measure
concentrated at τ ∈ [−r, 0], then we have a discrete delay functional, namely

St 7−→
∫ 0

−r
S(t+ θ)δτ (dθ) = S(t− τ) . (2.18)

A discrete delay model using functionals on the form (2.18), is widely used in concrete
applications, spanning from mathematical biology, as in the case of the delayed Lotka-
Volterra model, see, e.g. [DVGLW95, Kua93, Moh98], to mathematical finance, as it
happens for the delayed Black-Scholes model, see, e.g. [AHMP07, KSW05b], or for
commodities markets, see, e.g., [KP07]. In particular, in [AHMP07], the authors give
an explicit form for the price a European call option written on an underlying evolving
as

dS(t) = µS(t− a)dt+ σ(S(t− b))dW (t) ,

for µ ∈ R and a suitable function σ.

A particular case of the discrete delay example is the no delay case, i.e. τ = δ0. A
multiple delay case, can be defined by letting α =

∑N
i=1 δτi , τi ∈ [−r, 0], i = 1, 2, . . . , N .

Brownian delay: our setting allows also to consider delays with respect to a Brownian
motion, namely

St 7−→
∫ t

t−r
S(θ)dW (θ) .

Hence this permits to take noisy memory models into account. These cases are arising
e.g. in the modelling of stochastic volatility see, e.g. [KSW05b, Swi13] and when
dealing with stochastic control problems, see e.g. [DMØR].

Lévy delay: similarly to the Brownian delay, we can also consider a delay with respect to
a square integrable Lévy process of the form

St 7−→
∫ t

t−r
S(θ)dL(θ) .

Such type of delay has been employed in [Swi13] in order to consider some stochastic
volatility models related to energy markets.

Mean field delay : we can consider a delay of the form

St 7−→ E
[∫ 0

−r
S(t+ θ)α(dθ)

]
,

where α is as in distributed delay example, see e.g. [AR].
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2.1.2 D framework
Fix p ∈ [2,∞). Consider again the equation

dX(t) = f(t,Xt)dt+ g(t,Xt)dW (t) +

∫
R0

h(t,Xt)(z)Ñ(dt, dz) (2.19)

X0 = η,

In this section, we require that f(t, ·), g(t, ·), h(t, ·) are defined on Sp(Ω,Ft;D) for each
fixed t. Therefore, we introduce the space

SF
p := {(t, ψ) ∈ [0, T ]× Sp(Ω,F ;D) such that ψ ∈ Sp(Ω,Ft;D)}, (2.20)

as the domain of the coefficient functionals f, g, h in the SFDDE (2.19). In particular, we
will require that:

f : SF
p → Lp(Ω,Rd)

g : SF
p → Lp(Ω,Rd×m),

h : SF
p → Lp(Ω, L2(ν,Rd×n)).

Moreover,
η ∈ Sp(Ω,F0;D)

To ensure that the integrals are well-defined, the following assumptions are imposed on the
coefficient functionals f, g and h.

Hypothesis 2.1.6 (P). Whenever Y ∈ Spad(Ω;DT ), the process

[0, T ]× Ω× R0 3 (t, ω, z) 7→ h(t, Yt)(ω)(z) ∈ Rd×n (2.21)

has a predictable version, and

[0, T ]× Ω 3 (t, ω) 7→ f(t, Yt)(ω) ∈ Rd,
[0, T ]× Ω 3 (t, ω) 7→ g(t, Yt)(ω) ∈ Rd

have progressively measurable versions.

Predictable and progressive should be interpreted in the standard sense for Rk-valued
processes (see e.g. [App09]). We emphasise that the integrals in (2.19) should be interpreted
with respect to the predictable and progressive versions of the respective integrands. For a
range of SFDE’s likely to be encountered in applications, the assumption P is fairly easy to
verify.

Example 2.1.1. Most of the examples presented in Section 2.1.1 satisfy Assumption P.
For instance, the functional displayed in the distributed delay example above, which is more
general than the absolutely continuous a and discrete delay, is predictable whenever the point
zero is not an atom of the measure α, i.e. the discrete delay in (2.18) is not allowed when
τ = 0. The mean-field delay is deterministic and hence predictable. The Brownian delay
can also be considered, since the process t 7→

∫ t
t−r S(θ)dW (θ) is a continuous martingale, in

particular it admits a version with left-limits.
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Definition 2.1.7. Suppose that the assumption P holds.We say that X ∈ Spad(Ω;DT ) is a
strong solution to the equation (2.19) if for each t ∈ [0, T ]

X(t) = η(0) +

∫ t

0

f(s,Xs)ds+

∫ t

0

g(s,Xs)dW (s) +

∫ t

0

∫
R0

h(s,Xs)(z)Ñ(ds, dz) (2.22)

X0 = η.

If the solution is unique, we will write ηX to denote the solution of (2.22) with initial datum
ηX0 = η.

To prove existence and uniqueness of the solution of the SFDDE, we rely on the following
result.

Lemma 2.1.8 (Kunita’s inequality). Let q ≥ 2. Suppose that F,G and H are predictable
processes taking values in Rd, Rd×m and Rd×n respectively. If

Y (t) = Y0 +

∫ t

0

F (s)ds+

∫ t

0

G(s)dW (s) +

∫ t

0

∫
R0

H(s, z)Ñ(ds, dz), t ∈ [0, T ],

then there exists a constant C = C(q, d,m, n, T ), independent of the processes F,G and H
and the initial value Y0, such that whenever t ≤ T the following inequality holds

E[ sup
0≤u≤t

|Y (t)|q] ≤ C
{
‖Y0‖qLq(Ω,Rd)

+

∫ t

0

(
‖F (s)‖q

Lq(Ω,Rd)
+ ‖G(s)‖q

Lq(Ω,Rd×m)

+ ‖H(s)‖qLq(Ω,Lq(ν)) + ‖H(s)‖qLq(Ω,L2(ν))

)
ds
} (2.23)

For n = 1 (and arbitrary m and d), this is a rewritten version of Corollary 2.12 in
[Kun04]. We have justified the extension to general n in Appendix 2.1.4.

Existence, uniqueness and moment estimates

Before giving sufficient conditions for existence and uniqueness of solutions to the equation
(2.19), we will establish a set of hypotheses.
Hypothesis 2.1.9. (D1) There exists L > 0, such that whenever t ∈ [0, T ] and η1, η2 ∈

Sp(Ω,Ft;D), then

‖f(t, η1)− f(t, η2)‖p
Lp(Ω;Rd)

+ ‖g(t, η1)− g(t, η2)‖p
Lp(Ω;Rd×n)

+ ‖h(t, η1)− h(t, η2)‖pLp(Ω,Lp(ν)) + ‖h(t, η1)− h(t, η2)‖pLp(Ω,L2(ν))

≤ L‖η1 − η2‖pSp(Ω;D).

(D2) There exists K > 0, such that whenever t ∈ [0, T ] and η ∈ Sp(Ω,Ft;D), then

‖f(t, η)‖p
Lp(Ω;Rd)

+ ‖g(t, η)‖p
Lp(Ω;Rd×n)

+ ‖h(t, η)‖pLp(Ω,Lp(ν)) + ‖h(t, η)‖pLp(Ω,L2(ν))

≤ K(1 + ‖η‖pSp(Ω;D)).

(2.24)

Remark 2.1.10. As usual, D2 is implied by D1, if we assume that whenever η = 0, the
left-hand-side of inequality (2.24) is bounded by some K ′, uniformly in t ∈ [0, T ].
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Theorem 2.1.11 (Existence and Uniqueness I). Consider equation (2.19) with P
satisfied.

(i) Suppose that assumption D1 holds. If X, Y ∈ Spad(Ω;DT ) are strong solutions to (2.7),
then X = Y .

(ii) Suppose that assumptions D1 and D2 hold. Then there exists a strong solution X ∈
Spad(Ω;DT ) to the equation (2.7). Moreover, there exists D = D(K, p, T, d,m, n) > 0,
such that

‖X‖p
Spad(Ω;DT )

≤ eDt(Dt+ ‖η‖pSp(Ω;D)) (2.25)

whenever t ≤ T .

Proof. We will use a standard Picard iteration argument to show that a solution exists.
First, we define, for each k ≥ 0, a sequence of processes in Spad(Ω;DT ) inductively by

X1(t) = η(0), t ∈ [0, T ],

X1
0 = η

Xk+1(t) = η(0) +

∫ t

0

f(s,Xk
s )ds+

∫ t

0

g(s,Xk
s )dB(s)

+

∫ t

0

h(s,Xk
s )(z)Ñ(ds, dz),

t ∈ [0, T ]

Xk+1
t = η.

We immediately have that X1 ∈ Spad(Ω;DT ). Also if we assume that Xk ∈ Spad(Ω;DT ),
then by assumption f(Xk), g(Xk), and h(Xk) admit progressive and predictable versions
respectively. Thus by assumption (D2) it follows that∫ T

0

(
‖f(t,Xk

t )‖p
Lp(Ω;Rd)

+ ‖g(t,Xk
t )‖p

Lp(Ω;Rd×n)

+ ‖h(t,Xk
t )‖pLp(Ω,Lp(ν)) + ‖h(t,Xt)‖pLp(Ω,L2(ν))

)
dt

≤
∫ T

0

K(1 + ‖Xk
t ‖

p
Sp(Ω;D))dt ≤ KT (1 + ‖Xk‖p

Spad(Ω;DT )
) <∞.

(2.26)

In particular, the integrands of Xk+1 are Itô integrable, so that Xk+1 is càdlàg and adapted,
and finally by Kunita’s inequality, we have that Xk+1 ∈ Spad(Ω;DT ).

We now claim that for each k ∈ N the following estimate holds for every t ∈ [0, T ],

‖Xk+1 −Xk‖p
S
p
ad

(Ω;Dt)
≤ (LCt)k−1

(k − 1)!
‖X2 −X1‖p

S
p
ad

(Ω;DT )
. (2.27)

This trivially holds when k = 1. Now suppose that (2.27) holds for each t ∈ [0, T ]. Using the
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definition of Xk+2, Xk+1, Kunita’s inequality (2.23), and assumption (D2), we find that

‖Xk+2 −Xk+1‖p
S
p
ad

(Ω;Dt)
≤ C

∫ t

0

(
‖f(s,Xk+1

s )− f(s,Xk
s )‖p

Lp(Ω;Rd)
+ ‖g(s,Xk+1

s )− g(s,Xk
s )‖p

Lp(Ω;Rd×n)

+ ‖h(s,Xk+1
s )− h(s,Xk

s )‖pLp(Ω,Lp(ν)) + ‖h(s,Xk+1
s )− h(s,Xk

s )‖p
Lp(Ω,L2(ν))

)
ds

≤ LC
∫ t

0

‖Xk+1
s −Xk

s ‖pSp(Ω;D)ds ≤ LC
∫ t

0

‖Xk+1 −Xk‖pSp(Ω;Ds)ds

≤ LC
∫ t

0

(LCs)k−1

(k − 1)!
‖X2 −X1‖p

S
p
ad

(Ω;DT )
ds =

(LCt)k

k!
‖X2 −X1‖p

S
p
ad

(Ω;DT )
.

Now, by induction, (2.27) holds for each k ∈ N. In particular

‖Xk −Xi‖p
S
p
ad

(Ω;Dt)
≤ ‖X2 −X1‖p

S
p
ad

(Ω;DT )

∞∑
j=min{k,i}

(LTC)j−1

(j − 1)!
→ 0 , as k, i→∞ ,

so that {Xk}k≥0 is a Cauchy sequence in Spad(Ω;DT ). Since Spad(Ω;DT ) is complete, we
have that {Xk}k≥0 converges to some X in Spad(Ω;DT ). Clearly X0 = η P -a.s.

We will now show that the limit X satisfies (2.22) by showing that

d := E
[

sup
0≤t≤T

∣∣∣X(t)−
{
η(0) +

∫ t

0

f(s,Xs)ds+

∫ t

0

g(s,Xs)dW (s)

+

∫ t

0

∫
R0

h(s,Xs)(z)Ñ(ds, dz)
}∣∣∣p]1/p = 0 (2.28)

For arbitrary k, we subtract Xk+1 and add its integral representation inside the supremum
in (2.28). Then by the triangle inequality, Kunita’s inequality, and finally the Lipschitz
condition (D1) we find that

d ≤ ‖X −Xk+1‖Sp
ad

(Ω;DT ) +
{
C

∫ T

0

(
‖f(t,Xk

t )− f(t,Xt)‖pLp(Ω;Rd)

+ ‖g(t,Xt)− g(t,Xk
t )‖p

Lp(Ω;Rd×n)
+ ‖h(t,Xt)− h(t,Xk

t )‖pLp(Ω,Lp(ν))

+ ‖h(t,Xt)− h(t,Xk
t )‖p

Lp(Ω,L2(ν))

)
dt
}1/p

≤ ‖X −Xk+1‖Sp
ad

(Ω;DT ) +
{
CL

∫ T

0

‖Xt −Xk
t ‖pSp(Ω;D)dt

}1/p

≤ ‖X −Xk+1‖Sp
ad

(Ω;DT ) + (CLT )1/p‖X −Xk‖Sp
ad

(Ω;DT ) → 0.

Since for any ε > 0 we have that 0 ≤ d < ε, it follows that d = 0, and hence a solution
exists.

Suppose now that X and Y are solutions of (2.19). We will show that X = Y . Exploiting
the integral representation ofX and Y , Kunita’s inequality and the Lipschitz condition (D1),
we have that, for all t ∈ [0, T ],

‖X − Y ‖p
S
p
ad

(Ω;Dt)
≤C

∫ t

0

(
‖f(s,Xs)− f(s, Ys)‖pLp(Ω;Rd)

+ ‖g(s,Xs)− g(s, Ys)‖pLp(Ω;Rd×n)

+ ‖h(s,Xs)− h(s, Ys)‖pLp(Ω,Lp(ν)) + ‖h(s,Xs)− h(s, Ys)‖pLp(Ω,L2(ν))

)
ds

≤CL
∫ t

0

‖Xs − Ys‖pSp(Ω;D)ds ≤ CL
∫ t

0

‖X − Y ‖pSp(Ω;Ds)ds.
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and thus we have ‖X − Y ‖p
Spad(Ω;Dt) = 0 for every t ∈ [0, T ] from Grönwall’s inequality.

Similarly, if X is a solution to (2.19), from the integral representations, Kunita’s inequal-
ity and the linear growth condition (D2) we have that

‖X‖p
S
p
ad

(Ω;Dt)
≤C
{
‖η‖pSp(Ω;D) +

∫ t

0

(
‖f(s,Xs)‖pLp(Ω;Rd)

+ ‖g(s,Xs)‖pLp(Ω;Rd×n)
+ ‖h(s,Xs)‖pLp(Ω,Lp(ν)) + ‖h(s,Xs)‖pLp(Ω,L2(ν))

)
ds
}

≤ C
(
‖η‖pSp(Ω;D) +K

( ∫ t

0

1 + ‖Xs‖pSp(Ω;D)ds
))
≤ C‖η‖pSp(Ω;D) + CKt+ CK

∫ t

0

‖X‖pSp(Ω;Ds)ds ,

so applying Grönwall’s inequality we obtain

‖X‖p
S
p
ad

(Ω;Dt)
≤
(
C‖η‖pSp(Ω;D) + CKt

)
eCKt,

for all t ∈ [0, T ].
Remark 2.1.12 (Path dependent SDEs). Suppose that for each t ∈ [0, T ] and every
η ∈ Spad(Ω,F0;D) it holds that,

f(t, η)(ω) = F (t, η(ω))

g(t, η)(ω) = G(t, η(ω))

h(t, η, ω, ζ) = H(t, η(ω), ζ),

P -a.s for some deterministic functionals

F :[0, T ]×D → Rd,
G :[0, T ]×D → Rd×m,
H :[0, T ]×D → L2(ν) ∩ Lp(ν).

then the assumptions (D1) and (D2) hold whenever F,G are Lipschitz continuous in the
second variable, uniformly with respect to the first, and H is Lipschitz continuous in the
second variable, uniformly with respect to the first, using both norms ‖·‖L2(ν) and ‖·‖Lp(ν).

2.1.3 Mp framework
Now, consider equation

dX(t) = f(t,Xt, X(t))dt+ g(t,Xt, X(t))dW (t) +

∫
R0

h(t,Xt, X(t))(z)Ñ(dt, dz)

(X0, X(0)) = (η, x).

(2.29)

Here (2.29) we have used the notation f(·, Xt, X(t)) to emphasize the structure of the
product space of Mp. Now for each t ∈ [0, T ] we will require that (Xt, X(t)) belongs to
the space Lp(Ω,Ft;Mp) for some p ∈ [2,∞), that will be fixed throughout the section.
Therefore, we introduce

LF
p := {(t, (ψ, v)) ∈ [0, T ]× Lp(Ω,F ;Mp) such that (ψ, v) ∈ Lp(Ω,Ft;Mp)}, (2.30)
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In particular, we will require that:

f : LF
p → Lp(Ω,Rd))

g : LF
p → Lp(Ω,Rd×m),

h : LF
p → Lp(Ω, L2(ν,Rd×n)).

Moreover,
(η, x) ∈ Lp(Ω,F0;Mp).

To ensure that the integrals are well-defined, the following assumptions are imposed on
the coefficient functionals f, g and h.

Hypothesis 2.1.13 (Q). For Y ∈ Lpad(Ω;LpT ), the process

[0, T ]× Ω× R0 3, (t, ω, z) 7→ h(t, Yt, Y (t))(ω)(z) ∈ Rd×n

has a predictable version, and

[0, T ]× Ω,3 (t, ω) 7→ f(t, Yt, Y (t))(ω) ∈ Rd,
[0, T ]× Ω,3 (t, ω) 7→ g(t, Yt, Y (t))(ω) ∈ Rd×m

have progressively measurable versions.

Definition 2.1.14. We say that X ∈ Lpad(Ω;LpT ) is a strong solution to (2.29) if for each
t ∈ [0, T ]

X(t) = x+

∫ t

0

f(s,Xs, X(s))ds+

∫ t

0

g(s,Xs, X(s))dW (s) +

∫ t

0

∫
R0

h(s,Xs, X(s))(z)Ñ(ds, dz)

(X0, X(0)) = (η, x).

(2.31)

If the solution is unique, we will sometimes write η,xX to denote the solution of (2.31) with
initial data (X0, X(0)) = (η, x).

Proposition 2.1.15. Let Y : [0, T ]×Ω→ Rd be a stochastic process with a.s. càdlàg sample
paths. Then the associated Mp-valued segment process

[0, T ]× Ω 3 (t, ω) 7→ (Yt(ω), Y (t, ω)) ∈Mp (2.32)

is a.s. càdlàg.

Observe that the property that the segment process is càdlàg whenever Y is càdlàg, depends
on the topology of the infinite dimensional space Mp. In general, such property does not
hold if we replace Mp with D.

Proof of Proposition 2.1.15. It suffices to show that if Y (ω) : [−r, T ]→ Rd is a càdlàg path,
then the function

[0, T ] 3 t 7→ (Yt(ω), Y (t, ω)) ∈Mp (2.33)
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is also càdlàg. The function (2.33) is right continuous. In fact, for every sequence rk, k ∈ N
with rk > 0 and rk → 0 as k →∞, we have that

lim
k→∞

‖Yt+rk(ω)− Yt(ω), Y (t+ rk, ω)− Y (t, ω))‖pMp

= lim
k→∞

∫ 0

−r
|Y (t+ rk + β, ω)− Y (t+ β, ω)|pdβ + lim

k→∞
|Y (t+ rk, ω)− Y (t, ω)|p = 0.

by the dominated convergence theorem. Now given t ∈ [0, T ], we define (Y −t (ω), Y −(t, ω)) ∈
Mp by

Y −t (θ, ω) =

{
Yt(θ, ω), θ ∈ [−r, 0)

limu→0− Yt(u, ω), θ = 0.

Consider rk as above, we can use the dominated convergence theorem to observe that

lim
k→∞

‖(Yt−rk(ω)− Y −t (ω), Y (t− rk, ω)− Y −(t, ω))‖pMp

= lim
k→∞

∫ 0

−r
|Y (t− rk + β, ω)− Y −(t+ β, ω)|pdβ + lim

k→∞
|Y (t− rk, ω)− Y −(t, ω)|p = 0,

and hence the function (2.33) has left limits.

Existence and uniqueness

The Lp(Ω;Mp)-analogue of the hypotheses (D1) and (D2), are defined below.

Hypothesis 2.1.16. (L1) There exists L > 0, such that whenever t ∈ [0, T ] and (η1, x1), (η2, x2) ∈ Lp(Ω,Ft;Mp),
then

‖f(t, η1, x1)− f(t, η2, x2)‖p
Lp(Ω;Rd)

+ ‖g(t, η1, x1)− g(t, η2, x2)‖p
Lp(Ω;Rd×n)

+ ‖h(t, η1, x1)− h(t, η2, x2)‖pLp(Ω,Lp(ν)) + ‖h(t, η1, x1)− h(t, η2, x2)‖pLp(Ω;L2(ν))

≤ L‖(η1, x1)− (η2, x2)‖pLp(Ω;Mp).

(L2) There exists K > 0, such that whenever t ∈ [0, T ] and (η, v) ∈ Lp(Ω,Ft;Mp), then

‖f(t, η, x)‖p
Lp(Ω;Rd)

+ ‖g(t, η, x)‖p
Lp(Ω;Rd×n)

+ ‖h(t, η, x)‖pLp(Ω,Lp(ν)) + ‖h(t, η, x)‖pLp(Ω,L2(ν))

≤ K(1 + ‖(η, x)‖pLp(Ω;Mp)).

Theorem 2.1.17 (Existence and Uniqueness II). Consider (2.29) with Q satisfied.

(i) Let (η, x) ∈ Lp(Ω,F0;Mp) such that η is càdlàg P -a.s. and X ∈ Lpad(Ω;LpT ) be a strong
solution to equation (2.29). Then the segment process

Ω× [0, T ] 3 (t, ω) 7→ (Xt(ω), X(t, ω)) ∈Mp (2.34)

has a càdlàg modification.
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(ii) Suppose that assumption (L1) holds. If X,Y ∈ Lpad(Ω;LpT ) are strong solutions to
(2.29), then X = Y .

(iii) Suppose that assumptions (L1) and (L2) hold. Then there exists a strong solution X
to equation (2.29). Moreover, there exists D = D(K, p, T, d,m, n) > 0, such that

‖X‖p
Lpad(Ω;Lpt )

≤ eDt(Dt+ ‖(η, x)‖pLp(Ω;Mp)), (2.35)

whenever t ≤ T .

Proof. (i) Recall that since X is a strong solution of (2.29), it is a semimartingale on [0, T ]
and hence it admits a modification which is càdlàg on [0, T ]. Since X0 = η is càdlàg, X is
càdlàg, on [−r, T ]. By Proposition 2.1.15 (i) holds.

(ii,iii) The proof is based on the same argument as for the proof of Theorem 2.1.11. For
the sake of brevity we do not write out the details. However, we remark that if one replaces
the norms ‖ · ‖Sp(Ω;D) and ‖ · ‖Spad(Ω;Dt), with the norms ‖ · ‖Lp(Ω;Mp) and ‖ · ‖Lpad(Ω;Lpt ))

respectively, then all the inequalities hold true, except for the choice of constants. As an
example, we provide the following Mp analogue of (2.26), namely∫ T

0

(
‖f(t,Xk

t , X
k(t))‖p

Lp(Ω;Rd)
+ ‖g(t,Xk

t , X
k(t))‖p

Lp(Ω;Rd×n)

+ ‖h(t,Xk
t , X

k(t))‖pLp(Ω,Lp(ν)) + ‖h(t,Xk
t , X

k(t))‖pLp(Ω,L2(ν))

)
dt

≤
∫ T

0

K(1 + ‖(Xk
t , X

k(t))‖pLp(Ω;Mp))dt ≤ KT (1 + (T +R)‖Xk‖p
Lpad(Ω;Lpt )

) <∞.

(2.36)

This follows immediately by the assumption L2 and inequality (2.15)

Let us stress that when the initial value is càdlàg, then the setting of Section (2.1.2) is
more general than the one in this section. In fact, the assumptions (L1) and (L2) imply
assumptions (D1) and (D2), respectively.

2.1.4 Robustness SFDDEs

In the present section we study robustness of SFDDE to changes of the noise. In particular,
we want to approximate the solution of an SFDDE X, with an approximate processes Xε,
where Xε are defined by substituting the integrals with respect to the small jumps with
integrals with respect to scaled Brownian motions. We follow rather closely, the presentation
in [BDNK11] for ordinary SDE’s and remark that a related problem is also considered in
[KT11]. In this paper we also include a new ingredient, by giving sufficient conditions which
ensure that the approximations Xε converge to X in the p’th mean.

The main motivation for studying such robustness problem is that it is difficult to perform
simulations of distributions corresponding to a Lévy process. Indeed, simulation of such
distributions are often performed by neglecting the jumps below a certain size ε. However,
when needed to preserve the variation of the infinite activity Lévy process, a scaled Brownian
motion is typically replacing the small jumps. Under some additional assumptions, it is
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known that given a square integrable (1-dimensional) Lévy process with Lévy measure µ
and compensated Poisson random measure M̃ , the expression∫

|z|<ε
z2µ(dz)−1/2

∫ t

0

∫
|z|<ε

zM̃(dz, ds),

converges in distribution to a standard Brownian motion W , as ε tends to 0. We refer to
[AR01, CR07] for more details on this topic. We remark that the robustness problem in this
paper, does not rely on the above mentioned additional assumptions.

The model

Fix p ∈ [2,∞). We want to consider the following dynamical systems with memory and
jumps in the setting of Section 2.1.2:

X(t) = η(0) +

∫ t

0

f(s,Xs)ds+

∫ t

0

g(s,Xs)dB(s) +

∫ t

0

∫
R0

h0(s,Xs)λ(z)Ñ(ds, dz), t ∈ [0, T ]

X0 = η ∈ Sp(Ω,D) . (2.37)

Here,

h0 : SF
p → Lp(Ω,Rd×k),

and

λ ∈ L2(ν,Rk×n) ∩ Lp(ν,Rk×n)

for some k ∈ N. Observe that

h := h0λ : SF
p → Lp(Ω, L2(ν,Rd×n)).

Example 2.1.2. Suppose that n = k = d and that h0(t, η) and λ are diagonal matrices. In
particular that,

h0(t, η)λ(z)

is a diagonal matrix with entries hi,i0 (t, η)λi,i(z) for i = 1, . . . , n. Then the component-wise
form of the jump integral in the SFDDE (2.37) is given by∫ t

0

∫
R0

hi,i0 (s,Xs)λi,i(z)Ñi(ds, dz).

If we let the delay parameter r be equal to 0, then this example reduces to the problem
of robustness to model choice treated in [Khe12].

Now, let us impose the following assumptions on f, g, h0 and λ:

Hypothesis 2.1.18. (i) The coefficient functionals f and g are assumed to satisfy the as-
sumptions (P), (D1), (D2) of Section 2.1.2.
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(ii) Whenever Y is a càdlàg adapted process on [−r, T ], then h0(t, Yt) is predictable.Moreover,
the functional h0 satisfies the Lipschitz and linear growth conditions:

‖h0(t, η1)− h0(t, η2)‖p
Lp(Ω,Rd×k)

≤ L‖η1 − η2‖pSp(Ω;D),

‖h0(t, η)‖p
Lp(Ω,Rd×k)

≤ K(1 + ‖η‖pSp(Ω;D)).

We claim now that the map h := h0λ satisfies the assumptions (P), (D1), (D2) from Section
2.1.2. In fact observe that

‖h(t, η1)− h(t, η2)‖pLp(Ω,Lp(ν)) + ‖h(t, η1)− h(t, η2)‖pLp(Ω,L2(ν))

=

n∑
j=1

‖(h0(t, η1)− h0(t, η2))λ,j‖pLp(Ω,Lp(νj))
+ ‖(h0(t, η1)− h0(t, η2))λ,j‖pLp(Ω,L2(νj))

≤ ‖h0(t, η1)− h0(t, η2)‖p
Lp(Ω;Rd×k)

n∑
j=1

(
‖λ,j‖pLp(νj)

+ ‖λ,j‖pL2(νj)

)
≤ L‖η1 − η2‖2Sp(Ω;D)

(
‖λ‖pLp(ν) + ‖λ‖pL2(ν)

)
.

Thus h satisfies the Lipschitz assumption (D1). A similar argument yields h satisfies the
linear growth assumption (D2). Thus, by the existence and uniqueness Theorem 2.1.11, the
following result holds.

Corollary 2.1.19. The equation (2.37) has a unique solution ηX in Spad(Ω;DT ). Moreover,
there exists D = D(K,λ, p, T, d,m, n) > 0, such that

E

[
sup
−r≤s≤t

|ηX(s)|p
]
≤ eDt(Dt+ ‖η‖pSp(Ω;D)), (2.38)

for any t ≤ T .

The approximating model

Let us first introduce some notation. For any ε ∈ (0, 1), define λε(z) ∈ Rk×n by

λε(z) = 1{|z|<ε}(z)λ(z),

for a.e. z. Now, let B be an n-dimensional F-adapted Brownian motion, independent of Ñ .
Independence of B and W is not required, (see e.g. [BDNK11]). We want to approximate
equation (2.37) by replacing the integral with respect to the small jumps with an integral
with respect to the Brownian motion B. More specifically, we will replace the integrators∫

R0

λi,jε (z)Ñ j(dt, dz) , (2.39)

with the integrators

Λi,j(ε)dBj(t) , (2.40)

for i = 1, . . . , k; j = 1, . . . , n. Here, Λ(ε) can be any bounded deterministic function with
values in Rk×n converging to 0 as ε→ 0. We choose to let

Λi,j(ε) = ‖λi,jε ‖L2(νj).
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This choice corresponds to what has previously been used in the literature, see e.g. [BDNK11].
A justification of this choice is considered in Remark 2.1.20 below. Notice now that

|Λ(ε)|2 = ‖λε‖L2(νj).

Remark 2.1.20. The choice Λi,j(ε) = ‖λi,jε ‖L2(νj) above is reasonable in the sense that for
a given predictable square integrable process Y , this change of integrator preserves the
variance of the integrals, i.e.

E
[( ∫ t

0

∫
R0

Y (s)λi,jε (z)Ñ j(ds, dz)
)2]

= E
[ ∫ t

0

Y (s)2ds
]
‖λi,jε ‖2L2(νj)

= E
[( ∫ t

0

Y (s)Λi,j(ε)dBj(s)
)2]

,

for i = 1, . . . , k; j = 1, . . . , n. From a financial terminology perspective where these models
can be applied (see e.g. [AHMP07, BDNK11, CY99, CY07, KSW05b, KSW07b, KP07]),
this choice of Λ, preserves the total volatilityof a process, when (2.39) is replaced by (2.40).
However, this particular choice of Λ is not necessary for the analysis, as we will see in Remark
2.1.23 below.

Now, we are ready to exploit the dynamics of the approximated processes Xε. Consider

X(ε)(t) = η(0) +

∫ t

0

f(s,Xε
s)ds+

∫ t

0

g(s,Xε
s )dW (s)

+

∫ t

0

h0(s,Xε
s)Λ(ε)dB(s) +

∫ t

0

∫
R0

h0(s,Xε
s)(λ(z)− λε(s))Ñ(ds, dz)

X
(ε)
0 = η

(2.41)

Before proceeding to the main result of this section, we make the following observations
regarding the functionals in the approximated equation (2.41):

• The functionals

η
g17−→ h0(t, η)Λ(ε) ,

η
h17−→ h0(t, η)(λ− λε) ,

satisfy the corresponding hypotheses from Section 2.1.2

• The Lipschitz and linear growth constant appearing in assumptions (D1) and (D2)
can be chosen independent of ε. In particular, we can deduce the following linear
growth estimate:

‖h0(t, η)Λ(ε)‖p
Lp(Ω;Rd×n)

+ ‖h0(t, η)(λ− λε)‖pLp(Ω,Lp(ν)) + ‖h0(t, η)(λ− λε)‖pLp(Ω,L2(ν))

≤ ‖h0(t, η)‖p
L(Ω;Rd×k)

sup
ε∈(0,1)

|Λ(ε)|p + ‖h0(t, η)‖p
Lp(Ω;Rd×k)

‖λ‖pLp(ν) + ‖h0(t, η)‖p
Lp(Ω;Rd×k)

‖λ‖pL2(ν)

≤ K ′(1 + ‖η‖pSp(Ω;D)).

A similar estimate holds for the Lipschitz condition (D1).

The following existence and uniqueness result immediately follows from Theorem 2.1.11.



2.1 Stochastic systems with memory and jumps 77

Corollary 2.1.21. For each ε > 0, there exists a unique strong solution ηXε to the equation
(2.41). Moreover, there exists a D = D(K,λ, p, T, d,m, n) > 0, independent of ε, such that

E

[
sup
−r≤s≤t

|ηXε(s)|p
]
≤ eDt(Dt+ ‖η‖pSp(Ω;D)) (2.42)

for any t ≤ T .

Now, we are ready to state the main result of the present section. This result guarantees
that, when ε tends to 0, Xε converges to X in Spad(Ω;DT ).

Theorem 2.1.22 (Robustness). Suppose that X satisfies equation (2.37) and Xε satisfies
equation (2.41). Then there exist a constant A := A(p, T, η,K,L, λ) > 0, independent of ε,
such that

E

[
sup
−r≤s≤t

|ηX(s)− ηXε(s)|p
]
≤ AeAt(‖λε‖pL2(ν) + ‖λε‖pLp(ν)). (2.43)

Proof. Writing out the integral representation of X(s) and Xε(s), we have that

X(s)−Xε(s) =

∫ s

0

f(u,Xu)− f(u,Xε
u)du+

∫ s

0

g(u,Xu)− g(u,Xε
u)dW (u)

+

∫ s

0

∫
Rd0

(h0(u,Xu)− h0(u,Xε
u))λ(z) + h0(u,Xε

u)λε(z)Ñ(du, dz)

−
∫ s

0

h0(u,Xε
u)Λp(ε)dB(u),

X0 −Xε
0 = 0.

Let us first consider some estimates for the integrands of Ñ and B. Observe that

‖(h0(u,Xu)− h0(u,Xε
u))λ+ h0(u,Xε

u)λε‖Lp(Ω;Lp(ν))

≤ ‖(h0(u,Xu)− h0(u,Xε
u)‖Lp(Ω;Rd×k)‖λ‖Lp(ν) + ‖h0(u,Xε

u)‖Lp(Ω;Rd×k)‖λε‖Lp(ν)

≤ L1/p‖Xu −Xε
u‖Sp(Ω;D)‖λ‖Lp(ν) +K1/p(1 + ‖Xε

u‖Sp(Ω;D))
1/p‖λε‖Lp(ν),

and hence

‖(h0(u,Xu)− h0(u,Xε
u))λ+ h0(u,Xε

u)λε‖pLp(Ω,Lp(ν))

≤ 2p−1
(
L‖Xu −Xε

u‖
p
Sp(Ω;D)‖λ‖

p
Lp(ν) +K(1 + ‖Xε

u‖
p
Sp(Ω;D))‖Lp(Ω)‖λε‖pLp(ν)

)
.

(2.44)

In an analogous manner we have that

‖(h0(u,Xu)− h0(u,Xε
u))λ+ h0(u,Xε

u)λε‖pLp(Ω,L2(ν))

≤ 2p−1
(
L‖Xu −Xε

u‖
p
Sp(Ω;D)‖λ‖

p
L2(ν) +K(1 + ‖Xε

u‖
p
Sp(Ω;D))‖λε‖

p
L2(ν)

)
,

(2.45)

and that

‖h0(u,Xε
u)Λ(ε)‖p

Lp(Ω;Rd×n)
≤ K(1 + ‖Xε

u‖
p
Sp(Ω;D))|Λ(ε)|p
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Using Lemma 2.1.8, the Lipschitz condition (D1), estimates (2.44), (2.45), and Corollary
2.1.21 we have that there exist a constant D′ := D′(p,K,L, λ), independent of ε such that

αε(t) : = E
[

sup
−r≤s≤t

|ηX(s)−η Xε(s)|p
]

≤
∫ t

0

(
‖f(u,Xu)− f(u,Xε

u)‖p
Lp(Ω;Rd)

+ ‖g(u,Xu)− g(u,Xε
u)‖p

Lp(Ω;Rd×n)

+ ‖(h0(u,Xu)− h0(u,Xε
u))λ+ h0(u,Xε

u)λε‖pLp(Ω;Lp(ν))

+ ‖(h0(u,Xu)− h0(u,Xε
u))λ+ h0(u,Xε

u)λε‖pLp(Ω,L2(ν))

+ ‖h0(u,Xε
u)Λ(ε)‖p

Lp(Ω;Rd×n)

)
du

≤ D′
∫ t

0

(
‖Xu −Xε

u‖
p
Sp(Ω;D) +

(
1 + ‖Xε

u‖
p
Sp(Ω;D)

)(
‖λε‖pL2(ν) + ‖λε‖pLp(ν) + |Λ(ε)|p

))
du

≤ D′
∫ t

0

αε(u)du+ tD′
(
1 + eDt(Dt+ ‖η‖pSp(Ω;D))

)(
‖λε‖pL2(ν) + ‖λε‖pLp(ν) + |Λ(ε)|p

)
.

Now, set Bt := tD′
(
1 + eDt(Dt + ‖η‖pSp(Ω;D))

)
which is a non-decreasing function in t and

hence by Grönwall’s inequality, it follows that

αε(t) ≤ BteD
′t
(
‖λε‖pL2(ν) + ‖λε‖pLp(ν) + |Λ(ε)|p

)
.

Since |Λ(ε)|p = ‖λε‖pL2(ν), the result holds with A := max{2BT , D′}.

Remark 2.1.23. We have chosen to scale the Brownian motions Bj in the equation (2.41)
for Xε with Λi,j(ε) := ‖λi,jε ‖L2(νj). However, if we return to (2.39)-(2.40), we could let Λε
be any Rk×n-valued function Λ(ε) ≥ 0, ε ≥ 0, bounded from above and converging to 0 as
ε → 0. Corollary 2.1.21 and Theorem 2.1.22 still hold, with the inequality (2.43) replaced
by

E

[
sup
−r≤s≤t

|ηX(s)− ηXε(s)|p
]
≤ A′eA

′t(‖λε‖pL2(ν) + ‖λε‖pLp(ν) + |Λ(ε)|p). (2.46)

This can be easily seen by reexamining the proofs of Corollary 2.1.21 and Theorem 2.1.22.

Kunita’s inequality

In Section 2.1.2, we introduced a general version of Kunita’s inequality, (Corollary 2.12 in
[Kun04]). For n = 1, this is a rewritten version of Corrolary 2.12 in [Kun04]). Below, we
explain how to extend the result to general n.

Proof of Lemma 2.1.8. Notice that since norms on Rn are equivalent, it holds that

n∑
j=1

|aj |q ≤ C0

( n∑
j=1

|aj |
)q
, and

( n∑
j=1

|aj |
)q ≤ C1

n∑
j=1

|aj |q,



2.2 Itô’s formula 79

for some constants C0, C1 depending only on n and q. We may assume that C0 > 1

n∑
j=1

‖H ,j(s)‖q
L2(νj ,Rd)

=

n∑
j=1

( ∫
R0

|H ,j(s, z)|2νj(dz)
) q

2

≤ C0

( n∑
j=1

∫
R0

|H ,j(s, z)|2νj(dz)
1
2

)q
= C0‖H(s)‖q

L2(ν,Rd)
.

Then, if we write out "the columns wise" form of the Ñ -integral, we obtain

sup
0≤u≤t

∣∣∣ n∑
j=1

∫ u

0

∫
R0

H ,j(s, z)Ñ(ds, dz)
∣∣∣q ≤ nq−1 sup

0≤u≤t

n∑
j=1

∣∣∣ ∫ u

0

∫
R0

H ,j(s, z)Ñ(ds, dz)
∣∣∣q

≤ nq−1
n∑
j=1

∫ t

0

‖H ,j(s)‖Lq(Ω,Lq(νj ,Rd)) + ‖H ,j(s)‖Lq(Ω,L2(νj ,Rd)) ds

= nq−1

∫ t

0

E
[ n∑
j=1

‖H ,j(s)‖q
Lq(νj ,Rd)

+

n∑
j=1

‖H ,j(s)‖q
L2(νj ,Rd)

]
ds

≤ nq−1

∫ t

0

E
[
‖H(s)‖q

Lq(ν,Rd×n)
+ C0‖H(s)‖q

L2(ν,Rd×n)

]
ds

≤ nq−1C0

∫ t

0

‖H(s)‖q
Lq(Ω,Lq(ν,Rd×n))

+ ‖H(s)‖q
Lq(Ω,L2(ν,Rd×n))

ds.

2.2 Itô’s formula

In this section we aim at deriving Itô’s formula for the SFDDE’s studied in Section 2.1.1,
which we recall, have the form (2.7),

dX(t) = f(t,Xt)dt+ g(t,Xt)dW (t) +

∫
R0

h(t,Xt, z)Ñ(dt, dz)

X0 = η ,

where Xt is the segment of the process X in [t− r, t], with r > 0 a finite delay, taking values
in a suitable path space, and X(t) ∈ Rd the present value of the process X. For the whole
section we work in the Mp-framework. See Section 2.1.3. Moreover, we assume that f , g
and h are deterministic functionals, see Remark 2.1.12.

The main problem, when dealing with the SFDDE (2.7) is that the infinite dimensional
process (Xt)t∈[0,T ] fails, in general, to be a semimartingale and standard Itô calculus does
not apply. In order to overcome this problem several approaches have been used in the
literature.

The first attempts go back to [Moh98, YM05] where an Itô-type formula for continu-
ous SFDDE was proved via Malliavin calculus. More recently, exploiting the concepts of
horizontal derivative and vertical derivative, a path-wise Itô calculus for non-anticipative
stochastic differential equation was derived in [CF10, CF13].
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In [DGR14], an Itô formula for Banach-valued continuous processes was proved exploiting
the calculus via regularisation, where an application to window processes (see [DGR14,
Definition 1.4]) is also provided. Several works have followed studying Itô-type formulae
for delay equations exploiting the calculus via regularisation and showing that the Banach-
valued setting and the path-dependent setting can be in fact connected, see, e.g. [CDGR,
CRa]. Eventually, the connection between the Banach space stochastic calculus and the
path-wise calculus was made definitely clear in [CRb, FZ].

We remark that the literature on Itô formulae by the calculus via regularisation deals
with equations driven by continuous noises. In this paper, we focus on the SFDDE’s with
jumps, thus extending the existing literature in this respect. We have chosen to consider
the approach of the calculus via regularisation, first introduced in [RV95, RV96a], which
was proved to be well-suited when dealing with infinite-dimensional processes or in the non-
semimartingale case, see e.g. [CDGR, CRb, CDGR11, DGR12, DGR14]. In particular, we
prove an Itô formula for the SFDDE (2.7) with values in Mp and we show that our result is
coherent with those of [Moh98, YM05]. In the Appendix we provide a connection with the
path-dependent calculus developed in [CF10, CF13].

Recall that, for a finite delay r > 0, Lp := Lp([−r, 0];Rd) endowed with the standard
norm ‖ · ‖Lp , p ∈ [2,∞). In what follows we implicitly identify the topological dual of Lp,
i.e. (Lp)∗, with Lq being 1

p + 1
q = 1, via the natural isomorphism given by

J :Lq → (Lp)∗

g 7→ J(g) = q〈g, ·〉p,

where J(g) acts on Lp as follows

J(g)(f) = q〈g, f〉p =

∫ 0

−r
g(s) · f(s)ds, g ∈ Lq, f ∈ Lp,

being · in the integral the usual scalar product in Rd. It is well-known that J is a continuous
linear isomorphism and hence, with a slight abuse of notation, we just write h ∈ (Lp)∗ when
we actually mean J−1(h) ∈ Lq, i.e. (Lp)∗ ∼= Lq.

Moreover, we denote by C1(Lp) the space of once Fréchet differentiable, not necessarily
linear, functionals F : Lp → R with continuous derivative, that is DF : Lp → L(Lp,R)
where L(Lp,R) denotes the space of continuous linear operators from Lp to R. Now, since
F is R-valued, we actually have that L(Lp,R) = (Lp)∗. Hence we can regard DF (f), f ∈ Lp
as an element in Lq via J−1. In a summary, we identify DF (f) with J−1(DF (f)) and simply
write DF : Lp → Lq so that

DF (f)(g) = q〈DF (f), g〉p =

∫ 0

−r
DF (f)(s) · g(s)ds, f ∈ Lp, g ∈ Lq,

where the first equality is, by an abuse of notation, meant as an identification.
Also, recall that | · | denotes the Euclidean norm in Rd. Finally, recall thatMp = Lp×Rd

endowed with the standard product norm.
Let the SFDDE{
dX(t) = f(t,Xt, X(t))dt+ g(t,Xt, X(t))dW (t) +

∫
R0
h(t,Xt, X(t))(z)Ñ(dt, dz) ,

(X0, X(0)) = (η, x) ∈Mp ,

(2.47)
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for t ∈ [0, T ], T < ∞. We assume that f : [0, T ] ×Mp → Rd, g : [0, T ] ×Mp → Rd×m and
h : [0, T ] ×Mp × R0 → Rd×n satisfy Assumptions (L1) and (L2) so that Theorem 2.1.17
holds and equation (2.47) admits a unique strong solution.

In the sequel every process is indexed by the time t ∈ [0, T ] and following [DGR14], if
necessary, we extend the process X = (X(t))t∈[0,T ] to the positive real line as follows

X(t) :=

{
X(t) for t ∈ [0, T ] ,

X(T ) for t > T ,
.

Next, we consider the definition of forward integral.

Definition 2.2.1. Let X = {X(s), s ∈ [0, T ]} and Y = {Y (s), s ∈ [0, T ]} two Rd−valued
process. For every t ∈ [0, T ] we define the forward integral of Y w.r.t. X by

∫ t
0
Y (s) · dX(s)

as the following limit,∫ t

0

Y (s) · dX(s) := lim
ε↓0

∫ t

0

Y (s) · X(s+ ε)−X(s)

ε
ds , (2.48)

where the convergence is uniformly on compacts in probability (ucp).
Similarly, let X = {Xs, s ∈ [0, T ]}, and Y = {Ys, s ∈ [0, T ]}, be Lp-valued and Lq-valued

processes, respectively. For every t ∈ [0, T ] we define the Lp−forward integral of Y w.r.t. X
as the following limit,∫ t

0

∫ 0

−r
Ys(θ) · dXs(θ) := lim

ε↘0

∫ t

0

∫ 0

−r
Ys(θ) ·

Xs+ε(θ)−Xs(θ)

ε
dθds , (2.49)

where the convergence is uniformly on compacts in probability. We introduce the short-hand
notation: ∫ t

0
q〈Ys, dXs〉p :=

∫ t

0

∫ 0

−r
Ys(θ) · dXs(θ) .

Recall that a sequence of real-valued processes {Xn}n≥1 converges to a process X uni-
formly on compacts in probability (ucp), if for each t ∈ [0, T ] we have that

sup
0≤s≤t

|Xn
s −Xs| → 0 ,

in probability. See e.g. [Pro05, p.57]. In this section, if not otherwise stated, any limit will
be taken in the ucp sense.

Remark 2.2.2. Following [DGR14], in Definition 2.2.1 we have considered the ucp limit. In
fact the space of càdlàg functions is a metrizable space with the metric induced by the ucp
topology, see, e.g. [Pro05, p.57]. This implies that, being the approximating sequence in
the right-hand-side of equation (2.48) càdlàg, the ucp convergence ensures that the limiting
process, that is the forward integral, is also càdlàg.

Let us now introduce the notation we will use in the present work.

Definition 2.2.3. Let F : [0, T ]× Lp × Rd → R a given function, we say that

F ∈ C1,1,2
(
[0, T ]× Lp × Rd

)
,
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if F is continuously differentiable w.r.t. the first variable, Fréchet differentiable with contin-
uous derivative w.r.t. the second variable, and twice continuously differentiable w.r.t. the
third variable.

We thus denote by ∂t the derivative w.r.t. to time, DiF the Fréchet derivative w.r.t. the
i-th component of the segment Xt and ∂i the derivative w.r.t. the i-th component of the
present state X(t) and finally, ∂i,j the second order derivative w.r.t. the i, j-th component
of X(t).

We will then define the Fréchet gradient w.r.t. the segment as

D := (D1, . . . , Dd) ,

the gradient w.r.t. the present state

∇x := (∂1, . . . , ∂d) ,

and the Hessian matrix w.r.t. the present state

∇2
x := (∂i,j)i,j=1,...,d .

Definition 2.2.4. Let η ∈ W 1,p([−r, 0];Rd) =: W 1,p, then we define by ∂θ,iη and ∂+
θ,iη

the weak derivative and the right weak derivative, respectively, of the i-th component of η.
Accordingly we define the gradient as

∇θ := (∂θ,1, . . . , ∂θ,d) , resp. ∇+
θ :=

(
∂+
θ,1, . . . , ∂

+
θ,d

)
.

Eventually, in proving Itô’s formula, we will need the notion of modulus of continuity of
operators between infinite-dimensional normed spaces.

Definition 2.2.5 (Modulus of continuity). Let (Y1, ‖ · ‖Y1
) and (Y2, ‖ · ‖Y2

) be two normed
spaces and F : Y1 → Y2 a uniformly continuous function. We define themodulus of continuity
of F as

$(ε) := sup
‖y−y′‖Y1≤ε

‖F (y)− F (y′)‖Y2
, ε > 0.

We thus have the following Itô’s formula for SFDDE (2.47).

Theorem 2.2.6 (Itô’s formula). Let X be the solution to equation (2.47) and let F : [0, T ]×
Lp × Rd → R such that F ∈ C1,1,2

(
[0, T ]× Lp × Rd

)
and such that DF (t, η, x) ∈ W 1,q, (q

such that 1
p + 1

q = 1) for any t ∈ [0, T ], η ∈ Lp and x ∈ Rd and ∇θDF (t, ·, x) : Lp → Lq is
uniformly continuous. Then the following limit exists in the ucp sense,

lim
ε↘0

1

ε

∫ t

0
q〈DF (s,Xs, X(s)), Xs+ε −Xs〉p ds =:

∫ t

0
q〈DF (s,Xs, X(s)), dXs〉p. (2.50)
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Moreover, for t ∈ [0, T ], we have that

F (t,Xt, X(t)) = F (0, X0, X(0)) +

∫ t

0

∂tF (s,Xs, X(s))ds+

∫ t

0
q〈DF (s,Xs, X(s)) , dXs〉p

+

∫ t

0

∇xF (s,Xs, X(s)) · dX(s) +
1

2

∫ t

0

Tr
[
g∗(s,Xs, X(s))∇2

xF (s,Xs, X(s))g(s,Xs, X(s))
]
ds

+

∫ t

0

∫
R0

(F (s,Xs, X(s) + h(s,Xs, X(s))(z))− F (s,Xs, X(s)))N(ds, dz)

−
∫ t

0

∫
R0

∇xF (s,Xs, X(s))h(s,Xs, X(s))(z)N(ds, dz) ,

(2.51)

holds, P -a.s., where we have denoted by Tr the trace and by g∗ the adjoint of g and the
fourth term in equation (2.51) has to be intended component-wise, that is∫ t

0

∫
R0

(F (s,Xs, X(s) + h(s,Xs, X(s))(z))− F (s,Xs, X(s)))N(ds, dz)

:=

n∑
i=1

∫ t

0

∫
R0

(
F (s,Xs, X(s) + h·,i(s,Xs, X(s))(z))− F (s,Xs, X(s))

)
N i(ds, dz) .

Proof. Let t ∈ [0, T ]. First, observe that for ε > 0 small enough, we have

1

ε

∫ t

0

F (s+ ε,Xs+ε, X(s+ ε))− F (s,Xs, X(s)) ds =

1

ε

∫ t+ε

ε

F (s,Xs, X(s))ds− 1

ε

∫ t

0

F (s,Xs, X(s)) ds =

=
1

ε

∫ t+ε

t

F (s,Xs, X(s))ds− 1

ε

∫ ε

0

F (s,Xs, X(s))ds ,

(2.52)

which, by the continuity of F and Xs and the right-continuity of X(s), s ∈ [0, T ], recalling
remark 2.2.2 and arguing as in [BR, eq. (4.6)], converges ucp to

F (t,Xt, X(t))− F (0, X0, X(0)) .

The first part of (4.70) can be rewritten as

1

ε

∫ t

0

F (s+ ε,Xs+ε, X(s+ ε))− F (s,Xs, X(s)) ds

=
1

ε

∫ t

0

F (s+ ε,Xs+ε, X(s+ ε))− F (s,Xs+ε, X(s+ ε)) ds︸ ︷︷ ︸
J1
ε

+
1

ε

∫ t

0

F (s,Xs+ε, X(s+ ε))− F (s,Xs+ε, X(s)) ds︸ ︷︷ ︸
J2
ε

+
1

ε

∫ t

0

F (s,Xs+ε, X(s))− F (s,Xs, X(s)) ds︸ ︷︷ ︸
J3
ε

.
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Following the same arguments as in the proof of [DGR14, Theorem 5.2] we can show that

lim
ε↘0

J1
ε =

∫ t

0

∂tF (s,Xs, X(s))ds, ucp.

Let us now consider J2
ε . A straightforward application of [BR, Corollary 4.4] implies that

J2
ε →

∫ t

0

∇xF (s,Xs, X(s)) · dX(s)

+
1

2

∫ t

0

Tr
[
g∗(s,Xs, X(s))∇2

xF (s,Xs, X(s))g(s,Xs, X(s))
]
ds

+

∫ t

0

∫
R0

(F (s,Xs, X(s) + h(s,Xs, X(s), z))− F (s,Xs, X(s)))N(ds, dz)

−
∫ t

0

∫
R0

∇xF (s,Xs, X(s))h(s,Xs, X(s), z)N(ds, dz) , as ε↘ 0 .

Let us now show that

lim
ε↘0

J3
ε =

∫ t

0
q〈DF (s,Xs, X(s)) , dXs〉pds .

By an application of the infinite-dimensional version of Taylor’s theorem of order one (see
e.g. [Zei95, Ch. 4, Theorem 4.C]), we obtain

1

ε

∫ t

0

F (s,Xs+ε, X(s))− F (s,Xs, X(s)) ds

=
1

ε

∫ t

0

∫ 1

0
q〈DF (s,Xs + τ(Xs+ε −Xs), X(s)) , Xs+ε −Xs〉p dτds

=
1

ε

∫ t

0

∫ 1

0

∫ 0

−r
DF (s,Xs + τ(Xs+ε −Xs), X(s))(α) · (X(s+ ε+ α)−X(s+ α))dαdτds

=−
∫ t

0

1

ε

∫ 1

0

∫ 0

−r

(
DF (s,Xτ

s,s+ε, X(s))(α+ ε)−DF (s,Xτ
s,s+ε, X(s))(α)

)
·X(s+ ε+ α)dαdτ︸ ︷︷ ︸

J3,1
ε

ds

+

∫ t

0

1

ε

∫ 1

0

∫ 0

−r
DF (s,Xτ

s,s+ε, X(s))(α+ ε) ·X(s+ α+ ε)dαdτds︸ ︷︷ ︸
J3,2
ε

−
∫ t

0

1

ε

∫ 1

0

∫ 0

−r
DF (s,Xτ

s,s+ε, X(s))(α) ·X(s+ α)dαdτ︸ ︷︷ ︸
J3,2
ε

ds ,

(2.53)

where we have denoted by Xτ
s,s+ε := Xs + τ(Xs+ε −Xs). We apply the change of variables
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g(α) = α+ ε to the first term of J3,2
ε in Equation (2.53) in order to obtain

J3,2
ε =

1

ε

∫ 1

0

∫ ε

−r+ε
DF (s,Xτ

s,s+ε, X(s))(α) ·X(s+ α)dαdτ

− 1

ε

∫ 1

0

∫ 0

−r
DF (s,Xτ

s,s+ε, X(s))(α) ·X(s+ α)dαdτ

=
1

ε

∫ 1

0

∫ ε

0

DF (s,Xτ
s,s+ε, X(s))(α) ·X(s+ α)dαdτ︸ ︷︷ ︸

J3,2,1
ε

− 1

ε

∫ 1

0

∫ −r+ε
−r

DF (s,Xτ
s,s+ε, X(s))(α) ·X(s+ α)dαdτ︸ ︷︷ ︸
J3,2,2
ε

.

We thus have, from the continuity of DF and Xs, that

lim
ε↘0

J3,2,1
ε = DF (s,Xs, X(s))(0) ·X(s) , lim

ε↘0
J3,2,2
ε = DF (s,Xs, X(s))(−r) ·X(s− r) .

Let∇θDF (s,Xτ
s,s+ε, X(s)) denote a version of the weak derivative ofDF (s,Xτ

s,s+ε, X(s)) ∈
W 1,q. Consider J3,1

ε . Using the mean value-theorem and interchanging the order of integra-
tion by Fubini’s theorem we have

J3,1
ε =

1

ε

∫ 1

0

∫ 0

−r

∫ α+ε

α

∇θDF (s,Xτ
s,s+ε, X(s))(β) dβ ·X(s+ ε+ α)dαdτ

=
1

ε

∫ 1

0

∫ −r+ε
−r

∫ β

−r
∇θDF (s,Xτ

s,s+ε, X(s))(β) ·X(s+ ε+ α) dαdβdτ

+
1

ε

∫ 1

0

∫ 0

−r+ε

∫ β

β−ε
∇θDF (s,Xτ

s,s+ε, X(s))(β) ·X(s+ ε+ α) dαdβdτ

+
1

ε

∫ 1

0

∫ ε

0

∫ 0

β−ε
∇θDF (s,Xτ

s,s+ε, X(s))(β) ·X(s+ ε+ α) dαdβdτ.

(2.54)

Now, we add and subtract integral terms so that the second integral on the right-hand
side of (2.54) goes from −r to 0, that is

J3,1
ε =

1

ε

∫ 1

0

∫ 0

−r

∫ β

β−ε
∇θDF (s,Xτ

s,s+ε, X(s))(β) ·X(s+ ε+ α) dαdβdτ

+
1

ε

∫ 1

0

∫ ε

0

∫ 0

β−ε
∇θDF (s,Xτ

s,s+ε, X(s))(β) ·X(s+ ε+ α) dαdβdτ

− 1

ε

∫ 1

0

∫ −r+ε
−r

∫ −r
β−ε
∇θDF (s,Xτ

s,s+ε, X(s))(β) ·X(s+ ε+ α) dαdβdτ.

(2.55)

Then, Lebesgue’s differentiation theorem implies that the second and third integral on the
right-hand side of (2.55) converge to 0 as ε → 0. Concerning the first integral on the



86 2. Stochastic calculus for functional delay differential equations with jumps

right-hand side of (2.55), we add and subtract the corresponding terms in order to have

1

ε

∫ 1

0

∫ 0

−r

∫ β

β−ε
∇θDF (s,Xτ

s,s+ε, X(s))(β) ·X(s+ ε+ α) dαdβdτ

=
1

ε

∫ 1

0

∫ 0

−r

(
∇θDF (s,Xτ

s,s+ε, X(s))(β)−∇θDF (s,Xs, X(s))(β)
)
·

(∫ β

β−ε
X(s+ ε+ α)dα

)
dβdτ︸ ︷︷ ︸

J3,1,1
ε

+
1

ε

∫ 1

0

∫ 0

−r
∇θDF (s,Xs, X(s))(β) ·

(∫ β

β−ε
X(s+ ε+ α)dα

)
dβdτ︸ ︷︷ ︸

J3,1,2
ε

.

(2.56)

Using Hölder’s inequality with exponents, p, q ≥ 2, 1
p + 1

q = 1 on J3,1,1
ε we have

|J3,1,1
ε |

≤
∫ 1

0

‖∇θDF (s,Xτ
s,s+ε, X(s))−∇θDF (s,Xs, X(s))‖Lqdτ

(∫ 0

−r

∣∣∣∣∣1ε
∫ β+ε

β

Xs(α)dα

∣∣∣∣∣
p

dβ

)1/p

≤
∫ 1

0

‖∇θDF (s,Xτ
s,s+ε, X(s))−∇θDF (s,Xs, X(s))‖Lqdτ ‖M [Xs]‖Lp ,

where

M [Xs](β) := sup
ε>0

1

ε

∫ β+ε

β

|Xs(α)| dα,

is the Hardy-Littlewood maximal operator, which is a (non-linear) bounded operator from
Lp to Lp, p > 1. Hence, we can apply Lebesgue’s dominated convergence theorem and the
fact that by Lebesgue’s differentiation we have

lim
ε↘0

(∫ 0

−r

1

ε

∫ β

β−ε
|X(s+ ε+ α)|p dαdβ

)1/p

= ‖Xs‖Lp .

The above arguments in connection with the uniform continuity of ∇θDF (s,Xs, X(s)) im-
plies the following estimate for J3,1,1

ε : there is a constant C > 0 independent of ε such
that

|J3,1,1
ε | ≤ C$(ε)‖Xs‖Lp → 0 , as ε→ 0 ,

where $(ε) denotes the modulus of continuity of ∇θDF (s, ·, X(s)) from Definition 2.2.5.
Further, we can formally apply integration by parts to J3,1,2

ε in order to obtain

J3,1,2
ε =

1

ε
DF (s,Xs, X(s))(β) ·

∫ β

β−ε
Xs+ε(α)dα

∣∣∣∣∣
0

−r

−
∫ 0

−r
DF (s,Xs, X(s))(β) · Xs+ε(β)−Xs(β)

ε
dβ.

(2.57)
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Then it follows that

J3,1,2
ε → DF (s,Xs, X(s))(−r) ·X(s− r)−DF (s,Xs, X(s))(0) ·X(s)− q〈DF (s,Xs, X(s)) , dXs〉p,

as ε↘ 0. Altogether, we have finally shown that

lim
ε↘0

J3
ε =

∫ t

0
q〈DF (s,Xs, X(s)) , dXs〉p .

This corresponds to (2.50). Hence, we conclude the proof.

In Section 2.5 it is shown, exploiting the results obtained in [FZ], that the Itô formula
(2.51) is coherent with the Itô formula for path-dependent processes with jumps proved in
[CF10], as well as the results obtained in [FZ].

Let us consider the forward integral∫ t

0
q〈DF (s,Xs, X(s)) , dXs〉p ,

introduced in Theorem 2.2.6, we want now to relate the forward integral to the operator
introduced in [YM05]. In fact, since the right-derivative operator introduced in Definition
2.2.4 is the infinitesimal generator of the left-shift semigroup introduced in [YM05], it can
be shown that the forward integral does coincide, under some suitable regularity conditions,
with the operator SF (s,Xs, X(s)) introduced in [YM05].

Proposition 2.2.7. Let X be the solution to equation (2.47) and let F : [0, T ]×Lp×Rd → R
be such that F ∈ C1,1,2

(
[0, T ]× Lp × Rd

)
and such that the forward integral defined in

Equation (2.50) is well-defined as a limit in probability uniformly on compacts. Additionally,
let us assume that Xs ∈W 1,p for every s ∈ [0, T ]. Then∫ t

0
q〈DF (s,Xs, X(s)) , dXs〉p =

∫ t

0
q〈DF (s,Xs, X(s)) , ∇+

θ Xs〉pds =

∫ t

0

SF (s,Xs, X(s))ds

(2.58)
holds P -a.s., where SF (s,Xs, X(s)) is the operator introduced in [YM05, Section. 9].

Proof. Let Xs ∈W 1,p. From the fundamental theorem of calculus for absolutely continuous
functions we have, P-a.s.,

lim
ε↘0

q〈DF (s,Xs, X(s)) ,
Xs+ε −Xs

ε
−∇+

θ Xs〉p

lim
ε↘0

∫ 0

−r
DF (s,Xs, X(s))(β) ·

(
(X(s+ ε+ β)−X(s+ β))

ε
−∇+

θ X(s+ β)

)
dβ

= lim
ε↘0

∫ 0

−r
DF (s,Xs, X(s))(β) ·

(
1

ε

∫ s+β+ε

s+β

∇θX(r)dr −∇+
θ X(s+ β)

)
dβ

Now, by Lebesgue’s dominated convergence theorem, which is justified by analogous argu-
ments as for the convergence of (2.56), we finally get

lim
ε↘0

∫ 0

−r
DF (s,Xs, X(s))(β) ·

(
1

ε

∫ s+β+ε

s+β

∇θX(r)dr −∇+
θ X(s+ β)

)
dβ = 0.
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Exploiting the standard definition of the Poisson random measure, we can now give
another formulation of the Itô formula (2.2.6).

Theorem 2.2.8 (Itô’s formula). Let the hypothesis of Theorem 2.2.6 hold, then

F (t,Xt, X(t)) = F (0, X0, X(0)) +

∫ t

0
q〈DF (s,Xs, X(s)) , dXs〉pds+

+

∫ t

0

∂tF (s,Xs, X(s))ds+

∫ t

0

∇xF (s,Xs, X(s)) · dX(s)ds+

+
1

2

∫ t

0

∫ t

0

Tr
[
g∗(s,Xs, X(s))∇2

xF (s,Xs, X(s))g(s,Xs, X(s))
]
ds+

+
∑
s≤t

F (s,Xs, X(s))− F (s,Xs, X(s−))−∆X(s) · ∇xF (s,Xs, X(s)) ,

(2.59)

holds P -a.s., where the notation is as in Theorem 2.2.6 and ∆X(s) is the jump of the process
X at time s, namely

∆X(s) := X(s)−X(s−) .

Proof. It immediately follows from Theorem 2.2.6 and [App09, Theorem 4.4.10].

Hereinafter, we state a crucial probabilistic property of the solution of SFDDE (2.7)
which is needed for the derivation of Feynman-Kac’s formula also stated below. As it is
perceptible, the finite-dimensional process (η,x)X(t), t ∈ [0, T ], (η, x) ∈ Mp is not Markov,
since the value of (η,x)X(t) depends on the near past. Nevertheless, if we enlarge the state
space and regard the process X as a process of the segment, i.e. with infinite-dimensional
state space, in the present case Mp, then such process is indeed Markovian.

The proof follows almost immediately given the fact that the Markov property of the
solution is fully known for the case without jumps, i.e. h = 0, see [Moh84, Theorem
(III. 1.1)], which actually follows from measure theoretical properties of the driving noise
and not path or distributional properties of it. More concretely, one would expect the
Markov property of the solution to hold if, for instance, the driving noises have independent
increments which is the case in our setting.

In order to state the Markov property one is compelled to look at solutions starting at
time t1 ≥ 0, that is we hereby consider (t1,η,x)Xt, t ≥ t1, (η, x) ∈ Mp, the segment of the
solution starting in (η, x) at times t1 ≥ 0, i.e.

(t1,η,x)X(t) = η(0) +

∫ t

t1

f(s, (t1,η,x)Xs,
(t1,η,x)X(s))ds+

∫ t

t1

g(s, (t1,η,x)Xs,
(t1,η,x)X(s))dW (s)

+

∫ t

t1

∫
R0

h(s,(t1,η,x)Xs,
(t1,η,x)X(s), z)Ñ(ds, dz) ,

for every t ∈ [t1, T ] and (t1,η,x)X(t) = η(t − t1) for every t ∈ [t1 − t, t1). Define further the
family of operators

T t1t : L2(Ω,Ft1 ;Mp) −→ L2(Ω,Ft;Mp)

(η, x) 7−→
(

(t1,η,x)Xt,
(t1,η,x)X(t)

)
.
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We denote Tt = T 0
t . It turns out that, under hypotheses (L1) and (L2), T t1t is Lipschitz

continuous and the family of operators {T t1t }0≤t1≤t≤T defines a semigroup on L2(Ω,Mp),
i.e.

Tt2(η, x) = T t1t2 ◦ Tt1(η, x),

for every 0 ≤ t1 ≤ t2 ≤ T and (η, x) ∈ L2(Ω,F0;Mp). The latter property can easily be
obtained by showing that both sides of the identity solve the same SFDDE and the fact that
solutions are unique, see [Moh84, Theorem (II. 2.2)] for the case h = 0.

Theorem 2.2.9 (The Markov property). Assume hypotheses (L1) and (L2) hold and
(η,x)X(t), t ∈ [0, T ], (η, x) ∈ Mp denotes the unique strong solution of the SFDDE (2.7).
Then the random field{(

(η,x)Xt,
(η,x)X(t)

)
: t ∈ [0, T ], (η, x) ∈Mp

}
describes a Markov process on Mp with transition probabilities given by

p(t1, (η, x), t2, B) = P(ω ∈ Ω, T t1t2 (η, x)(ω) ∈ B),

for 0 ≤ t1 ≤ t2 ≤ T , (η, x) ∈ Mp and Borel set B ∈ B(Mp). In other words, for any
(η, x) ∈ L2(Ω,F0;Mp) and Borel set B ∈ B(Mp), the Markov property

P(Tt2(η, x) ∈ B|Ft1) = p(t1, Tt1(η, x), t2, B) = P(Tt2(η, x) ∈ B|Tt1(η, x))

holds a.s. on Ω.

Proof. we can see that for every 0 ≤ t1 ≤ t2 ≤ T and every (η, x) ∈ Mp, the mapping
B 7→ p(t1, (η, x), t2, B) = P ◦ (T t1t2 (η, x))−1(B), B ∈ B(Mp) defines a probability measure on
Mp, since the random variable T t1t2 (η, x) : Ω → Mp is (F ,B(Mp))-measurable. We would
then like to show that, if 0 ≤ t1 ≤ t2 ≤ T , then

P
(
ω ∈ Ω : Tt2(η, x)(ω) ∈ B|Ft1

)
(ω′) = p(t1, Tt1(η, x)(ω′), t2, B) (2.60)

for almost all ω′ ∈ Ω, every Borel set B ∈ B(Mp) and any (η, x) ∈ L2(Ω,F0;Mp). The
right-hand side of (2.60) equals∫

Ω

1B

((
T t1t2 (Tt1(η)(ω′))

)
(ω)

)
P(dω)

for almost all ω′ ∈ Ω. Hence, by the definition of conditional expectation, identity (2.60) is
synonymous with∫

A

1B (Tt2(η, x)(ω))P(dω) =

∫
A

∫
Ω

1B
((
T t1t2 (Tt1(η, x)(ω′))

)
(ω)
)
P(dω)P(dω′) (2.61)

for all A ∈ Ft1 and all B ∈ B(Mp). In a summary, the main challenge is to verify relation
(2.61) which is stated in quite general terms.

Let Gt, t ∈ [0, T ] be the σ-algebra generated by {N((s, u], B), t < s ≤ u ≤ T,B ∈ B(R0)}.
The key steps in proving (2.61) according to [Moh84, Theorem (III. 1.1)] are the following.
First, the family of operators {Tt}t∈[0,T ] defines a semigroup on L2(Ω,Mp). Secondly, the
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σ-algebras Ft and Gt are independent for every t ∈ [0, T ], and {T t1t (η, x)}t≥t1 is adapted to
{Ft ∩ Gt1}t≥t1 , being each Ft ∩ Gt1 independent of Ft1 . Finally, a key point to prove (2.61)
is that one can first prove∫

A

f (Tt2(η, x)(ω))P(dω) =

∫
A

∫
Ω

f
((
T t1t2 (Tt1(η, x)(ω′))

)
(ω)
)
P(dω)P(dω′) (2.62)

for any bounded continuous function f : Mp → R. Then one can use a limit argument to
show the relation (2.61) for the case f = 1B being B just an open set of Mp and eventually
for any general indicator function on Borel sets. The argument which transfers (2.62) into
the case f = 1B for any open set B in Mp requires that the state space in consideration
is separable so that 1B , being B an open set of Mp, can be approximated by uniformly
continuous partitions of unity {fm}m∈N, fm : Mp → R such that lim

m→∞
fm = 1B . All these

properties above mentioned are indeed satisfied in our framework.

Exploiting Itô’s formula from Theorem 2.2.6 together with the Markov property from
Theorem 2.2.9, we can now prove a Feynman-Kac theorem for Mp−valued SFDDE’s with
jumps.

Theorem 2.2.10 (Feynman-Kac theorem). Let the hypothesis of Theorem 2.2.6 hold, then
the following path-dependent partial integro-differential equation (PPIDE) holds
∂tF (t, η, x) = q〈DF (s, η, x) , dη〉p +∇xF (t, η, x) · f(t, η)

+ 1
2Tr

[
g(t, η, x)g∗(t, η, x)∇2

xF (t, η, x)
]

+
∫
R0

(F (t, η, x+ h(t, η, x)(z))− F (t, η, x)−∇xF (t, η, x)h(t, η, x)(z)) ν(dz) ,

F (T, η, x) = Φ(η, x) ,

(2.63)
with Φ ∈ C1,2(Lp × Rd), then we have

F (t, η, x) := E [Φ(XT , X(T ))|Xt = η, X(t) = x] , t ∈ [0, T ] , (2.64)

where (Xt, X(t)) solves the SFDDE (2.47). If further Φ ∈ C1,2(Lp×Rd), then the converse
holds true, as well.

Proof. We have to show that if a function F : [0, T ] × Lp × Rd → R satisfies the PIDE
(3.40), then we have that equation (2.64) holds. Let us assume X is the unique solution to
equation (2.47), as in Section 2.1.1 we will use the notation (τ,η,x)X to denote the process
with initial time τ ∈ [0, T ] and initial value (η, x) ∈ Mp. If F satisfies equation (3.40) by
Itô’s formula (2.51) we have

F (T,(τ,η,x)XT ,
(τ,η,x)X(T ))− F (τ, η, x)

=

∫ T

τ

∇xF (s,(τ,η,x)Xs,
(τ,η,x)X(s)) · g(s,(τ,η,x)Xs,

(τ,η,x)X(s))dW (s)

+

∫ T

τ

∫
R0

(
F (s,(τ,η,x)Xs,

(τ,η,x)X(s) + h(s,(τ,η,x)Xs,
(τ,η,x)X(s))(z)Ñ(ds, dz)

−
∫ T

τ

∫
R0

F (s,(τ,η,x)Xs,
(τ,η,x)X(s))

)
Ñ(ds, dz) .

(2.65)
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Taking now the expectation, exploiting the fact that the right-hand side of equation (2.65)
has null conditional expectation and using the terminal condition we have for any 0 ≤ τ <
t ≤ T ,

F (t, η, x) = E [Φ(XT , X(T ))|Xt = η, X(t) = x] ,

and the first implication is proved.
Conversely, let us now suppose equation (2.64) holds true, then from the Markov prop-

erty from Theorem 2.2.9 of the Mp-valued process and the tower rule for the conditional
expectation, we have that for 0 ≤ τ < t ≤ T ,

E [F (t,Xt, X(t))− F (τ,Xτ , X(τ))|Xτ = η,X(τ) = x] =

= E [E [Φ(XT , X(T ))|Xt, X(t)]− E [Φ(XT , X(T ))|Xτ , X(τ)]|Xτ , X(τ)] =

= E [Φ(XT , X(T ))|Xτ , X(τ)]− E [Φ(XT , X(T ))|Xτ , X(τ)] = 0 .

On the other side, we can apply Itô’s formula (Theorem 2.2.6) to the function F , then we
have that for 0 ≤ τ < t ≤ T ,

F (t,Xt, X(t)) = F (τ,Xτ , X(τ)) +

∫ t

τ
q〈DF (s,Xs, X(s)) , dXs〉p +

∫ t

τ

∂tF (s,Xs, X(s))ds

+

∫ t

τ

∇xF (s,Xs, X(s)) · dX(s) +
1

2

∫ t

τ

Tr
[
g∗(s,Xs, X(s))∇2

xF (s,Xs, X(s))g(s,Xs, X(s))
]
ds

+

∫ t

τ

∫
R0

(F (s,Xs, X(s) + h(s,Xs, X(s))(z))− F (s,Xs, X(s))) ν(dz) ds

−
∫ t

τ

∫
R0

∇xF (s,Xs, X(s))h(s,Xs, X(s))(z)ν(dz) ds

+

∫ t

τ

∫
R0

(F (s,Xs, X(s) + h(s,Xs, X(s))(z))− F (s,Xs, X(s))) Ñ(ds, dz) .

Then taking conditional expectation the PPIDE (3.40) holds true.

2.3 A nonlinear Kolmogorov equation for stochastic de-
lay differential equations with jumps

During recent years, an increasing attention has been paid to stochastic equations whose
evolution depends not only on the present state, but also on the past history. In particu-
lar, it has been shown that memory effects cannot be neglected when dealing with many
natural phenomena. As examples, let us mention the coupled atmosphere–ocean models,
see, e.g., [BTR07], and their applications in describing climate changes in the environmental
sciences setting, or the effect of time delay considering population dynamics, when suitable
growth models are considered, see, e.g., [AF90]. Nevertheless, assumptions that will be
made throughout the work are mainly taken into account having in mind concrete finan-
cial applications. For instance, in [KP07, Swi05] the authors pointed out how delay arises
in commodity markets and energy markets, when it is necessary to take into account the
impact of production and transportation. Similarly, delay naturally arises when dealing
with financial instruments as, e.g., Asian options or lookback options, as studied in, e.g.
[AHMP07, CY99, CDP15c, KSW07b, KSW04] and references therein.



92 2. Stochastic calculus for functional delay differential equations with jumps

For the mathematical foundations of the theory of stochastic functional delay differen-
tial equations (SFDDEs) we refer to [AHMP07], as well as to [Moh98] to many motivating
examples concerning the treatment of equations with delay. In particular the monograph
[AHMP07] represents an early and deep treatment of SFDDE’s, where several results con-
cerning existence and uniqueness of solutions to SFDDE’s as well as regularity results are
derived. The theory of delay equations has seen a renew attention recently, in particular
in [CF10, CF13] an ad hoc stochastic calculus, known as functional Itô’s calculus, has been
derived, based on a suitable Itô’s formula for delay equations. Also, in past few years sev-
eral different works have appeared deriving fundamental results on delay equations based on
semigroup theory and infinite dimensional analysis, see, e.g. [FZ], or based on the calculus
via regularization, see, e.g. [CR15, FMT10]. Eventually, in [FZ, CR15], it has been shown
that SFDDE’s, path-dependent calculus and delay equations via semigroup theory, are in
fact closely connected.

Having in mind possible financial applications, the aim of the present work is to extend
some results concerning the non-linear Feynman-Kac formula for a forward-backward system
with delay, where the driving noise is a non Gaussian Lévy process, using the theory of
SFDDE’s first introduced in [AHMP07]. It is worth to mention that, particularly during
last decades, asset price dynamics and, more generally, financial instruments processes, have
been widely characterized by trajectories showing sudden changes and ample jumps. It
follows that the classical Black and Scholes picture has to be refined by allowing to consider
random components constituted by both diffusive and jump components.

We thus consider the following R−valued SFDDE with jumps

dX(t) =µ(t,X(t+ ·), X(t))dt+ σ(t,X(t+ ·), X(t))dW (t) +

∫
R0

γ(t,X(t+ ·), X(t), z)Ñ(dt, dz) ,

(2.66)

where W (t) is a standard Brownian motion, Ñ(dt, dz) is a compensated Poisson random
measure with associated Lévy measure ν. Also the notation X(t+ ·) means that the coeffi-
cients µ, σ and γ depend not only on the present state, at time t, of the process X but also
on its past values. We consider the finite dimensional R-valued process solution to (2.66) as
an infinite dimensional stochastic process with values in a suitable path-space, by exploiting
the concept of segment of a process X, see, e.g., [AHMP07, Moh98]. More precisely, in what
follows we will denote by r > 0 the maximum delay taken into account and T <∞ a fixed
finite time horizon. Thus, for an R−valued stochastic process X, we indicate with X(t) the
value in R at time t ∈ [0, T ] and with Xt the corresponding segment, i.e. the trajectory in
the time interval [t − r, t], that is Xt(·) : [−r, 0] → R is such that Xt(θ) := X(t + θ) for all
θ ∈ [−r, 0].

Then equation (2.66) can be rewritten as s{
dX(t) = µ(t,Xt, X(t))dt+ σ(t,Xt, X(t))dW (t) +

∫
R0
γ(t,Xt, X(t), z)Ñ(dt, dz)

(X0, X(0)) = (η(θ), x)
,

(2.67)

for all t ∈ [0, T ], θ ∈ [−r, 0], x ∈ R and η a suitable R−valued function on [−r, 0].

Remark 2.3.1. In what follows we will only consider the 1−dimensional case, the case of a
Rd−valued stochastic process, perturbed by a general Rm−dimensional Wiener process and
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a Rn−dimensional Poisson random measure, with d > 1, m > 1 and n > 1, can be easily
obtained from the present one.

In order to take into account the delay component, we study the equation (2.67) in the
Delfour-Mitter space defined as follows D := L2 ([−r, 0];R) × R, endowed with the scalar
product

〈(Xt, X(t)), (Yt, Y (t))〉M2
= 〈Xt, Yt〉L2 +X(t) · Y (t) ,

and norm

‖(Xt, X(t))‖2M2
= ‖Xt‖2L2 + |X(t)|2 , (Xt, , X(t)) ∈M2 , (2.68)

where ·, resp. | · |, stands for the scalar product in R, resp. the absolute value, and 〈·, ·〉L2 ,
resp. ‖ · ‖L2 , is the scalar product, resp. norm, in L2([−r, 0];R) =: L2. Note that the space
M2 is a separable Hilbert space, see, e.g., [BCDNR16]. The Delfour-Mitter space can be
generalized to be a separable Banach space if we consider p ∈ (1,∞), equipped with the
appropriate norm. In this work we will consider the case p = 2.

Alternatively, we could consider the space D := D ([−r, 0];R) of càdlàgrandom variables,
which is a non separable Banach space if endowed with the sup norm ‖ · ‖D = supt∈[−r,0] | · |.
In fact we have that D ⊂ M2, with continuous injection, hence, by choosing Mp as state
space, we decide to work on a more general space. Nevertheless, choosing M2 as state space
we cannot deal with the case of discrete delays, see, e.g., [BCDNR16, AHMP07]. The choice
of taking p = 2, and then to consider the Hilbert space M2 instead of the general Banach
space Mp, or even the Skorkhod space D, is mainly due to the extensive use we will do
of the Malliavin derivative. In fact Malliavin calculus provides a powerful tool to study
general regularity properties of a process or, as in the present case, to obtain representation
theorem under mild regularity assumptions for the process. Nevertheless its generalization
to the infinite dimensional setting, in particular when the driving noise is a general Lévy
process, is rather technical and the theory, to our best knowledge, is still not completely
developed. For these reasons we will only focus in the present work on the particular case of
the state space being a Hilbert space, and we leave the case of D−valued random variable
for future investigations.

Despite the fact that the process (2.67) exhibits memory effects, in [AHMP07] the author
shows that, in the pure diffusive case, lifting the problem to consider a D−value solution
leads to obtain a solution which is a Markov process. Taking in mind latter results and in
order to derive the Kolomogorov equation associated to equation (2.67), we will consider,
following [FMT10, FT02, FT05], a classical R−valued backward stochastic differential equa-
tion (BSDE), coupled with the forward equation equation (2.67), which evolves according
to 

dY (t) = ψ
(
t,Xt, X(t), Y (t), Z(t),

∫
R0
U(t, z)δ(z)ν(dz)

)
dt

+Z(t)dW (t) +
∫
R0
U(t, z)Ñ(dt, dz)

Y (T ) = φ(XT , X(T ))

, (2.69)

where ψ and φ are given suitable functions to be specified later on. We recall that a solution
to equation (2.69) is a triplet (Y,Z, U) , where Y is the state process, while Z and U are the
control processes.

It is well known that, when the delay is not involved, there exists a Feynman–Kac
representation theorem that connects the solution of the coupled forward-backward system



94 2. Stochastic calculus for functional delay differential equations with jumps

(2.67) and (2.69), to a deterministic semi-linear partial integro-differential equation, see,
e.g., [Del13] for further details. When the delay is taken into consideration, previous result
holds in the Brownian case, see, e.g., [FMT10, FT05]. In the present paper we extend latter
results to the case previously introduced, namely taking into consideration a non Gaussian
Lévy noise. In particular, exploiting notations already introduced, we will consider the
following coupled forward-backward stochastic differential equation (FBSDE) with delay,
for t ∈ [τ, T ] ⊂ [0, T ],



dXτ,η,x(t) = µ(t,Xτ,η,x
t , Xτ,η,x(t))dt+ σ(t,Xτ,η,x

t , Xτ,η,x(t))dW (s)

+
∫
R0
γ(t,Xτ,η,x

t , Xτ,η,x(t), z)Ñ(dt,dz)

(Xτ,η,x
τ , Xτ,η,x(τ)) = (η, x) ∈ D

dY τ,η,x(t) = ψ
(
t,Xτ,η,x

t , Xτ,η,x(t), Y τ,η,x(t), Zτ,η,x(t), Ũτ,η,x(t)
)

dt

+Zτ,η,x(t)dW (t) +
∫
R0
Uτ,η,x(t, z)Ñ(dt,dz)

Y τ,η,x(T ) = φ(Xτ,η,x
T , Xτ,η,x(T ))

, (2.70)

where we have denoted for short by

Ũτ,η,x(t) :=

∫
R0

Uτ,η,x(t, z)δ(z)ν(dz) .

Moreover we have denoted by Xτ,η,x the value of the process with starting time τ ∈ [0, T ]
and initial value (η, x) ∈ D. In what follows we omit the dependence on the initial value
point (η, x) and we assume that the process starts at time τ = 0, i.e. X0,η,x

t =: Xt, if not
stated otherwise. In order to simplify notation, most of the results will be proved taking
τ = 0, the extension to the general case of τ 6= 0 being straightforward.

We are going to connect the solution to the FBSDE (2.70) to the following partial
integro-differential equation

{
∂
∂tu(t, η, x) + Ltu(t, η, x) = ψ (t, η, x, u(t, η, x), ∂xu(t, η, x)σ(t, η, x),J u(t, η, x))

u(T, η, x) = φ(η, x) , t ∈ [0, T ] , (η, x) ∈ D .
(2.71)

where Lt is the infinitesimal generator of the forward D−valued process in equation
(2.156), ∂x is the derivative with respect to the present state X(t) and J is the operator

J u(t, η, x) :=

∫
R0

[u(t, η, x+ γ(t, η, x, z))− u(t, η, x)]δ(z)ν(dz) .

In particular, we will consider a mild notion of solution to equation (2.71), so that we
say that the function u : [0, T ] × D → R is a mild solution to equation (2.71) if there exist
C > 0 and m ≥ 0, such that, for any t ∈ [0, T ] and any (η1, x1), (η2, x2) ∈ D, u satisfies

|u(t, η1, x1)− u(t, η2, x2)| ≤ C|(η1, x1)− (η2, x2)|2(1 + |(η1, x1)|2 + |(η2, x2)|2)m ,

|u(t, 0, 0)| ≤ C ,
(2.72)

and the following equality holds true

u(t, η, x) = Pt,Tφ(η, x) +

∫ T

t

Pt,s[ψ(·, u(s, ·), ∂xu(s, ·)σ(s, ·),J u(s, ·)](η, x)ds , (2.73)
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for all t ∈ [0, T ], and (η, x) ∈ D, Pt,s being the Markov semigroup related to the equation
(2.67). In particular, we considered a locally Lipschitz function u : [0, T ] × D → R with
respect to the second variable with at most polynomial growth so that the derivative in
equation (2.73) is to be defined as in [FT05, Section 4], see also section 2.3.3 of the present
work.

If we define
Y τ,η,x(t) := u(t,Xτ,η,x

t , Xτ,η,x(t))

Zτ,η,x(t) := ∂xu(t,Xτ,η,x
t , Xτ,η,x(t)) σ(t,Xτ,η,x

t , Xτ,η,x(t))

Uτ,η,x(t, z) := u (t,Xτ,η,x
t , Xτ,η,x(t) + γ(t,Xτ,η,x

t , Xτ,η,x(t), z))

−u (t,Xτ,η,x
t , Xτ,η,x(t))

then the triplet (Y τ,η,x, Zτ,η,x, Uτ,η,x) is the unique solution to the backward equation (2.69),
where ∂x is the derivative with respect to the R−valued present state X(s) of (Xs, X(s)), u
being the mild solution to the following Kolmogorov equation

{
∂
∂tu(t, η, x) + Ltu(t, η, x) = ψ (t, η, x, u(t, η, x), ∂xu(t, η, x)σ(t, η, x),J u(t, η, x))

u(T, η, x) = φ(η, x) , t ∈ [0, T ] , (η, x) ∈ D
.

The paper is organized as follows: in Section 2.3.1 we recall necessary notations also de-
riving results on the Malliavin derivative for Lévy processes that will be later used; Section
2.3.2 is devoted to the characterization of a FSFDE with delay, as well as to the characteri-
zation of the infinitesimal generator of the forward process; in Section 2.3.3 we describe our
main results related to the study of the joint quadratic variation of the forward equation
in (2.70) and a suitable function to be better specified later; in Section 2.3.4 we give the
non-linear Feynman-Kac theorem that is later used to derive a deterministic representation
to the FBSDE (2.70).

2.3.1 Notations and preliminaries
In this Section we introduce the notation used throughout the paper, also presenting basic
definitions and main results related to the mathematical techniques involved in our approach.

Let us consider a probability space (Ω,F , {Ft}t∈[0,T ],P), where {Ft}t∈[0,T ] is the nat-
ural filtration jointly generated by the random variables W (s) and N(ds, dz), for all z ∈
R \ {0} =: R0 and for all s ∈ [0, T ], augmented by all P-null sets, W := {W (t), t ∈ [0, T ]}
being a 1-dimensional Brownian motion, while N is a 1-dimensional Poisson random mea-
sure, independent from W , with Lévy measure ν(dz) and associated compensated measure
Ñ(dt, dz) := N(dt, dz)− ν(dz)dt. We will assume that the Lévy measure ν satisfies∫

R0

min{1, z2}ν(dz) <∞ ,

∫
R0

|z|2ν(dz) <∞ ,

we underline that the former condition is a standard assumption in the definition of a Lévy
measure ν, whereas the latter assumption implies that the process has a finite second mo-
ment, a natural assumption if one has in mind financial applications, see, e.g., [DNØP+09].

In the following, we fix a delay r > 0, we will use the notation X(t) to denote the state
at time t of the real valued process X, whereas we use Xt to denote the segment of the path



96 2. Stochastic calculus for functional delay differential equations with jumps

described by X during the time interval [t−r, t] with values in a suitable infinite dimensional
path space. In particular, we refer to the couple(

(X(t+ θ))θ∈[−r,0] , X(t)
)

=: (Xt, X(t)) .

From now on, we define D := L2 ×R := L2([−r, 0];R)×R as the space of square integrable
random variables, endowed with the scalar product

〈(Xt, X(t)), (Yt, Y (t))〉M2
= 〈Xt, Yt〉L2 +X(t) · Y (t) ,

and norm
‖ (Xt, X(t)) ‖2D = ‖Xt‖2L2 + |X(t)|2 , (2.74)

namely the Delfour-Mitter space, which is a separable Hilbert space, see, e.g., [AHMP07]
and reference therein for details.

Furthermore, for any p ∈ [2,∞), we denote by Sp(t) := Sp([0, t];D) and we say that a
D−valued stochastic process (Xs, X(s))s∈[0,t] belongs to Sp(t) if

‖X‖pSp(t) := E

[
sup

s∈ [0,t]

‖(Xs, X(s))‖pD

]
<∞ .

We denote for short Sp := Sp(T ). For the sake of simplicity, the following notation is used
throughout the paper: | · |2 denotes the norm in D and | · | the absolute value in R.
Remark 2.3.2. Let us stress that for the sake of brevity we will consider here a R−valued
stochastic process X, nevertheless any result that follows can be easily generalized to the
case of an Rd− valued stochastic process. In particular we would have considered the
Delfour-Mitter space M2([−r, 0];Rd) := L2([−r, 0];Rd)× Rd, see, e.g. [BCDNR16].

2.3.2 Forward stochastic functional differential equation with delay

This Section is devoted to the characterization of the delay equation (2.67). Some results
are already established in literature, such as existence and uniqueness of solutions, whereas
others are proved here for the first time.

As briefly said in Sec. 2.3.1, the main goal of this work is to focus on a stochastic
functional delay differential equation (SFDDE) of the form

{
dX(t) = µ(t,Xt, X(t))dt+ σ(t,Xt, X(t))dW (t) +

∫
R0
γ(t,Xt, X(t), z)Ñ(dt,dz)

(X0, X(0)) = (η, x) ∈ D
,

(2.75)
for all t ∈ [0, T ]. We will assume the functionals µ, σ and γ fulfils the following assump-

tions.

Hypothesis 2.3.3. (A1) the coefficients

µ : [0, T ]×D → R , σ : [0, T ]×D → R , γ : [0, T ]×D × R0 → R

are continuous.
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(A2) There exists K > 0 such that for all t ∈ [0, T ] and for all (η1, x1), (η2, x2) ∈ D,

|µ(t, η1, x1)− µ(t, η2, x2)|2 + |σ(t, η1, x1)− σ(t, η2, x2)|2

+

∫
R0

|γ(t, η1, x1, z)− γ(t, η2, x2, z)|2ν(dz)

≤ K|(η1, x1)− (η2, x2)|22(1 + |(η1, x1)|22 + |(η2, x2)|22) .

Throughout the paper, we will look for strong solution to equation (2.75) in the following
sense.

Definition 2.3.4. We say that X := (Xt, X(t))t∈[0,T ] is a strong solution to equation (2.75)
if for any t ∈ [0, T ] X is indistinguishably unique and {Ft}t∈[0,T ]-adapted and it holds P−a.s.

X(t) = x+

∫ t

0

µ(s,Xs, X(s))ds+

∫ t

0

σ(s,Xs, X(s))dW (s)

+

∫ t

0

∫
R0

γ(s,Xs, X(s), z)Ñ(ds, dz) ,

X0 = η .

In what follows we will denote by (Xτ,η,x
t , Xτ,η,x(t)) the D−value of the process at time

t ∈ [τ, T ], with initial value (η, x) ∈ D at initial time τ ∈ [0, T ]. However, for the sake of
brevity, in most of the results, we will avoid to state the dependence on the initial value
(τ, η, x) writing for short (Xt, X

t) instead of (Xτ,η,x
t , Xτ,η,x(t)).

Now we provide an existence and uniqueness result for equation (2.67).

Theorem 2.3.5. Suppose that µ, σ and γ satisfy conditions (A1) − (A2) in Assumptions
2.3.3. Then, for all t ∈ [0, T ] and (η, x) ∈ D, there exists a unique strong solution to the
SFDDE (2.67) in Sp and there exists C1 := C1(K,L, T, p) such that

‖Xη,x‖pSp ≤ C1(1 + |(η, x)|p2) . (2.76)

Moreover, the map (η, x) 7→ Xη,x is Lipschitz continuous from D to Sp and it exists C2 :=
C2(K,L, T ) such that

‖Xη1,x1 −Xη2,x2‖pSp ≤ C2|(η1, x1)− (η2, x2)|p2 . (2.77)

Proof. Existence and uniqueness of the solution to equation (2.75) are proved in [BCDNR16],
as well as the estimate in equation (2.76).

As regards equation (2.77), exploiting the Burkholder-Davis-Gundy inequality, see, e.g.
[App09, Section 4.4.], we have that, for any t ∈ [0, T ], denoting for short by C several
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positive constants,

|Xη1,x1 −Xη2,x2 |pSp =

= E sup
t∈[0,T ]

|(Xη1,x1

t , Xη1,x1(t))− (Xη2,x2

t , Xη2,x2(t))|p2 ≤

≤ C|(η1, x1)− (η2, x2)|p2

+ C

[∫ t

0

|µ(s,Xη1,x1
s , Xη1,x1(s))− µ(s,Xη2,x2

s , Xη2,x2(s))|pds

+

(∫ t

0

|σ(s,Xη1,x1
s , Xη1,x1(s))− σ(s,Xη2,x2

s , Xη2,x2(s))|2ds
) p

2

+

∫ t

0

∫
R0

|γ(s,Xη1,x1
s , Xη1,x1(s), z)− γ(s,Xη2,x2

s , Xη2,x2(s), z)|pν(dz)ds

]
,

so that from the Lipschitz continuity in assumption 2.3.3 A2, it follows

E sup
t∈[0,T ]

|(Xη1,x1

t , Xη1,x1(t))− (Xη2,x2

t , Xη2,x2(t))|p2 ≤

≤ C|(η1, x1)− (η2, x2)|p2 +

∫ T

0

sup
s∈[0,q]

|(Xη1,x1
s , Xη1,x1(s))− (Xη2,x2

s , Xη2,x2(s))|p2 ,

and the claim follows from Grownall’s inequality.

Remark 2.3.6. We want to stress that a result analogous to Thm. 2.3.5 can be obtained
by replacing the Delfour-Mitter space D with the space D of càdlàgfunctions, with the
corresponding sup norm ‖ · ‖D = supt∈ [−r,0] | · |, see e.g. [BCDNR16, RvG06].

When the SFDDE is driven by a Gaussian noise, a result analogous to Thm. 2.3.5 has
been derived, in different and yet related setting, in [AHMP07, Moh98].

One of the major results, when one is to lift the delay equation into an infinite dimensional
setting exploiting the notion of segment, is that one is able to recover the Markov property
of the driving equation, see, e.g [Moh98, Theorem II.1], similarly equation (2.75) results to
be an D−valued Markov process.

Proposition 2.3.7. Let X = {(Xt, X(t))}t∈[0,T ] be the strong solution to equation (2.75),
then the process X is a Markov process in the sense that

P((Xt, X(t)) ∈ B|Fs) = P((Xt, X(t)) ∈ B|(Xs, X(s)) = (η, x)) , P− a.s. ,

for all 0 ≤ s ≤ t ≤ T and for all B a Borel set B ∈ B(D).

Proof. See, e.g. [BCDNR16, Th. 3.10], or also, see, e.g., [RvG06, Prop. 3.3] or [PZ07,
Sec.9.6].

Having shown in Proposition 2.3.7 that X is a D−valued Markov process, we can there-
fore introduce the transition semigroup Pτ,t, acting on the space of Borel bounded function
on D, denoted by Bb(D), namely, we define

Pτ,t : Bb(D) → Bb(D) , Pτ,t[ϕ](x) := E[ϕ(Xτ,η,x
t )] , ϕ ∈ Bb(D) . (2.78)

Concerning the infinitesimal generator we have the following proposition, we refer to
[App09] to a deep introduction on Markov semigroups.
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Proposition 2.3.8. Let us consider equation (2.75) and a function ϕ : [0, T ]×L2×R→ R
which is differentiable with continuous derivative w.r.t. the first variable t, Fréchet differen-
tiable with continuous Fréchet derivative w.r.t. the second variable η and twice differentiable
w.r.t. the third variable x. Also assume that η ∈W 1,2.

We denote by ∂t, resp. D, resp. ∂x, the derivative w.r.t. the first variable, resp. the
second variable, resp. the third variable. Also we will denote by ∂θ the (weak) derivative of
η.

Then the infinitesimal generator Lt of equation (2.75) is

Ltϕ(t, η, x) =
〈
Dϕ(t, η, x), ∂+

θ η
〉
L2

+ ∂xϕ(t, η, x)µ(t, η, x) +
1

2
∂xxϕ(t, η, x)σ2(t, η, x)

+

∫
R0

(ϕ(t, η, x+ γ(t, η, x, z))− ϕ(t, η, x)− γ(t, η, x, z)∂xϕ(t, η, x)) ν(dz) . (2.79)

where ∂+
θ : W 1,2 ⊂ L2 → L2 is the right derivative in L2.

Proof. The proof follows from a direct application of Itô’s formula, see, e.g. [BCDNR16].

Similarly, proposition 2.3.8, can be proved alongside [YM05, Lemma 9.3]. Nevertheless,
following [FMT10, FT02, FT05] we are not interested in a full characterization of the domain
of the infinitesimal generator since this goes beyond the aim of the present work.

Malliavin calculus for jump processes with delay

In this subsection we recall some definitions and main results concerning Malliavin operator
and Skorokhod integral for jump processes. We will give fundamental definition in order to
fix the notation and to recall the most effective result, we refer to [DNØP+09, Pet06, SUV07]
for further references and proofs of some results. We will also derive some ad hoc results
concerning the differentiability of SFDDE’s, which will turn to be necessary in the rest of
the paper. Topics covered in this Subsection largely follow [DNØP+09, Pet06] and, to a
lesser extent, [DI10a, LSUV02, SUV07].

We would like to stress that, for the sake of brevity, we will state the results just for the
jump component and we refer to [FT05, Moh98] for the Malliavin derivative for stochastic
processes without jumps, namely in what follows we will set Ds,0 =: Ds.

We denote by In(f) the n-fold iterated stochastic integral w.r.t. the random measure Ñ ,
as

In(fn) :=

∫
([0,T ]×R0)n

f((t1, z1), . . . , (tn, zn))Ñ(dt1,dz1) . . . Ñ(dtn,dzn) ∈ L2(Ω) , (2.80)

where f ∈ L2 (([0, T ]× R0)n) = L2 (([0, T ]× R0)n),
⊗
ν(dz)dt) is a deterministic func-

tion.
Thus, every random variable F ∈ L2(Ω) can be represented as an infinite sum of it-

erated integrals of the form (2.80). This representation is known as chaos expansion, see,
e.g.[DNØP+09, Def. 12.1] or [Pet06, Th. 1].
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Theorem 2.3.9. The stochastic Sobolev space D1,2 consists of F−measurable random vari-
able F ∈ L2(Ω) such that, for (fn)n≥0, with fn ∈ L2 (([0, T ]× R0)n) , it holds

F =

∞∑
n=0

In(fn) , (2.81)

with the following norm

‖F‖2 =

∞∑
n=0

nn!‖In(fn)‖2L2(([0,T ]×R0)n) .

Given the chaos expansion in equation (2.81), we can introduce the Malliavin derivative
Dt,z and its domain D1,2, see, e.g. [DNØP+09, Def. 12.2].

Definition 2.3.10. Let us consider a random variable F ∈ D1,2, the Malliavin derivative
is the operator D : D1,2 ⊂ L2(Ω) → L2(Ω× [0, T ]× R0) defined as

Dt,zF =

∞∑
n=1

nIn−1(fn(·, t, z)), F ∈ D1,2, z 6= 0 . (2.82)

Since the operator D is closable, see, e.g., [DNØP+09, Thm. 3.3 and Thm 12.6], we
denote by D1,2 the domain of its closure.

The following result, see [DNØP+09, Thm. 12.8] for the proof, represents a chain rule
for Malliavin derivative.

Theorem 2.3.11. Let F ∈ D1,2 and let φ be a real continuous function on R. Suppose
φ(F ) ∈ L2(Ω) and φ(F +Dt,zF ) ∈ L2(Ω× [0, T ]× R0). Then, φ ∈ D1,2 and

Dt,zφ(F ) = φ(F +Dt,zF )− φ(F ) . (2.83)

Once the Malliavin derivative has been defined, we are able to introduce its adjoint
operator, the Skorokhod integral, in particular next definition is taken from [DNØP+09, Def.
11.1], see, also [Pet06, Sec. 3] for details.

Definition 2.3.12. Let δ : L2(Ω × [0, T ] × R0) → L2(Ω) be the adjoint operator of the
derivative D. The set of processes h ∈ L2(Ω× [0, T ]× R0) such that∣∣∣∣∣E

∫ T

0

∫
R0

Ds,zF ht(z) ν(dz)ds

∣∣∣∣∣ ≤ C‖F‖ ,
for all F ∈ D1,2, form the domain of δ, denoted by domδ.

For every h ∈ domδ we define the Skorokhod integral as

δ(h) :=

∫ T

0

∫
R0

ht(z)Ñ(d̂t, dz) ,

for any F ∈ D1,2.
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Definition 2.3.13. We denote by L1,2 the space of F−adapted processes h : Ω × [0, T ] ×
R0 → R such that ht ∈ D1,2 and

E
∫ T

0

∫
R0

|ht(z)|ν(dz)dt <∞

E
∫

([0,T ]×R0)2
|Dt,zhs(ζ)|ν(dζ)dsν(dz)dt <∞ .

From Definition above, We have L1,2 ⊂ domδ. If h ∈ L1,2 and Dt,zh ∈ domδ, then
δ(h) ∈ D1,2 and

Dt,zδ(h) = h(z) + δ(Dt,zh) , (2.84)

see, e.g. [LSUV02]. Notice also that L1,2 ' L2([0, T ];D1,2).
Next result will needed in order to prove subsequent results, see, e.g. [Pet06, Prop. 6].

Proposition 2.3.14. Let ht be a predictable square integrable process. Then, if h ∈ D1,2,
we have

Ds,z

∫ t

0

hτdτ =

∫ t

s

Dτ,zhτdτ ,

Ds,z

∫ t

0

hτdW (τ) =

∫ t

s

Dτ,zhτdW (τ) ,

Ds,z

∫ t

0

∫
R0

hτ Ñ(dτ, dz) = hs +

∫ t

s

∫
R0

Dτ,ζhτ Ñ(dτ, dζ) .

The next is the main result of the current subsection concerning the differentiability of
the SFDDE (2.75).

Theorem 2.3.15. Let us suppose that Assumptions 2.3.3 (A1)-(A2) hold and X = {X(t)}t∈[−r,T ]

is the solution to equation (2.75). Then, X ∈ L2
(
[−r, T ];D1,2

)
and, for every s ∈ [0, T ]

and z ∈ R0, the stochastic process {Ds,zX(t) : t ∈ [s, T ]} satisfies

E
∫ T

0

∫
R0

sup
t∈[s,T ]

|Ds,zX(t)|2ν(dz)ds <∞ . (2.85)

In particular, for any t ∈ [0, T ], X(t) ∈ D1,2 and it holds
Ds,zX(t) = γ(s,Xs, X(s), z) +

∫ t
s
Ds,zµ(u,Xu, X(u))du

+
∫ t
s
Ds,zσ(u,Xu, X(u))dW (u) +

∫ t
s

∫
R0
Ds,zγ(u,Xu, X(u), ζ)Ñ(du, dζ) ,

DsX(t) = 0 , t ∈ [−r, s)
.

Moreover, for any z ∈ R0, there exists a measurable version of the two-parameter process

Ds,zXt = {Ds,zXt(θ) : s ∈ [0, T ] , θ ∈ [−r, 0]} .
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Proof. We will use a standard Picard’s approximation scheme, see, e.g. [DNØP+09, Th.
17.2]. Let X0(t) = x and X0

t = η, then set, for n > 0,

Xn+1(t) = x+

∫ t

0

µ(s,Xn
s , X

n(s))ds+

∫ t

0

σ(s,Xn
s , X

n(s))dW (s)

+

∫ t

0

∫
R0

γ(s,Xn
s , X

n(s), z)Ñ(ds, dz) ,

Xn+1
0 = η ,

where we use the notation Xn
s := {Xn(s+ θ)}θ∈[−r,0].

We are going to prove by induction over n that Xn(t) ∈ D1,2 for any t ∈ [0, T ], Ds,zX(t)
is a predictable process and that

ξn+1(t) ≤ C1 + C2

∫ t

−r
ξn(s)ds ,

where C1, C2 are some suitable constants and

ξn(s) := sup
0≤s≤t

E
∫
R0

sup
s≤τ≤t

|Ds,zX
n(τ)|2ν(dz) <∞ .

For n = 0 the above claim is trivially satisfied. Let us thus assume that the previous
assumptions hold for n, we have to show that they hold also for n+ 1. Indeed we have that∫ t

0
µ(s,Xn

s , X
n(s))ds,

∫ t
0
σ(s,Xn

s , X
n(s))dW (s) and

∫ t
0
γ(s,Xn

s , X
n(s), z)Ñ(ds, dz) ∈ D1,2,,

and proposition 2.3.14 guarantees that

Ds,z

∫ t

0

µ(s,Xn
s , X

n(s))ds =

∫ t

s

Dτ,zµ(τ,Xn
τ , X

n(τ))dτ

Ds,z

∫ t

0

σ(s,Xn
s , X

n(s))dW (s) =

∫ t

s

Dτ,zσ(τ,Xn
τ , X

n(τ))dW (τ)

and

Ds,z

∫ t

0

γ(s,Xn
s , X

n(s), z)Ñ(ds, dz) = γ(s,Xn
s , X

n(s), z)

+

∫ t

s

∫
R0

Dτ,ζγ(τ,Xτ
s , X

n(τ), ζ)Ñ(dτ, dζ)

for s ≤ t. Consequently, for any t ∈ [0, T ], Xn+1(t) ∈ D1,2 and

Ds,zX
n+1(t) = γ(s,Xn

s , X
n(s), z) +

∫ t

s

Dτ,zµ(τ,Xn
τ , X

n(τ))dτ

+

∫ t

s

Dτ,zσ(τ,Xn
τ , X

n(τ))dW (τ)

+

∫ t

s

∫
R0

Dτ,ζγ(τ,Xτ
s , X

n(τ), ζ)Ñ(dτ, dζ) . (2.86)
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By squaring both sides of equation (2.86), we have

∣∣Ds,zX
n+1(t)

∣∣2 ≤ 4 |γ(s,Xn
s , X

n(s), z)|2 +

∣∣∣∣∫ t

s

Dτ,zµ(τ,Xn
τ , X

n(τ))dτ

∣∣∣∣2
+ 4

∣∣∣∣∫ t

s

Dτ,zσ(τ,Xn
τ , X

n(τ))dW (τ)

∣∣∣∣2
+ 4

∣∣∣∣∫ t

s

∫
R0

Dτ,ζγ(τ,Xτ
s , X

n(τ), ζ)Ñ(dτ, dζ)

∣∣∣∣2 . (2.87)

By exploiting Doob maximal inequality, stochastic Fubini’s theorem and Itô isometry,
we get

E
∫
R0

sup
s≤τ≤t

∣∣Ds,zX
n+1(t)

∣∣2 ν(dz) ≤ C
[
E
∫
R0

|γ(s,Xn
s , X

n(s), z)|2 ν(dz)

+ E
∣∣∣∣∫ t

s

Dτ,zµ(τ,Xn
τ , X

n(τ))dτ

∣∣∣∣2 + E
∣∣∣∣∫ t

s

Dτ,zσ(τ,Xn
τ , X

n(τ))dW (τ)

∣∣∣∣2
+ E

∣∣∣∣∫ t

s

∫
R0

Dτ,ζγ(τ,Xτ
s , X

n(τ), ζ)Ñ(dτ, dζ)

∣∣∣∣2
]

≤ C
[
E
∫
R0

|γ(s,Xn
s , X

n(s), z)|2 ν(dz)

+ E
∫ t

s

|Dτ,zµ(τ,Xn
τ , X

n(τ))|2 dτ + E
∫ t

s

|Dτ,zσ(τ,Xn
τ , X

n(τ))|2 dτ

+ E
∫ t

s

∫
R0

|Dτ,ζγ(τ,Xτ
s , X

n(τ), ζ)|2 ν(dz)dτ

]
,

(2.88)

where we denote for short by C > 0 a suitable constant.
Exploiting Assumptions 2.3.3 together with Theorem 2.3.11, we get

E
∫
R0

sup
s≤τ≤t

|Ds,zX
n+1(τ)|2ν(dz) ≤

≤ C1

∫ t

s

E
∫
R0

| (Ds,zX
n
τ , Ds,zX

n(τ)) |22ν(dz)dτ + C2

(
1 + E| (Xn

τ , X
n(τ)) |22

)
≤ C1

(
E
∫ t

s

∫ 0

−r

∫
R0

|Ds,zX
n(τ + θ)|2 ν(dz)dθdτ + E

∫ t

s

∫
R0

|Ds,zX
n(τ)|2 dν(dz)τ

)
+ C3(1 + λ)

≤ C1

(
E
∫ 0

−r

∫ t+θ

s

∫
R0

|Ds,zX
n(p)|2 ν(dz)dpdθ + E

∫ t

s

∫
R0

|Ds,zX
n(τ)|2 ν(dz)dτ

)
+ C3(1 + λ)

≤ C4E
∫ t

s

∫
R0

|Ds,zX
n(τ)|2 ν(dz)dτ + C3(1 + λ) ,

(2.89)

where C1, C2, C4 and C4 denote some suitable constants and λ is such that

λ = sup
n
E sup
−r≤s≤T

|Xn(s)|22 <∞ .
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What is more, we obtain

Xn+1 = {Xn+1(t)}t∈[−r,T ] ∈ L2(Ω× [−r, T ]) ,

and for any t,Xn+1(t) ∈ D1,2, so thatXn+1 ∈ L2(Ω×[−r, T ];D1,2) and, for p ≤ s, Ds,zX
n+1(p) =

0.
It follows that, for any z ∈ R0, it exists a measurable version of the two-parameter

process
Ds,zX

n+1
t =

{
Ds,zX

n+1
t (θ) : s ∈ [0, T ] , θ ∈ [−r, 0]

}
,

such that Ds,zX
n+1
t ∈ L2(Ω× [0, T ]× [−r, 0]), see, e.g. [Moh98, Sec. 4].

Therefore, the inductive hypothesis is fulfilled by Xn+1 and

E sup
s≤T
|Xn(s)−X(s)|2 → 0 as n→∞ .

Finally, thanks to a discrete version of Gronwall’s lemma, see, e.g. [DNØP+09, Th. 17.2]
and applying equation (2.89), we have

sup
n≥0

E
∫ T

−r
|Ds,zX

n(τ)|2dτ <∞ ,

so that X(t) ∈ D1,2, see, e.g. [DNØP+09, Th. 17.2].
By repeating the same reasoning as before, we have

X = {X(t)}t∈[−r,T ] ∈ L2(Ω× [−r, T ]), X(t) ∈ D1,2 ,

for any t, so that X ∈ L2(Ω × [−r, T ];D1,2). The proof is complete by observing that, for
any z ∈ R0, there exists a measurable version of the two-parameter process

Ds,zXt = {Ds,zXt(θ) : s ∈ [0, T ] , θ ∈ [−r, 0]} ,

such that Ds,zXt ∈ L2(Ω× [0, T ]× [−r, 0]).

2.3.3 Joint quadratic variation

In order to prove the main result of this work, which consists in giving an explicit Feynman-
Kac representation formula for a coupled forward-backward system with delay, we need first
to prove a joint quadratic variation result. The main advantage of such an approach is to
overcome difficulties that may arise in dealing with the Itô’s formula in infinite dimension,
since, in general, the process Xt fails to be a semi-martingale, so we cannot rely in standard
Itô calculus. Furthermore, we are able to relax hypothesis concerning the differentiability of
the coefficients.

In particular, following [FMT10, FT05], we introduce a generalized covariation process.
The definition of joint generalized quadratic variation we consider in the present paper has
been first introduced in [RV95] and [RV93, RV96b] with the difference that they consider
the limit to hold uniformly on compacts in probability. We have chosen here, following
[FMT10, FT05], to consider the limit in probability because that the limiting procedure is
easier with a stronger notion of convergence, such as the convergence in probability.
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Definition 2.3.16. Given a couple of R-valued stochastic processes (X(t), Y (t)), t ≥ 0,
their joint quadratic variation on [0, T ], is given by

〈X(t), Y (t)〉[0,T ′] := p− lim
ε↓0

Cε[0,T ′](X(t), Y (t)) ,

where p− lim denotes the limit to be taken in probability and

Cε[0,T ′](X(t), Y (t)) :=
1

ε

∫ T ′

0

(X(t+ ε)−X(t))(Y (t+ ε)− Y (t))dt, ε > 0 , (2.90)

with 0 ≤ T ′ + ε < T .

It is shown in [RV95, Prop. 1.1] the definition of joint quadratic variation coincides with
the standard notion of quadratic variation, see, e.g. [App09].

Before stating our main result we are to better introduce a mild notion of derivative we
will use throughout the paper. In what follows we will consider a function u : [0, T ]×D → R,
there exist C > 0 and m ≥ 0, such that, for any t ∈ [0, T ] and any (η1, x1), (η2, x2) ∈ D, u
satisfies

|u(t, η1, x1)− u(t, η2, x2)| ≤ C|(η1, x1)− (η2, x2)|2(1 + |(η1, x1)|2 + |(η2, x2)|2)m ,

|u(t, 0, 0)| ≤ C .
(2.91)

that is we require the function u to be Lipschitz continuous without requiring any further
regularity concerning differentiability. Nevertheless, in what follows, we will use the notation
of ∂σx . In particular following [FT05] we will introduce a mild notion of derivative, that is
the generalized directional gradient ∂σx . When u is sufficiently regular, it can be shown that
the generalized directional gradient, in the direction σ(t, η, x), of a function u, coincides with
∂xu(t, η, x)σ(t, η, x).

The definition, as well as the characterization of several properties, for the generalized
directional gradient has been provided in [FT05]. We will only state the definition of gen-
eralized directional gradient, whereas we refer to [FT05] to a complete treatment of the
topic. The definition of generalized directional gradient relies on the definition of gener-
alized quadratic variation of the function u with the Brownian motion W , introduced in
[RV93, RV95], and denoted by 〈u(·, X·, X(·),W (·)〉τ,t, 0 ≤ τ < t ≤ T .

In particular it has been shown in [FT05] that the following holds

〈u(·, X·, X(·),W (·)〉τ,t =

∫ t

τ

ζ(s,Xs, X(s))ds , (2.92)

for ζ : [0, T ]×D → R a suitable measurable map, see also [FMT10, FT02, FT05] for details.
Under suitable hypothesis of regularity, in [FT05] the authors show that

〈u(·, X·, X(·),W (·)〉τ,t =

∫ t

τ

∂xu(t,Xs, X(s))σ(t,Xs, X(s))ds , P− a.s. , (2.93)

where we denote by ∂x the derivative w.r.t. the present state. Hence, equation (2.92) can
be considered as the definition of the generalized directional gradient of the function u along
the direction σ. We say that the map ζ : [0, T ]×D → R belongs to the directional gradient
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of u, or equivalently that ζ ∈ ∂σx , if equation (2.92) holds. Therefore, we use for short the
notation ∂σxu to represent an element of the generalized directional gradient. Since this topic
lies outside our goals, having been deeply studied in a more general setting in [FT05], we
skip every technicality and invite the interested reader to refer to [FT05].

The following result represents the core of this paper.

Theorem 2.3.17. Let us assume that u : [0, T ] × D → R is locally Lipschitz w.r.t. the
second variable and with at most polynomial growth, namely, there exist C > 0 and m ≥ 0,
such that, for any t ∈ [0, T ] and any (η1, x1), (η2, x2) ∈ D, u satisfies

|u(t, η1, x1)− u(t, η2, x2)| ≤ C|(η1, x1)− (η2, x2)|2(1 + |(η1, x1)|2 + |(η2, x2)|2)m ,

|u(t, 0, 0)| ≤ C .
(2.94)

Then, for every (η, x) ∈ D and 0 ≤ τ ≤ T ′ ≤ T, the process

{u(t,X
(τ,η,x)
t , Xτ,η,x(t)), t ∈ [τ, T ′]}

admits a joint quadratic variation on the interval [τ, T ′] with

J(t) :=

∫ t

0

∫
R0

zÑ(ds, dz),

given by〈
u(·, X(τ,η,x)

· , Xτ,η,x(·)), J(·)
〉

[τ,T ′]
=

∫ T ′

τ

∫
R0

z
[
u(s,X(τ,η,x)

s , Xτ,η,x(s)

+γ(s,Xτ,η,x
s , Xτ,η,x(s), z)− u(s,X(τ,η,x)

s , Xτ,η,x(s))
]
N(ds,dz) .

(2.95)

Remark 2.3.18. An analogous of [FT05, Prop. 4.4] is valid in the present case, that is the
following representation holds〈

u(·, Xτ,η,x
· , X(τ,η,x)(·)),W (·)

〉
[τ,T ′]

=

∫ T ′

τ

∂σxu(s,X(τ,η,x)
s , Xτ,η,x(s))ds ,

where ∂σx is the generalized directional gradient. Tha claim follows from [FT05] by observing
that the Poisson random measure does not affect the result and the proof follows exactly
the same steps as in [FT05].

Proof. Without loss of generality, we prove the result with τ = 0, as the case of a general
initial time τ 6= 0 can be proved by using the same techniques. Fix (η, x) ∈ D and a time
horizon T ′ ∈ [0, T ] and denote for brevity X(0,η,x) by X. In what follows we will denote
with Ñ(d̂t, dz) the Skorkhod integral.

In order to shorten the notation set

vt := (u(t+ ε,Xt+ε, X(t+ ε))− u(t,Xt, X(t))1[0,T ′](t) ,

and
Aε := {(t, s) ∈ [0, T ′]× [0, T ′] : 0 ≤ t ≤ T ′ , t ≤ s ≤ t+ ε} .
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Thanks to equation (2.94) and theorem 2.3.15, we have vt ∈ L1,2, so that, for any t,
vt ∈ D1,2 and then vt1Aε(t, ·) ∈ L2(Ω× [0, T ]). Furthermore, equation (2.84) implies that vt
is Skorkhod integrable and from [DNØP+09, Th. 12.11] we have∫ T ′

0

∫
R0

zvt1Aε(t, s)Ñ(d̂t, dz) = vt

∫ T ′

0

∫
R0

z1Aε(t, s)Ñ(d̂t, dz)

−
∫ T ′

0

∫
R0

zDs,zvt1Aε(t, s)N(ds, dz) =: zt , (2.96)

which holds since z ∈ L2(Ω× [0, T ]).
equation (2.96) implies, for a.a. t ∈ [0, T ′],

u(t+ ε,Xt+ε, X(t+ ε))− u(t,Xt, X(t))(Jt+ε − Jt)

= u(t+ ε,Xt+ε, X(t+ ε))− u(t,Xt, X(t))

∫ t+ε

t

∫
R0

zÑ(ds, dz)

=

∫ t+ε

t

∫
R0

zDs,z (u(t+ ε,Xt+ε, X(t+ ε))− u(t,Xt, X(t)))N(ds, dz)

+

∫ t+ε

t

∫
R0

z (u(t+ ε,Xt+ε, X(t+ ε))− u(t,Xt, X(t))) Ñ(ds, dz) .

(2.97)

Let us integrate the right-hand side of equation (2.97) in [0, T ′] w.r.t. t. By noticing that
the left-hand side equals to εCε, we write the right-hand side as follows∫ T ′

0

∫ t+ε

t

∫
R0

zDs,z (u(t+ ε,Xt+ε, X(t+ ε))− u(t,Xt, X(t)))N(ds, dz)dt

+

∫ T ′

0

∫ t+ε

t

∫
R0

z (u(t+ ε,Xt+ε, X(t+ ε))− u(t,Xt, X(t))) Ñ(d̂s, dz)dt

=

∫ T ′

0

∫ t+ε

t

∫
R0

zDs,z (u(t+ ε,Xt+ε, X(t+ ε))− u(t,Xt, X(t)))N(ds, dz)dt

+

∫ T ′+ε

0

∫
R0

∫ s∧T ′

(s−ε)+
z (u(t+ ε,Xt+ε, X(t+ ε))− u(t,Xt, X(t))) dtÑ(d̂s, dz) .

(2.98)

It remains to verify that
∫ T ′

0
zvt1Aε(t, ·)dt appearing in equation (2.98) is Skorokhod

integrable. From the definition of Skorokhod integral, by using equation (2.96) for G ∈ D1,2

and the duality formula, see e.g. [DNØP+09, equation (12.14)], we have

E
∫ T

0

∫
R0

∫ T

0

zvt1Aε(t, s)dtDs,zGν(dz)ds

=

∫ T

0

E
∫ T

0

∫
R0

zvt1Aε(t, s)Ds,zGν(dz)dsdt

=

∫ T

0

EG
∫ T

0

∫
R0

zvt1Aε(t, s)Ds,zÑ(d̂s, dz)dt = EG
∫ T

0

ztdt ,



108 2. Stochastic calculus for functional delay differential equations with jumps

so that
∫ T ′

0
vt1Aε(t, ·)dt is Skorokhod integrable. Hence,∫ T

0

∫ T

0

∫
R0

zvt1Aε(t, s)dtÑ(d̂s, dz)

=

∫ T

0

ztdt =

∫ T

0

∫ T

0

∫
R0

zvt1Aε(t, s)Ñ(d̂s, dz)dt .

Exploiting again equation (2.96) we have∫ T

0

∫ T ′

0

∫
R0

zvt1Aε(t, s)dtÑ(d̂s, dz) =

∫ T

0

zvt(Jt+ε − Jt)1[t,T ](t)dt

−
∫ T ′

0

∫ T

0

∫
R0

zDs,zvt1Aε(t, s)N(ds, dz)dt ,

and then equation (2.98) is proved.
On the other hand, thanks to the chain rule 2.3.11, see also [DNØP+09, Th. 12.8], and

from theorem 2.3.15 together with the adeptness property of the Malliavin derivative, i.e.
Ds,zX(t) = 0 if s > t, we have that, for a.a. s ∈ [t, t+ ε],

Ds,zvt = Ds,z[u(t+ ε,Xt+ε, X(t+ ε))− u(t,Xt, X(t))]

= Ds,z[u(t+ ε,Xt+ε, X(t+ ε))]

= u(t+ ε,Xt+ε +Ds,zXt+ε, X(t+ ε) +Ds,zX(t+ ε))

− u(t+ ε,Xt+ε, X(t+ ε)) .

Now, we apply equation (2.98) and we get

Cε =
1

ε

∫ T ′

0

∫ t+ε

t

∫
R0

z
[
u (t+ ε,Xt+ε +Ds,zXt+ε, X(t+ ε) +Ds,zX(t+ ε))N(d̂s,dz)dt

− 1

ε

∫ T ′

0

∫ t+ε

t

u (t+ ε,Xt+ε, X(t+ ε))]N(d̂s,dz)dt

+
1

ε

∫ T ′+ε

0

∫
R0

∫ s∧T ′

(s−ε)+
z (u(t+ ε,Xt+ε, X(t+ ε))− u(t,Xt, X(t))) dtÑ(d̂s,dz) .

Let us consider separately the two terms

Iε1 :=
1

ε

∫ T ′

0

∫ t+ε

t

∫
R0

z
[
u (t+ ε,Xt+ε +Ds,zXt+ε, X(t+ ε) +Ds,zX(t+ ε))N(d̂s,dz)dt

− 1

ε

∫ T ′

0

∫ t+ε

t

u (t+ ε,Xt+ε, X(t+ ε))]N(d̂s,dz)dt ,

Iε2 :=
1

ε

∫ T ′+ε

0

∫
R0

∫ s∧T ′

(s−ε)+
z (u(t+ ε,Xt+ε, X(t+ ε))− u(t,Xt, X(t))) dtÑ(d̂s,dz) .

As regards Iε2, the proof proceed exactly as in [FT05, Prop. 4.4.] or in [FMT10, Th.
3.1], for the sake of completeness we state the proof. We have to show that

1

ε

∫ T ′

0

vt1[Aε](t, s)dt→ 0 ,
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in L1,2, since this implies Iε2 → 0 in L2(Ω), together with the boundedness of the Skorokhod
integral. Thus, for a general y ∈ L1,2, we have

T ε(y)s =
1

ε

∫ T ′

0

(yt+ε − yt)1[Aε](t, s)dt =
1

ε

∫ s∧T

(s−ε)∨t
(yt+ε − yt)dt ,

so that we have to show that T ε(y)→ 0 in L1,2.
Let us recall the isomorphism

L2
(
[0, T ];D1,2(R)

)
' L1,2 .

Following [FT05], we have to show that ‖T ε‖L1,2(R) is bounded uniformly w.r.t. ε. In
fact,

‖T ε(y)s‖2D1,2(R) ≤
1

ε2

∫ T ′

0

1[Aε](t, s)dt

∫ T ′

0

|yt+ε − yt|2D1,2(R)1[Aε](t, s)dt

≤
∫ T ′

0

|yt+ε − yt|2D1,2(R)1[Aε](t, s)dt ,

‖T ε(y)s‖2L1,2(R) =

∫ T ′

0

‖T ε(y)s‖2D1,2(R)ds

≤
∫ T ′

0

|yt+ε − yt|2D1,2(R)

∫ T ′

0

1[Aε](t, s)ds dt

≤
∫ T ′

0

|yt+ε − yt|2D1,2(R)dt ≤ 2‖y‖2L1,2(R) ,

so the claim follows, see, e.g. [FT05, Prop. 4.4.] or [FMT10, Th. 3.1].
As regards Iε1, we have

Iε1 =
1

ε

∫ T

0

∫ t+ε

t

∫
R0

z u(t+ ε,Xt+ε +Ds,zXt+ε, X(t+ ε) +Ds,zX(t+ ε))N(d̂s,dz)dt

− 1

ε

∫ T

0

∫ t+ε

t

∫
R0

z u(t+ ε,Xt+ε, X(t+ ε))]N(d̂s,dz)dt := Kε
1 −Kε

2 .

Let us first prove that

Kε
2 →

∫ T ′

0

∫
R0

zu(t,Xt, X(t))N(d̂t,dz) , P− a.s. (2.99)

as ε→ 0.
From assumption (2.94) on the function u and the right-continuity of X, it follows from

the Lebesgue differentiation theorem and the dominated convergence theorem that

1

ε

∫ T ′

0

∫ t+ε

t

∫
R0

zu(t+ ε,Xt+ε, X(t+ ε))N(d̂s,dz)dt

=

∫ T ′+ε

0

∫
R0

z
1

ε

∫ (s+ε)∧T ′

s∨ε
u(t,Xt, X(t))dtN(d̂s, dz)

→
∫ T ′

0

∫
R0

zu(s,Xs, X(s))N(d̂s,dz) ,

(2.100)
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P−a.s., as ε→ 0.
Let us now prove that

Kε
1 →

∫ T ′

0

∫
R0

zu(t,Xt, X(t) + γ(t,Xt, z))N(d̂t,dz) . (2.101)

Theorem 2.3.15 assures

Ds,zX(t+ ε) =γ(s,Xs, X(s), z) +

∫ t+ε

s

Ds,z[µ(q,Xq, X(q))]dq

+

∫ t+ε

s

Ds,z[σ(q,Xq, X(q))]dW (q)

+

∫ t+ε

s

∫
R0

Ds,z[γ(q,Xq, X(q)ζ)]Ñ(dq,dζ) .

(2.102)

Proceeding as above, we get

1

ε

∫ T

0

∫ t+ε

t

∫
R0

zu(t+ ε,Xt+ε +Ds,zXt+ε)N(d̂s,dz)dt

=

∫ T ′+ε

0

∫
R0

z
1

ε

∫ s∧T ′

(s−ε)+
u (t+ ε,Xt+ε +Ds,zXt+ε, X(t+ ε)

+ Ds,zX(t+ ε)) dtN(d̂s, dz) .

(2.103)

The continuity of u, together with the right-continuity ofX, and the Lebesgue differentiation
theorem provide that

∫ T ′+ε

ε

∫
R0

z
1

ε

∫ (s+ε)∧T ′

s∨ε
u(t,Xt +Ds,zXt, X(t) +Ds,zX(t))dtN(d̂s, dz)

→
∫ T ′

0

∫
R0

zu(t,Xt +Dt,zXt, X(t) +Dt,zX(t))N(d̂t,dz) .

(2.104)

Moreover from theorem 2.3.15, together with the adaptedness of the Malliavin derivative,
it follows that

Ds,zX(t+ θ) = γ(s,Xs, z) +

∫ t+θ

s

Ds,z[µ(q,Xq)]dq

+

∫ t+θ

s

Ds,z[σ(q,Xq)]dW (q)

+

∫ t+θ

s

∫
R0

Ds,z[γ(q,Xq, ζ)]Ñ(dq,dζ) , θ ∈ [−r, 0] ,

Ds,zX(t+ θ) = 0 , s > t+ θ .

Exploiting thus the adaptedness of the Malliavin derivative, that is

Dt,zXt(θ) = Dt,zX(t+ θ) = 0 , for θ ∈ [−r, 0) ,

Dt,zX(t) = γ(t,Xt, X(t), z) ,
(2.105)
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so that substituting equation (2.105) into equation (2.104) we then get the claim and then
equation (2.101) is proved. equation (2.95) thus follows and the proof is then complete.

2.3.4 Existence of mild solutions of Kolmogorov equation
The main goal of this section is to provide an existence and uniqueness result of a mild solu-
tion, whose meaning will be specified later, of a non-linear path-dependent partial integro-
differential equation. Such a solution is connected to a forward-backward system with delay
of the form



dXτ,η,x(t) = µ(t,Xτ,η,x
t , Xτ,η,x(t))dt+ σ(t,Xτ,η,x

t , Xτ,η,x(t))dW (s)

+
∫
R0
γ(t,Xτ,η,x

t , Xτ,η,x(t), z)Ñ(dt, dz)

(Xτ,η,x
τ , Xτ,η,x(τ)) = (η, x) ∈ D

dY τ,η,x(t) = ψ
(
t,Xτ,η,x

t , Xτ,η,x(t), Y τ,η,x(t), Zτ,η,x(t), Ũτ,η,x(t)
)

dt

+Zτ,η,x(t)dW (t) +
∫
R0
Uτ,η,x(t, z)Ñ(dt, dz)

Y τ,η,x(T ) = φ(Xτ,η,x
T , Xτ,η,x(T ))

, (2.106)

where we have set for short

Ũτ,η,x(t) :=

∫
R0

Uτ,η,x(t, z)δ(z)ν(dz) .

In particular the solution to the SFDDE (2.156) is the quadruple (X,Y, Z, U) taking
values in D×R×R×R. We refer to [Del13] for a detailed introduction to forward-backward
system with jumps.

We now assume the following assumptions to hold.
Hypothesis 2.3.19.

(B1) The map ψ : [0, T ]× D × R× R× R → R is continuous and there exists K > 0 and
m ≥ 0 such that

|ψ(t, η1, x1, y1, z1, u1)− ψ(t, η2, x2, y2, z2, u2)| ≤ K|(η1, x1)− (η2, x2)|2
+K(|y1 − y2|+ |z1 − z2|+ |u1 − u2|) ;

|ψ(t, η1, x1, y, z, u)− ψ(t, η2, x2, y, z, u)|
≤ K(1 + |(η1, x1)|2 + |(η2, x2)|2 + |y|)m

· (1 + |z|+ |u|)(|(η1, x1)− (η2, x2)|2) ;

|ψ(t, 0, 0, 0, 0, 0)| ≤ K ,

for all (t, η1, x1, y1, z1, u1), (t, η2, x2, y2, z2, u2) ∈ [0, T ]×D × R3;

(B2) the map φ : D → R is measurable and there exist K > 0 and m ≥ 0 such that

|φ(η1, x1)− φ(η2, x2)| ≤ K(1 + |(η1, x1)|2 + |(η2, x2)|2)m|(η1, x1)− (η2, x2)|2 ,

for all (η1, x1), (η2, x2) ∈ D;
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(B3) there exists K > 0 such that the function δ : R0 → R satisfies

|δ(z)| ≤ K|(1 ∧ |z|) , δ(z) ≥ 0 , z ∈ R0 .

Remark 2.3.20. Following [Del13], we have chosen this particular form for the generator ψ of
the backward component in equation (2.156), due to the fact that it results to be convenient
in many applications.

Remark 2.3.21. We want to stress that assumptions 2.3.19 imply that there exists a suitable
constant C > 0 such that

|ψ(t, η, x, y, z, u)| ≤ C(1 + |(η, x)|m+1
2 + |y|+ |z|+ |u|) ,

|φ(η, x)| ≤ C(1 + |(η, x)|m+1
2 ) .

In what follows we will denote by K([0, T ]) the space of all triplet (Y,Z, U) of predictable
stochastic processes taking value in R× R× R and such that

‖(Y, Z, U)‖2K := E

[
sup

t∈ [0,T ]

|Y (t)|2
]

+ E

[∫ T

0

|Z(t)|2dτ

]

+ E

[∫ T

0

∫
R0

|U(t, z)|2ν(dz)dt

]
<∞ . (2.107)

The following Proposition ensures the existence and the uniqueness of the solution to the
system (2.156), under suitable properties of the coefficients.

Proposition 2.3.22. Let us consider the coupled forward-backward system (2.156) which
satisfies Assumptions 2.3.3 and Assumptions 2.3.19.

Then, the coupled forward-backward system admits a unique solution

(Xτ,η,x, Y τ,η,x, Zτ,η,x, Uτ,η,x) ∈ Sp ×K([0, T ]) .

Eventually we have that the map

(τ, η, x) 7→ (Xτ,η,x, Y τ,η,x, Zτ,η,x, Uτ,η,x) ,

is continuous.

Proof. The existence and uniqueness of the solution to the forward component follows from
theorem 2.3.5, since Assumptions 2.3.3 hold true by hypothesis, whereas for the existence
and uniqueness of the backward component under Assumptions 2.3.19 follows [BBP97, Cor.
2.3] or [Del13, Thm. 4.1.3] .

The continuity of the map (τ, η, x) 7→ Xτ,η,x is guaranteed by theorem 2.3.5, whereas
the continuity of (τ, η, x) 7→ (Y τ,η,x, Zτ,η,x, U (τ,η,x) follows from [BBP97, Prop. 1.1].

Theorem 2.3.23. Let us consider the coupled forward-backward system (2.156) which sat-
isfies Assumptions 2.3.3 and 2.3.19. Let us define the function u : [0, T ]×D → R,

u(t, η, x) := Y t,η,xt ,
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with t ∈ [0, T ] and (η, x) ∈ D,.
Then, there exist C > 0 and m ≥ 0, such that, for any t ∈ [0, T ] and any (η1, x1),

(η2, x2) ∈ D, u satisfies

|u(t, η1, x1)− u(t, η2, x2)| ≤ C|(η1, x1)− (η2, x2)|2(1 + |(η1, x1)|2 + |(η2, x2)|2)m ,

|u(t, 0, 0)| ≤ C .
(2.108)

Moreover, for every t ∈ [0, T ] and (η, x) ∈ D we have P−a.s. and for a.e. t ∈ [τ, T ]

Y τ,η,x(t) = u(t,Xτ,η,x
t , Xτ,η,x(t) ,

Zτ,η,x(t) = ∂σxu(t,Xτ,η,x
t , Xτ,η,x(t) = ,

Uτ,η,x(t, z) = u(t,Xτ,η,x
t , Xτ,η,x(t) + γ(t,Xτ,η,x

t , Xτ,η,x(t), z))

− u(t,Xτ,η,x
t , Xτ,η,x(t)) ,

(2.109)

where ∂σx is the generalized directional gradient in the sense of equation (2.92).

Remark 2.3.24. Let us recall that, if u is sufficiently regular, then

Z(τ,η,x)(t) = ∂xu(t,Xτ,η,x
t , Xτ,η,x(t))σ(t,Xτ,η,x

t , Xτ,η,x(t)) .

Proof. The fact that u(t, η, x) := Y t,η,xt satisfies (2.108) immediately follows from the con-
tinuity of the map

(τ, η, x) 7→ (Xτ,η,x, Y τ,τ,η,x, Zτ,τ,η,x, Uτ,τ,η,x) ,

proved in proposition 2.3.22 together with assumptions 2.3.3.
The representation of Y and Z follow from [FMT10, Cor. 4.3]. As regards the process

U, we use the standard notion of joint variation

〈Y τ,η,x(·), J(·)〉[τ,T ] =

∫ T

τ

∫
R0

z Uτ,η,x(s, z)N(ds, dz) . (2.110)

On the other hand, theorem 2.3.17 implies

〈u(·, Xτ,η,x
· , Xτ,η,x(·)), J(·)〉[τ,T ]

=

∫ T

τ

∫
R0

z (u(s,Xτ,η,x
s , Xτ,η,x(s) + γ(s,Xτ,η,x

s , Xτ,η,x(s), z))N(ds, dz)

−
∫ T

τ

∫
R0

z (u(s,Xτ,η,x
s , Xτ,η,x(s))))N(ds, dz) . (2.111)

By comparing equation (2.110) and equation (2.111), the thesis follows.

The non-linear Kolmogorov equation

The present section is devoted to prove that the solution to the forward-backward system
(2.156) can be connected to a solution, in a suitable sense, to a of path-dependent partial
integro-differential equations on the space D, driven by a suitable generator.
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More precisely, let us consider the Markov process (Xτ,η,x
t , Xτ,η,x(t)) defined as the

solution of equation (2.75), and the corresponding Markov generator Lt defined in (2.79).
The path-dependent partial-integro differential equation we want to investigate has the

following form

{
∂
∂tu(t, η, x) + Ltu(t, η, x) = ψ (t, η, x, u(t, η, x), ∂σxu(t, η, x),J u(t, η, x)) ,

u(T, η, x) = φ(η, x),
(2.112)

for all t ∈ [0, T ], and (η, x) ∈ D, where u : [0, T ]×D →,R is an unknown function, ψ and
φ are two given functions such that ψ : [0, T ]×D × R× R× R →,R and ψ : D →,R, ∂σxu
is the generalized directional gradient and J is a functional acting as

J u(t, η, x) =

∫
R0

(u(t, η, x+ γ(t, η, x, z))− u(t, η, x) ) δ(z)ν(dz) .

In particular, we want to look for a mild solution of equation (2.151), according to the
following definition.

Definition 2.3.25. Let us consider the partial integro-differential equation (2.151). A mild
solution to equation (2.151) is a function u : [0, T ]×D →,R if there exist C > 0 and m ≥ 0,
such that, for any t ∈ [0, T ] and any (η1, x1), (η2, x2) ∈ D, u satisfies

|u(t, η1, x1)− u(t, η2, x2)| ≤ C|(η1, x1)− (η2, x2)|2(1 + |(η1, x1)|2 + |(η2, x2)|2)m

|u(t, 0, 0)| ≤ C
(2.113)

and the following identity hold true

u(t, η, x) = Pt,Tφ(η, x) +

∫ T

t

Pt,s[ψ(·, u(s, ·), ∂σxu(s, ·),J u(s, ·)](η, x)ds , (2.114)

for all t ∈ [0, T ], and (η, x) ∈ D and where Pt,s is the Markov semigroup for equation (2.67)
introduced in equation (2.78).

Theorem 2.3.26. Assume that Assumptions 2.3.3 and Assumptions 2.3.19 hold true. Then,
the path-dependent partial integro-differential equation (2.151) admits a unique mild solution
u, in the sense of definition 2.3.25. In particular, the mild solution u coincide with the
function u introduced in teorem 2.3.23.

Proof. In what follows, as above, we will denote for short

Ũτ,η,x(s) :=

∫
R0

Uτ,η,x(s, z)δ(z)ν(dz) ,

Let us consider the backward stochastic differential equation in equation (2.156), namely,

Y t,η,x(t) = φ(Xt,η,x
T , Xt,η,x(T )) +

∫ T

t

ψ
(
Xt,η,x
s , Xt,η,x(s), Y t,η,x(s), Zt,η,x(s), Ũ t,η,x(s)

)
ds

+

∫ T

t

Zt,η,x(s)dW (s) +

∫ T

t

∫
R0

U t,η,x(s, z)Ñ(ds,dz) .
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Taking the expectation and exploiting equation (2.152), then Y satisfies equation (2.153).
In order to show the uniqueness let u(t, η, x), 0 ≤ τ ≤ t ≤ T, be a mild solution of

equation (2.151), so that

u(t,η, x) = E
[
φ(Xt,η,x

T , Xt,η,x(T ))
]

+E

[∫ T

t

ψ
(
Xt,η,x
s , Xt,η,x(s), Y t,η,x(s), Zt,η,x(s), Ũ t,η,x(s)

)
ds

]
.

By recalling that X(τ,η,x)
t is a Markov process, and denoting by Et the conditional ex-

pectation w.r.t. the filtration Ft, we can write

u(t,Xt,η,x
t , Xt,η,x(t)) = Et

[
φ(Xt,η,x

T , Xt,η,x(T ))
]

+Et
[∫ T

τ

ψ
(
Xt,η,x
s , Xt,η,x(s), Y t,η,x(s), Zt,η,x(s), Ũ t,η,x(s)

)
ds

]

−Et
[∫ t

τ

ψ
(
Xτ,η,x
s , Xτ,η,x(s), Y τ,η,x(s), Zτ,η,x(s), Ũτ,η,x(s)

)
ds

]
.

We set, for short,

ξ := φ(Xt,η,x
T , Xt,η,x(T ))

+

∫ T

τ

ψ
(
Xt,η,x
s , Xt,η,x(s), Y t,η,x(s), Zt,η,x(s), Ũ t,η,x(s)

)
ds .

Thanks to the representation theorem of martingales, see [App09, Thm. 5.3.5], there
exist two predictable processes Z̄ ∈ L2(Ω× [0, T ]) and Ū ∈ L2(Ω× [0, T ]× R0) such that

u(t,Xτ,η,x
t , Xτ,η,x(t)) = u(τ, η, x)

+

∫ t

τ

Z̄τ,η,x(s)dW (s) +

∫ t

τ

∫
R0

Ūτ,η,x(s, z)Ñ(ds,dz)

−
∫ t

τ

ψ
(
Xτ,η,x
s , Xτ,η,x(s), Y τ,η,x(s), Zτ,η,x(s), Ũτ,η,x(s)

)
ds .

By applying theorem 2.3.17, we have

u(t,Xτ,η,x
t , Xτ,η,x(t)) = φ(Xτ,η,x

T , Xτ,η,x(T ))+

−
∫ T

t

σ(s,Xτ,η,x
s , Xτ,η,x(s))∂xu(s,Xτ,η,x

s , Xτ,η,x(s))dW (s)

−
∫ T

t

∫
R0

[(u(s,Xτ,η,x
s , Xτ,η,x(s) + γ(s,Xτ,η,x

s , Xτ,η,x(s), z), z))

− u(s,Xτ,η,x
s , Xτ,η,x(s)))] Ñ(ds,dz)

+

∫ T

t

ψ
(
Xτ,η,x
s , Xτ,η,x(s), Y τ,η,x(s), Zτ,η,x(s), Ũτ,η,x(s)

)
ds .
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By comparing last equation with the backward component of equation (2.156), we note
that (Y τ,η,x(t), Zτ,η,x(t), Uτ,η,x(t, z)) and the following three functions

u(t,Xτ,η,x
t , Xτ,η,x(t)) ,

∂σx (u(t,Xτ,η,x
t , Xτ,η,x(t))) ,

u(t,Xτ,η,x
s , Xτ,η,x(s) + γ(s,Xτ,η,x

s , Xτ,η,x(s), z))− u(t,Xτ,η,x
s , Xτ,η,x(s))

solve the same equation. Therefore, due to the uniqueness of the solution, we have that

Y τ,η,x(t) = u(t,Xτ,η,x
t , Xτ,η,x(t)) .

Setting τ = t, we obtain Y (τ,η,x)(t) = u(t, η, x) and the proof is complete.

2.4 Financial applications

During recent years an increasing attention has been devoted to the study of stochastic
differential equations with delay (SDDEs), which are equations defining the dynamic of a
stochastic process whose time evolution depends on the past history of the process itself.
Delay equations arise naturally in many fields of applied mathematics, see, e.g., [IKS03] and
references therein, spanning from engineering to biology, from computer science to finance,
etc. Concerning the latter type of applications, SDDEs can be used, e.g., to price a wide
class of so-called path-dependent options, or to characterize financial market with memory,
see, e.g., [AHMP07, CDPMZ16, KSW05a, KSW07a, KP07] and references therein for further
details.

Even if we do not aim to give a complete survey of problems, solutions and method related
to the study of SDDE’s, we would like to recall at least some of the most relevant approaches
recently proposed to analyse such kind o stochastic differential equations. In particular in
[FZ] an infinite dimensional approach based on semigroup theory has been used, providing
a deterministic Kolmogorov equation associated to a SDDE driven by a Brownian motion.
In [CF10, CF13] a new type of path-dependent calculus has been derived ad hoc, introducing
new types of derivatives, namely the horizontal derivative and the vertical derivative, which
are then used in dealing with path-dependent stochastic equations. In [FPS00] latter results
have been used in the computation of the greeks for various types of path-dependent options.

In what follows we will exploit a different approach, first introduced in [Moh84] and then
developed in [Moh98, YM05], which is based on the theory of stochastic functional delay
differential equations (SFDDEs), in particular in the light of [BCDNR16] where SFDDEs
with jumps have been introduced. We would also like to mention that in [FZ] a connection
between the three previously cited approaches, has been provided.

We recall that in [BCDNR16, CDPO16] existence and uniqueness results for SFD-
DEs have been shown together with a suitable related Itô-Döblin formula. Moreover, in
[CDPO16], a non-linear Feynman-Kac theorem for SFDDEs arising from a forward-backward
system with delay under mild assumptions of regularity is provided. Latter result is par-
ticularly useful in financial applications, thanks to the mild assumptions needed on differ-
entiability. In the present work we start from the latter property, and we exploit the mild
notion of gradient first introduced in [FT05] in order to connect a forward-backward system
with delay to an infinite dimensional partial integro-differential equation (PIDE) whose so-
lution is only required to be Lipschitz. Such mild regularity request is rather advantageous
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in financial applications, where typical payoff functions are Lipschitz, without being also
differentiable.

In particular we will exploit previously cited result in order to derive a set of infinite
dimensional PIDE to price a rather general class of stochastic volatility models with jumps
arising in finance. In particular we will focus our attention on continuously monitored
Asian options, even if analogous results hold for discretely monitored Asian options as well
as for other type of path-dependent options, often referred as exotic options, such as the
realized volatility options, the variance swap options, etc., see, e.g., [R+91, WDH93] for a
general introduction to exotic options. It is worth to mention that a similar approach can be
extended to market models with memory effect, see, e.g., [KSW05a, KSW07a, KP07, Swi07],
or to time changed stochastic volatility models, see, e.g., [CGMY03, HS11], the latter subject
being the object of our future works.

The present paper is organized as follows: in section 2.3 we introduce the main theoretical
results derived in [BCDNR16, CDPO16] also providing the main non-linear Feynman-Kac
theorem; in Sec. 2.5.1 we introduce the financial setting also showing some related example
of possible payoffs; in Sec. 2.4.1 we derive the infinite dimensional pricing PIDE for the
Bates models, see [Bat96], whereas in Sec. 2.4.1 we derive the same result for the Barndorff-
Nielsen-Shephard (BNS) model, see later for its definition, with respect to two different
specifications for the stochastic law of the volatility process, namely the Gaussian Inverse
law and the Variance Gamma law.

2.4.1 Path-dependent derivative pricing in stochastic volatility mod-
els with jumps

Let us consider an asset S evolving under the risk-neutral probability (RNP) Q as

S(t) = e(ρ−q)t+X(t) , (2.115)

being ρ > 0 the fixed deterministic interest rate of a given riskless asset, e.g., a certain Bank
account, and q > 0 the dividend yield. We will denote by X the discounted log return of the
asset S whose evolution will be stated later on. We will assume that the volatility of the
process S is described by a second, stochastic, process V , so that we will be interested in
studying the couple (X,V ), which defines what is usually called a stochastic volatility model
(SVM). For the sake of simplicity, in what follows we will state our results in the risk-neutral
world characterized by the RNP Q, so that we will not take into account the problem of
choosing a particular risk neutral measure. Let us underline that, since we will consider
SVM with jumps, the related markets fail to be complete, hence we lost the uniqueness
of the RNM, see, e.g., [BMB05, H§, HS09] for detailed discussions concerning the topic of
identify the right RNM, in the present setting.

We are interested in pricing path-dependent options and, in particular, we will focus on
considering Asian options, even if many other types of path-dependent options such as the
realized volatility options, or the variance swap options can be treated by our approach as
well.

Being the payoff of such type of options path-dependent, in general we are not allowed
to exploit standard results based on the Markov property of the underlying process, instead
we will use the theory developed in Sec. 2.3, considering the process of interest as an infinite
dimensional process taking values in a suitable path-space. The latter idea will allow to
recover the Markov property of the couple (X,V ), as an infinite dimensional process. In
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particular, according to the notation introduced in Se. 2.3, we will set the maximum delay
taken into account to be r = T , T < ∞ being the maturity time and we will consider
the solution to take values in the infinite dimensional space M2 := L2([−T, 0];R2) × R2.
Moreover, introducing an appropriate backward stochastic differential equations (BSDE),
and also by means of the recovered Markov property, we can establish a Feynman-Kac
representation theorem for the path-dependent pricing PIDE.

In what follows we will not specify a particular form for the terminal payoff function.
In fact the pricing PIDE we are interested in, still remains valid for different type of path-
dependent options. Therefore we treat a representative case of the latter class of options,
namely we study the Asian type options, setting K > 0 to be the fixed strike price, S to
be the asset price, and X = logS to be the log return of the asset price, see, e.g. [BBP97],
while possible payoffs are

(i) arithmetic average floating strike call

Φ(S(T ), ST ) = max

{
S(T )− 1

T

∫ T

0

S(s)ds, 0

}
;

(ii) arithmetic average fixed strike call

Φ(S(T ), ST ) = max

{
1

T

∫ T

0

S(s)ds−K, 0

}
;

(iii) geometric average floating strike call

Φ(X(T ), XT ) = max
{
eS(T ) − e 1

T

∫ T
0
X(s)ds, 0

}
;

(iv) arithmetic average fixed strike call

Φ(X(T ), XT ) = max
{
e

1
T

∫ T
0
X(s)ds −K, 0

}
.

Let us notice that the above payoff function are Lipschitz in the sense of Assumption
2.3.19, but they fail to be differentiable, so that such type of options perfectly fits the set-
ting developed in Sec. 2.3. In what follows, we will derive the pricing PIDE for general
path-dependent options written in some relevant stochastic volatility models used in finance,
nevertheless our approach can be extended to other SVM, and related results can be general-
ized in order to consider multidimensional underlyings as well as multiscale market models.

The Bates model

The Bates model has been introduced in [Bat96] and it is perhaps the most simple SVM
with jumps, moreover, provided suitable choices for its parameters, we can use it to recover
the Heston model as well as the Merton jump model. In the sequel we will use the notation
introduced throughout the previous sections.

Let us consider an asset S(t) whose dynamics is described by eq. (2.115), and let us
assume that the discounted log price X evolves according to the following equation

dX(t) = −
(
κ(1) +

1

2
V (t)

)
dt+

√
V (t)dW 1(t) + dZ(t) , (2.116)
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while the volatility V is defined by

dV (t) = λ (θ − V (t)) dt+ ζ
√
V (t)dW 2(t) , (2.117)

where λ, θ and ζ are fixed, positive parameters, W 1 and W 2 are two Brownian motion with
correlation ρ ∈ [−1, 1], and

Z(t) =

Nt∑
i=1

Ji ,

is assumed to be independent of both W 1 and W 2, N being a Poisson process with intensity
µ, while the random variables Ji are as follows Ji ∼ N (γ, δ). In the present setting we have
that the Lévy measure ν(dz) of Z is

ν(dz) =
µ

δ
√

2π
e−

(z−γ)2

2δ2 dz ,

and its cumulant generating function reads as follows

κ(ξ) = logEeξZ(1) = µ

(
eγξ+

δ2ξ2

2 − 1

)
.

Remark 2.4.1. Let us note that from equations (2.116) and (2.117), we can recover the
Heston model setting µ = 0, as well as the Merton jump model, taking ζ = 0.

Proposition 2.4.2. Let us consider an asset S(t) = e(ρ−q)t+X(t) where the log return X
evolves according to eq. (2.116), and the volatility V evolves according to eq. (2.117). Let
us also consider a path-dependent options with a terminal payoff at maturity T given by
a (possibly path-dependent) function Φ satisfying assumptions 2.3.19. The the fair price
u(t, x, v, η) is the mild solution to the pricing PIDE{

∂tu(t, x, v, η) + Ltu(t, x, v, η) = (ρ− q)u(t, x, v, η) ,

u(T, x, v, η) = Φ(x, v, η) ,
(2.118)

where the infinitesimal generator of the triple (X,V,A), is

Ltu(t, x, v, η) =

∫ T

0

∂sηDη(s)u(t, x, v, η(s))ds+
1

2
v∂x,xu(t, x, v, η)+

+
1

2
ζv∂v,vu(t, x, v, η) + ρζv∂x,vu(t, x, v, η)+

−
(
κ(1) +

1

2
v

)
∂xu(t, x, v, η) + λ(θ − v)∂vu(t, x, v, η)+

+

∫ ∞
0

(u(t, x+ z, v, η, ω)− u(t, x, v, η, ω)) ν(dz) =

=

∫ T

0

∂sη(s)Dηu(t, x, v, η(s))ds+
1

2
v∂x,xu(t, x, v, η)+

+
1

2
ζv∂v,vu(t, x, v, η) + ρζv∂x,vu(t, x, v, η)+

−
(
µ
(
eγ+ δ2

2 − 1
)

+
1

2
v

)
∂xu(t, x, v, η) + λ(θ − v)∂vu(t, x, v, η)+

+

∫ ∞
0

(u(t, x+ z, v, η)− u(t, x, v, η))
µ

δ
√

2π
e−

(z−γ)2

2δ2 dz .
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Proof. Let us consider a general derivative whose payoff, possibly path-dependent, is given
by

Y (t, x, v, η) = E
[
e−(ρ−q)(T−t)Φ(X(T ), XT )

∣∣∣X(t) = x, V (t) = v,Xt = η
]
. (2.119)

If we introduce the discounted option price e−(ρ−q)tY (t), then applying the Itô-Döblin
formula we have

dY (t) = e(ρ−q)td(e−(ρ−q)tY (t)) + (ρ− q)Y (t)dt ,

so that the process Y is a solution to the following BSDE

Y (t) = Φ(X(T ), XT ) +

∫ T

t

(ρ− q)Y (s)ds+

−
∫ T

t

Z(s)dW (s)−
∫ T

t

∫
R0

U(s, z)Ñ(ds, dz) ,

(2.120)

which satisfies assumptions 2.3.19, hence there exists a unique solution (Y,Z, U) ∈ K([0, T ])
to the eq. (2.120).

Let us then consider the forward-backward system

dX(t) = −
(
κ(1) + 1

2V (t)
)
dt+

√
V (t)dW 1(t) + dZ(t) ,

dV (t) = λ (θ − V (t)) dt+ ζ
√
V (t)dW 2(t) ,

(X(0), V (0), X0) = (x, v, η) ∈M2 ,

dY (t) = (ρ− q)Y (t)dt− Z(t)dW (t)−
∫
R0
U(t, z)Ñ(dt, dz) ,

Y (T ) = Φ(X(T ), XT ) ,

(2.121)

then, applying Th. 2.5.5, we have that the unique solution (X,V,A, Y, Z, U) to the forward
backward system (2.121), is given by the mild solution to the deterministic path-dependent
PIDE (2.127).

Remark 2.4.3. Let us notice that even if the forward equation for the log price does not
satisfies Lipschitz assumption 2.3.3, due to the square root appearing in the volatility, nev-
ertheless its existence and uniqueness is proven in [Bat96].

We have not specified any particular payoff function for the option to be priced, however
we easily have that the payoff functions introduced in 2.4.1 fits into assumptions 2.3.19
so that the above theorem holds for this particular type of options. For instance, in the
case of a geometric average floating strike option we have that the path-component A :=∫ T

0
X(s)ds. As briefly said above, in the present setting we can derive the pricing PIDE

also for other notable type of path-dependent options just taking into account the different
path-component. For instance, if we are to treat a realized volatility options or variance
swap options we would have to consider A :=

∫ T
0
V (s)ds, so that eq. (2.119) would read

Y (t, x, v, η) = E
[
e−r(T−t)Φ(X(T ), XT )

∣∣∣X(T ) = x, V (T ) = v, VT = η
]
.
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The Barndorff-Nielsen-Shephard model

In what follows we consider a second relevant SVM which is widely used in finance, namely
the Barndorff-Nielsen-Shephard (BNS) model, see [BNNS+02, BN97, BMB05, HS11, HS09,
NV03] for a complete treatment of it.

Let us consider the discounted log price X evolving as

dX(t) = −
(
κ(ρ) +

1

2
V (t)

)
dt+

√
V (t)dW 1(t) + dLλ(t) , (2.122)

and let us assume that the volatility V is a mean-reverting Ornestein-Uhlenbeck process
driven by a pure-jump subordinator L with Lévy measure

dV (t) = −λV (t)dt+ ρdLλ(t) , (2.123)

where λ > 0 is a fixed positive parameter, and ρ < 0 is the correlation parameter. As in
Sec. 2.4.1 we have denoted by κ the cumulant generating function, that is

κ(ξ) = logEeξL(1) .

We will now focus on two particular laws under which the volatility process is assumed
to evolve.

The Inverse Gaussian law

We first consider the BNS model introduced above with the further assumption that the
stationary distribution of the volatility process V follows an inverse Gaussian law of pa-
rameter γ and δ, that is V ∼ IG(γ, δ), see, e.g., [BN97], then the associated Lévy measure
of the subordinator L, becomes

ν(dz) =
γ

2
√

2π
e−

3
2 (1 + δz)e−

1
2 δzdz , (2.124)

see, e.g., [BN97, BMB05].

Proposition 2.4.4. Let us consider an asset S(t) = e(ρ−q)t+X(t) where the log return X
evolves according to the eq. (2.122), and the volatility V evolves according to the eq. (2.123).
We further assume that V ∼ IG(γ, δ), so that the Lévy measure is as in eq. (2.124).

Let us then consider a path-dependent options with a terminal payoff at maturity T given
by a (possibly path-dependent) function Φ satisfying assumptions 2.3.19. then the fair price
u(t, x, v, η) is the mild solution to the pricing PIDE{

∂tu(t, x, v, η) + Ltu(t, x, v, η) = (ρ− q)u(t, x, v, η) ,

u(T, x, v, η) = Φ(x, v, η) ,
(2.125)
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where the infinitesimal generator of the triple (X,V,A), is

Ltu(t, x, v, η) =

∫ T

0

∂sη(s)Dηu(t, x, v, η(s))ds+
1

2
v∂x,xu(t, x, v, η)+

−
(
κ(ρ) +

1

2
v

)
∂xu(t, x, v, η) + λ(θ − v)∂vu(t, x, v, η)+

+

∫ ∞
0

(u(t, x+ z, v + ρz, η)− u(t, x, v, η)) ν(dz) =

=

∫ T

0

∂sη(s)Dηu(t, x, v, η(s))ds+
1

2
v∂x,xu(t, x, v, η)+

−
(
κ(ρ) +

1

2
v

)
∂xu(t, x, v, η) + λ(θ − v)∂vu(t, x, v, η)+

+

∫ ∞
0

(u(t, x+ z, v + ρz)− u(t, x, v, η))
γ

2
√

2π
e−

3
2−

1
2 δz(1 + δz)z .

Proof. The proof is analogous to the one given for Prop. 2.4.5.

The Variance Gamma law

We consider in the present subsection the BNS model introduced above with the further
assumption that the stationary distribution of the volatility process V follows a variance
gamma law, with parameters γ and δ, that is V ∼ Γ(γ, δ). In the present setting the Lévy
measure of L becomes

ν(dz) = δγeδzdz , (2.126)

see, e.g., [BMB05, MS90].

Proposition 2.4.5. Let us consider an asset S(t) = e(ρ−q)t+X(t) where the log return X
evolves according to the eq. (2.122) and the volatility V evolves according to the eq. (2.123).
We further assume that V ∼ Γ(γ, δ), so that the Lévy measure is as in eq. (2.126).

Let us then consider a path-dependent options with a terminal payoff at maturity T given
by a (possibly path-dependent) function Φ satisfying assumptions 2.3.19. Then the fair price
u(t, x, v, η) is the mild solution to the pricing PIDE

{
∂tu(t, x, v, η) + Ltu(t, x, v, η) = (ρ− q)u(t, x, v, η) ,

u(T, x, v, η) = Φ(x, v, η) ,
(2.127)
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where the infinitesimal generator of the triple (X,V,A), is

Ltu(t, x, v, η) =

∫ T

0

∂sη(s)Dηu(t, x, v, η(s))ds+
1

2
v∂x,xu(t, x, v, η)+

−
(
κ(ρ) +

1

2
v

)
∂xu(t, x, v, η) + λ(θ − v)∂vu(t, x, v, η)+

+

∫ ∞
0

(u(t, x+ z, v + ρz, η)− u(t, x, v)) ν(dz) =

=

∫ T

0

∂sη(s)Dηu(t, x, v, η(s))ds+
1

2
v∂x,xu(t, x, v, η)+

−
(
κ(ρ) +

1

2
v

)
∂xu(t, x, v, η) + λ(θ − v)∂vu(t, x, v, η)+

+

∫ ∞
0

(u(t, x+ z, v + ρz, η)− u(t, x, v, η)) δγeδzdz .

Proof. The proof follows as in Prop. 2.4.5.

2.4.2 Application to option pricing in market with memory

Recent years have seen an increasing attention towards the study of delay differential equa-
tions (DDE), mainly because of the large number of their applications ranging from math-
ematical biology to mathematical finance, see, e.g., [Kua93, Moh98]. Concerning financial
applications, examples are given, e.g., in [KP07] where it has been shown how, due to some
inherent factors such as time to transport, delay is a key factor to be taken into account in
commodity markets, while in [AHMP07, CY07, KSW07b] applications to markets with delay
and to option pricing in such markets have been provided, and in [KSW05b, KSW05a, SX11]
stochastic volatility models with delays are treated.

We would like to stress that the aforementioned applications can be treated in our frame-
work. In particular, to the best of our knowledge, very few applications concerning DDE
with jumps has been provided. The aim of the current section is to give possible applications
of DDE paying particular attention to the problem of pricing a contingent claim in a delayed
market with jumps.

In what follows we will denote by D := D ([−r, 0],R) the space of the R−valued càdlàg-
functions on [−r, 0] endowed with the norm ‖ · ‖D := supθ∈[−r,0] | · |, and by Mp :=

Lp ([−r, 0],R)×R, for p ≥ 2, endowed with the norm ‖(·, ·)‖pMp([−r,0],R) := ‖·‖Lp([−r,0],R)+|·|.
Let us consider a positive maturity time T < ∞, a fixed delay r ≥ 0, and a market

composed by one riskless bond B and one risky asset S, the case of d risky assets being
easily derived from the current example.

We assume that the bank account B satisfies the following delayed deterministic linear
equation {

dB(t) = R(t, Bt)dt , t ∈ [0, T ],

B0 = b ,
, (2.128)

for a suitable functional R : [0, T ] × D → R, while for the risky asset S := {S(t) : t ≥ 0},
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we consider its price at time t ≥ 0 determined by{
dS(t) = S(t−)

[
µ(t, St)dt+ σ(t, St)dW (t) +

∫
R0
γ(t, St)Ñ(t)

]
, t ∈ [0, T ]

S0 = s ∈ Sp(F0) ,
, (2.129)

with µ, σ : Sp → Lp(Ω;R) and γ : Sp → Lp(Ω;L2(R)) some suitable functional which will
be specified later. Furthermore we have denoted by Bt, resp. St, the segment of the process
B, resp. S, i.e. Bt = {B(t + θ)}θ∈[−r,0], resp. St = {S(t + θ)}θ∈[−r,0]. The space D can
be replaced with Mp, just taking into account that existence and uniqueness of a solution
to eq. (2.129) does not hold for discrete delay. In particular we would like to stress that
in the present setting the functionals µ, σ and γ are allowed to be stochastic processes by
themselves, namely they can have the general form

f(t, St) = µ̄(t, St)dt+ σ̄(t, St)dW
1(t) +

∫
R0

γ̄(t, St)Ñ
1(dt, dz) , f = µ, σ, γ ,

for some suitable functional µ̄, σ̄ and γ̄.
The present section is structured as follows: in Sec. 2.1.1 we give some examples of

delays that can be treated in our frameworks and related concrete models, then, in Sec.
4.2.4, we give a concrete example of a market model with jumps and provide a bound for
the price of a European call option when the underlying exhibits a delay.

Let us consider a market model with delay, our main goal being to provide an upper and
a lower bound for the price of a European call option written on a delayed underlying.

Let us thus assume that the bank account B satisfies the following delayed deterministic
linear equation {

dB(t) = R(Bt)dt , t ≥ 0,

B0 = b ∈ C ([−r, 0];R) ,
, (2.130)

with b ∈ C ([−r, 0];R), while R : [0, T ] × C ([−r, 0];R) → R is a deterministic linear and
continuous functional that can be represented as

R(Bt) =

∫ 0

−r
B(t+ θ)ξ(d θ) ,

for ξ a non-decreasing finite Borel measure on [−r, 0] such that ξ(0)− ξ(−r) > 0.
We will further assume, following [CY07], that it exists a unique positive real constant

ρ such that the solution to eq. (5.85) takes the particular form

B(t) = b(0)eρt , t ≥ 0 , (2.131)

and ρ satisfies

ρ =

∫ 0

−r
eρθξ(d θ) ,

we refer to [CY07, Prop. 2.5] for a proof of the existence and uniqueness of such ρ.
Let us further consider an asset S whose price evolves according to eq. (2.132). In

particular let us consider some deterministic time homogeneous functionals µ, σ and γ0

: D → R satisfying Lipschitz continuous and linear growth assumptions.
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Furthermore let λ : R0 → R be such that λ ∈ L2(ν). We will assume that the asset price
S evolves according with the discrete delay introduced in (ii), namely, for t ∈ [0, T ], we have{

dS(t) = S(t−)
[
µ(S(t− a))dt+ σ(S(t− b))dW (t) +

∫
R0
γ(S(t− c))(z)Ñ(t)

]
,

S0 = s ∈ D ,
,

(2.132)
with a, b and c ∈ [−r, 0) and γ(S)(z) := γ0(S)λ(z). In what follows we will omit to specify
the dependence of γ(S) by z, writing for short γ(S) instead of γ(S)(z).

Proposition 2.4.6. For any initial process s ∈ D there exists a unique solution to eq.
(2.132). If we further assume that s(0) > 0 and γ(S) ≥ −1, then S(t) > 0 a.s., for any
t ∈ [0, T ].

Proof. The existence and uniqueness of the solution immediately follows from the assump-
tions on the functional µ, σ, γ0 and λ and from Section 2.1.

An explicit form for the solution can be retrieved, following [AHMP07], via iterated
steps. Let us in particular denote by

dX(t) = µ(S(t− a))dt+ σ(S(t− b))dW (t) +

∫
R0

γ(S(t− c))Ñ(t) ,

then eq. (2.132) can be written in a more compact form as{
dS(t) = S(t−)dX(t) , t ∈ [0, T ] ,

S0 = s ∈ D ,
,

Let us now set l := min{a, b, c}, then, for any t ∈ [0, l], we have

X(t) =

∫ t

0

µ(s(q − a))dq +

∫ t

0

σ(s(q − b))dW (q) +

∫ t

0

∫
R0

γ(s(q − c))Ñ(q) ;

a solution to eq. (2.132) can be explicitly computed via Itô’s lemma as

S(t) = s(0)e
∫ t
0
µ(s(q−a)) dq e

∫ t
0
σ(s(q−b)) dW (q)− 1

2

∫ t
0
σ(s(q−b))2 dq ×

× e
∫ t
0

∫
R0
ln(1+γ(s(q−c))) Ñ(q)−

∫ t
0

∫
R0

(γ(s(q−c))−ln(1+γ(s(q−c))))ν(dz) dq
.

(2.133)

If we then assume s(0) > 0 and from the fact that γ ≥ −1 we have that, for any t ∈ [0, l],
the solution S is well defined and it holds S(t) > 0.

Eventually by iteration we can compute the solution for any t ∈ [kl, (k + 1)l ∧ T ],
k = 1, 2, . . . .

In what follows we will price a given contingent claim written on the underlying defined
by (2.132). In particular it is well known that in a standard Black-Scholes model, where the
prices evolve according to a pure diffusive process, and under suitable assumptions on the
coefficients, completeness of the model holds. Thus we have a unique (risk neutral) measure
Q equivalent to the real world measure P, and such that the discounted stock price process
e−ρtS is a Q−martingale. Unfortunately the same does not hold in the present case where
the driving process is a general, possibly discontinuous, martingale.

Such a drawback can be tackled exploiting the Girsanov theorem for general Lévy pro-
cesses, see, e.g., [DNØP+09], namely
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Theorem 2.4.7 (Girsanov). Let θ(t, z) ≤ 1, t ∈ [0, T ], z ∈ R0 and u(t), t ∈ [0, T ] be
F-predictable processes such that∫ T

0

∫
R0

(
| log(1 + θ(t, z))|+ θ2(t, z)

)
ν(dz)dt <∞, P − a.s. , (2.134)

∫ T

0

u2(t)dt <∞, P − a.s . (2.135)

Let

M(t) := exp

{∫ t

0

u(s)dW (s)− 1

2

∫ t

0

u2(s) +

∫ t

0

∫
R0

(log(1− θ(s, z)) + θ(s, z)) ν(dz)ds

+

∫ t

0

∫
R0

log(1− θ(s, z))Ñ(ds, dz)

}
, t ∈ [0, T ].

(2.136)

Define a measure Q on F by

dQ(ω) = M(T, ω)dP (ω).

Assume that Z satisfies the Novikov condition so that Q is a probability measure on (Ω,F).
Define

ÑQ(dt, dz) = θ(t, z)ν(dx)dt+ Ñ(dt, dz)

and
dWQ(t) = u(t)dt+ dW (t).

Then ÑQ(·, ·) andWQ(·) are compensated Poisson measure of N(·, ·) Brownian motion under
Q, respectively.

By Girsanov theorem 2.4.7, we have that our setting is characterized by an infinite
number of possible choices of equivalent measure Q, depending on the particular form for
the process θ. In what follows, in order to stress the dependence of the measure Q on
the process θ, we will denote by W θ, resp. Ñθ, the Brownian motion, resp. the Poisson
compensated random measure, under the measure Qθ.

Let us now consider two suitable processes u and θ satisfying the assumptions (2.134)-
(2.135) of Th. 2.4.7 such that the stock price S, under Qθ, evolves according to

dS(t) = S(t−)

[
ρdt+ σ(S(t− b))dW θ(t) +

∫
R0

γ(S(t− c))Ñθ(dt, dz)

]
,

whose solution can be explicitly computed as in eq. (5.17) via Itô’s formula. Note that the
discounted stock price S̃(t) := e−ρtS(t) is a Qθ−martingale.

Thus the price of a contingent claim written on the underlying S depends on the choice
of the process θ that we use in order to define the new equivalent measure Qθ. In particular
let us denote by Γ the set of measure Qθ equivalent to the real world measure P, and such
that u and θ satisfy assumptions (2.134)-(2.135) of Th. 2.4.7 and the discounted stock price
S is a Qθ−martingale. Our aim is to give an upper and lower bound for the price P (t) at
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time t ∈ [0, T ] of a contingent claim written on the asset S evolving according to (2.132),
namely

P θ(t) ∈ [ inf
Qθ∈Γ

P θ(t), sup
Qθ∈Γ

P θ(t)] .

In what follows we will use for short the notation Eθt to denote the conditional expectation
w.r.t. Ft evaluated under the measure Qθ, namely

Eθt [ · ] := Eθ [ · | Ft ] .

Theorem 2.4.8. Let us fix a measure Qθ ∈ Γ and let us define

Cθ(t) := Eθt
[
e−ρ(T−t)Φ(S(T )

]
,

the price at time t ∈ [0, T ] of a European contingent claim C with terminal payoff Φ(S) :=
(S(T )−K)+, written on the underlying S evolving according to eq. (2.132).

Then for any t ∈ [0, T ] and any Qθ ∈ Γ we have

Cθ(t) ∈ [PDBS(t), S(t)] ,

where we have denoted by PDBS the delayed Black-Scholes price computed in [AHMP07].

Proof. Applying the Feynman-Kac theorem for jump processes, see, e.g., [BJ00], we have
that the fair price of a European contingent claim can be retrieved solving the following
deterministic problem
∂tC

θ(t, S) = − 1
2σ(S(t− b))2S2∂SSC

θ(t, S)− ρS∂SCθ(t, S) + ρCθ(t, S)+

+
∫
R0

[
Cθ(t, S(1 + γ(S(t− c)))− Cθ(t, S)− Sγ(S(t− c))∂SCθ(t, S)

]
(1− θ)ν(dz) ,

Cθ(T, S) = (S(T )−K)+ ,

,

(2.137)
where we have denoted for short by ∂t, resp. ∂S , resp. ∂SS , the partial derivative w.r.t. t,
resp. the partial derivative w.r.t. S, resp. the second order partial derivative w.r.t. S.

However, as stressed in [AHMP07], we cannot a priori apply the Feynman-Kac theorem
for any t ∈ [0, T ]. In fact if t < m, with m := min{b, c}, we have that the solution to
the deterministic problem (2.137) is anticipating w.r.t. the filtration Ft. However previous
deterministic representation is still valid for any t ∈ [T −m,T ].

Let us then denote by

LDBSCθ(t, S) = −1

2
σ(S(t− b))2S2∂SSC

θ(t, S)− ρS∂SCθ(t, S) + ρCθ(t, S) ,

LJCθ(t, S) =

∫
R0

[
Cθ(t, S(1 + γ(S(t− c)))− Cθ(t, S)− Sγ(S(t− c))∂SCθ(t, S)

]
(1− θ(t, z))ν(dz) ,

,

the delayed Black-Scholes operator introduced in [AHMP07, eq. (11)], resp. the jump
operator, see, e.g., [BJ00].

We have that 0 ≤ Φ(S) ≤ S, hence for any t it holds 0 ≤ C(t, S) ≤ S. Exploiting now
the fact that θ(t, z) ≤ 1 and γ ≥ −1, and from the convexity of C, we have that, for any
t ∈ [T −m,T ], LJC(t, S) ≥ 0. Therefore the minimum is achieved when C solves

∂tC(t, S) = LDBSC(t, S) , (2.138)
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whose solution C(t, S), t ∈ [T −m,T ], is the delayed Black-Scholes price PDBS(t) computed
explicitly in [AHMP07, Th. 4]. We have thus proved the lower bound, namely

Cθ(t, S) ≥ PDBS(t) , t ∈ [T −m,T ] .

The claim for any t ∈ [0, T ] can be now achieved via iteration. In particular, for t ∈
[T − 2m,T − m] we have that the price C(t, S) solves the deterministic problem (2.138)
with terminal condition C(T −m,S) = PDBS(T −m) explicitly computed in the previous
step. The solution of such an equation is given in [AHMP07, Th. 4] in terms of the
conditional expectation w.r.t. Ft, t ∈ [T − 2m,T − m]. Iteratively proceeding, for any
t ∈ [T − (k+ 1)m∨0, T −km], k = 1, 2 . . . , and exploiting the conditional expectation tower
rule, we have that

Cθ(t, S) ≥ PDBS(t) , t ∈ [0, T ] ,

where PDBS(t) is the delayed Black-Scholes formula given in [AHMP07, Th. 4], and the
upper bound immediately follows from the estimate Φ(S) ≤ S.

Remark 2.4.9. The interval for the price of a European put option can be computed similarly
or equivalently exploiting the Put-Call parity.
Remark 2.4.10. Previous result can be extended to any contingent claim with convex ter-
minal payoff Φ such that 0 ≤ Φ(S) ≤ S and the function g(S) := S −Φ(S) is bounded, see,
e.g., [BJ00].

Although we have provided an interval for the fair price of a European option, the
problem of finding a price, and thus an hedging strategy, is only partially solved. In fact
Th. 2.4.8 shows that the cost of superhedging a contingent claim in this type of market is
too high, since the cost of superhedging would be the highest price that ensures absence of
arbitrage, that is S(0).

Thus alternative solution has to be found. One would be to chose only one among all
the feasible martingale measures Qθ ∈ Γ, but how to choose the most natural measure Qθ
in Th. 2.4.7 in order to compute the fair price of a given contingent claim.
Remark 2.4.11. A first trivial choice would be θ = 0, which can be easily seen to satisfies
assumption of Th. 2.4.7. In particular this choice of the process θ has been used by Merton
in [Mer76]. Therefore in this particular setting we have that the deterministic problem
(2.137) becomes
∂tC

0(t, S) = − 1
2σ(S(t− b))2S2∂SSC

0(t, S)− ρS∂SC0(t, S) + ρC0(t, S)+

+
∫
R0

[
C0(t, S(1 + γ(S(t− c)))− C0(t, S)− Sγ(S(t− c))∂SC0(t, S)

]
ν(dz) ,

C0(T, S) = (S −K)+ , t ∈ [T −m,T ] ,

.

(2.139)
It is easy to see that C0 belongs to the interval [PDBS(t), S(t)].

2.5 Connection with path-dependent calculus

In what follows we provide a connection between Itô’s formula (2.2.6) and the path-dependent
Itô’s formula given in [CF10, CF13] which relies on the concepts of vertical and horizontal
derivative, there introduced. Let us first set the notation we use in the current section.
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Let (Ω,F , P ) be the probability space with Ω = D([0, T ],Rd) endowed with the P -
augmented (right-continuous) filtration {Ft}t∈[0,T ] generated by the canonical process Y :

[0, T ] × Ω → Rd, Y (t, ω) = ω(t) and here F := FT . In this setting we define, for every
ω ∈ Ω and t ∈ [0, T ], ωt := {ω(s), 0 ≤ s ≤ t} ∈ D([0, t]), the trajectory up to time t. A
stochastic process is a function ϕ : [0, T ]× Ω→ Rd, (t, ω) 7→ ϕ(t, ω). In addition, we say ϕ
is non-anticipative if it is defined on D([0, t];Rd), i.e. ϕ(t, ω) = ϕ(t, ωt) := ϕt(ωt).

Let ϕ = {ϕt, t ∈ [0, T ]} be a non-anticipative stochastic process and {ei}di=1 ⊂ Rd the
canonical basis, we define the so-called vertical derivative as the following (path-wise) limit

DV,iϕt(ωt) = lim
h→0

ϕt(ω
hei
t )− ϕt(ωt)

h
,

where ωheit (s) := ωt(s) + hei1{t}(s), for every s ∈ [0, t]. Here, ωheit means adding a jump
of size h at time t on the direction of ei and hence the name. We then define the vertical
gradient of ϕt as

DV ϕt =
(
DV,1ϕt, . . . ,DV,dϕt

)
.

Furthermore, we define the horizontal derivative as the following (path-wise) limit

DHϕt(ωt) = lim
h↘0

ϕt+h(ωt,h)− ϕt(ωt)
h

,

where ωt,h(s) := ωt(s)1[0,t](s) + ωt(t)1(t,t+h](s), for every s ∈ [0, t + h]. Here, ωt,h is the
extension of the trajectory ωt on [0, t] to [0, t+ h] by an horizontal line of length h at ωt(t)
and hence the name.

We consider a functional F : [0, T ] × D([0, T ];Rd) → R which will act on processes ϕt.
We say F is non-anticipative if

F (t, ψ) = F (t, ψt) =: Ft(ψt),

for every non-anticipative stochastic process ψt. Next, we state an Itô formula for Ft(ψt)
where Ft is a non-anticipative functional which is once horizontally and twice vertically
differentiable. This result is taken from [CF10, Proposition 6].

Theorem 2.5.1 (Functional Itô’s formula). Consider an Rd-valued non-anticipative stochas-
tic process ϕt which admits the following càdlàg semimartingale representation

ϕt = ϕ0 +

∫ t

0

µ(s)ds+

∫ t

0

σ(s)dW (s) +

∫ t

0

∫
R0

γ(s−, z)Ñ(ds, dz)

for processes µ : [0, T ] → Rd, σ : [0, T ] → Rd×m and γ : [0, T ] × R0 → Rd×n such that∫ T
0
E
[
|µ(s)|+ ‖σ(s)‖2 +

∫
R0
‖γ(s, z)‖2ν(dz)

]
ds <∞ being ‖ · ‖ a matrix norm.

Let F be a once horizontally and twice vertically differentiable non-anticipative functional
satisfying some technical continuity conditions on F (see [CF10, Proposition 6]), DV Ft,



130 2. Stochastic calculus for functional delay differential equations with jumps

DVDV Ft and DHFt. Then for any t the following functional Itô formula holds P -a.s.

Ft (ϕt) = F0 (ϕ0) +

∫
(0,t]

DHFs(ϕs−)ds+

∫
(0,t]

DV Fs(ϕs−) dX(s)

+

∫
(0,t]

1

2
Tr
[
σ∗(s)DVDV Fs(ϕs−)σ(s)

]
ds

+

∫
(0,t]

∫
R0

DV Fs(ϕs−)
(
Fs(ϕs− + γ(s−, z)1{s})− Fs(ϕs−)− γ(s−, z)

)
N(ds, dz) .

(2.140)

To be able to show that the path-dependent Itô’s formula (2.149) and the Itô’s formula
from Theorem 2.2.6 do coincide we need first to connect the two settings. Such a link can
be established following [FZ], where the following operators are considered:

• the restriction operator, for every t ∈ [0, r]

Mt : D([−r, 0],Rd)→ D([0, t],Rd) ,
Mt(f)(s) = f(s− t) , s ∈ [0, t) ,

• the backward extension operator, for every t ∈ (0, r)

Lt : D([0, t],Rd)→ D([−r, 0],Rd) ,
Lt(f)(s) = f(0)1[−r,−t)(s) + f(t+ s)1[−t,0)(s) , s ∈ [−r, 0) ,

Let us consider a non-anticipative functional b : [0, T ] × D([0, T ];Rd) → R, b(t, ψ) =
b(t, ψt) =: bt(ψt) for any non-anticipative stochastic process ψ, then one can define a different
functional b̂ on [0, T ]×D([−r, 0];Rd)× Rd as

b̂(t,Xt, X(t)) := bt

(
M̃tXt

)
, (Xt, X(t)) ∈ D([−r, 0];Rd)× Rd ,

with

M̃tXt(s) :=

{
Mt(Xt)(s) if s ∈ [0, t)

Xt(s) if s = t
.

The converse holds true as well, in fact let us consider a given functional b̂ on [0, T ] ×
D([−r, 0];Rd), then we can obtain a corresponding functional bt on D([0, t];Rd) as

bt(ϕt) := b̂(t, Ltϕt, ϕt(t)) , ϕt ∈ D([0, t];Rd) , (2.141)

see [FZ] for details.
We can now show how the vertical and horizontal derivatives can be written in terms of

the Fréchet derivative D and the derivative with respect to the present state. Part of the
next theorem was already established in [FZ, Theorem 6.1].

Proposition 2.5.2. Consider a function F : [0, T ] × D([−r, 0];Rd) → R and let us define
ut : D([0, t];Rd)→ R as above in (2.160) ut(Xt) := F (t, LtXt, X(t)). Then the i-th vertical
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derivative DV,i of ut coincides with the derivative with respect to the present state Xi(t) of
F , namely

DV,iut(Xt) = ∂xiF (t, LtXt, X(t)) . (2.142)

Furthermore, we have

ut(X
hi

t )− ut(Xt) = F (t, LtXt, X(t) + hi(t, LtXt, X(t))− F (t, LtXt, X(t)) . (2.143)

If we assume that Xt ∈W 1,p, then

DHut(Xt) = ∂tF (t, LtXt, X(t)) +
〈
DF (t, LtXt, X(t)),∇+

θ LtXt

〉
D , (2.144)

holds, where the notation is given in Section 2.2.

Proof. Concerning (2.161) we have

DV,iut(Xt) = lim
h→0

1

h

(
ut(X

h
t )− ut(Xt)

)
= lim
h→0

1

h

(
F (t, LtX

h
t , X

h(t))− F (t, LtXt, X(t))
)

= lim
h→0

1

h

(
F (t,X(t) + h, LtX

h
t )− F (t,X(t), LtXt)

)
= ∂iF (t,X(t), LtXt) .

(2.145)

For what concerns (2.143), proceeding as in (2.145), we immediately have

ut(X
hi

t )− ut(Xt) = F (t, LtX
hi

t , X
hi(t))− F (t, LtXt, X(t)) =

= F (t,X(t) + hi, LtX
hi

t )− F (t,X(t), LtXt) .

We refer to [FZ, Theorem 6.1] for a proof of equation (2.162)

In the framework of this section, exploiting the previous Propositionosition we have that,
for suitable regular coefficients, Itô’s formula from Theorem 2.2.6 and the path-dependent
Itô’s formula in Theorem 2.5.4 coincide. In particular let us consider a process X evolving
according to{

dXt = f(t,Xt)dt+ g(t,Xt)dW (t) +
∫
R0
h(t,Xt, z)Ñ(dt, dz) ,

X0 = η ,
(2.146)

for some suitably regular enough coefficients f , g and h. Then proceeding as above we have
that Equation (2.146) can be written as a path dependent process{

dXt = f̂t(Xt)dt+ ĝt(Xt)dW (t) +
∫
R0
ĥt(Xt)Ñ(dt, dz) ,

X0 = η ,

with f̂t, ĝt and ĥt defined as in (2.160). Then we have the following result.

Theorem 2.5.3. Let F : [0, T ] ×Mp → R, F ∈ C1,1,2([0, T ] × D × Rd) and let us define
ut : D([0, t];Rd) → R as in (2.160) ut(Xt) := F (t, LtXt, X(t)). Then Itô’s formula from
Theorem 2.2.6 and the path dependent Itô’s formula from Theorem 2.5.4 coincide.
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Proof. It is straightforward from Proposition 2.5.6 exploiting the backward extension oper-
ator Lt and eventually using Itô’s formula from Theorem 2.2.6 and the path-dependent Itô
formula from Theorem 2.5.4.

During last years an increasing interest has been devoted to the study of stochastic delay
differential equations (SDDE’s), particularly in the framework of mathematical finance and
concerning, e.g., the analysis of markets with memory, path-dependent options, trading in
presence of asymmetric information, etc.

The standard approach to SDDE’s, first introduced in [Moh84], consists in consider-
ing the so called segment of the R−valued stochastic process of interest in order to in-
troduce a suitable infinite dimensional path-space E as, e.g., E := R × Lp([−r, 0];R) or
E : C([−r, 0];R), r > 0 being the maximum delay allowed. Latter approach turns the orig-
inal setting into an infinite dimensional one allowing to successfully treat a large class of
problems both theoretical and of applied nature, see, e.g., [FZ, FMT10, Moh84]. Recently
in [BCDNR16, CDPO16] the above framework has been extended to the case of jump pro-
cesses, providing also a suitable infinite dimensional Itô’s formula for SDDE exploiting the
calculus via regularization that has proved to be extremely powerful when one is to prove
an infinite dimensional Itô’s formula, see, e.g. [CRb] and reference therein.

A different approach is given by the path-wise calculus, see, e.g., [CF10, CF13, Dup09],
where DDSEs are studied exploiting the notions of vertical derivative and horizontal deriva-
tive. One of the main result obtained within the latter framework concerns the well-posedness
of a path-wise counterpart of the standard Itô’s formula which allows to obtain an ample
class of fundamental results in a rather straightforward manner. In what follows we will use
the just mentioned technique to avoid the standard approach in order to provide an explicit
expression for the infinitesimal generator of the process of interest.

2.5.1 Pathwise derivatives and functional Itô’s formula

In what follows we recall basic notions about pathwise Itô calculus following [CF10, CF13,
Dup09]. Without loss of generality, we consider the one dimensional case from which the
Rd, d > 1, case can be easily derived.

Let us fix a finite time T > 0 and a filtered probability space
(
Ω,F ,Ft∈[0,T ],P

)
. For any

t ∈ [0, T ] we will denote by Dt := D ([0, t] ;R) the set of right continuous and with left–hand
limits, or càdlàg, R–valued processes that are Ft−adapted. In what follows for each process
ϕt ∈ Dt we will employ the notation ϕ(t) := ϕt(s)1[s=t] to denote the present value of the
path ϕt ∈ Dt, moreover we set D :=

⋃
t∈[0,T ]Dt.

Let ϕt ∈ D and u : D → R, then we say that u is vertically differentiable at ϕt ∈ D, and
we indicate such derivative by ∇V ut(ϕt), if the following limit exist

lim
h→0

ut(ϕ
h
t )− ut(ϕt)
h

, ϕht (s) := ϕt(s) + h1[s=t](s) , (2.147)

any higher order vertical derivative is analogously defined. We say that u is horizontally
differentiable at ϕt ∈ D and we indicate such derivative by ∇Hu(ϕt), if the following limit
exist

lim
h→0+

ut(ϕt,h)− ut(ϕt)
h

, ϕt,h(s) := ϕ(s)1[0,t](s) + ϕ(t)1[t,t+h](s) ∈ Dt+h .
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We refer to [CF10, CF13, Dup09] for further details about previously introduced deriva-
tives.

Equivalently we denote by C1,2(D) the space of functions u : D → R that are continuous
on D and admit continuous and bounded first and second order vertical derivative and first
order horizontal derivative, see, e.g., [CF10, CF13] for details.

Let us recall the functional version of the Itô’s formula, see, e.g., [CF10, Prop. 5], which
plays a crucial role for stating our main result

Theorem 2.5.4 (Functional Itô’s formula). [CF10, Prop. 5] Let
(
Ω,Ft,Ft∈[0,T ],P

)
be a

filtered probability space and let ϕt ∈ D be a R− valued semimartingale with representation

ϕt = ϕ0 +

∫ t

0

µ(s)ds+

∫ t

0

σ(s)dW (s) +

∫ t

0

∫
R0

γ(s, z)Ñ(ds, dz), (2.148)

where µ, σ and γ are suitable stochastic processes, and let Ft with Ft : D → R, be a non–
anticipative functional such that F ∈ C1,2(D). Then for any t ∈ [0, T ] the following change
of variable formula holds true:

Ft (ϕt) = F0 (ϕ0) +

∫ t

0

∇HFs(ϕs−)ds+

∫ t

0

∇V Fs(ϕs−)dX(s) +

∫ t

0

1

2
σ2(s)∇V Fs(ϕs−)ds+

+

∫ t

0

∫
R0

(
Fs(ϕ

γ
s−)− Fs(ϕs−)− γ(s, z)∇V Fs(ϕs−)

)
N(ds, dz) ,

(2.149)

W being a R− valued Wiener process, while N is a R− valued Poisson measure with Ñ its
compensated measure and ν its compensator.

2.5.2 The nonlinear Feynman-Kac formula and the connection with
PPIDE

In the present section we will consider the following path-dependent forward-backward sys-
tem

dXϕτ (t) = µt(X
ϕτ
t )dt+ σt(X

ϕτ
t )dW (s) +

∫
R0
γt(X

ϕτ
t , z)Ñ(dt, dz) , t ∈ [τ, T ] ⊂ [0, T ] ,

Xϕτ
τ = ϕτ ∈ D,

dY ϕτ (t) = f
(
Xϕτ
t , Y ϕτ (t), Zϕτ (t),

∫
R0
Uϕτ (t, z)δ(Xϕτ (t), z)ν(dz)

)
dt+

+Zϕτ (t)dW (t) +
∫
R0
Uϕτ (t, z)Ñ(dt, dz),

Y ϕτ (T ) = φ(Xϕτ
T )

,

(2.150)
with µ, σ, γ, f , δ and φ some regular enough given functions. We refer assume that they
satisfy suitable regularity conditions, such as Lipschitz continuity and at most linear growth
at infinity. We will not prove the existence and uniqueness of a solution to the system (2.150)
since it goes beyond the aim of the present work, we refer instead to [Kel14]. Also above we
have denoted by Xϕτ the value of the process X with initial value ϕτ at initial time τ .

The main goal of the present section is to show that, as standard in a Markovian setting,
the solution to (2.150) can be retrieved as a solution of the following path-dependent partial
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integro-differential equation (PPIDE){
∇Hut(ϕt) + Ltut(ϕt) = f

(
φ, ut(ϕt),∇V ut(ϕt)σ(ϕt),J ut(ϕt)

)
ut(ϕT ) = φ(ϕT ) , ϕT ∈ D

, (2.151)

for all ϕt ∈ D, where ut : D → R is an unknown function, J is a functional defined by

Jut(ϕt) :=

∫
R0

(ut(ϕ
γ
t )− ut(ϕt)) δ(ϕt, z)ν(dz) ,

and ut(ϕ
γ
t ) is defined as in equation (2.147), L is the infinitesimal generator of the forward

component in (2.150), i.e.

Ltut(ϕt) := µt(ϕt)∇V v(ϕt) + σ2
t (ϕt)(ϕt)∇V V ut(ϕt) +

∫
R0

(
ut(ϕ

γ
t )− ut(ϕt)− γt(ϕt, z)∇V ut(ϕt)

)
ν(dz) ,

while ∇H and ∇V are the horizontal and vertical derivatives introduced in Sec. (2.5.1).
We refer to [Kel14] for a complete treatment of forward-backward system of the form (2.151).

Theorem 2.5.5. Let us consider u ∈ C1,2(D) solution to (2.151) satisfying

|ut(ϕt)|+ |∇V ut(ϕt)| ≤ C(1 + |ϕt|) ,

then the triplet

Y ϕτ (t) := ut(X
ϕτ
t ) for every t ∈ [τ, T ]

Zϕτ (t) := ∇V ut(Xϕτ
t )σ(Xϕτ

t ) for a.e. t ∈ [τ, T ]

Uϕτ (t, z) := ut(
γXϕτ

t )− ut(Xϕτ
t ) for a.e. t ∈ [τ, T ]

, (2.152)

with
γXϕτ

t = (Xϕτ (t) + γ(Xϕτ
t , z), Xϕτ

t ) ,

is the unique solution to the backward component in eq. (2.150).
Moreover the following representation holds

ut(ϕt) = E [φ(Xϕτ
T )]+

∫ T

t

E
[
f

(
Xϕτ
s , Y ϕτ (s), Zϕτ (s),

∫
R0

Uϕτ (s, z)δ(Xϕτ (t), z)ν(dz)

)]
ds .

(2.153)

Proof. By the pathwise Itô’s formula (2.149), we have

uT (Xϕτ
T ) =ut(X

ϕτ
t ) +

∫ T

t

∇Hus(Xϕτ
s− )ds+

1

2

∫ T

t

∇V V us(Xϕτ
s− )σ2(Xϕτ

s− )ds

+

∫ T

t

∇V us(Xϕτ
s− )µ(Xϕτ

s− )ds+

∫ T

t

∫
R0

∇V us(Xϕτ
s− )γ(Xϕτ

s− )Ñ(ds, dz)

+

∫ T

t

∇V u(Xϕτ
s− )σ(Xϕτ

s− )dW (s)

+

∫ T

t

∫
R0

(
us(

γXϕτ
s− )− us(Xϕτ

s− )− γ(s,Xϕτ
s− )∇V us(Xϕτ

s− )
)
N(ds, dz) ,

(2.154)
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furthermore since u solves eq. (2.151), then

φ(Xϕτ
T ) =ut(X

ϕτ
t )−

∫ T

t

f
(
Xϕτ
s− , u(Xϕτ

s− ),∇V u(Xϕτ
s− )σ(Xϕτ

s− ),J u(Xϕτ
s− )
)
ds

+

∫ T

t

∇V u(Xϕτ
s− )σ(Xϕτ

s− )dW (s) +

∫ T

t

∫
R0

u(γXϕτ
s− )− u(Xϕτ

s− )Ñ(ds, dz) ,

(2.155)

therefore (Y ϕτ (t), Zϕτ (t), Uϕτ (t, z)), see eq. (2.152), is the unique solution to the backward
component in (2.150), while eq. (2.153) is retrieved taking the expectation in eq. (2.155).

2.5.3 Comparison with the representation given in [CDPO16]

In what follows we show how present setting can be connected to functional one used, e.g.,
in [BCDNR16, CDPO16]. In particular we will denote by D = D([−r, 0];R) the space of
real-valued càdlàgfunctions on [−r, 0]. When endowed with the norm ‖ ·‖D = sups∈[−r,0] | · |.
We have that (D, ‖ · ‖D) is a non separable Banach space. Also we will use the notation
X(t) in order to indicate the present state of the process X at time t whereas Xt denote the
path in D. Let us further fix an initial time τ ∈ [0, T ), in what follows we will use the index
τ in order to indicate the starting time τ ∈ [0, T ) and x ∈ D to indicate the initial value.

We will thus consider the following delayed forward-backward system

dXτ,x(t) = µ̂(t,Xτ,x
t , Xτ,x(t))dt+ σ̂(t,Xτ,x

t , Xτ,x(t))dW (s)+

+
∫
R0
γ̂(t,Xτ,x

t , Xτ,x(t), z)Ñ(dt,dz) , t ∈ [τ, T ] ⊂ [0, T ] ,

Xτ,x
τ = x ∈ D,

dY τ,x(t) = f̂
(
t,Xτ,x

t , , Xτ,x(t), Y τ,x(t), Zτ,x(t),
∫
R0
Uτ,x(t, z)δ̂(Xτ,x

t , Xτ,x(t), z)ν(dz)
)

dt+

+Zτ,x(t)dW (t) +
∫
R0
Uτ,x(t, z)Ñ(dt,dz),

Y τ,x(T ) = φ̂(Xτ,x
T )

,

(2.156)
where µ̂, σ̂, γ̂, f̂ , δ̂ and φ̂ are some given regular enough functions satisfying a suitable
Lipschitz condition and linear growth at infinity, so that existence and uniqueness of a
solution to (2.156) follows from [BCDNR16, CDPO16], we refer to [BCDNR16, CDPO16]
for a complete characterization of the aforementioned coefficients in order to guarantee the
existence and uniqueness of (2.156).

In particular, following the approach provided in [FZ], it can be shown that eq. (2.156)
can be connected to eq. (2.150) exploiting the following operators

the restriction operator

Mt : D([−r, 0];R)→ D([0, t);R) , Mt(f)(s) = f(s− t) , s ∈ [0, t) , (2.157)

the backward extension operator

Lt : D([0, t);R)→ D([−r, 0];R) ,

Lt(f)(s) = f(0)1[−r,−t](s) + f(t+ s)1[−t,0)(s) , s ∈ [−r, 0) , s ∈ [0, t) ,
(2.158)
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Let us consider a given functional b ∈ D, one can define a different functional b̂ on
[0, T ]×D as

b̂(t,Xt) := bt

(
M̃tXt

)
, Xt ∈ D , (2.159)

with

M̃tXt(s) :=

{
MtXt(s) if s ∈ [0, t)

Xt(s) if s = t
.

The converse holds true as well, in fact let us consider a given functional b̂ on D, then we
can obtain a corresponding functional b on D as

bt(ϕt) := b̂(t, Ltϕt, ϕ(t)) , (ϕt, ϕ(t)) ∈ D , (2.160)

see [FZ] for details.
Next result shows that the representation given in theorem 2.5.5 coincide with the results

obtained in [BCDNR16, CDPO16]. In what follows, we will use the notation introduced in
[BCDNR16]. In particular given a function v : [0, T ] × D × R → R, we will denote by
∂tv(t, η, x) the classical R−dimensional derivative w.r.t. to the first variable, that is the
time-variable, Dv(t, η, x) will be the Fréchet derivative w.r.t. the second variable, that
is η ∈ D([−r, 0);R), and by ∂xv(t, η, x) the classical R−dimensional derivative w.r.t. the
third variable, that is the present value x ∈ R. Also we will denote by ∂θη, η ∈ C1 :=
C1([−r, 0);R) the weak derivative in distributional sense. Eventually we will denote by
〈·, ·〉D the pairing in D. Any other notation is as already introduced.

Proposition 2.5.6. Let us consider two given function u : D → R and v : [0, T ]×D×R→ R
such that ut(ϕ) = v(t, ϕ(t), Ltϕ), where Lt is the backward extension operator defined in
(2.158). Then we have that the vertical derivative ∇V of u coincide with the derivative
w.r.t. the present state ϕ(t) of v, namely

∇V ut(ϕt) = ∂xv(t, Ltϕt, ϕ(t)) . (2.161)

and we have that it holds

u(ϕγt ) = v(t, Ltϕt, ϕ(t) + γ)− v(t, Ltϕt, ϕ(t), ) . (2.162)

Also we have that, if Ltϕt ∈ C1, it holds

∇Hut(ϕt) = ∂tv(t, Ltϕt, ϕ(t)) + 〈Dv(t, Ltϕt, ϕ(t)), ∂θLtϕt〉D , (2.163)

Proof. Following [FZ, Theorem 6.1], we have

∇xut(ϕ) = lim
h→0

1

h

(
u(t, ϕh)− u(t, ϕ)

)
= lim
h→0

1

h

(
v(t, Ltϕ

h
t , ϕ

h(t))− u(t, Ltϕt, ϕ(t), )
)

= lim
h→0

1

h

(
v(t, Ltϕ

h
t , ϕ(t) + h)− u(t, Ltϕt, ϕ(t))

)
=

∂

∂ϕ(t)
u(t, Ltϕt, ϕ(t)) .

Equation follows also from [FZ, Theorem 6.1] whereas equation (2.162) it immediately follows
from eq. (2.147) taking into account eq. (2.158).

Theorem 2.5.7. Let us consider two given function u : D → R and v : [0, T ]×D×R→ R
such that ut(ϕt) = v(t, Ltϕt, ϕ(t)), where Lt is the backward extension operator defined in
(2.158). Then the representation given in theorem 2.5.5 and the representation given in
[CDPO16, Th. 5.5] coincide.

Proof. It immediately follows from Prop. 2.5.6.
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Infinite dimensional analysis and
network models
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3 | Infinite dimensional analysis

Section 3.1 is taken from [CDP15a], Section 3.2 is taken from [BCP15] and Section 3.3 is
taken from [CDP16c].

Abstract

We first study a particular class of forward rate problems, related to the
Vasicek model, where the driving equation is a linear Gaussian stochastic partial
differential equation. We thus give an existence and uniqueness results of the
related mild solution in infinite dimensional setting, then we study the related
Ornstein-Uhlenbeck semigroup with respect to the determination of a unique
invariant measure for the associated Heath-Jarrow-Morton-Musiela model.

Thus we are concerned with existence and uniqueness of solution for the the
optimal control problem governed by the stochastic FitzHugh-Nagumo equation,
with and without recovery variable, driven by a Gaussian noise. First order
conditions of optimality are also obtained.

3.1 Invariant measure for the Vasicek model in the Heath–
Jarrow–Morton–Musiela framework

A typical problem in financial mathematics consists in determining the right price a certain
financial product has to have from both the buyer and the seller point of view. Between
the huge plethora of such contracts there are those related to forward rates determining the
price a buyer has to pay now to purchase some type of financial asset at a later date. In the
latter scenario buyers and sellers underwrite a contract to finalize a sales transaction on a
determined future (maturity) date, for a specific price, hence they reach a legal agreement
on what is called a future (contract), namely they sign a Forward rate agreement (FRA).
Suppose we have to deal with a future with maturity time T > 0, hence the price of the
related FRA depends on the actual time t ∈ [0, T ) we choose to enter in the investment.
A standard way to formalize the latter is to define the forward rate F (t, T ) as the annual
interest rate on a FRA starting at t and ending at T, namely the pre-agreed (fixed) interest
rate on a FRA. It follows that we can consider the function t 7→ F (t, T ) which determines
the so called forward curve describing the time evolution of forward rates that share the
same maturity date. Such type of curves can be used to manage portfolio risk, to determine
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the present value of future returns linked to specific financial instrument, to analyse price
fluctuations of raw materials against seasonal effects, to determine the time value of money
against future inflation/deflation periods, to reveals commodity prices based on demand
expectations and related managing expenses, to fix the interest rate at which banks borrow
large amounts of money from each other as in the LIBOR (London Interbank Offered Rate)
case, etc. There exists a huge amount of techniques used to study forward curve, e.g.
bootstrapping techniques, see, e.g. [HW06], splines methods, see, e.g. [NS87, Wag97],
etc. , each of which has has own pros and cons. Moreover, starting form the seminal
work of Musiela, see [Mus93], a growing attention has been given to approaches based on
infinite dimensional (stochastic) analysis. In particular during the last decade, see, e.g.,
[Con05, Fil01, Var99], a well structured theory for forward rates has been developed in
the framework, see, e.g., [DPZ14], of the theory of stochastic partial differential equations
(SPDEs) taking values in separable Hilbert spaces. In such approaches a fundamental issue
consists in determining the right Hilbert space to work with, so that the related developed
mathematical model could have a concrete financial meaning. In the present work we will
focus our attention on the asymptotic behaviour of the instantaneous forward rate, see, e.g.,
[SN88], in the setting developed in [Fil01], where the main issue is the consistency problem
related to the driving SPDE. In particular we provide a better and more general financial
interpretation of results similar to those given in [Var99], where the author underlines that
the chosen Hilbert spaces do not seem to be the appropriate ones for a concrete financial
characterization of the developed theoretical results.

Namely we study a particular class of forward rate, where the driving equation is a linear
Gaussian stochastic partial differential equation. In particular let β(t), t ≥ 0, be a standard
Brownian motion on the real line on the filtered probability space (Ω,F , (Ft)t ,P), Ft being
the σ−algebra generated by β(s) with s ≤ t, and let rt represents the interest rate which
behaves according to a Vasicek model, i.e.

rt = r0 +

∫ t

0

κ(θ − rs)ds+

∫ t

0

σvasdβ(s) ,

for some real constants σvas, θ, κ and r0. The associated Heath-Jarrow-Morton-Musiela
(HJMM) model, developed in [Mus93] as a generalization of the standard Heath-Jarrow-
Morton (HJM) model, satisfies the following stochastic equation{

∂f
∂t (t, τ) = ∂f

∂τ (t, τ) + g(τ) + σ(τ)∂β∂t (t), τ ≥ 0

f(0, τ) = f0(τ), τ ≥ 0
, (3.1)

where g, σ : R+ → R are given deterministic functions and f0 : R+ → R is the actual
market forward rate at initial ime t = 0, see, e.g. [CT07, Fil01, Sch04], for details about
its rigorous derivation. Following the approach developed in [DPZ14], see also [DP06], eq.
(3.1) can be rewritten as an Ornstein-Uhlenbeck (OU) equation in a suitable Hilbert space
Hω which will be later specified, see sec.3.1.1, namely{

dft = (Aft + g) dt+ σdWt

f0 = x ∈ Hω

, (3.2)

where Wt is a Wiener process on the real line, A : D(A) ⊂ Hω → Hω with

D(A) = {ϕ ∈ Hω : ϕ′ ∈ Hω, } , Aϕ = ϕ′ ,
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is an unbounded operator whose domain will be specified later in sec.3.1.1, while g and σ
are deterministic functions, independent of t, belonging to the space Hω, namely

σ(τ) := σvase
−κτ , g(τ) :=

σ2
vas

κ
e−κτ (1− e−κτ ) . (3.3)

Exploiting the theory developed in [DP12, DPZ96, DPZ14], in [Var99] it is shown that
there exists an invariant measure for the above described Hilbert space valued forward rate
problem, but such an invariant measure is not uniquely determined.

In order to obtain a uniqueness result we first take into account the rescaled semigroup
etA

n

:= etA−
t
n , also perturbing the drift term g by a suitable coefficient. Then we will show

that the operator An, for every n ≥ 1, generates a strongly continuous semigroup of negative
type, so that, see, e.g., [DPZ96], it admits a unique invariant measure on the suitably chosen
Hilbert space Hω. Such an approach is linked to the one developed in [Teh05], where it
is shown that every HJMM-model admits a family of invariant measures parametrized by
the distribution of the long rate. In particular we provide a uniquely determined extension
of the Ornstein-Uhlenbeck (OU) semigroup of interest to a strongly continuous semigroup
of contraction on the space L2(Hω, µ), for a suitable measure µ on the state space Hω,
also giving an explicit expression for its infinitesimal generator, hence providing the well
posedeness of the associated Kolmogorov equation.

The work is structured as follows, we will first give existence and uniqueness results of
a mild solution to eq. (3.1), then we will introduce the related transition semigroup Rt,
the Ornstein-Uhlenbeck semigroup or OU semigroup for short, with an associated infinite
family of invariant measures, since we do not have a uniqueness result. Then, considering
the rescaled semigroup generated by An = A− 1

n , we will show that, denoting by Rnt the OU
semigroup of the rescaled equation, a unique invariant measure µn does exist forRnt . We shall
then prove that the OU semigroup Rnt can be uniquely extended to a strongly continuous
semigroup of contraction on the space L2(Hω, µ

n) of square integrable functions ϕ : Hω → R
with respect to the unique invariant measure µn, and we give an explicit expression for the
infinitesimal generator Ln2 of Rnt on L2(Hω, µ

n), also providing a convergence result for Rnt
to Rt.

3.1.1 Preliminary results

Infinite dimensional framework

A deep treatment of forward rate taking values in infinite dimensional Hilbert space has
been developed in [Fil01] and [Var95], where particular attention has been given to the
choice of the right Hilbert space that has to be chosen in order to effectively model the
forward rates structures of interest. In [Var95], the author noticed that the choice of a
weighted L2 space as well as the one of a weighted Sobolev space W 1,2, fails to give an
effective financial characterization of forward rates. In order to outdo such a drawback, we
chose to develop our approach in the state space introduced in [Fil01]. In what follows we
introduce the main definitions and results needed to establish the mathematical framework
of our study, see [Fil01, §3] for details. In particular we consider the Heath-Jarrow-Morton-
Musiela framework (HJMM), see, e.g., [CT07, Mus93, Sch04], for a detailed introduction to
HJMM models and Musiela parametrization. Let us denote by ft(τ) the forward curve at
time t ∈ R+ := [0,+∞] with time to maturity τ ∈ R+.
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In [Fil01] it is underlined that, since the forward curve is obtained by smoothing data,
it is reasonable to assume both that

∫
R+
|f ′t(τ)|2dτ < ∞ , and that the interest rate today

for a loan starting in 10 years does not differ much from a loan starting in 10 years and one
day, hence we assume that the forward curve flattens for big time to maturity and that it
can be modelled by penalizing its irregularities of for large τ , namely∫

R+

|ft(τ)|2ω(τ)dτ <∞ ,

ω(τ) being a decreasing penalizing function to be properly chosen. In [Fil01] the following
specification of Hω has been proposed

Definition 3.1.1 (Def. 3.1 [Fil01]). Let be ω : R+ → [0,∞) a non decreasing C1−function
s.t.

ω−
1
3 ∈ L1(R+) ;

we write

‖ϕ‖ω := |ϕ(∞)|2 +

∫
R+

|ϕ′(τ)|2ω(τ)dτ , (3.4)

and define
Hω :=

{
ϕ ∈ L1

loc(R+) : ∃ϕ′ ∈ L1
loc(R+) and ‖ϕ‖ω <∞

}
.

Remark 3.1.2. It is worth to mention that in [Fil01], the author suggests to replace the norm
(3.4) by the equivalent norm

‖ϕ‖ω := |ϕ(0)|2 +

∫
R+

|ϕ′(τ)|2ω(τ)dτ ,

anyhow, as noted in [Teh05], since we will focus our attention on the limit at infinity of the
forward curve, the norm defined by eq. (3.4) turns to be a more convenient choice.

With respect to previous definition 3.1.1, we have

Theorem 3.1.3 (Th. 3.2 [Fil01]). The space (Hω, ‖ · ‖ω) in Def. 3.1.1 is a infinite dimen-
sional, separable Hilbert space.

Moreover we also have

Corollary 3.1.4 (Cor. 3.6 [Fil01]). We have

D(A) = {ϕ ∈ Hω : ϕ′ ∈ Hω} , Aϕ = ϕ′ .

In what follows we will consider a weight function ω of the form ω(τ) := eκτ , other choices
could be made in the class of functions ω1 satisfying the assumptions in Def. 3.1.1 and such
that

∃ T ∈ R+ s.t. ∀ τ ≥ T ω(τ) ≥ ω1(τ) .
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Markov semigroups

Let us indicate by Hω the infinite dimensional separable Hilbert space introduced in Def.
3.1.1 equipped with the scalar product 〈·, ·〉 with associated norm denoted by | · |. In what
follows We will state some definition and well known results concerning Markov semigroups
which we will use later on.

Let Cb(Hω), resp. Bb(Hω), the space of uniformly continuous and bounded, resp.
bounded, functions ϕ : Hω → R, endowed with the sup norm ‖ · ‖∞

‖ϕ‖∞ := sup
x∈Hω

ϕ(x), ϕ ∈ Cb(Hω), ( resp. Bb(Hω) ) ,

and let us denote by C∗b (Hω), resp. B∗b (Hω), its topological dual, while we indicate by
L(Cb(H)), resp. L(Bb(Hω)), the space of linear and bounded operators from Cb(Hω), resp.
Bb(Hω), into itself equipped with the standard operator norm

‖T‖ := sup
ϕ6=0

‖Tϕ‖∞
‖ϕ‖∞

, ϕ ∈ Cb(Hω), ( resp. Bb(Hω) ) ,

and M(Hω) is the space of all probability measure on Hω.

Definition 3.1.5 (Probability kernel). Let Hω be a Hilbert space, a probability kernel p(·, ·)
on Hω is a mapping

[0,+∞]×Hω →M(Hω), (t, x) 7→ pt,x ,

such that

(i) pt+s,x(A) =
∫
Hω

ps,y(A)pt,x(dy), for all t, s ≥ 0, x ∈ H, A ∈ B(Hω);

(ii) px(A) := p0,x(A) = 1[A](x), for all x ∈ Hω, A ∈ B(Hω).

Given a probability kernel we can define a semigroup of linear operators Pt on the space
Bb(Hω) of Borel bounded functions on Hω, as follows

Definition 3.1.6 (Markov semigroup). A Markov semigroup Pt on Bb(Hω) is a mapping

[0,∞)→ L(Bb(Hω)), t 7→ Pt ,

such that

(i) P0 = 1, Pt+s = PtPs;

(ii) for any t ≥ 0 and x ∈ Hω exists a probability kernel pt,x(·) ∈M(Hω) s.t.

Ptϕ(x) =

∫
Hω

ϕ(x)pt,x(dy), ∀ϕ ∈ Bb(Hω) ;

(iii) for any ϕ ∈ Cb(Hω), resp. Bb(Hω), and ∀x ∈ Hω the mapping t 7→ Ptϕ(x) is continu-
ous, resp. of Borel type.

A Markov semigroup Pt is said to be

Feller : ϕ ∈ Cb(Hω) ⇒ Ptϕ ∈ Cb(Hω), for all t ≥ 0;



144 3. Infinite dimensional analysis

strong Feller : ϕ ∈ Bb(Hω) ⇒ Ptϕ ∈ Cb(Hω), for all t ≥ 0;

Definition 3.1.7 (Invariant measure). A probability measure µ in Hω is said to be invariant
for the Markov semigroup Pt if∫

Hω

Ptϕ(x)µ(dx) =

∫
Hω

ϕ(x)µ(dx), ∀t > 0, ϕ ∈ Cb(Hω) . (3.5)

Denoting byM(Hω) the space of all probability measures on (H,B(Hω)), there is natural
embedding of M(Hω) into C∗b (Hω), see, e.g., [DP06], indeed for any µ ∈ M(Hω) we can
defined Fµ(ϕ) ∈ C∗b (Hω) by

Fµ(ϕ) :=

∫
Hω

ϕ(x)µ(dx) ,

so that µ turns to be identifiable with Fµ, moreover, if Pt is of Feller type, we can read eq.
(3.5) as

P ∗t Fµ = Fµ, t ≥ 0 ,

where
〈ϕ, P ∗t Fµ〉 = 〈Ptϕ, Fµ〉 , ϕ ∈ Cb(Hω), Fµ ∈ C∗b (Hω) .

If an invariant measure µ exists, we are interested in the asymptotic behaviour, as T →
∞, of the following quantity

M(T )ϕ(x) :=
1

T

∫ T

0

Ptϕ(x)dt, ϕ ∈ L2(Hω, µ), x ∈ H,T > 0 . (3.6)

Let us denote by ∆ the linear subspace of L2(H,µ) of all stationary points of Pt, namely

∆ :=
{
ϕ ∈ L2(Hω, µ) : Ptϕ = ϕ, ∀t ≥ 0

}
.

The following, due to Von Neumann, is a fundamental result that ensures the existence of
the limit in eq. (3.6)

Theorem 3.1.8 (Th. 3.11 [DP12]). Let Pt be a Markov semigroup and let µ be an invariant
measure for Pt, and consider the following quantity

M(T )ϕ(x) =
1

T

∫ T

0

Ptϕ(x)dt, ϕ ∈ L2(Hω, µ), x ∈ H,T > 0 ,

then the following limit exits

lim
T→∞

M(T )ϕ =: M∞ϕ, in L2(Hω, µ) ,

moreover M∞(L2(Hω, µ)) = ∆ and
∫
H
M∞ϕ(x)µ(dx) =

∫
H
µ(dx) .

Definition 3.1.9 (Ergodic measure). Let Pt be a Markov semigroup, then an invariant
measure µ for Pt is said to be ergodic if

lim
T→∞

1

T

∫ T

0

Ptϕdt = M∞ϕ = ϕ̄, ϕ ∈ L2(Hω, µ) , (3.7)

where ϕ̄ :=
∫
Hω

ϕ(x)µ(dx) .
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In the case of µ being ergodic we will say that the temporal average of Ptϕ coincides
with the spatial average of ϕ.

Definition 3.1.10 (Strongly mixing). Let Pt be a Markov semigroup, then an invariant
measure µ for Pt is said to be strongly mixing if

lim
t→∞

Ptϕ = ϕ̄, ϕ ∈ L2(Hω, µ), µ a.e. . (3.8)

3.1.2 The Heat-Jarrow-Morton-Musiela SPDE
As pointed out in the introduction, we are interested in the study of the Hω−valued OU eq.
of the form {

dft = (Aft + g) dt+ σdWt

f0 = x ∈ Hω

, (3.9)

where Wt is a Wiener process on the real line, A : D(A) ⊂ Hω → Hω with

D(A) = {ϕ ∈ Hω : ϕ′ ∈ Hω, } , Aϕ = ϕ′ ,

is an unbounded operator, and g and σ are t-independent, deterministic functions belonging
to Hω, and defined by

σ(τ) = σvase
−κτ , g(τ) =

σ2
vas

κ
e−κτ (1− e−κτ ) . (3.10)

Remark 3.1.11. Let us notice that, following the infinite dimensional approach developed in
[DPZ14], eq. (3.9) can be rewritten as follows{

dXt = (AXt + g(t)) dt+
√
QdWt

X0 = x ∈ H
,

with
√
Q ∈ L(U,H), while Wt is a Wiener process on U being a generic Hilbert space which

has to be appropriately chosen according with the particular model we are dealing with.
In what follows we shall chose U := R since σ ∈ Hω is a deterministic function and

the infinite dimensional problem comes form a one-dimensional noise. In particular
√
Q ∈

L(R, Hω) acts as
(
√
Qα)(τ) = ασ(τ), σ ∈ Hω, τ ∈ R+, α ∈ R . (3.11)

Following [DP12] we will denote the space of mean square continuous processes F :
[0, T ]→ L2(Ω,F ,P;Hω) adapted to Wt for any t and taking values in Hω, as follows

CW ([0, T ];L2(Ω,F ,P;Hω)) =: CW ([0, T ];Hω) .

The space CW ([0, T ];Hω) equipped with the norm

‖F‖CW ([0,T ];Hω) :=

(
sup
t∈[0,T ]

E|F (t)|2
) 1

2

,

is a Banach space.
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Definition 3.1.12. Given a filtered probability space (Ω,F , (Ft)t ,P) and an Ft− adapted
cylindrical Wiener process Wt, a mild solution to eq. (3.9) is a mean square continuous
Hω−valued process adapted to Wt, such that for any t ≥ 0 it holds

fx,t = etAx+

∫ t

0

e(t−s)Agds+

∫ t

0

e(t−s)AσdWs, t ≥ 0 , (3.12)

where the last term in eq. (4.59) is called stochastic convolution, often denoted by

WA
t :=

∫ t

0

e(t−s)AσdWs .

Theorem 3.1.13. Eq. (3.9) admits a unique mild solution f ∈ CW ([0, T ], Hω), T > 0, of
the form

fx,t = etAx+

∫ t

0

e(t−s)Agds+

∫ t

0

e(t−s)AσdWs, t ≥ 0 , (3.13)

moreover for any given t > 0, the mild solution (3.13) of eq. (3.9) is Gaussian with law
N
(
etAx+Gt, Qt

)
, where the covariance operator Qt reads as follow

Qt :=

∫ t

0

esAQesA
∗
ds , (3.14)

with Q := σσ∗ , while Gt is given by

Gt :=

∫ t

0

e(t−s)Agds . (3.15)

Furthermore for any given T ∈ R+, we have that f ∈ CW ([0, T ];Hω).

Let us notice that we have previously denoted by σ∗ the adjoint operator associated to√
Q defined in eq. (3.11), exploiting the standard definition of the adjoint operator, namely,

given
√
Q ∈ L(R, Hω, we define the adjoint operator

√
Q
∗ ∈ L(Hω,R) as the unique operator

such that the following holds〈√
Qα,ϕ

〉
Hω

=
〈
α,
√
Q
∗
ϕ
〉
R
, ∀ α ∈ R , ∀ , ϕ ∈ Hω ,

analogously, we have defined by A∗ the adjoint operator of A. In order to prove Th. 3.1.13
we first need some auxiliary results concerning the covariance operator Qt, the function g
and the operator A.

Proposition 3.1.14. The operator A : D(A) ⊂ Hω → Hω generates a strongly continuous
semigroup of contractions on the Hilbert space Hω.

Proof. For the proof that A generates a strongly continuous semigroup on Hω we refer to
[Fil01, Th.3.2]. Let us then prove that the semigroup etA is infact a contraction on Hω,
namely ‖etA‖ ≤ 1. Since for any f ∈ Hω it holds

|etAf | = c2 +

∫
R+

|f ′(τ + t)|2eωτdτ ≤ c2 +

∫
R+

|f ′(τ)|2eωτdτ = |f | ,

it follows that

‖etAf‖ = sup
f 6=0

|etAf |
|f |

≤ sup
f 6=0

|f |
|f |

= 1 ,

and thus the claim.
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Proposition 3.1.15. For any t > 0 the operator

Qt :=

∫ t

0

esAQesA
∗
ds ,

is a positive defined operator of trace class from the Hilbert space Hω into itself, moreover
the following holds

sup
t≥0

TrQt <∞ .

Proof. For a proof that fx,t ∼ N
(
etAx+Gt, Qt

)
we refer to [DPZ14], hence we are left

with the proof that the operator Qt ∈ L+
1 (Hω), where L+

1 (Hω) is the space of trace class
positive defined operators, see, e.g., [DP12], for details. Let us denote by {ek}k a basis for
the Hilbert space Hω, then applying [Var95, Lemma 8.5], we have

TrQt =

∞∑
k=0

〈Qtek, ek〉 =

∫ t

0

∞∑
k=0

〈
esAQesA

∗
ek, ek

〉
ds

=

∫ t

0

∞∑
k=0

〈(
esAσ

) (
esAσ

)∗
ek, ek

〉
ds

=

∫ t

0

∞∑
k=0

〈〈
esAσ, ek

〉
esAσ, ek

〉
ds =

∫ t

0

∞∑
k=0

〈
esAσ, ek

〉 〈
esAσ, ek

〉
ds

=

∫ t

0

〈
esAσ, esAσ

〉
ds ,

which implies that TrQt =
∫ t

0
|esAσ|2ds , and since

|esAσ|2 =

∫
R+

σvasκe
−2κ(τ+s)eκτdτ = σvase

−2κs

∫
R+

κe−κτdτ = σvase
−2κs ,

we get

TrQt =

∫ t

0

|esAσ|2ds =

∫ t

0

σvase
−2κsds <∞ ,

so that the operator Qt is of trace class and actually the following stronger result holds

sup
t≥0

TrQt = lim
t→∞

∫ t

0

|esAσ|2ds =

∫
R+

σvase
−2κsds <∞ . (3.16)

Proposition 3.1.16. The functions σ := σvase
−κτ , g :=

σ2
vas

κ e−κτ (1− e−κτ ), and Gt :=∫ t
0
e(t−s)Ag ds, all belong to Hω.

Proof. It clearly holds that

lim
τ→∞

σ(τ) = lim
τ→∞

g(τ) = lim
τ→∞

G(τ) = 0 ,
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furthermore σ, σ′, g, g′, G,G′ are all elements of L1
loc(R+), hence we are left to prove that

|ι| <∞, ι = σ, g,G. We have

|σ| =
∫
R+

κ2σ2
vase

−2κτeκτdτ =

∫
R+

κ2σ2
vase

−κτdτ <∞ ,

|g| =
∫
R+

σ4
vas

(
4e−4κτ + e−2κτ − 4e−3κτ

)
eκτdτ <

∫
R+

σ4
vase

−κτdτ <∞ ,

moreover, for any t > 0, the following holds

Gt(τ) =

∫ t

0

e(t−s)Ag(τ)ds =

∫ τ+t

τ

g(x)dx

= −σ
2
vas

2κ2

(
2e−κ(t+τ) − 2e−κτ − e−2κ(t+τ) − e−2κτ

)
≤ 3σ2

vas

2κ2
= G∞(τ) ,

so that

|Gt| <
3σ2

vas

2κ2
<∞ .

Proposition 3.1.17. For any given T > 0, we have that WA
t ∈ CW ([0, T ];Hω), ∀t ∈ [0, T ].

Furthermore, for any m ∈ N, it holds

E
[
sup
t≥0

∣∣WA
t

∣∣2m] ≤ Cm,T , (3.17)

where Cm,T is a positive constant depending on m and T .

Proof. Let us first prove that ∀ t ≥ 0 WA
t ∈ CW ([0, T ];Hω). With no loss of generality we

can take t > s > 0, and we have

WA
t −WA

s =

∫ s

0

(
e(t−u)A − e(s−u)A

)
σdWs︸ ︷︷ ︸

I1

+

∫ t

s

e(t−u)AσdWs︸ ︷︷ ︸
I2

,

where I1 and I2 are independent random variables, hence

E|I1 + I2|2 = EI2
1 + EI2

2 − 2EI1EI2 = EI2
1 + EI2

2 ,

the last equality being implied by the fact that the stochastic integral has zero mean. There-
fore, by the Itô isometry, we get

E
∣∣WA

t −WA
s

∣∣2 = EI2
1 + EI2

2

=

∫ s

0

(
e(t−u)A − e(s−u)A

)2

σ2du+

∫ t

s

e2(t−u)Aσ2du ,

and taking the limit as t→ s, we have

lim
t→s

E
∣∣WA

t −WA
s

∣∣2 = 0 ,
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hence WA
t ∈ CW ([0, T ];Hω) and the stochastic convolution WA

t is continuous P−a.s. Con-
cerning the estimate stated by eq. (3.17), we have that for any u ∈ (0, 1), the following
holds ∫ ∞

0

s−uTr
[
esAQesA

∗
]
ds =

∫ ∞
0

s−u|esAσ|2ds ,

where

|esAσ|2 =

∫ ∞
0

σvasκe
−2κ(τ+s)eκτdτ = σvasξe

−κs ,

then we get ∫ ∞
0

s−u|esAσ|2ds =

∫ ∞
0

σvase
−κss−u <∞ ,

and the claim follows from [DPZ96, Th. 5.2.6].

Proof of Th. 3.1.13 . Exploiting Prop.3.1.17, we have that fx,t ∈ CW ([0, T ];Hω), where
fx,t is the solution to the OU eq. (3.9). Moreover using propositions 3.1.14, 3.1.15 and 3.1.16,
we obtain that, for any given t > 0, the Gaussian measure NetAx+Gt,Qt is well defined on
the Hilbert space Hω, see, e.g., [DPZ14], hence it follows, by contraction mapping principle,
see [DPZ14, Th. 5.4], that there exists a unique mild solution to eq. (3.9) and it is given by
eq. (3.13).

The Ornstein-Uhlenbeck semigroup

Let us consider the Ornstein-Uhlenbeck (OU) process (3.9). We have previously shown
that the solution fx,t of the problem represented by eq. (3.9) is normally distributed, i.e.
fx,t ∼ N (etAx+Gt, Qt). Let us then define the Ornstein-Uhlenbck (OU) semigroup, in the
sense of definition 3.1.6, as follows

Rtϕ(x) = Eϕ(fx,t) =

∫
Hω

ϕ(y)NetAx+Gt,Qt(dy) , ϕ ∈ Bb(Hω), t ≥ 0, x ∈ Hω , (3.18)

where we have denoted by Na,Q the infinite dimensional Gaussian measure with mean a
and covariance operator Q, see, e.g., [DPZ14] for a detailed treatment of the topic. By an
appropriate change of variable, expression in eq. (3.18) can be rewritten as follows

Rtϕ(x) =

∫
Hω

ϕ(etAx+ y)NGt,Qt(dy), ϕ ∈ Bb(Hω), t ≥ 0, x ∈ Hω . (3.19)

Definition 3.1.18. Let us denote by E(Hω) the space of exponential functions, namely

E(Hω) := span
{
<eϕh(x),=mϕh(x) , whereϕh(x) = ei〈h,x〉 : h, x ∈ Hω

}
,

then the following holds

Proposition 3.1.19. The space E(Hω) is stable under the action of the semigroup Rt,
namely RtE(Hω) ⊂ E(Hω).
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Proof. For any given h, x ∈ Hω, by eq. (3.19), we have

Rtϕh(x) =

∫
Hω

ei〈e
tAx+y,h〉NGt,Qt(dy) = ei〈e

tAx,h〉
∫
Hω

ei〈y,h〉NGt,Qt(dy)

= ei〈e
tAx,h〉ei〈Gt,h〉− 1

2 〈Qth,h〉 = ei〈Gt,h〉−
1
2 〈Qth,h〉e

i
〈
x,etA

∗
h
〉

= ei〈Gt,h〉−
1
2 〈Qth,h〉ϕetA∗h(x) ∈ E(Hω) .

(3.20)

Moreover he OU semigroup Rt is Feller, in the sense of Def. 3.1.6, indeed we have

Proposition 3.1.20. For all t ≥ 0, the OU semigroup Rt defined by eq. (3.19) is Feller
and the following estimate holds

‖Rtϕ‖0 ≤ ‖ϕ‖0, t ≥ 0, ϕ ∈ Cb(Hω) . (3.21)

Proof. For any given t > 0, let us consider ϕ ∈ C1
b (Hω), then we have

∀ ε > 0 , ∃ δ(ε) : ∀x, z ∈ Hω |x− z| < δ(ε) ⇒ |ϕ(x)− ϕ(z)| < ε ,

hence, for an appropriate constant C, if we set δ := ε
C , by the mean value theorem, we

obtain

|Rtϕ(x)−Rtϕ(z)| ≤
∫
Hω

|ϕ(etAx+ y)− ϕ(etAz + y)|NGt,Qt(dy)

≤
∫
Hω

|etAx+ y − etAz − y||ϕ′(ξ)|NGt,Qt(dy)

≤ etA|x− z||ϕ′(ξ)| ≤ Cδ(ε) = ε ,

therefore since C1
b (Hω)

d
⊂ Cb(Hω), we get that Rtϕ ∈ Cb(Hω), and estimate (3.21) easily

follows.

Exploiting Prop. 3.1.15, the following theorem is a byproduct of [DPZ96, Th.9.3.1] , see
also [Var99, Th.5] ,

Theorem 3.1.21. Let us assume that

(i) supt≥0

∫ t
0
esAQesA

∗
ds <∞;

(ii) ∃ ḡ ∈ D(A) s.t. Aḡ + g = 0 and there exists an invariant measure ν for the equation

dZt = AZtdt , (3.22)

the problem stated in eq. (3.9) admits invariant measures which are all of the form ν ∗
N (ḡ, Q∞), for Q∞ :=

∫∞
0
etAQetA

∗
dt .

Furthermore from [Teh05], we also have that
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Proposition 3.1.22. Let us consider the functions

ḡ(τ) = −
∫ τ

0

g(s) ds, g0 =

∫
R+

g(s); ds ,

then for any b ∈ R, we have that the measure λb := δb̄∗Nḡ+g0,Q∞ = Nḡ+g0+b̄,Q∞ , where δa is
Dirac mass centred at a and b̄ ∈ Hω is the constant function with value b ∈ R b̄(τ) := b1[τ≥0],
is an invariant measure for the semigroup Rt on Cb(Hω).

Previous results show that the problem stated by eq. (3.9) does not have a unique invariant
measure with respect to the space Hω. In particular for any b̄ ∈ Hω as defined in Prop.
3.1.22, the measure {λb}b := δb̄ ∗ Nḡ+g0,Q∞ is still an invariant measure. In Sec. 3.1.3 we
will show that the measure µ := Nḡ+g0+c,Q∞ can be chosen as the natural invariant measure
associated to eq. (3.9) with respect to the space Hω.

3.1.3 An approximation problem
Recalling the results given in Sec. 3.1.2, we know that the problem stated by eq. (3.9) admits
an infinite number of invariant measures in the Hilbert space Hω. We will now consider an
approximation problem related to the one established in eq. (3.9) and such that it generates
a sequence of solutions, uniquely determined at each step, which converges to the solution
of eq. (3.9), for any t > 0, allowing us to select the most natural exponent within the set of
invariant measures given in Prop. 3.1.22. Let us then consider the OU eq. of the form{

dfnt = (Anfnt + gn) dt+ σdWt

fn0 = x ∈ Hω

, (3.23)

where An := A − 1
n , n ∈ N0 := N \ {0} is the rescaled semigroup, while gn := g + 1

n c̄, and
where we have defined limτ→∞ x(τ) = c < ∞ and c1[τ≥0] =: c̄(τ) ∈ Hω, and σ is as in eq.
(3.10), then we have

Proposition 3.1.23. For any n ∈ N, the operator An := A − 1
n generates a strongly

continuous semigroup of strict contraction of negative type over the Hilbert space Hω, in
particular, we have that etA

n

:= etAe−
1
n t, and D(A) = D(An), furthermore etA

n

f → etAf
as n→∞, for all f ∈ Hω, uniformly for t ∈ [0, T ].

Proof. Given n ∈ N, the operator An generates the rescaled semigroup etA
n

:= e−t
1
n etA,

which is strongly continuous on Hω since etA is strongly continuous on Hω, see, e.g., [EN00b,
§1]. Furthermore, exploiting Prop. 3.1.14, we have that etA is a contraction on Hω, see, e.g.,
[Fil01], therefore it has growth bound γ0 = 0, the growth bound being defined as follows

γ0 := inf
{
γ ∈ R : ∃M > 1 : ‖etA‖ ≤Meγt, ∀t ≥ 0

}
,

see, e.g., [EN00b], therefore etA
n

has strictly negative growth bound given by γ0 = − 1
n ,

n ∈ N0, so that etA
n

is a C0−semigroup of contractions of negative type on the Hilbert space
Hω, see also [EN00b] for details about rescaled semigroup. In particular, since An := A− 1

n ,
we have that, for any n ∈ N0, D(A) = D(An) and Anf → Af , as n→∞, for all f ∈ D(A),
indeed

|Anf −Af | = |f ′ − 1

n
f − f ′| = − 1

n
|f | → 0 as n→∞, ∀f ∈ D(A) ,
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moreover, by Trotter-Kato theorem, see, e.g., [EN00b, Th. 4.8], it follows that etA
n

f → etAf
as n→∞, for all f ∈ Hω, uniformly for t ∈ [0, T ], T > 0.

Lemma 3.1.24. The adjoint operators A∗ and (An)∗ generate strongly continuous semi-
groups, moreover we have that limn→∞(An)∗ → A∗.

Proof. Recalling that the weak and weak∗ topologies coincide on a separable Hilbert space,
and since both A and An generate a strongly continuous semigroup on Hω, then also A∗
and (An)∗ generate a strongly continuous semigroup, moreover we have

lim
n→∞

〈f, (An)∗g〉 = lim
n→∞

〈Anf, g〉 = 〈Af, g〉 = 〈f,A∗g〉 .

Analogously to what is stated in 3.1.2, we have the following existence and uniqueness
result

Theorem 3.1.25. The problem stated by (3.23) admits a unique mild solution f ∈ CW ([0, T ];Hω),
which is given by

fnx,t = etA
n

x+

∫ t

0

e(t−s)Angds+ c
(

1− e− t
n

)
+

∫ t

0

e(t−s)AnσdWs, t ≥ 0 . (3.24)

Proof. Analogously to what has been shown in the proof of Th. 3.1.13, we exploit results
given by propositions 3.1.15, 3.1.16 and 3.1.17. Since Prop. 3.1.23 implies that An generates
a strongly continuous semigroup, then, for any n ∈ N, we have that 1

nc ∈ Hω and exploiting
the fact that the constant function c is invariant under the translation semigroup etA, we
have ∫ t

0

e(t−s)An c̄

n
ds =

∫ t

0

e−
s
n esA

c̄

n
ds = c̄

∫ t

0

1

n
e−

s
n ds = c̄

(
1− e− t

n

)
,

so that eq. (3.24) follows.

In particular for any t > 0, the solution of eq. (3.24) is distributed as N
(
etA

n

x+Gnt , Qt
)

with Gnt := Gt + c̄
(

1− e− t
n

)
, with Gt as in eq. (4.58), and the operator Qt given as in eq.

(3.14). Furthermore f ∈ CW ([0, T ];Hω), for any T ∈ R+.

Proposition 3.1.26. Let be x ∈ Hω and n ∈ N. Then we have that, for any T ≥ 0,

lim
n→∞

fnx,t = fx,t in CW ([0, T ];Hω) ,

namely
lim
n→∞

sup
t∈[0,T ]

E|fnx,t − fx,t| = 0 ,

where fnx,t is the solution to eq. (3.23) and fx,t is the solution to eq. (3.9).
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Proof. For any n ∈ N we have

fx,t − fnx,t = etAx− etA
n

x︸ ︷︷ ︸
I1

+

∫ t

0

(e(t−s)A − e(t−s)An)gds︸ ︷︷ ︸
I2

+ c̄
(

1− e− t
n

)
︸ ︷︷ ︸

I3

+

∫ t

0

(e(t−s)A − e(t−s)An)σdWs︸ ︷︷ ︸
I4

, t ≥ 0 ,

but I1, I2 and I3 are deterministic quantities and the stochastic integral has zero mean, so
that we have

E|I1 + I2 + I3 + I4|2 = (I1 + I2 + I3)2 + EI2
4 ,

therefore, by Prop. 3.1.23, since etA
n

f → etAf , for any f,∈ Hω as n → ∞, uniformly in
t ∈ [0, T ], and also exploiting the dominated convergence theorem, for any T <∞, we have

|I1| ≤ sup
t∈[0,T ]

|etAx− etA
n

x| := I1 → 0 as n→∞ ,

|I2| ≤
∫ T

0

∣∣∣(e(T−s)A − e(T−s)An)g
∣∣∣ ds := I2 → 0 as n→∞ ,

|I3| ≤ c̄
(

1− e−Tn
)

:= I3 → 0 as n→∞ ,

E|I4|2 ≤
∫ T

0

(e(t−s)A − e(t−s)An)2σ2ds := I4 → 0 as n→∞ .

The latter implies that

sup
t∈[0,T ]

E
∣∣fx,t − fnx,t∣∣2 ≤ (I1 + I2 + I3)2 + I4 → 0 as n→∞ ,

for any T <∞, and taking the limit T →∞, we obtain

|I1| ≤ sup
t∈R+

|etAx− etA
n

x| ≤ x(∞) = c ,

|I2| ≤
∫
R+

∣∣∣(e(T−s)A − e(T−s)An)g
∣∣∣ ds ≤ 0 ,

|I3| ≤ lim
T→∞

c̄
(

1− e−Tn
)

= c̄ ,

E|I4|2 ≤
∫
R+

(e(t−s)A − e(t−s)An)2σ2ds ≤ 0 ,

hence
lim
t→∞

E
∣∣fx,t − fnx,t∣∣2 ≤ c̄− c̄ = 0 ,

where the last inequality follows from the dominated convergence theorem.

Let us now consider the approximated OU-process (3.23), then the rescaled (OU) semi-
group, in the sense of definition 3.1.6, is defined as follows

Rnt ϕ(x) := Eϕ(fnx,t) =

∫
Hω

ϕ(y)NetAnx+Gnt ,Qt
(dy), ϕ ∈ Bb(Hω), t ≥ 0, x ∈ Hω ,
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or, changing variable, we can also write

Rnt ϕ(x) =

∫
Hω

ϕ(etA
n

x+ y)NGnt ,Qt(dy), ϕ ∈ Bb(Hω), t ≥ 0, x ∈ Hω . (3.25)

Proposition 3.1.27. The linear operator

Qn∞x :=

∫ ∞
0

etA
n

Qet(A
n)∗xdt, x ∈ Hω ,

is well defined, trace class operator from Hω into itself.

Proof. We have that

Qn∞x =

∞∑
k=1

∫ 1

0

e(s+k−1)AnQe(s+k−1)(An)∗xds

=

∞∑
k=1

e(k−1)AnQ1e
(k−1)(An)∗x, x ∈ Hω ,

(3.26)

therefore

TrQ∞ ≤
∞∑
k=1

e−
2
n (k−1)TrQ1 <∞ ,

where the boundedness of TrQ1 follows from Prop. 3.1.15, taking t = 1.

Proposition 3.1.28. For every n ∈ N, let ḡn, gn0 be defined as follows

ḡn(τ) = −
∫ τ

0

e−
1
n (s−τ)g(s) ds , gn0 =

∫
R+

e−
1
n (s−τ)g(s) ds , (3.27)

then the vector ḡn + gn0 + c̄ ∈ Hω.

Proof. By a direct computation, we obtain that

ḡn + gn0 + c̄ =
σ2
vas

κ

n

nκ+ 1
e−κτ − σ2

vas

κ

2n

2nκ+ 1
e−2κτ + c̄ ,

so that limτ→∞ ḡn + gn0 + c̄ = c <∞. Eventually it holds

|ḡn + gn0 + c̄| = c+

∫
R+

(
−σ2

vas

n

nκ+ 1
e−κτ + 2σ2

vas

2n

2nκ+ 1
e−2κτ

)2

eκτdτ <∞ ,

and the claim follows.

Proposition 3.1.29. There exists a unique invariant measure µn for the OU transition
semigroup Rnt on the Hilbert space Hω. In particular we have µn := Nḡn+gn0 +c̄,Qn∞

, with

ḡn(τ) = −
∫ τ

0

e−
1
n (s−τ)g(s) ds, gn0 =

∫
R+

e−
1
n (s−τ)g(s) ds ,

and c = limτ→∞ x(τ). Furthermore, for any ϕ ∈ Cb(Hω) and any x ∈ Hω, we have that Rnt
is strongly mixing, namely

lim
t→∞

Rnt ϕ(x) =

∫
H

ϕ(y)µn(dy) . (3.28)
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Proof. Propositions 3.1.27 , Prop. 3.1.28 imply that ḡn + gn0 + c̄ ∈ Hω and Qn∞ ∈ L+
1 (Hω),

hence the measure µn is well defined, moreover such a measure is the unique invariant mea-
sure associated to eq. (3.9) on the space Hω and it is explicitly given by µn = Nḡn+gn0 +c̄,Qn∞

.
Indeed, assuming that µn = Nḡn+gn0 +c̄,Qn∞

, then if ∀t ≥ 0, ϕ ∈ Cb(Hω), it holds∫
Hω

ϕ(x)µn(dx) =

∫
Hω

Rnt ϕ(x)µn(dx) , (3.29)

then we have that µn is in fact an invariant measure for eq. (3.9). By density of E(Hω) in
Cb(Hω), it is sufficient to prove eq. (3.29) for exponential functions, then, by eq. (3.20), we
have that eq. (3.29) reads as∫

Hω

ϕh(x)µn(dx) =

∫
Hω

ei〈G
n
t ,h〉− 1

2 〈Q
n
t h,h〉ϕet(An)∗h(x)µn(dx) , (3.30)

and since the characteristic function of a Gaussian measure of mean a and covariance Q is
given by

ˆNa,Q(h) = ei〈a,h〉−
1
2 〈Qh,h〉 ,

we have that eq. (3.30) holds if and only if

µ̂n(h) = ei〈G
n
t ,h〉− 1

2 〈Q
n
t h,h〉µ̂n(et(A

n)∗h) , (3.31)

that explicitly reads as

ei〈ḡ
n+gn0 +c̄,h〉− 1

2 〈Q
n
∞h,h〉 = ei〈G

n
t ,h〉− 1

2 〈Q
n
t h,h〉e

i
〈
ḡn+gn0 +c̄,et(A

n)∗h
〉
− 1

2

〈
Qn∞e

t(An)∗h,et(A
n)∗h

〉
,

(3.32)
and, by the monotonicity of the exponential, ∀h ∈ Hω, eq. (3.32) reads as follow

i 〈ḡn + gn0 + c̄, h〉 − 1

2
〈Qn∞h, h〉 =

= i 〈Gnt , h〉 −
1

2
〈Qnt h, h〉+ i

〈
ḡn + gn0 + c̄, et(A

n)∗h
〉
− 1

2

〈
Qn∞e

t(An)∗h, et(A
n)∗h

〉
,

(3.33)

which implies

i 〈ḡn + gn0 + c̄, h〉 − 1

2
〈Qn∞h, h〉 =

= i 〈Gnt , h〉 −
1

2
〈Qnt h, h〉+ i

〈
etA

n

(ḡn + gn0 + c̄), h
〉
− 1

2

〈
etA

n

Qn∞e
t(An)∗h, h

〉
.

(3.34)

We have that, for any t ≥ 0, it holds

Qn∞ =

∫ ∞
0

esA
n

Qes(A
n)∗ds =

∫ t

0

esA
n

Qes(A
n)∗ds+

∫ ∞
t

esA
n

Qes(A
n)∗ds =

= Qnt +

∫ ∞
0

e(x+t)AnQe(x+t)(An)∗ds = Qnt + etA
n

Qn∞e
t(An)∗ ,

(3.35)

furthermore we have

Gnt =

∫ t

0

e(t−s)Ang(τ)ds+ c̄
(

1− e− t
n

)
=

∫ t+τ

0

e−
1
n (s−τ)g(s)ds−

∫ τ

0

e−
1
n (s−τ)g(s)ds+ c̄

(
1− e− t

n

)
,

(3.36)
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so that it follows

Gnt + etA
n

(ḡn + gn0 + c̄) =

∫ t+τ

0

e−
1
n (s−τ)g(s)ds−

∫ τ

0

e−
1
n (s−τ)g(s)ds+

−
∫ t+τ

0

e−
1
n (s−τ)g(s)ds+

∫
R+

e−
1
n (s−τ)g(s)ds+ c̄+ c̄e−

1
n t − c̄e− 1

n t

= ḡn + gn0 + c̄ .

(3.37)

Exploiting identities (3.37) and (3.35), we have that eq. (3.34) holds true and eq. (3.29)
follows. The uniqueness is implied by eq. (3.31), taking the limit t → ∞ and by the
uniqueness of the Fourier transform, so that we get

µ̂n(h) = ei〈G
n
∞,h〉− 1

2 〈Q
n
∞h,h〉 = ei〈ḡ

n+gn0 +c̄,h〉− 1
2 〈Q

n
∞h,h〉 .

Let us then prove that µn is strongly mixing. Let ϕh ∈ E(Hω), then we have

lim
t→∞

Rnt ϕh(x) = lim
t→∞

ei〈e
tAnh,x〉+i〈Gnt ,h〉− 1

2 〈Q
n
t h,h〉

= ei〈G
n
t ,h〉− 1

2 〈Q
n
∞h,h〉 =

∫
Hω

ϕh(x)µn(dx) ,

and the result follows since E(Hω) is dense in Cb(Hω).

Moreover we have the following convergence result

Proposition 3.1.30. Let µn be the unique invariant measure for eq. (3.23) on Hω, then
the sequence {µn}n∈N converges, as n→∞, to the invariant measure µ for eq. (3.9) on Hω,
µ being defined as Nḡ+g0+c̄,Q∞ with

ḡ(τ) = −
∫ τ

0

g(s) ds, g0 =

∫
R+

g(s) ds ,

moreover µ ∈ {λb}b.

Proof. Let us consider the Fourier transform µ̂n and µ̂. Then we have

lim
n→∞

µ̂n = ei〈ḡ
n+gn0 +c̄,h〉− 1

2 〈Q
n
∞h,h〉 = ei〈ḡ+g0+c̄,h〉− 1

2 〈Q∞h,h〉 = µ̂ ,

and propositions 3.1.28 , 3.1.27 , imply that

ḡn + gn0 + c̄ =
σ2
vas

κ

n

nκ+ 1
e−κτ − σ2

vas

κ

2n

2nκ+ 1
e−2κτ

+ c̄→ σ2
vas

κ
e−κτ − σ2

vas

κ
e−2κτ + c̄ = ḡ + g0 + c̄ ,

Qn∞ =

∫ ∞
0

etA
n

Qet(A
n)∗xdt→

∫ ∞
0

etAQetA
∗
xdt = Q∞ ,

where the limits follow by the convergence etA
n → etA, for n→∞ as stated in Prop. 3.1.23.

In particular by density of E(Hω) into Cb(Hω), we have that the result holds for any bounded
and continuous functions, so that µn → µ weakly, as n→∞.



3.1 Invariant measure for the Vasicek model in the Heath–Jarrow–Morton–Musiela
framework 157

The transition semigroup in L2(Hω, µ)

Proposition 3.1.31. Let be µn the invariant measure in Prop. (3.1.29), then the semi-
group Rnt admits a unique extension to a strongly continuous semigroup of contractions in
L2(Hω, µ

n).

Proof. By Holder inequality and from the invariance of µn, we have that∫
Hω

|Rnt ϕh(x)|2 µn(dx) ≤
∫
Hω

Rnt |ϕh|2(x)µn(dx) =

∫
Hω

|ϕh(x)|2 µn(dx) ,

and since Cb(Hω)
d
⊂ L2(Hω, µ

n), see, e.g., [DP06], Rnt is uniquely extendible to L2(H,µn),
therefore

‖Rnt ϕh‖L2(Hω,µn) ≤ ‖ϕh‖L2(Hω,µn), t ≥ 0, ϕh(x) ∈ L2(Hω, µ
n) ,

and strong continuity follows from dominated convergence theorem.

With a slight abuse of notation, we still denote the previously determined extension by
Rnt , and its generator by Ln2 with associated domain given by D(Ln2 ). Even if we do not
know the domain D(Ln2 ) we are able to give an explicit form for the core of the infinitesimal
generator L2

n, see, e.g., [EN00b, Def. 1.6] for details on the core for an operator. Since for
any h ∈ Hω we have that

ϕh(x) ∈ D(Ln2 )⇔ h ∈ D((An)∗) ,

then we introduce the following space

EAn(Hω) := span
{
<eϕh(x),=mϕh(x), ϕh(x) = ei〈h,x〉 : h ∈ D((An)∗)

}
⊂ E(Hω) .

Lemma 3.1.32. For any n ∈ N, we have that EA(Hω) = EAn(Hω). Furthermore for any

n ∈ N we have that EA(Hω)
d
⊂ L2(Hω, µ

n).

Proof. Prop. 3.1.23 implies that that D(A) = D(An), hence EA(Hω) = EAn(Hω), while the
density result is assured by, e.g., [DP12, DPZ14].

Let us notice that we also have that, for any n ∈ N0, EA(H) is stable for Rnt and
furthermore that it is dense in Lp(Hω, µ

n)by [EN00b, Prop. 1.7], moreover the following
holds

Theorem 3.1.33. Let be Rnt be the strongly continuous semigroup of contraction on L2(Hω, µ
n)

introduced in Prop. 3.1.31 whereas µn is the unique invariant measure introduced in Prop.
3.1.29, then we have that EA(Hω) is a core for Ln2 . Moreover, for every x ∈ Hω, ϕ ∈
EAn(Hω), the infinitesimal generator Ln2 is of the form

Ln2ϕ(x) =
1

2
Tr
[
QD2ϕ(x)

]
+ 〈x, (An)∗Dϕ(x)〉+ 〈g,Dϕ(x)〉 ,

where we have denoted by D and D2, respectively the Fréchet derivative and the second order
Fréchet derivative.
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Proof. The stability of EA(Hω) under Rnt comes from eq. (3.20), namely

Rnt EA(Hω) ⊂ EA(Hω) .

The density of EA(Hω) into L2(H,µn) follows since Cb(Hω)
d
⊂ Lp(Hω, µ

n), E(Hω) is dense
in Cb(Hω), and by the dominated convergence theorem, while EA(Hω) is a core for Ln2 by
[EN00b, Prop. 1.7]. Explicitly computing the infinitesimal generator Ln2 we obtain that if
h ∈ D(A∗), then, ∀x ∈ Hω , ϕh ∈ EAn(Hω), we have

Ln2 = lim
t↓0

1

t
(Rnt ϕh − ϕh) = lim

t↓0

1

t

(
ei〈G

n
t ,h〉− 1

2 〈Q
n
t h,h〉ϕet(An)∗h(x)− ϕh

)
= lim

t↓0

1

t

(
i 〈Gnt , h〉 −

1

2
〈Qnt h, h〉+ i

〈
et(A

n)∗h− h, x
〉)

ϕh(x)

=
1

2
Tr
[
QD2

xϕh(x)
]

+ 〈x, (An)∗Dxϕh(x)〉+ 〈g,Dxϕh(x)〉 .

We have proven in Prop. 3.1.22 that the semigroup Rt on Cb(Hω) admits an infinite
family of invariant measures of the form δb ∗ µ. In particular it means that Rt can be
extended, even if not uniquely, following Prop. 3.1.31, to a strongly continuous semigroup
on L2(Hω, λb) for any λb of the form λb = δb ∗ µ, with the same techniques employed in
3.1.3. In particular we have that Thm. 3.1.33 holds also for Rt on the space L2(Hω, λb),
with λb an invariant measure of the form given in Prop. 3.1.22, indeed we have that EA(Hω)
is still a core for L2, where L2 is the infinitesimal generator for the semigroup Rt over any
space L2(Hω, λb) and, analogously to what has been made in Thm. 3.1.33, we have that L2

is

L2ϕ(x) =
1

2
Tr
[
QD2ϕ(x)

]
+ 〈x,A∗Dϕ(x)〉+ 〈g,Dϕ(x)〉 , x ∈ Hω, ϕ ∈ EA(Hω) .

The following proposition aims at showing that the most natural invariant measure for the
semigroup Rt to consider is the measure µ, since it is the unique invariant measure for the
rescaled semigroup Rnt , which converges to Rt for any ϕh(x) ∈ EA(Hω).

Proposition 3.1.34. We have that Rnt ϕh(x)→ Rtϕh(x) as n→∞, for any ϕh ∈ EA(Hω),
uniformly for t ≥ 0.

Proof. By Thm. 3.1.33 we have that, for any k ∈ N0, EA(Hω) is a core for the semigroup
Rkt , hence, for any ϕh(x) ∈ EA(Hω), we have that

Rkt ϕ2h(x) = ei〈G
k
t ,2h〉− 1

2 〈Qkt h,2h〉ϕ
et(Ak)∗2h

(x) ∈ EA(Hω) ,

and the same holds for Rt, so that we have

Rtϕ2h(x) = ei〈Gt,2h〉−
1
2 〈Qth,2h〉ϕetA∗2h(x) ∈ EA(Hω) .

By Prop. 3.1.23 and Lemma 3.1.24, we have that for, any h ∈ Hω, etA
k

h → etAh and
et(A

k)∗h → etA
∗
h, therefore by the dominated convergence theorem, it holds that for any
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fixed m ∈ N0, we have

lim
k→∞

∫
Hω

ei〈G
k
t ,2h〉− 1

2 〈Qkt h,2h〉ϕ
et(Ak)∗2h

(x)µm(dx) =

=

∫
Hω

ei〈Gt,2h〉−
1
2 〈Qt2h,2h〉µm(dx) ,

(3.38)

conversely, for any fixed k ∈ N0, Prop. 3.1.30 implies that

lim
m→∞

∫
Hω

ei〈G
k
t ,2h〉− 1

2 〈Qkt h,2h〉ϕ
et(Ak)∗2h

(x)µm(dx) =

=

∫
Hω

ei〈G
k
t ,2h〉− 1

2 〈Qkt h,2h〉ϕ
et(Ak)∗2h

(x)µ(dx) ,

(3.39)

therefore, exploiting both eq. (3.38) and eq. (3.39), we have that, for any ϕh(x) ∈ EA(Hω),

lim
k→∞

lim
m→∞

‖Rkt ϕh(x)‖L2(Hω,µm) = lim
m→∞

lim
k→∞

‖Rkt ϕh(x)‖L2(Hω,µm)

= ‖Rtϕh(x)‖L2(Hω,µ) ,

and the uniform convergence for t ≥ 0 follows from the uniform convergence in t of etA
n →

etA proved in Prop. 3.1.23.

Exploiting the result given by Prop. 3.1.34 we are in position to select a specific invariant
measure among the infinite {λb}b, uniquely extendible to the OU semigroup Rt to L2(Hω, µ).
In particular, defining

u(t, x) := Eϕ (fx,T )| Ft, ϕ ∈ L2(Hω, µ) ,

we have that u solves the following backward Kolmogorov equation{
∂u
∂t (x, t) + 1

2Tr
[
QD2ϕ(x)

]
+ 〈Ax+ g,Dϕ(x)〉

u(T, ·) = ϕ(·)
.

In what follows we consider a specific case of latter extension result, particularly useful when
dealing with financial applications. Let us define

u(t, x) := Ee
∫ T
t
−V (fx,s)dsϕ (fx,T )

∣∣∣Ft, ϕ ∈ L2(Hω, µ) ,

then u solves{
∂u
∂t (x, t) + 1

2Tr
[
QD2ϕ(x)

]
+ 〈Ax+ g,Dϕ(x)〉 − V (x)u(x, t)

u(T, ·) = ϕ(·)
, (3.40)

with V ∈ Cb(Hω) being the so calleddiscounting process, while ϕ represents the final payoff
of a financial contract. In particular the solution u(0, x) of eq. (3.40) is the so called fair
price of a contingent claim with terminal value ϕ.
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3.1.4 Conclusions
Since there exists an infinite number of invariant measures associated to the problem stated
by eq. (3.9), see, e.g., [Teh05, Var99], the semigroup Rt can not be uniquely extended to a
strongly continuous semigroup on a suitable weighted L2 space. Nevertheless we have proven
that, when properly rescaled, the original Ornstein-Uhlenbeck eq. (3.9) can be studied via a
series of approximating problems represented by eq. (3.23) whose solutions uniformly con-
verge to the solution of eq. (3.9) and such that there exists an associated, unique invariant
measure for each approximating step, see Prop. 3.1.29. Therefore, following the approach
given in [DP12, DPZ96], we can uniquely extend the approximated OU semigroup Rnt to a
strongly continuous semigroup over the space of square integrable functions with respect to
the above mentioned unique invariant measure, see Prop. 3.1.31, besides an explicit repre-
sentation for both the associated semigroup core and the respective infinitesimal generator,
it is shown. Exploiting previous results, we have also proven that, among the infinite num-
ber of invariant measure associated to eq. (3.9), it is possible to select one candidate which
turns to be the natural choice. Latter result is of particular relevance when we are dealing
with problems coming from the mathematical finance arena and, as an example, this is the
case represented by the so called Heath-Jarrow-Morton model used to describe the time
behaviour of both interest rate curve and instantaneous forward rate curve.

3.2 Optimal control of stochastic FitzHugh-Nagumo equa-
tion

Consider here the reaction-diffusion equation


dX(t, ξ)−∆ξX(t, ξ)dt+ f(X(t, ξ))dt =

√
QdW (t) + F (t, ξ) dt (t, ξ) ∈ [0, T ]×O ,

X(t, ξ)|∂O = 0, t ∈ [0, T ] ,

X(0, ξ) = x(ξ), ξ ∈ O, x ∈ L2(O)

, (3.41)

in a probability space (Ω,F ,P), where f(u) = u(u − a)(u − b), ∀u ∈ R, O ⊂ Rd,
d = 1, 2, 3 is a bounded and open set with smooth boundary ∂O, W (t) is a cylindrical
Wiener process and Q ∈ L(L2(O), L2(O)) (the space of linear and continuous operator from
L2(O) into itself equipped with the operator norm) is a self-adjoint positive operator with
TrQ < ∞. Here a, b ∈ L∞([0, T ] ×O) and x ∈ L2(O) are given. Also F ∈ L2([0, T ] ×O).
We shall denote by (Ft)t≥0 the natural filtration induced by W (t). Equation (3.102) can be
rewritten as follows{

dX(t) +AX(t)dt+ f(X(t))dt =
√
QdW (t) + F (t) dt, t ∈ [0, T ] ,

X(0) = x, x ∈ L2(O)
, (3.42)

A being the Laplace operator −∆ξ with domain D(A) := H1
0 (O) ∩ H2(O). In the special

case a, b ∈ R, (3.102) is the dimensionless form of the celebrated FitzHugh-Nagumo equation,
see, e.g., [ADP11] and reference therein, perturbed by a coloured Gaussian noise

√
QẆ . Its

deterministic counterpart has been introduced by FitzHugh (1922–2007) and Nagumo, see
[Fit61, NAY62] in order to model the conduction of electrical impulses in a nerve axon.
In particular X is the nerve membrane potential and F := −V + I where V is the ion
concentration and I is the applied current. The Gaussian perturbation is the effect of
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random input currents in neurons and their source is the random opening or closing of
ion channels, see, e.g. [Tuc92]. In 2-D and 3-D equation (3.102) is relevant in statistical
mechanics where it is called Ginzburg-Landau equation and also in phase transition models
of Ginzburg-Landau type, see, e.g. [Die97]. We would like to underline that nonlinear
potential of the form f(u) = u(u− a)(u− b) arising here are specific for diffusion processes
in excitable media or for phase transition.

In what follows we will study the optimal control problem for (3.102) providing an
existence and uniqueness result as well as the first order necessary conditions for optimality,
namely the maximum principle. In Sec. 3.2.1 we shall prove the well-posedness of problem
(3.102), see [BMZ+08] for other results of this type.

The existence of a solution to optimal control problem (P) will be proved under suitable
conditions on time interval [0, T ] and the cost functional in Sec. 3.2.1. It should be mentioned
that there exists a large literature concerning the optimal control problems governed by the
deterministic FitzHugh-Nagumo equation, see, e.g., [CRT13, KW13], while to the best of our
knowledge, the stochastic case that we are interested in, lacks of such results. The motivation
is that existence of an optimal control for the stochastic problem we consider here is quite
a delicate problem which cannot be solved with standard optimization arguments which
require the weak lower semicontinuity of cost functional in the control basic space and a
more subtle argument based on Eckelands’s variational principle was used. The existence
result we obtain here is the main novelty of this work. To prove the existence of an optimal
control an essential property of nonlinear function f is that it is ultimately monotonically
increasing, that is outside a bounded interval.

We shall use the basic notions and standard notation Lp(O), 1 ≤ p ≤ ∞ and Hk(O),
k = 1, 2,H1

0 (O) for spaces of Lebesgue p−integrable functions onO and respectively, Sobolev
spaces on O. The norm in Lp(O) will be denoted by |·|p = ‖·‖Lp(O) and the scalar product in
L2(O) by 〈·, ·〉2. Given a Banach space Y we shall denote by |·|Y its norm. By C ([0, T ];Y ) we
denote the space of Y−valued continuous functions on [0, T ] and by Lp ([0, T ];Y ) the space of
p−integrable Y−valued functions on [0, T ]. By W 1,p ([0, T ];Y ), 1 ≤ p ≤ ∞ we shall denote
the space of absolutely continuous functions u : [0, T ]→ Y such that du

dt ∈ L
p ([0, T ];Y ).

We shall use the standard notations, see, e.g. [DP12], for spaces of processes de-
fined in probability space

(
Ω,F ,P, (Ft)t≥0 ,W

)
. CW

(
[0, T ];L2(O)

)
is the space of all

L2(O)−valued (Ft)t≥0−adapted process such that u ∈ C
(
[0, T ];L2

(
Ω, L2(O)

))
. Similarly,

L2
W

(
[0, T ];H1

0 (O)
)
is the space of all (Ft)t≥0−adapted processes u ∈ L2

(
[0, T ];L2

(
Ω, H1

0 (O)
))
.

We denote by WA the stochastic convolution defined by

WA(t) :=

∫ t

0

e−(t−s)A
√
QdW (s), ∀ t ≥ 0 .

In the following we shall assume that

E sup
(t,ξ)∈[0,T ]×O

|WA(t, ξ)|2m <∞ ,m ∈ [1, 2] . (3.43)

Sufficient conditions for (3.43) to hold are given in [DP12, Th.2.13]. We refer to [BP12] for
standard results on convex analysis which will be used in the following.
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3.2.1 Existence for equation (3.102)

Definition 3.2.1. We say that the function X ∈ CW ([0, T ];L2(O)) is called a mild solution
to (3.102) if X(t) : [0, T ] → L2(O) is continuous P−a.s., ∀ t ∈ [0, T ] and it satisfies the
stochastic integral equation

X(t) = e−Atx−
∫ t

0

e−(t−s)A (f(X(s))− F (s)) ds+WA(t), ∀ t ∈ [0, T ] .

Theorem 3.2.2. Assume that assumption (3.43) holds and that x ∈ H1
0 (O). Then there

exists a unique solution X to (3.102) which satisfies

X ∈ CW
(
[0, T ];H1

0 (O)
)
∩ L2

W

(
[0, T ];H2(O)

)
∩ L2

(
Ω;C

(
[0.T ];H1

0 (O)
))
.

We note in particular that assumption (3.43) holds if Q = A−
γ
2 , with γ > d

2 − 1, see,
e.g., [DP12, Prop.4.3].

If we define the stochastic process y := X −WA, then equation (3.102) reduces to the
random parabolic equation


yt(t, ξ)−∆ξy(t, ξ) + y3(t, ξ) + f1(t, ξ)y2(t, ξ) + f2(t, ξ)y(t, ξ) = f3(t, ξ) in [0, T ]×O ,
y(t, ξ) = 0 in [0, T ]× ∂O ,
y(0, ξ) = y0(ξ) , ξ ∈ O

, (3.44)

where f1, f2 ∈ L∞([0, T ]×O), f3 ∈ L2([0, T ]×O) are (Ft)t≥0−adapted L2(O)−valued
processes on [0, T ]. More precisely f1 = a+3WA, f2 = b+3W 2

A+2WA, f3 = −W 3
A−9W 2

A−
bWA + F .

The following proposition states an existence and uniqueness result for equation (3.44)

Proposition 3.2.3. Assume x ∈ H1
0 (O). Then there is a unique solutions to equation

(3.44) satisfying P−a.s.

y ∈ C
(
[0, T ];H1

0 (O)
)
∩ L2

(
[0, T ];H2(O)

)
. (3.45)

Moreover the process t 7→ y(t) is (Ft)t≥0−adapted.

Proof. Let us consider, for fixed ω ∈ Ω, the set

K =
{
y ∈ C

(
[0, T ∗];L2(O)

)
: ‖y‖L∞([0,T∗];H1

0 (O)) ≤ R, 0 ≤ T ∗ ≤ T
}
, (3.46)

where R is a positive real constant and T ∗ has to be chosen later on.
The set K is closed in C

(
[0, T ∗];L2(O)

)
and therefore it is a complete metric space when

equipped with the metric
ρ(y, v) = sup

t∈[0,T∗]

|y(t)− v(t)|2. (3.47)

Let z ∈ K and let us consider the operation F : K → K defined by Fz = y, where y is
solution to


yt(t, ξ)−∆ξy(t, ξ) + y3(t, ξ) = −f1(t, ξ)z2(t, ξ)− f2(t, ξ)z(t, ξ) + f3(t, ξ) in [0, T ]×O ,
y(0, ξ) = x(ξ) in O ,
y(t, ξ) = 0 , (t, ξ) ∈ [0, T ]× ∂O

. (3.48)
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By standard existence and uniqueness results, see, e.g., [Bar10], problem (3.48) has a
unique solution

y ∈ C
(
[0, T ∗];H1

0 (O)
)
∩ L2

(
[0, T ∗];H2(O)

)
, P− a.s. ,

yt ∈ L2
(
[0, T ];L2 (O)

)
, P− a.s. ,

and by the Sobolev embedding theorem the following estimate holds

‖y(t)‖2H1
0 (O) +

∫ t

0

|∆ξy(s)|22ds+

∫ t

0

|y(s)|66ds ≤

≤ C1

(∫ t

0

∫
O

(
f2

1 z
4 + f2

2 z
2 + f2

3

)
dξ ds+ ‖x‖2H1

0 (O)

)
.

(3.49)

By multiplying (3.48) by y, respectively ∆y, and integrating on (0, t)×O it also follows
that

‖y‖2
C([0,T∗];H1

0 (O)) +

∫ t

0

(
|y(s)|66 + |y(s)|2H2(O)

)
ds ≤

≤ C2

∫ t

0

∫
O

(
|z|4 + |z|2 + 1

)
dξ ds ≤ C3T

∗(R4 +R2 + 1) ,

(3.50)

because ‖y‖H2(O) ≤ C‖∆y‖2 and by the Sobolev embedding theorems H1
0 (O) ⊂ L6(O).

This yields
‖y‖C([0,T∗],H1

0 (O)) ≤ C3

√
T ∗(R4 +R2 + 1) ,

and so for T ∗ small enough we have that y = Fz ∈ K. Hence F mapsK into itself. Moreover
F is a contraction on K under the metric (3.47). Indeed we have by (3.48)

1

2

d

dt
|y(t)− ȳ(t)|22 + ‖y(t)− ȳ(t)‖2H1

0 (O) ≤ C
∫
O

(|z − z̄||y − ȳ|(|z|+ |z̄|+ 1)) dξ ≤

≤ C (|z(t)− z̄(t)|2|y(t)− ȳ(t)|3(|z(t)|6 + |z̄(t)|6 + 1)) , a.e. t ∈ [0, T ] ,

the last being implied by the Hölder inequality, namely,
∣∣∫
O uvz

∣∣ ≤ |u|2|v|3|z|6 , therefore,
we have

|y(t)− ȳ(t)|22 +

∫ t

0

‖y(s)− ȳ(s)‖2H1
0 (O)ds

≤ C(R+ 1)

(∫ t

0

|z(s)− z̄(s)|22ds
) 1

2
(∫ t

0

|y(s)− ȳ(s)|23ds
) 1

2

≤

≤ C2

4
(R+ 1)2

∫ t

0

|z(s)− z̄(s)|22ds+

∫ t

0

|y(s)− ȳ(s)|2H1
0 (O)ds ,

(3.51)

so that
ρ(y, ȳ) ≤ C

2
(R+ 1)T ∗ρ(z, z̄) ,

and taking T ∗ < 2
C(R+1) , we have that F is a contraction on K. Then by the Banach

fixed point theorem on [0, T ∗], there is exists a unique solution y to (3.48) providing that
T ∗ ∈ [0, T ] is sufficiently small.
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Let us now show by contradiction, that such a solution exists on a fixed interval [0, T ].
Indeed if [0, T ∗] is the maximal interval on which y exists, by (3.48) we have , as mentioned
above, that the following estimate holds

‖y(t)‖2H1
0 (O) +

∫ t

0

(
‖y(s)‖2H2(O) + |y(s)|66

)
ds ≤

≤ C
∫ t

0

(
|y(s)|44 + |y(s)|22 + ‖f3‖22

)
ds, ∀ t ∈ [0, T ∗] .

(3.52)

Taking into account that

|y|22 + |y|44 ≤ ε|u|66 + Cε, ∀ ε > 0 ,

we get by (3.52) that

‖u(t)‖H1
0 (O) +

∫ t

0

‖u(s)‖2H2(O)ds+

∫ t

0

|u(s)|66ds ≤ C, ∀ t ∈ [0, T ∗] ,

where C is independent of T ∗. Therefore we also have that

| d
dt
y(t)|2 ≤ C1, ∀ t ∈ [0, T ∗] ,

and the limit limt→T∗ y(t) = y(T ∗) exists with u(T ∗) ∈ H1
0 (O). Then we can apply the above

local existence result, extending y as a solution to (3.44) on [T ∗, T ∗ + δ], which contradicts
the assumption that [0, T ∗] is the maximal interval of existence, hence T ∗ = T .

Since the right hand side of (3.105) where z = y is in L2(0, T ;L2(O)), we infer that

y ∈ C
(
[0, T ];H1

0 (O)
)
∩ L2

(
[0, T ];H2(O)

)
, P− a.s. , (3.53)

moreover, since the contraction principle implies that the limit y = limn→∞ yn belongs to
C
(
[0, T ];L2(O)

)
, where yn = F (yn−1) are (Ft)t≥0−adapted, we can conclude that y is in

fact an (Ft)t≥0−adapted process and so y satisfies (3.45), as claimed.

Proof of Theorem 3.3.3(continued). We set X := y +WA, where y is the solution to (3.44)
given by Proposition 3.2.3, that is

yt −∆y + y3 + ay2 + by + 3WAy

2 + 3WAy
2 + 2WAy = F −W 3

A − aW
2
A − bWA in [0, T ]×O ,

y = 0 on [0, T ]× ∂O ,

y(0, ξ) = x(ξ) , ξ ∈ O
,

(3.54)

By assumption (3.43) on WA we see that

E sup
(t,ξ)∈[0,T ]×O

(
|f1|2m + |f2|2m

)
<∞, m = 1, 2 ,

E‖f3‖L2([0,T ]×O) <∞ .
(3.55)

Taking into account (3.54) and (3.44) we get that

y ∈ L2
(
Ω;C

(
[0, T ];L2(O)

)
∩ L2

W

(
[0, T ];H1

0 (O) ∩H2(O)
))
, (3.56)

which implies (3.45) as claimed.
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3.2.2 The optimal control of stochastic FitzHugh-Nagumo equation

Let U be a real Hilbert space with the norm | · |U and B ∈ L
(
U ;L2(O)

)
. We shall denote

by U the space of all (Ft)t≥0−adapted processes u : [0, T ] → U s.t. E
∫ T

0
|u(t)|2Udt < ∞.

The space U is a Hilbert space with the norm |u|U =
(
E
∫ T

0
|u(t)|2Udt

) 1
2

and scalar product

〈u, v〉U =

(
E
∫ T

0

〈u(t), v(t)〉Udt

) 1
2

, ∀u, v ∈ U ,

where 〈·, ·〉U is the scalar product of U .
Consider the functions g, g0 : R → R and h : U → R̄ :=] −∞,∞], which satisfy the

following conditions

(i) g, g0 ∈ C1
(
L2(O)

)
and Dg, Dg0 ∈ Lip

(
L2(O);L2(O)

)
(where D stands for the Fréchet

differential) and Lip
(
L2(O);L2(O)

)
is the the space of Lipschitz continuous function

from L2(O) to L2(O) with the norm defined denoted ‖ · ‖Lip(L2(O)).

(ii) h is convex, lower-semicontinuous and (∂h)
−1 ∈ Lip(U) where ∂h : U → U is the

subdifferential of h (see, e.g. [BP12, p. 82]). Moreover assume that ∃ α1 > 0 and
α2 ∈ R s.t. h(u) ≥ α1|u|2U + α2, ∀ u ∈ U . We set L = ‖(∂h)−1‖Lip(U) (Here Lip(U) is
the space of Lipschitz operators on U .

We consider the following optimal control problem

MinimizeE
∫ T

0

(g(X(t)) + h(u(t))) dt+ Eg0(X(T )) , (P)

subject to u ∈ U and
dX(t)−∆ξX(t)dt+ f(X(t))dt =

√
QdW (t) +Bu(t)dt+ f0dt , in [0, T ]×O ,

X = 0 on [0, T ]× ∂O ,
X(0) = x in O ,

, (3.57)

where f0 ∈ L∞ ([0, T ]×O).
In the following we shall assume both (3.55) and Tr[QA] <∞, where A is as above the

Laplace operator with domain H1
0 (O) ∩H2(O).

Theorem 3.2.4. Let x ∈ H1
0 (O). Then there exists C∗ > 0 independent of x such that for

LT + ‖Dg0‖Lip(L2(O)) < C∗ there is a unique solution (u∗, X∗) to problem (P).

Proof. The proof is based on Ekeland’s variational principle already used in a similar de-
terministic context (See, e.g. [BI99]). Namely, we consider the function Ψ : U → R̄ defined
by

Ψ(u) = E
∫ T

0

(g(Xu(t)) + h(u(t))) dt+ Eg0(Xu(T )) ,

where Xu is the solution to (3.57). It is easily seen by (3.44) that Ψ is lower-semicontinuous
and Ψ(u)→ +∞ as |u|U → +∞.
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If Ψ is weakly lower continuous on U this is sufficient for the existence of a minimum of
Ψ on U . In the deterministic case, that is, if Q = 0 the weak lower continuity of Ψ is a direct
consequence of compactness of the map u 7→ Xu from U to C

(
[0, T ];L2(O)

)
which is not

the case here, that is, this map is not compact from U to L2
(
Ω;C

(
[0, T ];L2(O)

))
. So the

existence in problem (P) does not follows by standard minimization techniques. However,
by the Ekeland variational principle, see, e.g., [Eke74], there is a sequence {uε} ⊂ U such
that

Ψ(uε) ≤ inf{Ψ(u) ;u ∈ U}+ ε ,

Ψ(uε) ≤ Ψ(u) +
√
ε |uε − u|U , ∀u ∈ U .

(3.58)

In other words,
uε = arg min

u∈U
{Ψ(u) +

√
ε |uε − u|U} .

Hence (Xuε , uε) is a solution to the optimal control problem

min

{
E
∫ T

0

(g(Xu(t) + h(u(t))) dt+ Eg0 (Xu(T )) +

+
√
ε

(
E
∫ T

0

|u(t)− uε(t)|2U dt

) 1
2

;u ∈ U

 .

(3.59)

The latter means that for all v ∈ U and λ > 0

E
∫ T

0

(
g(Xuε+λv(t) + h((uε + λv)(t))

)
dt+ Eg0(Xuε+λv(T ))+

+ λ
√
ε

(
E
∫ T

0

|v(t)|2U dt

) 1
2

≤

≤ E
∫ T

0

(g(Xε(t)) + h(uε(t))) dt+ Eg0(Xε(T )) .

This yields

E
∫ T

0

〈Dg(Xε(t)), Z
v(t)〉2 dt+ E

∫ T

0

h′(uε(t), v(t))dt+

+ E〈Dg0(Xε(T )), Zv(T )〉2 +
√
ε

(
E
∫ T

0

|v(t)|2Udt

) 1
2

≤ 0 , ∀ v ∈ U ,
(3.60)

where Zv solves the system in variations associated with (3.57), that is
∂
∂tZ

v −∆Zv + f ′(Xε)Z
v = Bv in [0, T ]×O ,

Zv(0) = 0 in O ,
Zv = 0 on [0, T ]× ∂O ,

(3.61)

and h′ : U × U → R is the directional derivatives of h, see, e.g., [BP12, p.81], namely

h′(uε, v) = lim
λ↓0

h(uε + λv)− h(uε)

λ
, ∀ v ∈ U .
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We associate with (3.57) the dual stochastic backward equation
dpε + ∆pεdt− f ′(Xε)pεdt = κε

√
QdW (t) +Dg(Xε)dt in [0, T ]×O ,

pε(T ) = −Dg0(Xε(T )) in O ,
pε = 0 on [0, T ]× ∂O ,

. (3.62)

It is well-known that equation (3.108) has a unique solution (pε, κε) satisfying

pε ∈ L∞W
(
[0, T ];L2 (O)

)
∩ L2

W

(
[0, T ];H1

0 (O)
)
,

kε ∈ L2
W

(
[0, T ];L2 (O)

)
,

(See, e.g., [FT02, Prop. 4.3] or [Tes96]). By Itô’s formula we have

d 〈pε, Zv〉2 = 〈dpε, Zv〉2 + 〈pε, dZv〉2 ,

and this yields

E
∫ T

0

〈Dg(Xε(t)), Z
v(t)〉2 dt+ E〈Dg0(Xε(T )), Zv(T )〉2 = 0 ,

and substituiting in (5.25), we obtain, ∀ v ∈ U , the following inequality

E
∫ T

0

h′(uε(t), v(t))dt+
√
ε

(
E
∫ T

0

|v(t)|2Udt

) 1
2

≤

≤ E
∫ T

0

〈B∗pε(t), v(t)〉U dt .

Let G(u) := E
∫ T

0
h(u(t))dt, then its subdifferential ∂G : U → U , evaluated in uε is given by

∂G(uε) =

{
v∗ ∈ U : 〈v, v∗〉U ≤ E

∫ T

0

h′(uε(t), v(t))dt , ∀ v ∈ U

}
.

(See, e.g., [BP12, p.81]). Then we infer that

uε(t) = (∂h)−1
(
B∗pε(t) +

√
εθ̃ε

)
, t ∈ [0, T ] , P− a.s. ,

where θ̃ε ∈ U and |θ̃ε|U ≤ 1, ∀ ε > 0.
Therefore, we have shown that

uε = (∂h)−1 (B∗pε + θε) , ‖θε‖L2([0,T ]×Ω;U) ≤
√
ε ,

dpε + ∆pεdt− f ′(Xε)pεdt = Dgε(Xε)dt+ κε
√
QdW (t) in [0, T ]×O ,

pε(T ) = −Dg0(Xε(T )) in O ,
pε = 0 in [0, T ]× ∂O ,

. (3.63)

By (3.104) and by assumptions (ii) it follows also that {uε}ε>0 is bounded in U . Moreover,
by (3.57) we have that

dXε(t)−∆Xε(t)dt+ f(Xε(t))dt =
√
QdW (t) + f0dt+Buε(t)dt , in [0, T ]×O ,

Xε = 0 on [0, T ]× ∂O ,
Xε(0) = x in O

,

(3.64)
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which by (3.105), assumption (ii) and exploiting the Itô formula, implies that

E
∫ T

0

(
|Xε(t)|22 + |∇Xε(t)|22 + L−1|uε(t)|2U

)
dt ≤ C , ∀ ε > 0 . (3.65)

Moreover by (3.64) and (3.104), again using the Itô formula applied to |X|22, we have that
∀ ε > 0

E sup
t∈[0,T ]

|Xε(t)|22 + E
∫ T

0

|Xε(t)|2H1
0 (O) dt+ E

∫ T

0

|Xε(t)|42 dt ≤

≤ C(1 + |x|22)

. (3.66)

If we now apply the Itô formula in (3.64) to the function X → 1
2 |X|

2
H1

0 (O)
, taking into

account that Tr[QA] <∞ and that

−
∫
O
f(Xε)∆Xεdξ ≥ ab

∫
O
|∇Xε|2dξ −

∫
O
|∆Xε||Xε|2dξ ,

we obtain by (3.111) that

E sup
t∈[0,T ]

|Xε(t)|2H1
0 (O) + E

∫ T

0

|∆Xε(t)|22dt ≤ C(1 + |x|2H1
0 (O)) . (3.67)

Similarly, by (3.109) we obtain that

1

2
d|pε(t)|22 −

∫
O
|∇pε(t)|2dξ −

∫
O
f ′(Xε)p

2
ε(t)dξ =

=

∫
O
Dg(Xε(t))pε(t)dξ +

1

2

∫
O
|κε|2dξ +

∫
O
pεκε

√
QdW (t) .

which yields

E sup
t∈[0,T ]

|pε(t)|22 + E
∫ T

0

|pε(t)|2H1
0 (O) dt+ E

∫ T

0

∫
O
|Xε|2|pε|2dξ dt

+ E
∫ T

0

|κε(t)|22dt ≤ C + E|Xε(T )|22 ≤ C , ∀ ε > 0 .

(3.68)

(Here and everywhere in the following we shall denote by C several positive constants in-
dependent of ε). In particular, it follows by (3.109) and (3.112) that {uε}ε>0 is bounded in
L2 (Ω;L∞ ([0, T ];U)).

Equation (3.64) implies that

∂

∂t
(Xε(t)−Xλ(t))−∆ (Xε(t)−Xλ(t)) + (f (Xε(t))− f (Xλ(t))) =

= BB∗(pε(t)− pλ(t)) +B(θε(t)− θλ(t)) .
(3.69)
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In virtue of (3.112) this yields

1

2
|Xε(t)−Xλ(t)|22 +

∫ t

0

|Xε(s)−Xλ(s)|2H1
0 (O) ds ≤

≤ −
∫ t

0

∫
O

(f (Xε(s))− f (Xλ(s))) (Xε(s)−Xλ(s)) dξ ds

+ L

∫ t

0

|pε(s)− pλ(s)|2|Xε(s)−Xλ(s)|2ds

+ C

∫ t

0

|θε(s)− θλ(s)|U |Xε(s)−Xλ(s)|2ds , ∀ t ∈ [0, T ] ,

where L = ‖(∂h)−1‖Lip.
We further have

(f(Xε)− f(Xλ)) (Xε −Xλ) = f ′(αXε + (1− α)Xλ)(Xε −Xλ)2 ,

where α ∈ [0, 1] and assuming that 0 < a < b,

f ′(u) ≥ 0 for u 6∈ [0, b] ,

|f ′(u)| ≤ C for u ∈ [0, b] ,

then

−
∫ t

0

∫
O

(f(Xε)− f(Xλ)) (Xε −Xλ) dξ ds ≤ C
∫ t

0

|Xε(s)−Xλ(s)|22ds , ∀ ε, λ > 0 ,

which yields, for t ∈ [0, T ]

|Xε(t)−Xλ(t)|22 +

∫ t

0

|Xε(s)−Xλ(s)|2H1
0 (O) ds ≤

≤ C
(
L

∫ t

0

|pε(s)− pλ(s)|22ds+

∫ t

0

∫
O

(Xε(s)−Xλ(s))2dξds+ ε+ λ

)
.

(3.70)

Applying Gronwall’s lemma in (3.114), we have

|Xε(t)−Xλ(t)|22 +
1

2

∫ t

0

|Xε(s)−Xλ(s)|2H1
0 (O) ds ≤

≤ C

(
L

∫ T

0

|pε(s)− pλ(s)|22ds+ ε+ λ

)
, ∀ ε , λ > 0 , t ∈ [0, T ] .

(3.71)
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Similarly we get by (3.52) and the Itô formula

|pε(t)− pλ(t)|22 +

∫ T

t

|pε(s)− pλ(s)|2H1
0 (O) ds+

1

2

∫ T

t

|κε(s)− κλ(s)|22ds =

= |Dg0(Xε(T ))−Dg0(Xλ(T ))|22+

+

∫ T

t

∫
O

(f ′(Xε(s))pε(s)− f ′(Xλ(s))pλ(s)) (pε(s)− pλ(s))dξds+

−
∫ T

t

〈
κε(s)− κλ(s))

√
QdW (s), Xε(s)−Xλ(s)

〉
2

=

=

∫ T

t

∫
O
f ′(Xε(s))(pε(s)− pλ(s))2dξ ds+

−
∫ T

t

∫
O

(f ′(Xε(s)− f ′(Xλ(s)) (pε(s)− pλ(s))dξ ds+

−
∫ T

t

〈
κε(s)− κλ(s))

√
QdW (s), Xε(s)−Xλ(s)

〉
2

+

+ |Dg0 (Xε(T ))−Dg0 (Xλ(T )) |22 ≤

≤ C

(∫ T

t

∫
O

(|Xε|+ 1)(pε(s)− pλ(s))2dξ ds

)
+

+

(∫ T

t

∫
O

(Xε(s)−Xλ(s)) (pε(s)− pλ(s))(1 + |Xε|+ |Xλ|)|pε|dξ ds

)
+

−
∫ T

t

〈
κε(s)− κλ(s))

√
QdW (s), Xε(s)−Xλ(s)

〉
2

+

+ ‖Dg0‖Lip(L2(O))|Xε(T )−Xλ(T )|22 , t ∈ [0, T ] ,P− a.s. .

(3.72)

Proceeding as above, we also have

∫
O
|Xε(s)||pε(s)− pλ(s)|2dξ ≤ |pε(s)− pλ(s)|4|pε(s)− pλ(s)|2|Xε(s)|4 ≤

≤ 1

2
|pε(s)− pλ(s)|2H1

0 (O) +
1

2
|pε(s)− pλ(s)|22|Xε(s)|24 .

(3.73)
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Moreover, exploiting both the Hölder and the interpolation inequality, we obtain∫
O
|Xε −Xλ| |pε − pλ| (1 + |Xε|+ |Xλ|)|pε|dξ ≤

≤ |Xε −Xλ|4 |pε − pλ|4

(∫
O

(1 + |Xε|+ |Xλ|)2|pε|2dξ
) 1

2

≤

≤ |Xε −Xλ|
1
2
2 |Xε −Xλ|

1
2
6 |pε − pλ|

1
2
2 |pε − pλ|

1
2
6 ×

×
(∫
O

(1 + |Xε|+ |Xλ|)2|pε|2dξ
) 1

2

≤

≤ |Xε −Xλ|
1
2
2 |Xε −Xλ|

1
2

H1
0 (O)
|pε − pλ|

1
2
2 |pε − pλ|

1
2

H1
0 (O)
×

×
(∫
O

(1 + |Xε|+ |Xλ|)2|pε|2dξ
) 1

2

≤ α
(
|Xε −Xλ|2H1

0 (O) + |pε − pλ|2H1
0 (O)

)
+

+
C

α

(
|Xε −Xλ|22 + |pε − pλ|22

)(∫
O

(1 + |Xε|+ |Xλ|)2|pε|2dξ
)
,

(3.74)

where α is arbitrary small. Substituting now (3.73), (3.117) into (3.114), (3.116), we obtain
P−a.s.

|Xε(t)−Xλ(t)|22 + |pε(t)− pλ(t)|22 +

∫ t

0

|Xε(s)−Xλ(s)|2H1
0 (O)ds+

+

∫ T

t

|pε(s)− pλ(s)|2H1
0 (O) ds+

∫ T

t

|κε(s)− κλ(s)|22ds ≤

≤ C
(
L

∫ t

0

|pε(s)− pλ(s)|22 ds+ ε+ λ

)
+ C

∫ T

t

|pε(s)− pλ(s)|22 |Xε(s)|24ds+

+ ‖Dg0‖Lip|Xε(T )−Xλ(T )|22+

+
C

α

(∫ T

t

|Xε(s)−Xλ(s)|22 +

∫ T

t

|pε(s)− pλ(s)|22Tε,λ(s)ds

)
+

−
∫ T

t

〈
κε(s)− κλ(s))

√
QdW (s), Xε(s)−Xλ(s)

〉
2
, ∀ t ∈ [0, T ] ,

(3.75)

where
Tε,λ :=

∫
O

(1 + |Xε|+ |Xλ|)2|pε|2dξ .

We note that the process r 7→
∫ r
t

〈
(κε − κλ)

√
QdW (s), Xε(s)−Xλ(s)

〉
2
is a local mar-

tingale on [t, T ], hence by the Burkholder-Davis-Gundy inequality, see, e.g., [DPZ96, p.58],
we have for all r ∈ [t, T ]

E sup
r∈[t,T ]

|
∫ r

t

〈
(κε(s)− κλ(s))

√
QdW (s), Xε(s)−Xλ(s)

〉
2
| ≤

≤ C
(
E
∫ r

0

|κε(s)− κλ(s)|22|Xε(s)−Xλ(s)|22ds
) 1

2

≤

≤ CE sup
s∈[t,r]

|Xε(s)−Xλ(s)|22 +
1

2
E
∫ r

t

|κε(s)− κλ(s)|22ds ,
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and by (3.117) we get

E sup
s∈[t,T ]

(
|Xε(s)−Xλ(s)|22 + |pε(s)− pλ(s)|22

)
+ E

∫ T

0

|Xε(s)−Xλ(s)|2H1
0 (O)ds+

∫ T

t

|pε(s)− pλ(s)|22ds

+ E
∫ T

t

|κε(s)− κλ(s)|22ds ≤

≤ ‖Dg0‖E|Xε(T )−Xλ(T )|22 + C

(
LE
∫ T

0

|pε(s)− pλ(s)|22 ds+ ε+ λ

)
+ CE sup

s∈[t,T ]

|Xε(s)−Xλ(s)|22

+ CE
∫ T

t

(
|pε(s)− pλ(s)|22 + |Xε(s)−Xλ(s)|22

) (
|Xε(s)|24 + Tε,λ(s)

)
ds .

(3.76)

Taking into account estimates (3.111), (3.67) and (3.115), from (3.120) we have

E sup
s∈[t,T ]

(
|Xε(s)−Xλ(s)|22 + |pε(s)− pλ(s)|22

)
+ E

∫ T

0

|Xε(s)−Xλ(s)|2H1
0 (O)ds+

∫ T

t

|pε(s)− pλ(s)|22ds

+ E
∫ T

t

|κε(s)− κλ(s)|22ds ≤

≤ C̃

(
LE
∫ T

0

|pε(s)− pλ(s)|22 ds

)

+ C̃

(
E
∫ T

t

|pε(s)− pλ(s)|22
(
|Xε(s)|24 + Tε,λ(s)

)
ds

)
+ C̃‖Dg0‖LipE|Xε(T )−Xλ(T )|22 + C̃(ε+ λ) .

(3.77)

where C̃ is a positive constant independent of ε and λ. It follows that if C̃(LT+‖Dg0‖Lip) <
1, then, for any t ∈ [0, T ],

E sup
s∈[t,T ]

(
|Xε(s)−Xλ(s)|22 + |pε(s)− pλ(s)|22

)
+ E

∫ T

0

|Xε(s)−Xλ(s)|2H1
0 (O)ds+

∫ T

t

|pε(s)− pλ(s)|22ds

+ E
∫ T

t

|κε(s)− κλ(s)|22ds ≤

≤ CE
∫ T

t

|pε(s)− pλ(s)|22
(
|Xε(s)|24 + Tε,λ(s)

)
ds+ C(ε+ λ) .

(3.78)

Let us define for j ∈ N

Ωj :=

{
ω ∈ Ω : sup

ε
sup
t∈[0,T ]

(
|Xε(t)|22 + |Xε(t)|2H1

0 (O) + |Xε(t)|24 + |pε(t)|22
)
dt ≤ j

}
,
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then estimates (3.111) and (3.67) implies that

P (Ωj) ≥ 1− C

j
, ∀ j ∈ N ,

for some constant C independent of ε.
If we set Xj

ε := 1[Ωj ]Xε, pjε := 1[Ωj ]pε and κ
j
ε := 1[Ωj ]κε, then such quantities satisfy the

system (3.109)-(3.64), with 1[Ωj ]

√
QdW . The latter means that estimate (3.122) still holds

in this context, so that we have

E sup
s∈[t,T ]

|Xj
ε (s)−Xj

λ(s)|22 + sup
s∈[t,T ]

|pjε(t)− p
j
λ(t)|22

+ E
∫ T

t

|pjε(s)− p
j
λ(s)|2H1

0 (O)ds+ E
∫ T

t

|(κε(s)− κλ(s))χj |22ds ≤

≤ Cj
∫ T

t

E|pjε(s)− p
j
λ(s)|22ds+ C (ε+ λ) , j ∈ N .

(3.79)

By Gronwall’s lemma we get, for any t ∈ [0, T ]

E sup
s∈[t,T ]

|Xj
ε (s)−Xj

λ(s)|22 + sup
s∈[t,T ]

|pjε(s)− p
j
λ(s)|22 ≤ C(ε+ λ)eCjT , (3.80)

where Cj = C(j3 + 1), hence, for ε→ 0 and all j ∈ N, we obtain

Xj
ε → Xj in L2

(
Ωj ;L

2 ([0, T ]×O)
)
,

pjε → pj in L2
(
Ωj ;L

2 ([0, T ]×O)
)
,

(3.81)

where → means strong convergence. By estimates (3.111) and (3.112) it follows that taking
related subsequences, still denoted by ε, we have

Xε ⇀ X∗ in L2
(
[0, T ]× Ω;H1

0 (O)
)
,

pε ⇀ p∗ in L∞
(
[0, T ];L2 (Ω×O)

)
,

pε ⇀ p∗ in L2 ([0, T ]× Ω×O) ,

pε ⇀ p∗ in L2
(
[0, T ]× Ω;H1

0 (O)
)
,

uε ⇀ u∗ in L∞
(
[0, T ];L2 (Ω;U)

)
,

(3.82)

where ⇀ means weak (respectively, weak-star) convergence, so we have for ε→ 0

Xε → X∗ , pε → p∗ , a.e. in [0, T ]× Ωj ×O . (3.83)

By (3.111) we see that

E
∫ T

0

∫
O
|f(Xε(s, ξ))|

4
3 dξds ≤ C , ∀ε > 0 .

Since {f (Xε)} is bounded in L
4
3 ([0, T ]× Ω×O), then it is weakly compact in L1 ([0, T ]× Ω×O)

and by (3.127) we have that for a subsequence {ε} → 0,

f (Xε)→ f(X∗) , a.e. in [0, T ]× Ω×O ,
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which, in virtue of (3.127) and since

P (Ωj) ≥ 1− C

j
,∀ j ∈ N0 ,

we have
f (Xε)→ f(X∗) in L1 ([0, T ]× Ωj ×O) . (3.84)

Then, letting ε→ 0 in (3.64), we obtain
dX∗(t)−∆X∗(t)dt+ f(X∗(t))dt =

√
QdW (t) +Bu∗(t)dt in [0, T ]×O ,

X∗ = 0 on [0, T ]× ∂O ,
X∗(0) = x in O

.

Taking into account that Ψ is weakly lower semicontinuous in U we infer by (3.104) that

Ψ(u∗) = inf {Ψ(u);u ∈ U} ,

therefore (X∗, u∗) is optimal for the problem (P) and the proof of existence is therefore
complete.

Concerning the uniqueness for the optimal pair (X∗, u∗) given by Th. 3.3.4, we have
that it follows by the same argument via the maximum principle result for problem (P),
namely one has the following result.

Theorem 3.2.5. Let (X∗, u∗) be optimal in problem (P), then

u∗ = (∂h)−1(B∗p) , a.e. t ∈ [0, T ] , (3.85)

where p is the solution to the backward stochastic equation
dp+ ∆pdt+ f ′(X∗)pdt = g′(X)dt+ κ

√
QdW (t) in [0, T ]×O ,

p(T ) = −Dg0(X∗(T )) in O ,
pε = 0 on [0, T ]× ∂O

, (3.86)

Proof. If (X∗, u∗) is optimal for the problem (P), then by the same argument used to prove
Th. 3.3.4, see (5.25), we have

E
∫ T

0

〈Dg(X∗(t)), Zv(t)〉2 dt+ E
∫ T

0

h′(u∗(t), v(t))dt

+ E〈Dg0(X∗(T )), Zv(T )〉2 ≤ 0 , ∀ v ∈ U ,
(3.87)

where Zv is solution to equation (3.107) with Xε replaced by X∗. This implies as above
that (3.129) holds.

The uniqueness in (P). If (X∗, u∗) is optimal in (P) then it satisfies systems (3.102), (3.129)
and (3.130), so that arguing as in the proof of Th. 3.3.4, the same set of estimates implies
that the previous system has at most one solution if LT + ‖Dg0‖Lip < C∗, where C∗ is
sufficiently small.

Remark 3.2.6. Theorems 3.3.4 and 3.3.5 remain true if assumption (i) is relaxed to
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(i)’ Dg0 ∈ Lip(L2(O)), g = g(t, y) : [0, T ] × L2(O) → R is of class C1 in y, Dyg ∈
C([0, T ]× L2(O)), and supt∈[0,T ] ‖Dy g(t, y)‖Lip(L2(O)) <∞.

Remark 3.2.7. As clear from the previous proof the constant C∗ arising in conditions of
Theorem 3.3.4 depends of f and g only and, as mentioned earlier, it is independent of initial
data x.

3.2.3 An example
Roughly speaking the control objective in system (3.102) is to drive the potential X to track
a given trajectory X1 and an end potential X0. This can be reformulated as the optimal
control problem

Minimize E
∫ T

0

α|u(t)|22 + |X(t)−X1(t)|22dt+ λE|X(T )−X0|22 , (3.88)

subject to
u ∈ L2

W ([0, T ];L2(O)) , m ≤ u ≤M a.e. on [0, T ]×O . (3.89)
dX(t)−∆X(t)dt+ f(X(t)) =

√
QdW (t) + u(t)dt+ f0dt in [0, T ]×O ,

X(0) = x in O ,
X = 0 on [0, T ]× ∂O

, (3.90)

where f(u) = u(u − a)(u − b), α, λ > 0, 0 < m < M < ∞ and the functions X1 ∈
L2([0, T ];L2(O)), X0 ∈ L2(O) are given.

As mentioned above, the physical significance of the problem is the following: find an
optimal current u applied to a nerve axon in such a way that the resulting potential X flows
closely to a specified regime X0 = X0(t, ξ) during the time interval [0,T], and such that it
is near to a given potential X0 at the final time T (on these lines see also [PA10]).

Problem (3.88)-(3.90) is of the form (P) where

g(t,X) = |X −X1(t)|22 , g0(X) = λ|X −X0|22 , (3.91)

and h : L2(O)→]−∞,+∞] is defined by

h(u) =

{
α|u|22 if u ∈ U0 ,

∞ if u 6∈ U0

, (3.92)

U0 :=
{
u ∈ L2(O) : m ≤ u ≤M a.e. in O

}
.

We have ∂h(u) = 2αu+NU0
(u), where NU0

(the normal cone to U0) is given by

NU0
(u) =

v ∈ L2(O) :

v(ξ) = 0 if u(ξ) ∈ (m,M) ;

v(ξ) ≥ 0 if u(ξ) = M ;

v(ξ) ≤ 0 if u(ξ) = m

 .

Then (∂h)−1(v) = 2αPU0(v) where PU0 : L2(O)→ U0 is the projection operator

PU0
(v)(ξ) :=


M if v(ξ) ≥M ,

m if v(ξ) ≤ m,

v(ξ) if m < v(ξ) < M ,

ξ ∈ O .
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By by Theorem 3.3.4, there exists a constant C∗ > 0 such that if αT + λ < C∗ the problem
(3.88)-(3.90) has a unique solution (X∗, u∗) given by
u∗ = 2αPU0(p∗) in [0, T ]×O , P− a.s.
dp∗(t) + ∆p∗(t)dt− f ′(X∗(t))p∗(t)dt = 2(X∗(t)−X1)dt+ κ

√
QdW (t) in [0, T ]×O ,

p∗(T ) = −2λ(X∗(T )−X0) in O ,
p∗ = 0 on [0, T ]× ∂O

.

(3.93)

3.2.4 The linear multiplicative noise perturbation
We briefly discuss here the case where the Gaussian perturbation is proportional with the
nerve membrane potential. The neuron impulse dynamic is better described by the equation

dX(t)−∆X(t)dt+ f(X(t))dt = X(t)dW (t) dt+ F (t)dt in [0, T ]×O ,
X(0) = x in O ,
X = 0 on [0, T ]× ∂O ,

, (3.94)

where

W (t, ξ) =

∞∑
j=1

µjei(ξ)βj(t) , t ≥ 0 , ξ ∈ O ,

µj ∈ R and {ej}∞j=1 is an orthonormal basis in L2(O) of eigenfunctions for A corresponding
to eigenvalues λj .

By the scaling transformation X = eW y equation (3.94) reduces to the random differen-
tial equation (see, e.g. [BR11])

∂y
∂t
−∆y + (µ−∆W )y − 2∇W · ∇y = e−WF in [0, T ]×O ,

y(0, ξ) = x(ξ) ξ ∈ O ,
y = 0 on [0, T ]× ∂O ,

, (3.95)

where µ = 1
2

∑∞
j=1 µ

2
jej .

We shall assume that
∞∑
j=1

µ2
j |ej |2∞ <∞ . (3.96)

Arguing as in Proposition 3.2.3 it follows by (3.96) that (3.95) has a unique solution y
satisfying (3.56) and this implies that X = eW y is a strong solution to (3.94) which satisfies
condition of Theorem 3.3.3. We omit the details.

As regards the corresponding optimal control problem P governed by the equation{
dX(t)−∆ξX(t)dt+ f(X(t))dt = X(t)dW (t) +Bu(t)dt+ f0dt , in [0, T ]×O ,
X(0) = x in O , X = 0 on [0, T ]× ∂O ,

, (3.97)

the existence of an optimal control pair (X∗, u∗) follows as Theorem 3.3.4 by Eckeland
variational principle (3.104) taking however in account that the corresponding dual backward
equation (3.108) is in this case

dpε + ∆pεdt− f ′(Xε)pεdt+ κεdt = κεdW (t) +Dg(Xε)dt in [0, T ]×O ,
pε(T ) = −Dg0(Xε(T )) in O ,
pε = 0 on [0, T ]× ∂O ,

. (3.98)
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The details are left to the reader.

3.3 Optimal control for the stochastic FitzHugh-Nagumo
equation with recovery variable

The mathematical formulation of the signal propagation in a neural cell has been firstly
introduced in [HH52], in particular the authors proposed a system composed of four different
equations. Clearly, in spite of being very realistic, this model has the disadvantage of being
analytically not easy to deal with. This problem led to the works [Fit61, NAY62] to reduce
the number of equations to two, where the first variable represents the voltage variable whilst
the second one is the recovery variable. We will also generalize the above equations taking
into account a stochastic perturbation.

In particular we will consider the equation
∂tv(t, ξ) = ∆ξ − Iion(v(t, ξ))− w(t, ξ) + f(ξ) + ∂tβ1(t) , in [0, T ]×O ,
∂tw(t, ξ) = γv(t, ξ)− δw(t, ξ) + ∂tβ2(t) , in [0, T ]×O ,
∂νv(t, ξ) = 0 , on [0, T ]× ∂O ,
v(0, ξ) = v0(ξ), w(0, ξ) = w0(ξ) , in [0, T ]×O .

, (3.99)

where as mentioned above the variable v represents the voltage variable and w is the
recovery variable. All other notation is to better specified in a while. In particular the
function Iion is a polynomial of degree 3. This fact implies that standard existence and
uniqueness results do not hold for equation (3.99), since the non-linear term Iion fails to be
Lipschitz continuous. This problem is often overcome taking into account some additional
regularity properties of the infinitesimal generator, being in equation (3.99) the Laplacian
∆, such as the so-called m−dissipativity, we refer to [ADPM11] for details.

We will not concern in the present paper with the existence and uniqueness result, since
it is an already established result in literature, but on the existence of an optimal control
for the aforementioned equation. In particular in [BCP15], the existence and uniqueness of
an optimal control has been proved for a similar equation, without the recovery variable w.
To prove the existence of an optimal control in the stochastic case is quite a delicate point
and necessitate of non trivial results, in particular the main results of the present work, is
based, following [BCP15], on the Ekelands’s variational principle.

The present work is so structured, in section 5.2 we introduce the main notation and
assumptions used throughout the work, also the existence and uniqueness result for the
main equation is stated. Then section 3.3.2 is devoted to the main result, that is to show
the existence and uniqueness of an optimal control problem via the Ekelands’s variational
principle

3.3.1 The abstract setting
Let us consider the following controlled stochastic FitzHugh-Nagumo system of equations


∂tv(t, ξ) = ∆ξ − Iion(v(t, ξ))− w(t, ξ) + f(ξ) +Bvu(t, ξ) + ∂tβ1(t) , in [0, T ]×O ,
∂tw(t, ξ) = γv(t, ξ)− δw(t, ξ) + ∂tβ2(t) , in [0, T ]×O ,
∂νv(t, ξ) = 0 , on [0, T ]× ∂O ,
v(0, ξ) = v0(ξ), w(0, ξ) = w0(ξ) , in [0, T ]×O .

, (3.100)
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where v = v(t, ξ) represents the transmembrane electrical potential, w = w(t, ξ) is a
recovery variable, also known as gating variable and which can be used to describe the
potassium conductance, O ⊂ Rd, d = 2, 3, is a bounded and open set with smooth boundary
∂O. Furthermore ∆ξ is the Laplacian operator with respect to the spatial variable ξ, while
γ and δ are positive constants representing phenomenological coefficients, ν is the outer
unit normal direction to the boundary ∂O and ∂ν denotes the derivative in the direction ν,
f(ξ) ∈ L∞(O) is a given external forcing term, Iion represents the Ionic current assumed
to be as in the FitzHugh-Nagumo model, namely it is taken as a cubic nonlinearity of the
following form Iion(v) = v(v−a)(v−b), v0, w0 ∈ L2(O). and β1 and β2 two independent Qi-
Brownian motions, i = 1, 2, Qi being positive trace class commuting operators. Eventually
we assume that the two operators Q1 and Q2 diagonalize on the same basis {ek}k≥1, namely
we assume that there exists a sequence of positive real numbers {λik}k≥1, i = 1, 2 such that

Qi ek = λik ek , i = 1, 2 , k ≥ 1 ,

moreover we also assume that TrQi < ∞, i = 1, 2. Eventually let U be a Hilbert space
equipped with the scalar product 〈·, ·〉U , we have that u : [0, T ] → U denotes the control
and Bv ∈ L(U,L2(O)).

In order to rewrite (3.100) in a more compact form as an infinite dimensional stochastic
evolution equation, let us define the Hilbert space H := L2(O) × L2(O) endowed with the
inner product

〈(v1, w1), (v2, w2)〉H = γ〈v1, v2〉2 + 〈w1, w2〉2 , (3.101)

where 〈·, ·〉2 denotes the usual scalar product in L2(O), and the corresponding norm will be
indicated by | · |2. Let us further introduce the space V := H1(O)× L2(O) with the norm

|X|2V = γ|v|2H1 + |w|22 , X = (v, w) ∈ H .

We then define the operator A : D(A) ⊂ H → H as follows

A =

(
A0v −w
γv −δw

)
, A0 = ∆ξ ,

with domain given by

D(A) := D(A0)× L2(O) ,

D(A0) := {u ∈ H2(O) : ∂νu(ξ) = 0 on ∂O},

In particular we have that A generates a C0−semigroup satisfying

‖etA‖ ≤ e−ωt , ω > 0 ,

see, e.g. [BM08].
We further define the non-linear operator

F : D(F ) := L6(O)× L2(O)→ H ,

as
F

(
v
w

)
=

(
Iion(v) + f

0

)
=

(
−v(v − a)(v − b) + f

0

)
.
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In what follows we will assume that it exists a positive constant η such that

〈F (x)− F (y)− η(x− y), x− y〉 < 0 , x , y ∈ H ,

and also that it holds ω − η > 0. This implies that the term A+ F is m−dissipative in the
sense of [DPZ14].

Let us thus consider the filtered probability space (Ω,F ,Ft,P), such that the two inde-
pendent Wiener processes β1 and β2 are adapted to the filtration Ft, ∀ t ≥ 0, and we define
W (t) = (β1(t), β2(t)) a cylindrical Wiener process on H and by Q the operator

Q =

(
Q1 0
0 Q2

)
∈ L(H;H) .

Exploiting previously introduced notation, eq. (3.100) can be rewritten as follows{
dX(t) = [AX(t) + F (X(t))]dt+

√
QdW (t),

X(0) = x0 ∈ H , t ∈ [0, T ] ,
. (3.102)

Definition 3.3.1. We say that the function X ∈ CW ([0, T ];H) is called a mild solution to
(3.102) if X(t) : [0, T ] → H is continuous P−a.s., ∀ t ∈ [0, T ] and it satisfies the stochastic
integral equation

X(t) = e−Atx+

∫ t

0

e−(t−s)A (−F (s)) ds+

∫ t

0

e−(t−s)A
(√

Q
)
dW (s), ∀ t ∈ [0, T ] .

Definition 3.3.2. sdfsadfsdfasd

The we have the following existence and uniqueness result concerning equation (3.102).

Theorem 3.3.3. For any x ∈ D(F ), there exists a unique mild solution X to (3.102) which
satisfies

X ∈ L2
W (Ω;C ([0.T ];H)) ∩ L2

W

(
Ω;L2 ([0.T ];V )

)
.

Proof. Under above assumptions the proof follows from [ADPM11, Prop. 3.8] or [BM08,
theorem 3.1].

3.3.2 The optimal control problem
Let us now consider a controlled version of equation (3.102). Let then B ∈ L (U ;H) defined
as

Bu =

(
Bvu

0

)
, Bv ∈ L(U ;L2(O)) .

We shall denote by U the space of all (Ft)t≥0−adapted processes u : [0, T ] → U s.t.

E
∫ T

0
|u(t)|2Udt <∞. The space U is a Hilbert space with the norm |u|U =

(
E
∫ T

0
|u(t)|2Udt

) 1
2

and scalar product

〈u, v〉U =

(
E
∫ T

0

〈u(t), v(t)〉Udt

) 1
2

, ∀u, v ∈ U ,

where 〈·, ·〉U is the scalar product of U .
Consider the functions g, g0 : R → R and h : U → R̄ :=] −∞,∞], which satisfy the

following conditions
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(i) g, g0 ∈ C1 (H) and Dg, Dg0 ∈ Lip (H;H), where D stands for the Fréchet differential

(ii) h is convex, lower-semicontinuous and (∂h)
−1 ∈ Lip(U) where ∂h : U → U is the

subdifferential of h, see, e.g., [BP12, p. 82]. Moreover we assume that ∃ α1 > 0 and
α2 ∈ R s.t. h(u) ≥ α1|u|2U + α2, ∀ u ∈ U , and we set L = ‖(∂h)−1‖Lip(U).

We consider the following optimal control problem

MinimizeE
∫ T

0

(g(X(t)) + h(u(t))) dt+ Eg0(X(T )) , (P)

subject to u ∈ U and{
dX(t) = [AX(t) + F (X(t))]dt+Bu(t)dt+

√
QdW (t) ,

X(0) = x0 ∈ H , t ∈ [0, T ] ,
. (3.103)

Theorem 3.3.4. Let x ∈ D(A). Then there exists C∗ > 0 independent of x such that for
LT + ‖Dg0‖Lip < C∗ there is a unique solution (u∗, X∗) to problem (P).

Proof. Let us consider the function Ψ : U → R̄ defined by

Ψ(u) = E
∫ T

0

(g(Xu(t)) + h(u(t))) dt+ Eg0(Xu(T )) ,

where Xu is the solution to (3.103). Recall that Ψ is lower-semicontinuous.
We shall apply Ekeland’s variational principle (See, e.g., [Eke74] or also [BCP15, BI99]),

that is there is a sequence {uε} ⊂ U such that

Ψ(uε) ≤ inf{Ψ(u) ;u ∈ U}+ ε ,

Ψ(uε) ≤ Ψ(u) +
√
ε |uε − u|U , ∀u ∈ U .

(3.104)

In other words,
uε = arg min

u∈U
{Ψ(u) +

√
ε |uε − u|U} .

Hence (Xuε , uε) is a solution to the optimal control problem

min

{
E
∫ T

0

(g(Xu(t) + h(u(t))) dt+ Eg0 (Xu(T )) +

+
√
ε

(
E
∫ T

0

|u(t)− uε(t)|2U dt

) 1
2

;u ∈ U

 .

(3.105)

Equation (3.105) means that for all v ∈ U and λ > 0 it holds

E
∫ T

0

(
g(Xuε+λv(t) + h((uε + λv)(t))

)
dt+ Eg0(Xuε+λv(T ))+

+ λ
√
ε

(
E
∫ T

0

|v(t)|2U dt

) 1
2

≤

≤ E
∫ T

0

(g(Xε(t)) + h(uε(t))) dt+ Eg0(Xε(T )) ,
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that is we get

E
∫ T

0

〈Dg(Xε(t)), Z
v(t)〉2 dt+ E

∫ T

0

h′(uε(t), v(t))dt+

+ E〈Dg0(Xε(T )), Zv(T )〉2 +
√
ε

(
E
∫ T

0

|v(t)|2Udt

) 1
2

≤ 0 , ∀ v ∈ U ,
(3.106)

where Zv solves the system in variations associated with (3.103),{
∂
∂tZ

v(t) = AZv(t) +DF (Xε(t))Z
v(t) +Bv(t) , t ∈ [0, T ] ,

Zv(0) = 0 ,
(3.107)

and h′ : U × U → R is the directional derivatives of h, see, e.g., [BP12, p.81], namely

h′(uε, v) = lim
λ↓0

h(uε + λv)− h(uε)

λ
, ∀ v ∈ U .

We thus associate with (3.103) the dual stochastic backward equation{
dpε(t) = − [Apε(t)dt+DF (Xε)pε(t)−Dg(Xε(t))] dt+ κε(t)

√
QdW (t) , t ∈ [0, T ] ,

pε(T ) = −Dg0(Xε(T )) ,
.

(3.108)
It is well-known that equation (3.108) has a unique solution (pε, κε) satisfying

pε ∈ L∞W ([0, T ];H) ∩ L2
W ([0, T ];V ) ,

kε ∈ L2
W ([0, T ];H) ,

(See, e.g., [FT02, Prop. 4.2] or [Tes96]). By Itô’s formula we have from (3.107) and (3.108)
that

d 〈pε, Zv〉H = 〈dpε, Zv〉H + 〈pε, dZv〉H ,

and this immediately implies

E
∫ T

0

〈Dg(Xε(t)), Z
v(t)〉H dt+ E〈Dg0(Xε(T )), Zv(T )〉H = E

∫ T

0

〈Bv(t), pε(t)〉H dt ,

which substituted in (5.25) yields that ∀ v ∈ U , the following inequality holds

E
∫ T

0

h′(uε(t), v(t))dt+
√
ε

(
E
∫ T

0

|v(t)|2Udt

) 1
2

≤

≤ E
∫ T

0

〈B∗pε(t), v(t)〉U dt .

Let G(u) := E
∫ T

0
h(u(t))dt, then its subdifferential ∂G : U → U , evaluated in uε is given by

∂G(uε) =

{
v∗ ∈ U : 〈v, v∗〉U ≤ E

∫ T

0

h′(uε(t), v(t))dt , ∀ v ∈ U

}
.
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(See, e.g., [BP12, p.81]). Then we infer that

uε(t) = (∂h)−1
(
B∗pε(t) +

√
εθ̃ε

)
, t ∈ [0, T ] , P− a.s. ,

where θ̃ε ∈ U and |θ̃ε|U ≤ 1, ∀ ε > 0.
Therefore, we have shown that

uε = (∂h)−1 (B∗pε + θε) , ‖θε‖L2([0,T ]×Ω;U) ≤
√
ε ,

dpε(t) = − [Apε(t)dt+DF (Xε)pε(t)−Dg(Xε(t))] dt+ κε(t)
√
QdW (t) , t ∈ [0, T ] ,

pε(T ) = −Dg0(Xε(T )) ,

.

(3.109)

Using the Itô formula applied to |X|22, we have that ∀ ε > 0 it holds

|Xε(t)|2H = |x|2H + 2

∫ t

0

〈AXε(s) + F (Xε(s)) +Buε(s), Xε(s)〉H ds+

+ TrQt+ 2

∫ t

0

〈
Xε(s),

√
QdW (s)

〉
H
.

(3.110)

(Here and everywhere in the following we shall denote by C several positive constants
independent of ε.)

From the fact that
〈
Xε(s),

√
QdW (s)

〉
H

is a square integrable martingale, [DPZ14, Th.
3.14, Th. 4.12] and recalling the assumption TrAQ <∞ we have that

E sup
t∈[0,T ]

∣∣∣∣∫ t

0

〈
Xε(s),

√
QdW (s)

〉
H

∣∣∣∣ ≤ CE∫ T

0

|Xε(t)|2Hdt ,

and from the fact that A generates a strongly continuous semigroup, see, e.g. [BM08], we
have that ∫ t

0

〈AXε(s), Xε(s)〉H ds ≤ C1

∫ t

0

|Xε(s)|2V ds .

We also have that it holds,∫ t

0

〈F (Xε(s)), Xε(s)〉H ds ≤ C|Xε(t)|2H ,

see, e.g. [ADPM11, BM08] for details. Eventually from assumption (ii) we have∫ t

0

〈Bu(s), Xε(s)〉H ds ≤ L
−1

∫ T

0

|uε(t)|2Udt .

Taking then the expectation on both side of (3.110) yields

E sup
t∈[0,T ]

|Xε(t)|2H + E
∫ T

0

|Xε(t)|2V dt ≤ C1 + C2

∫ T

0

E sup
s∈[0,t]

|Xε(s)|2H dt
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and applying Gronwall’s lemma it follows eventually that

E sup
t∈[0,T ]

|Xε(t)|2H + E
∫ T

0

|Xε(t)|2V dt ≤ C(1 + |x|2H) . (3.111)

In an analogous manner, applying Itô formula to |pε|2H by (3.109) we obtain that

1

2
d|pε(t)|2H = −〈Apε(t) +DF (Xε(t))pε(t)−Dg(Xε(t)), pε(t)〉H +

=
1

2
〈κε(t), κε(t)〉H dt+

〈
pε(t), κε(t)

√
QdW (t)

〉
H
.

which yields after applying arguments similar to the ones above

E sup
t∈[0,T ]

|pε(t)|2H + E
∫ T

0

|pε(t)|2V dt+ E
∫ T

0

|κε(t)|2Hdt ≤

≤ C + E|Xε(T )|2H ≤ C , ∀ ε > 0 .

(3.112)

We have that

∂

∂t
(Xε(t)−Xλ(t)) = A (Xε(t)−Xλ(t)) + (F (Xε(t))− F (Xλ(t))) +

+BB∗(pε(t)− pλ(t)) +B(θε(t)− θλ(t)) .
(3.113)

In virtue of (3.112) this yields

1

2
|Xε(t)−Xλ(t)|2H +

∫ t

0

|Xε(s)−Xλ(s)|2V ds ≤

≤
∫ t

0

〈F (Xε(s))− F (Xλ(s)) , Xε(s)−Xλ(s)〉H ds

+ L

∫ t

0

|pε(s)− pλ(s)|H |Xε(s)−Xλ(s)|Hds

+ C

∫ t

0

|θε(s)− θλ(s)|U |Xε(s)−Xλ(s)|Hds , ∀ t ∈ [0, T ] ,

where L = ‖(∂h)−1‖Lip.
We further have that, see, e.g. [ADPM11, BM08]

〈F (Xε)− F (Xλ), Xε −Xλ〉H ≤ C |Xε −Xλ|2H ,

which yields, for t ∈ [0, T ], applying Young inequality,

|Xε(t)−Xλ(t)|22 +

∫ t

0

|Xε(s)−Xλ(s)|2V ds ≤

≤ C
(
L

∫ t

0

|pε(s)− pλ(s)|22ds+

∫ t

0

|Xε(s)−Xλ(s)|2Hds+ ε+ λ

)
.

(3.114)
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Applying Gronwall’s lemma in (3.114), we have

|Xε(t)−Xλ(t)|22 +

∫ t

0

|Xε(s)−Xλ(s)|2V ds ≤

≤ C

(
L

∫ T

0

|pε(s)− pλ(s)|22ds+ ε+ λ

)
, ∀ ε , λ > 0 , t ∈ [0, T ] .

(3.115)

Similarly we get by the Itô formula

|pε(t)− pλ(t)|2H +

∫ T

t

|pε(s)− pλ(s)|2V ds+
1

2

∫ T

t

|κε(s)− κλ(s)|2Hds =

= |Dg0(Xε(T ))−Dg0(Xλ(T ))|2H+

+

∫ T

t

〈DF (Xε(s))pε(s)−DF (Xλ(s))pλ(s), pε(s)− pλ(s)〉H ds+

−
∫ T

t

〈
κε(s)− κλ(s))

√
QdW (s), Xε(s)−Xλ(s)

〉
H
≤

=

∫ T

t

〈DF (Xε(s))(pε(s)− pλ(s)), pε(s)− pλ(s)〉 ds+

+

∫ T

t

〈pλ(s)(DF (Xε(s))−DF (Xλ(s))), pε(s)− pλ(s)〉H ds+

+

∫ T

t

〈
κε(s)− κλ(s))

√
QdW (s), Xε(s)−Xλ(s)

〉
H

+

+ |Dg0 (Xε(T ))−Dg0 (Xλ(T )) |2H ≤

≤ C

(∫ T

t

(|Xε(s)|2H + 1)|pε(s)− pλ(s)|2H ds

)
+

+ C

(∫ T

t

(
1 + |Xε(s)|2 + |Xλ(s)|2

)
|Xε(s)−Xλ(s)|H |pε(s)− pλ(s)|H |pε(s)|H ds

)
+

+

∫ T

t

〈
κε(s)− κλ(s))

√
QdW (s), Xε(s)−Xλ(s)

〉
H

+

+ ‖Dg0‖Lip|Xε(T )−Xλ(T )|2H , t ∈ [0, T ] ,P− a.s. .
(3.116)

Exploiting again Young’s inequality, and denoting for short

Tε,λ := (1 + |Xε|2H + |Xλ|2H)|pε|H ,

we get,

(|Xε(s)−Xλ(s)|H |pε(s)− pλ(s)|H)Tε,λ ≤

≤ C
(
|Xε −Xλ|2H + |pε − pλ|2H

)
Tε,λ .

(3.117)
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Substituting now (3.117) into (3.114), (3.116), we obtain P−a.s.

|Xε(t)−Xλ(t)|2H + |pε(t)− pλ(t)|2H +

∫ t

0

|Xε(s)−Xλ(s)|2V ds+

+

∫ T

t

|pε(s)− pλ(s)|2V ds+

∫ T

t

|κε(s)− κλ(s)|2Hds ≤

≤ C
(
L

∫ t

0

|pε(s)− pλ(s)|2H ds+ ε+ λ

)
+ C

∫ T

t

|pε(s)− pλ(s)|22 |Xε(s)|2Hds+

+ ‖Dg0‖Lip|Xε(T )−Xλ(T )|22+

+ C

∫ T

t

(
|Xε(s)−Xλ(s)|2H + |pε(s)− pλ(s)|2H

)
Tε,λ(s)ds+

−
∫ T

t

〈
κε(s)− κλ(s))

√
QdW (s), Xε(s)−Xλ(s)

〉
H
, ∀ t ∈ [0, T ] .

(3.118)

Exploiting thus the fact that the process r 7→
∫ r
t

〈
(κε − κλ)

√
QdW (s), Xε(s)−Xλ(s)

〉
2

is a local martingale on [t, T ], hence by the Burkholder-Davis-Gundy inequality, see, e.g.,
[DPZ96, p.58], we have for all r ∈ [t, T ]

E sup
r∈[t,T ]

∣∣∣∣∫ r

t

〈
(κε(s)− κλ(s))

√
QdW (s), Xε(s)−Xλ(s)

〉
H

∣∣∣∣ ≤
≤ C

(
E
∫ r

0

|κε(s)− κλ(s)|2H |Xε(s)−Xλ(s)|2Hds
) 1

2

≤

≤ CE sup
s∈[t,r]

|Xε(s)−Xλ(s)|2H + CE
∫ r

t

|κε(s)− κλ(s)|2Hds .

(3.119)

Taking then the expectation in and by (3.118), and using (3.119) we get

E sup
s∈[t,T ]

(
|Xε(s)−Xλ(s)|2H + |pε(s)− pλ(s)|2H

)
+ E

∫ T

0

|Xε(s)−Xλ(s)|2V ds+

∫ T

t

|pε(s)− pλ(s)|2Hds

+ E
∫ T

t

|κε(s)− κλ(s)|2Hds ≤

≤ ‖Dg0‖E|Xε(T )−Xλ(T )|2H + C

(
LE
∫ T

0

|pε(s)− pλ(s)|2H ds+ ε+ λ

)
+ CE sup

s∈[t,T ]

|Xε(s)−Xλ(s)|2H

+ CE
∫ T

t

(
|pε(s)− pλ(s)|2H + |Xε(s)−Xλ(s)|2H

) (
|Xε(s)|2H + Tε,λ(s)

)
ds .

(3.120)



186 3. Infinite dimensional analysis

Taking into account estimates (3.115) and (3.116), from (3.120) we have

E sup
s∈[t,T ]

(
|Xε(s)−Xλ(s)|2H + |pε(s)− pλ(s)|2H

)
+ E

∫ T

0

|Xε(s)−Xλ(s)|2V ds+

∫ T

t

|pε(s)− pλ(s)|2Hds

+ E
∫ T

t

|κε(s)− κλ(s)|2Hds ≤

≤ C̃

(
LE
∫ T

0

|pε(s)− pλ(s)|2H ds

)

+ C̃

(
E
∫ T

t

|pε(s)− pλ(s)|2H
(
|Xε(s)|3H + Tε,λ(s)

)
ds

)
+ C̃‖Dg0‖LipE|Xε(T )−Xλ(T )|2H + C̃(ε+ λ) .

(3.121)

where C̃ is a positive constant independent of ε and λ. It follows that if C̃(LT+‖Dg0‖Lip) <
1, then, for any t ∈ [0, T ],

E sup
s∈[t,T ]

(
|Xε(s)−Xλ(s)|2H + |pε(s)− pλ(s)|2H

)
+ E

∫ T

0

|Xε(s)−Xλ(s)|2V ds+

∫ T

t

|pε(s)− pλ(s)|2Hds

+ E
∫ T

t

|κε(s)− κλ(s)|2Hds ≤

≤ CE
∫ T

t

|pε(s)− pλ(s)|2H
(
|Xε(s)|2H + Tε,λ(s)

)
ds+ C(ε+ λ) .

(3.122)

Let us define for j ∈ N

Ωj :=

{
ω ∈ Ω : sup

ε
sup
t∈[0,T ]

(
|Xε(t)|2H + |Xε(t)|2V + |pε(t)|2H

)
dt ≤ j

}
,

then estimates (3.111) implies that

P (Ωj) ≥ 1− C

j
, ∀ j ∈ N ,

for some constant C independent of ε.
If we set Xj

ε := 1[Ωj ]Xε, pjε := 1[Ωj ]pε and κ
j
ε := 1[Ωj ]κε, then such quantities satisfy the

system (3.109), with 1[Ωj ]

√
QdW . The latter means that estimate (3.122) still holds in this

context, so that we have

E sup
s∈[t,T ]

|Xj
ε (s)−Xj

λ(s)|2H + sup
s∈[t,T ]

|pjε(t)− p
j
λ(t)|2H

+ E
∫ T

t

|pjε(s)− p
j
λ(s)|2V ds+ E

∫ T

t

|(κε(s)− κλ(s))χj |2Hds ≤

≤ Cj
∫ T

t

E|pjε(s)− p
j
λ(s)|2Hds+ C (ε+ λ) , j ∈ N .

(3.123)
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By Gronwall’s lemma we get, for any t ∈ [0, T ]

E sup
s∈[t,T ]

|Xj
ε (s)−Xj

λ(s)|2H + sup
s∈[t,T ]

|pjε(s)− p
j
λ(s)|2H ≤ C(ε+ λ)eCjT , (3.124)

hence, for ε→ 0 and all j ∈ N and all t ∈ [0, T ], we obtain

Xj
ε → Xj in L2

(
Ωj ;L

2([0, T ]×O)× L2([0, T ]×O)
)
,

pjε → pj in L2
(
Ωj ;L

2([0, T ]×O)× L2([0, T ]×O)
)
.

(3.125)

Therefore for each ω ∈ Ω, we have that {Xε(t, ω), pε(t, ω)} are Cauchy sequences in
L2 ([0, T ]×O), with respect to ε and by estimates (3.111) and (3.112) it follows that taking
related subsequences, still denoted by ε, we have

Xε ⇀ X∗ in L2 ([0, T ]× Ω;V ) ,

pε ⇀ p∗ in L2 ([0, T ]× Ω×O ×O) ,

pε ⇀ p∗ in L2 ([0, T ]× Ω;V ) ,

uε ⇀ u∗ in L∞
(
[0, T ];L2 (Ω× U)

)
,

(3.126)

where ⇀ means weak (respectively, weak-star) convergence, so we have for ε→ 0

Xε → X∗ , pε → p∗ , a.e. in [0, T ]× Ω×O ×O . (3.127)

We also have, since {Iion (vε)} is bounded in L
4
3 ([0, T ]× Ω×O), then it is weakly com-

pact in L1 ([0, T ]× Ω×O) and by (3.127) we have that for a subsequence {ε} → 0,

Iion (vε)→ Iion(v∗) , a.e. in [0, T ]× Ω×O ,

which implies that

Iion (vε)→ Iion(v∗) in L1 ([0, T ]× Ω×O) . (3.128)

Then, letting ε→ 0 we obtain{
dX∗(t) = AX∗(t)dt+ F (X∗(t))dt+

√
QdW (t) +Bu∗(t)dt , t ∈ [0, T ] ,

X∗(0) = x ,
.

Taking into account that Ψ is weakly lower semicontinuous in U we infer by (3.104) that

Ψ(u∗) = inf {Ψ(u);u ∈ U} ,

therefore (X∗, u∗) is optimal for the problem (P) and the proof of existence is therefore
complete.

Concerning the uniqueness for the optimal pair (X∗, u∗) given by Th. 3.3.4, we have
that it follows by the same argument via the maximum principle result for problem (P),
namely one has the following result.

Theorem 3.3.5. Let (X∗, u∗) be optimal in problem (P), then

u∗ = (∂h)−1(B∗p) , a.e. t ∈ [0, T ] , (3.129)

where p is the solution to the backward stochastic equation (3.108).
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Proof. If (X∗, u∗) is optimal for the problem (P), then by the same argument used to prove
Th. 3.3.4, see (5.25), we have

E
∫ T

0

〈Dg(X∗(t)), Zv(t)〉2 dt+ E
∫ T

0

h′(u∗(t), v(t))dt

+ E〈Dg0(X∗(T )), Zv(T )〉2 ≤ 0 , ∀ v ∈ U ,
(3.130)

where Zv is solution to equation (3.107) with Xε replaced by X∗. This implies as above
that (3.129) holds.

The uniqueness in (P). If (X∗, u∗) is optimal in (P) then it satisfies systems (3.102), (3.129)
and (3.130), so that arguing as in the proof of Th. 3.3.4, the same set of estimates implies
that the previous system has at most one solution if LT + ‖Dg0‖Lip < C∗, where C∗ is
sufficiently small.



4 | Infinite dimensional analysis on
networks

Section 4.1 is taken from [CDP16b] whereas Section 4.2 is taken from [CDP16d].

Abstract

In the present chapter we prove the existence and uniqueness for the solution
to a stochastic reaction–diffusion equation, defined on a network, and subjected
to non–local dynamic stochastic boundary conditions. The result is obtained
by deriving a Gaussian-type estimate for the related leading semigroup, under
rather mild regularity assumptions on the coefficients. An application of the
latter to a stochastic optimal control problem on graphs, is also provided.

We thus consider a reaction-diffusion equation on a network subjected to
dynamic boundary conditions, with time delayed behaviour, also allowing for
multiplicative Gaussian noise perturbations. Exploiting semigroups theory, we
rewrite the aforementioned stochastic problem as an abstract stochastic partial
differential equation taking values in a suitable product Hilbert space, for which
we prove the existence and uniqueness of a mild solution. Eventually, a stochastic
optimal control application is studied.

4.1 Gaussian estimate on networks with dynamic stochas-
tic boundary conditions

Starting with the introductory work [Lum80], where elliptic operators acting on suitable
functions spaces on network have been first introduced, several works related to a wide
set of physical phenomena whose dynamics are carried out on graphs, have appeared, e.g.,
concerning the study of heat diffusion, see, e.g. [Mug10], applications to quantum mechan-
ics, see, e.g., [Tum06], the stochastic modelisation of neurobiological activities, particularly
with respect to the analysis of the FitzHugh-Nagumo equation, see, e.g., [ADP11, BCP15,
BMZ+08, CGMY03], and references therein, the quest for invariant measures, see, e.g.,
[ADPM13], the problem of suitable types of estimates, as in the case of the Gaussian one,
see, e.g., [DPZ11], and references therein, etc.

189
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A powerful technique often used to address aforementioned problems, consists in intro-
ducing a suitable infinite dimensional product space and then study the diffusion problem
exploiting a semigroup theory approach, see [Mug14] and references therein, for a detailed
analysis of the latter subject. Moreover, to what concerns standard problems of existence
and uniqueness for the solution of a diffusion problem, as well as the spectral properties
of related the leading semigroup, the attention has often been put on the determination of
proper boundary condition for the particular diffusion problem one is interested in.

When the focus is on diffusion problems governed by a second order differential operator,
then typical boundary condition are the so-call generalized Kirchhoff conditions, see, e.g.,
[Mug10]. Nevertheless, during recent years, also different type of rather general boundary
conditions has been proposed. The latter is the case, e.g., of non-local boundary conditions,
allowing for non-local interaction of non-adjacent vertex of the graph, see, e.g., [CGMY03,
DPZ11], dynamic boundary conditions, see, e.g., [BMZ+08, MR07], etc.

The main goal of the present work is to generalize previously mentioned approaches
in order to achieve a unified perspective. We will start from a completely general non-
local diffusion problem, endowed with non-local boundary conditions which will be both
dynamic and static. In such a setting, we state our main result, namely we prove a Gaussian
upper bound for the semigroup generated by a proper infinitesimal generator acting on a
suitable Hilbert space. We would like to underline that latter type of bound turns out to
be extremely powerful when one wants to prove existence and uniqueness of a solution to a
stochastic partial differential equation (SPDE), since this immediately leads the operator to
be Hilbert-Schmidt, allowing to relax regularity assumptions on the coefficients of the SPDE.

The general approach that can be used to show the Hilbert-Schmidt property of the
leading semigroup, typically relies on the study of its spectral properties. However it is not
always possible to give a precise characterization of the semigroup eigenvalues, particularly
whit respect to diffusive problems on a graph. In such a case a complete characterization
of the spectrum can be obtained by considering the topological structure of the graph.
Alternatively, one can try to derive a heat kernel which leads to prove a Gaussian upper
bound for the semigroup. The latter approach will be the one we will pursue in the present
paper.

The work is so structured, in Section 4.2.1, exploiting the theory of sesquilinear form,
we will introduce a suitable infinite dimensional space, showing that our equation can be
rewritten as an infinite dimensional problem where the differential operator generates a
strongly continuous analytic semigroup, hence obtaining the well-posedness of the abstract
Cauchy problem. Then, in Section 4.1.1, we will prove a Gaussian estimates for the operator,
while in Section 4.2.3 a suitable stochastic multiplicative perturbation will be introduced in
order to show both the existence and the uniqueness of a mild solution, in a suitable sense,
under rather mild assumptions on the coefficients. Eventually, in Section 4.2.4, a stochastic
optimal control application will be proposed.

4.1.1 General framework

Let us consider a finite connected network identified with a graph G composed by a finite
number n ∈ N of vertices, indicated by v1, . . . , vn and linked by a finite number m ∈
N of edges, indicated by e1, . . . , em and assumed to be of unitary length. For the sake
of readability, let us also introduce the following notations: we use Latin letters i, j, k =
1, . . . ,m, to denote quantities related to edges, so that ui will stand for a function on the
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edge ei, for i = 1, . . . ,m; while we use Greek letters α, β, γ = 1, . . . , n, to denote quantities
related to vertices, so that dα, α = 1, . . . , n, will be the values of the unknown function
evaluated at the vertex vα, with α = 1, . . . , n.

In order to describe the structure of the graph G we will exploit the incidence matrix
Φ := (φα,i)n×m, see, e.g., [Mug14], which is defined as follows: Φ := Φ+−Φ−, where the sum
is intended componentwise, with Φ+ =

(
φ+
α,i

)
n×m, resp. Φ− =

(
φ−α,i

)
n×m, is the incoming

incidence matrix, resp. the outgoing incidence matrix. In particular, both of them have
value 1, whenever the vertex vα is the initial point, resp. the terminal point, of the edge ei,
and 0 otherwise. The latter implies that

φ+
α,i =

{
1 vα = ei(0) ,

0 otherwise
, φ−α,i =

{
1 vα = ei(1) ,

0 otherwise .

Aforementioned definition is consistent with the idea that if |φα,i| = 1, then we the edge ei
is called incident to the vertex vα, and it remains defined the set

Γ(vα) = {i ∈ {1, . . . ,m} : |φαi| = 1} ,

of all the incident edges to the vertex vα.
In order to consider the most general framework, we allow the dynamic of the unknown

function u, defined on the network, to depend non-locally on the underlying graph G, which
implies to take into account non-local interactions, namely the process taking place on the
edge ei can be affected by the process that takes place on the edge ej , i, j = 1, . . . ,m, even
if the edge ej is not directly connected with the edge ei.

We also introduce, see [CMN08], the ephaptic incidence tensor, which is defined as follows

I := I+ − I− , I+ := Φ+ ⊗ Φ+ , I− := Φ− ⊗ Φ− ,

being ⊗ the Kronecker product of two n×m matrices, defined as

(A⊗B)αiβj := aαibβj ,

in particular (A⊗B) is a n2 ×m2 matrix and, in our case, it is worth to mention that the
matrix (A⊗B) is symmetric.

Using previous notation, in what follows we will denote by ιαiβj , resp.
+ια,iβ,j , resp.

−ιαiβj ,
the entries of the matrix I, resp. of the matrix I+, resp. of the matrix I−.
Remark 4.1.1. We underline that the entry ιαiβj represents the influence that the vertex vβ ,
as an endpoint of the edge ej , plays on the vertex vα which is an endpoint of the edge ei.

We will thus define the weighted incidence tensor D =
(
δα,iβ,j

)
, α, β = 1, . . . , n, i, j =

1, . . . ,m, as follows
δαiβj = cij(vβ)ιαiβj , (4.1)

where the function c is a smooth enough function that we will specify later on.
Eventually, we consider two different type of boundary conditions. In particular we

will assume that the vertices vα, α = 1, . . . , n0, 1 ≤ n0 ≤ n, have some non-local static
generalized Kirchhoff type conditions, whereas we equip the remaining nodes vα, α = n0 +
1, . . . , n, with some non-local dynamic boundary conditions.
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Let us thus consider the following diffusion problem on a finite and connected graph G,

u̇j(t, x) =
∑m
i=1

(
ciju

′
i

)′
(t, x) +

∑m
i=1 pijui(t, x) , t ≥ 0 , x ∈ (0, 1) , j = 1, . . . ,m ,

uj(t, vα) = ul(t, vα) =: duα(t) , t ≥ 0 , l, j ∈ Γ(vα) , j = 1, . . . ,m ,∑n
β=1 bαβd

u
β(t) =

∑m
i,j=1

∑n
β=1 δ

αi
βju
′
j(t, vα) , t ≥ 0 , α = n0 + 1, . . . , n ,

ḋuα(t) = −
∑m
i,j=1

∑n
β=1 δ

αi
βju
′
j(t, vβ) +

∑n
β=1 bαβd

u
β(t) , t ≥ 0 , α = 1, . . . , n0 ,

uj(0, x) = u0
j (x) , x ∈ (0, 1) , j = 1, . . . ,m ,

dui (0) = d0
i , i = 1, . . . , n0 ,

(4.2)

where we have denoted by u̇(t, x) the time derivative of the unknown function u, whereas
u′(t, x) denotes its space-derivative.

Moreover, for x ∈ [0, 1], t ∈ [0, T ], we defined the unknown functions u(t, x) and du(t),
by

u(t, x) = (u1(t, x), . . . , um(t, x))
T
, du(t) =

(
du1 (t), . . . , dun0

(t), dun0+1(t), . . . , dun(t)
)T

,

and we consider the n× n matrix B = (bα,β)α,β=1,...,n, defined as B := B1 + B2, B1 being
the n× n matrix defined as

B1 :=



b1,1 . . . b1,n
...

. . .
...

bn0,1 . . . bn0,n

0 . . . 0
...

. . .
...

0 . . . 0


, (4.3)

while B2 is the n× n matrix defined as

B2 :=



0 . . . 0
...

. . .
...

0 . . . 0
bn0+1,1 . . . bn0+1,n

...
. . .

...
bn,1 . . . bn,n


.

If not stated otherwise, we use 〈·, ·〉m, resp. | · |m, to denote the standard scalar product,
resp. the related norm, in Rm.

Throughout the paper we will assume the following assumptions to hold:

Hypothesis 4.1.2. (i) for any i, j = 1, . . . ,m, we have that cij(x) ∈ C1(0, 1), also assuming
that the matrix C := (cij)i,j=1,...,m is positive definite, uniformly in [0, 1], namely for
any x ∈ [0, 1], ȳ = (y1, . . . , ym) ∈ Rm, there exists λC > 0 such that

〈C(x)ȳ, ȳ〉m =

m∑
i,j=1

cij(x)yjyi ≥ λC |ȳ|2m ; (4.4)
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(ii) for any i, j = 1, . . . ,m we have that pij(x) ∈ L∞(0, 1), also assuming that the matrix
P := (pij)i,j=1,...,m is negative semi-definite, uniformly in [0, 1], namely for any x ∈
[0, 1], ȳ = (y1, . . . , ym) ∈ Rm, there exists λP ≥ 0 such that

〈P (x)ȳ, ȳ〉m =

m∑
i,j=1

pij(x)yjyi ≤ −λP |ȳ|2m ; (4.5)

The abstract setting

In what follows we introduce the abstract setting which allows us to rewrite equation (4.2)
as an abstract Cauchy problem. In particular, let us first consider the following spaces

X2 :=
(
L2([0, 1])

)m
, resp. Rn ,

equipped with the standard inner products, denoted by 〈·, ·〉2, resp. 〈·〉n, and norms denoted
by | · |2, resp. | · |n. Then, we define the product Hilbert space Xt,x := X2 × Rn , equipped
with the inner product〈(

u

du

)
,

(
v

dv

)〉
Xt,x

:=

m∑
j=1

∫ 1

0

uj(x)vj(x)dx+

n∑
α=1

duαd
v
α ,

where u , v ∈ X2, du, dv ∈ Rn , with associated norm denoted by | · |Xt,x . Analogously, we
define the Banach space

Xp := (Lp([0, 1]))
m
, X p := Xp × Rn , p ∈ [1,∞] ,

Remark 4.1.3. In [DPZ11, MR07] the authors consider a diffusion problem similar to the one
represented by eq. (4.2), and where the boundary conditions depend on some phenomeno-
logical positive constants µ and ν. For ease of notation, we have dropped latter constants
in the present work without loose of generality. In fact, our results remain valid also when
previous constants are explicitly considered, since it is sufficient to consider some weighted
spaces of the form

X2
µ :=

m∏
j=1

L2([0, 1];µjdx) , Rnν :=

n∏
α=1

R
1

νi
.

Recalling the definition of incidence matrix Φ given in Sec. 4.2.1, we introduce the
associated Kirchhoff operators Φ+

δ , Φ−δ : (H1(0, 1))m → Rn, which are defined as follows

Φ+
δ u
′ :=

 m∑
i,j=1

n∑
α=1

+δαi1ju
′
i(v1), . . . ,

m∑
i,j=1

n∑
α=1

+δαinju
′
i(vn)

T

,

Φ−δ u
′ :=

 m∑
i,j=1

n∑
α=1

−δαi1ju
′
i(v1), . . . ,

m∑
i,j=1

n∑
α=1

−δαinju
′
i(vn)

T

,

where the notation +δ, resp. −δ, means that ι in equation (4.1) belongs to I+, resp. I−,
namely

+δαiβj =

{
cij(vβ)ιαiβj if ιαiβj ∈ I+ ,

0 otherwise ,
, −δαiβj =

{
cij(vβ)ιαiβj if ιαiβj ∈ I− ,
0 otherwise .
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Let us then introduce the differential operator (A,D(A)) as

Au =

 (c1,1u
′
1)
′
+ p1,1u1 . . . (c1,mu

′
1)
′
+ p1,mum

...
. . .

...
(cm,1u

′
1)
′
+ pm,1u1 . . . (cm,mu

′
m)
′
+ pm,mum

 ,

which has domain defined as

D(A) =
{
u ∈

(
H2(0, 1)

)m
: ∃ du(t) ∈ Rn s.t.

(
Φ+
)T
du(t) = u(0) ,(

Φ−
)T
du(t) = u(1) , Φ+

δ u
′(0)− Φ−δ u

′(1) = B2d
u(t)

}
.

Then, we define the operator matrix

A =

(
A 0
C B1

)
, (4.6)

where C represents the feedback operator acting from D(C) := D(A) to Rn and defined as
follows

Cu :=

− m∑
i,j=1

n∑
β=1

δ1i
βju
′
j(v1), . . . ,−

m∑
i,j=1

n∑
β=1

δn0i
βj u

′
j(vn0

), 0, . . . , 0

T

,

and

D(A) =

{(
u

du

)
∈ D(A)× Rn : ui(vα) = duα , ∀ i ∈ Γ(vα), α = 1, . . . , n

}
.

Exploiting previous definitions, we can rewrite equation (4.2) as the following abstract
infinite dimensional equation stated on the Hilbert space Xt,x{

u̇(t) = Au(t) , t ≥ 0 ,

u(0) = u0 ,
(4.7)

where
u := (u, du)

T
=
(
u1, . . . , um, d

u
1 , . . . , d

u
n0
, dun0+1, . . . , d

u
n

)T ∈ Xt,x ,

and
u0 :=

(
u1(0, x), . . . , um(0, x), du1 (0), . . . , dun0

(0), 0, . . . , 0
)T ∈ Xt,x .

Then we introduce the sesquilinear form a : V × V → R, where the space V is a suitable
subspace of Xt,x, see below, defined as

a(u,v) := 〈Cu′, v′〉2 − 〈Pu, v〉2 − 〈B1d
u, dv〉n − 〈B2d

u, dv〉n =

=

m∑
i,j=1

∫ 1

0

(
ci,j(x)u′j(x)v′i(x)− pi,j(x)uj(x)vi(x)

)
dx−

n∑
α,β=1

bαβd
u
αd

v
β ,

(4.8)

for any u, v ∈ Xt,x.
In particular, the subspace V, domain of the form a, is defined by the following lemma
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Lemma 4.1.4. Let us consider the linear subspace

V :=

{(
u

du

)
∈
(
H1(0, 1)

)m × Rn : ui(vα) = duα , ∀ i ∈ Γ(vα), α = 1, . . . , n

}
,

then V is densely and compactly embedded in Xt,x. In particular V is a Hilbert space equipped
with the scalar product

〈u,v〉V :=

m∑
j=1

∫ 1

0

(
u′j(x)v′j(x) + uj(x)vj(x)

)
dx+

n∑
α=1

duαd
v
α . (4.9)

The corresponding norm will be denoted by | · |V .

Proof. See, e.g., [CMN08, Lemma 3.1] or [MR07, Lemma 3.1].

Remark 4.1.5. One of the main advantages in using the theory of sesquilinear form is that,
under suitable assumptions, a sesquilinear form a can be uniquely associated to an infinites-
imal generator of an analytic strongly continuous semigroup. In particular, if we prove
that the form a satisfies some regularity conditions, then we also have a corresponding
regularity for the associated semigroup. In the next proposition we gather several proper-
ties satisfied by the form a defined in (4.8). We would like to underline that such results
have already been proved separately, and under a different setting, in different works, see,
e.g., [BMZ+08, DPZ11, Mug10, MR07] and reference therein. Nevertheless, for the sake of
completeness, we will provide for the latter a sketch of their proofs.

Proposition 4.1.6.

(i) If Assumptions 4.2.2 hold, then the form a : V × V → R defined in (4.8) is:

• continuous, i.e. it exists M > 0, such that

|a(u,v)| ≤M |u|V |v|V ; (4.10)

• Xt,x−elliptic, i.e. there exist λ > 0 and ω ∈ R, such that

a(u,u) ≥ λ|u|2V − ω|u|2Xt,x ; (4.11)

• closed, i.e. V is complete with respect to the following norm

‖u‖2a := a(u,u) + ‖u‖Xt,x ; (4.12)

(ii) If Assumptions 4.2.2 hold and the matrix B is negative defined, i.e. there exists µ > 0
such that

〈Bȳ, ȳ〉n ≤ −µ|ȳ|2n ,∀ ȳ ∈ Rn ,

then a is coercive, namely it is Xt,x−elliptic with ω = 0, hence

a(u,u) ≥ λ|u|2V ; (4.13)

(iii) If Assumptions 4.2.2 hold and the matrices C, P and B are all symmetric, then the
form a is symmetric as well.
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Proof. (i) To simplify notations, let us define the following quantities

c̄ := min
x∈[0,1]

m∑
i,j=1

ci,j(x) , C̄ := max
1≤j≤m

m∑
i,j=1

ci,j(x) ,

p̄ := min
1≤j≤m

m∑
i,j=1

(1− pi,j(x)) , P̄ := max
1≤j≤m

m∑
i,j=1

(1− pi,j(x)) ,

b̄ := min
i,l

bi,l , B̄ :=

n∑
α,β=1

bα,β .

Proceeding as in [MR07, Lemma 3.2], we have that V, equipped with the inner prod-
uct defined in equation (4.9), is a Hilbert space, moreover it is a closed subspace of
(H1(0, 1))m × Rn. From the continuous embedding of H1(0, 1) into C(0, 1), see, e.g.,
[MR07, Lemma 3.2], we obtain

|dui | ≤ max
1≤j≤m

max
x∈[0,1]

|uj(x)| ≤ max
1≤j≤m

|uj |H1(0,1) ≤
m∑
j=1

|uj |H1(0,1) ,

hence the norm defined in eq. (4.9) is equivalent to

〈u,v〉V :=

m∑
j=1

(u′j(x)v′j(x) + uj(x)vj(x))µjdx , (4.14)

and, again by [MR07, Lemma 3.2], it also follows that there exists K > 0 such that

|dui | ≤ K|u|V , i = 1, . . . , n ,

then, defining
c̃ := min{c̄, p̄} , C̃ := max{C̄, (1− B̄)K2, P̄} ,

we have that the norm generated by V is equivalent to the one generated by a, which,
from the completeness of V, implies the closure of a. In what follows the Hilbert space
V will be equipped with the inner product (4.14) and the corresponding norm.
Concerning the continuity of a, from assumptions 4.2.2, we have

|a(u,v)| ≤
m∑

i,j=1

∫ 1

0

(
|ci,j(x)u′i(x)v′j(x)|+ |pi,j(x)ui(x)vj(x)|

)
dx+

−
n∑

α,β=1

bα,β |duα||dvβ | ≤

≤ 2L

m∑
i,j=1

〈ui, vj〉H1((0,1);µjdx) −K2B̄|u|V |v|V ≤

≤ 2L

 m∑
j=1

|uj |2H1((0,1);µjdx)

 1
2
 m∑
j=1

|vj |2H1((0,1);µjdx)

 1
2

+

−K2B̄|u|V |v|V =

=
(
2L− B̄K2

)
|u|V |v|V ≤M |u|V |v|V .
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where L, resp. M , is defined by L := max{C̄, P̄}, resp. by M := (2L − K2B̄).
Moreover assumptions 4.2.2 also implies that the form

a1 := 〈Cu′, v′〉2 − 〈Pu, v〉2 ,

is Xt,x−elliptic. In fact, by [Bur98, Cor. 4.11], see also [CMN08], we have, for some
constant K > 0, that the following inequality holds

max
x∈[0,1]

u(x) ≤ K‖u‖
1
2

L2‖u‖
1
2

H1 ,

hence, introducing a2 := −〈Bdu, du〉, we can decompose a as a = a1 + a2, so that
the claim follows from [Mug07, Lemma 2.1], see also [CMN08, Th. 2.3] and [CM08,
Lemma 2.1, Cor. 2.2].

(ii) from assumptions 4.2.2 and denoting by µC , resp. µP , the constant in equation (4.4),
resp. equation (4.5), we have that

a(u,u) =

∫ 1

0

(〈C(x)u′(x), u′(x)〉m − 〈P (x)u(x), u(x)〉m) dx− 〈Bdu, dv〉

≥
∫ 1

0

(
µC |u(x)|2m + µP |u(x)|2m

)
dx+ µB |du|2 ≥ λ‖u‖V .

(4.15)

(iii) it immediately follows from the very definition of a, see eq. (4.8).

In force of Proposition 4.1.6, we recall the following result, see [MR07, Lemma 3.3].

Proposition 4.1.7. The operator associated with the form a defined in (4.8) is the operator
(A, D(A)) defined in equation (4.45).

Proof. See [MR07, Lemma 3.3] or [Ouh09, Prop. 1.51, Th. 1.52],

We end the present subsection characterizing the semigroup generated by the operator
(A, D(A)) defined in equation (4.45). Such result will be used later on to prove the Gaussian
bound, see Sec. 4.1.1 below.

Proposition 4.1.8. If assumptions 4.2.2 hold, then the operator associated with the form a
defined in equation (4.8), is densely defined, sectorial and resolvent compact, hence it gen-
erates an analytic and compact C0−semigroup T (t). We also have the following properties
for the semigroup

(i) if the matrix B is negative definite, then the semigroup is uniformly exponentially stable;

(ii) if the matrices C, P and B are symmetric, then the semigroup is self-adjoint;

(iii) if the matrices C and P are diagonal, and the matrix B has entries that are positive
off-diagonal and it also satisfies

bαα +
∑
β 6=α

bαβ ≤ 0 , for any α = 1, . . . , n ,

then the semigroup is positive and X∞−contractive in the sense of [Ouh09, Ch. 2].
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Proof. The main claim follows exploiting Lemma 4.1.4, Proposition 4.1.6, Proposition 4.1.7
and [Dav90, Th. 1.2.1]. Concerning (i) the uniformly exponential stability it is enough to
see that the shifted form λ − a(·, ·) is accreative, whereas point (ii) follows from the fact
that the form a is symmetric, while point (iii) follows from [CMN08, Th. 2.3] and [Mug10,
Cor. 3.4].

Gaussian bounds

In what follows we state our main result concerning Gaussian estimates and, in order to
achieve the result, we require assumptions stated in (4.2.2) as well as the following

Hypothesis 4.1.9. The matrices C and P are diagonal and B has entries that are positive
off-diagonal and it satisfies, for any α = 1, . . . , n,

bαα +
∑
β 6=α

|bαβ | < 0 ,

Under the current assumptions we have that the semigroup T generated by A is an-
alytic, compact, positive, X∞−contractive and uniformly exponential stable on Xt,x, see
Proposition 4.1.8.

Let us also recall, see [MR07, Lemma 5.2]. the following lemma,

Lemma 4.1.10. Let us consider a set of functions uj : [0, 1]→ R, j = 1, . . . ,m, and let us
then define the map Uu : [0,m]→ R by

Uu(x) := uj(x− j + 1) , if x ∈ (j − 1, j) ,

then the map U is a one-to-one map from (L2(0, 1))m onto L2(0,m). Also U is an isometry
if we consider (L2(0, 1))m with the norm

|u|(L2(0,1))m =

 m∑
j=1

|uj |L2(0,1)

 1
2

.

We then consider the product space Xt,x := (L2(0, 1))m×Rn, hence, in virtue of Lemma
4.1.10, defining Ω := (0,m)× (0, n), and

µ := dx⊕ δ1 ⊕ · · · ⊕ δn ,

where δx0
is the Dirac measure centred at x0, then we have that the map U : Xt,x → L2(Ω, µ)

is an isomorphism. Since we have required assumptions 4.2.2 to hold, then we know that
the operator associated with the form a, see eq. (4.8), generates an analytic and compact
C0−semigroup, which we have defined as T (t), moreover we have

Theorem 4.1.11. The semigroup T (t), acting on the space Xt,x and associated to a, is
ultracontractive, namely there exists a constant M > 0 such that

‖T (t)u‖X∞ ≤Mt−
1
4 ‖u‖Xt,x , t ∈ [0, T ], u ∈ Xt,x . (4.16)
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Proof. By the Nash-type inequality for weighted Lp−space, we have that there exists a
constant M1 > 0 such that

‖f‖L2(Ω,µ) ≤M1

(
‖f ′‖L2(Ω,µ) + ‖f‖L2(Ω,µ)

) 1
3 ‖f‖

2
3

L2(Ω,µ) ≤M1‖f‖
1
3

H1(Ω,µ)‖f‖
2
3

L2(Ω,µ) ,

hence, for u ∈ V0, we have

‖u‖2Xt,x =

m∑
j=1

‖uj‖22 +

n∑
i=1

|dui | ≤M2
1

m∑
j=1

‖uj‖
2
3

H1‖uj‖
4
3
2 +

n∑
i=1

|dui | ,≤

≤M2
1

 m∑
j=1

‖uj‖2H1 +

n∑
i=1

|dui |

 1
3
 m∑
j=1

‖uj‖2L1 +

n∑
i=1

|dui |

 1
3

≤

≤M2‖u‖
2
3

V0
‖u‖

4
3

X 1 ,

and the claim follows from the equivalence between the norms ‖ · ‖a and ‖ · ‖V0
, as have been

shown in Prop. 4.1.6 and [Ouh09, Lemma 5.2].

Moreover, Th. 4.1.11 implies the following

Corollary 4.1.12. The semigroup T (t) on Xt,x satisfies

‖T (t)u‖X∞ ≤M
(

1− tω
t

) 1
4

e1+tω‖u‖Xt,x ,

where ω < 0 is the spectral bound of the semigroup T (t).

Proof. The claim follows from Prop. 4.1.8, Th. 4.1.11 and [Ouh09, Lemma 6.5].

Besides the ultracontrattivity of T (t) together with Cor. 4.1.12, implies that the semi-
group has an integral Kernel, see [Dav90, Lemma 2.1.2.]. More precisely let us denote by
T̃ (t) := U−1T (t)U the similar semigroup, see, e.g., [EN00b], acting on L2(Ω, µ), being U
the isomorphism introduced above. Then, Lemma [Dav90, Lemma 2.1.2] gives us that the
action of

(
T̃ (t)

)
t≥0

, reads as follow

(
T̃ (t)g

)
(·) =

∫
Ω

Kt(·, y)g(y)µ(dy) , g ∈ L2(Ω, µ) ,

for a suitable kernel Kt ∈ L∞(Ω× Ω). Besides, we can rewrite eq. (4.16) as follows

‖T (t)u‖X∞ ≤ eκ(t)‖u‖Xt,x , t ∈ [0, T ], ,u ∈ Xt,x ,

where
κ(t) := logM − 1

4
log t .

Then, applying [Dav90, Th. 2.2.3], we can derive the following logarithmic Sobolev inequal-
ity ∫

Ω

ũ log ũdx ≤ εa(u,u) + κ(ε)‖u‖2Xt,x + ‖u‖2Xt,x log ‖u‖Xt,x , (4.17)

for any u ≥ 0, u ∈ V0 and ε > 0, and where ũ ∈ L2(Ω, µ) denotes the function isometric to
u under the isomorphism U . Evenually, inequality (4.17) implies the next result
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Theorem 4.1.13. The Gaussian upper bound

0 ≤ Kt(x, y) ≤ cδt−
1
2 e−

|x−y|2
σt , (4.18)

holds for the heat kernel Kt introduced above, such that it holds

[T (t)g] (x) =

∫
Ω

Kt(x, y)g(y)µ(dy) , y ∈ L2(Ω, µ) .

Proof. The claim follows from [Dav90, Th. 3.2.7], taking into account the logarithmic
Sobolev inequality (4.17), see, e.g., [Mug10, Th. 4.8] and [DPZ11].

Exploiting Th. 4.1.13 it is also possible to prove the existence of a mild solution, in
a suitable sense, to equation (4.2) perturbed by a multiplicative Gaussian noise. Before
state latter result, let us denote by L2(Xt,x) the class of Hilbert-Schmidt operator from Xt,x

to Xt,x, while | · |HS denotes the standard Hilbert-Schmidt norm. We refer the reader to,
e.g., [DPZ14, Appendix. C], for a dense résumé of the main properties of Hilbert-Schmidt
operators.

Proposition 4.1.14. Let assumptions 4.2.2-4.1.9 hold, then, for any t > 0, the semigroup
T (t) ∈ L2(Xt,x), moreover there exists M > 0 such that

|T (t)|HS ≤Mt−
1
4 .

Proof. Since
|T (t)|HS = |T̃ (t)|HS = |Kt|L2(Ω×Ω) ,

where Kt is the kernel defined in equation (4.18), then, by Th. 4.1.13, eq. (4.18), see also
[DPZ11, Cor.2], we obtain the existence of a constant C > 0 such that, ∀ t ∈ [0, T ], it holds

|T (t)|2HS =

∫
Ω×Ω

|Kt(x, y)|2dxdy ≤ C
√

2πσt−1 ,

which implies the existence of a positive constant M such that, ∀ t ∈ [0, T ], the following
hold

|T (t)|HS ≤Mt−
1
4 .

4.1.2 The perturbed stochastic problem

In the present section we focus our attention on the problem (4.2) by perturbing it with mul-
tiplicative Gaussian noise. Let us first consider the following complete, filtered probability
space

(
Ω,F , (Ft)t≥0 ,P

)
, with respect to which, we state the following system

u̇j(t, x) =
(
cju
′
i

)′
(t, x) + piui(t, x) + gj(t, x, uj(t, x))Ẇ 1

j (t, x) ,

for t ≥ 0 , x ∈ (0, 1) , j = 1, . . . ,m ,

uj(t, vα) = ul(t, vα) =: duα(t) , t ≥ 0 , l, j ∈ Γ(vα) , j = 1, . . . ,m ,∑n
β=1 bαβd

u
β(t) =

∑m
i,j=1

∑n
β=1 δ

αi
βju
′
j(t, vα) , t ≥ 0 , α = n0 + 1, . . . , n ,

ḋuα(t) = −
∑m
i,j=1

∑n
β=1 δ

αi
βju
′
j(t, vβ) +

∑n
β=1 bαβd

u
β(t) + g̃α(t, duα(t))Ẇ 2

α(t, vα) ,

for t ≥ 0 , α = 1, . . . , n0 ,

uj(0, x) = u0
j (x) , x ∈ (0, 1) , j = 1, . . . ,m ,

dui (0) = d0
i , i = 1, . . . , n0 ,

(4.19)
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where, for every (j, α) ∈ {1, . . . ,m} × {1, . . . , n0}, W 1
j and W 2

α are independent Wiener
processes adapted to Ft−, while Ẇ is the formal time derivative. In particular, for every
j = 1, . . . ,m, W 1

j , is a space time Wiener process with values in L2(0, 1). Then, we denote
by W 1 := (W 1

1 , . . . ,W
1
m), a space time Wiener process with values in the product space

X2 :=
(
L2(0, 1)

)m. Analogously, for every α = 1, . . . , n, W 2
α is a space time Wiener process

taking values in R, hence we denote by W 2 := (W 2
1 , . . . ,W

2
n) the standard Wiener process

with values in Rn. Consequently, W := (W 1,W 2) indicates the standard space time Wiener
process with values in Xt,x := X2×Rn, being (Ft)t∈[0,T ] the natural filtration generated by
W , augmented by all P−null sets of FT .

Besides assumptions 4.2.2 and 4.1.9 we will also assume the following to hold.
Hypothesis 4.1.15.

(i) For every j = 1, . . . ,m, the functions gj : [0, T ]×[0, 1]×R→ R, are measurable, bounded
and uniformly Lipschitz in the third component, namely there exist constants Cj > 0
and Kj such that, for any (t, x, y1) ∈ [0, T ]× [0, 1]×R and (t, x, y2) ∈ [0, T ]× [0, 1]×R,
the following holds

|gj(t, x, y1)| ≤ Cj , |gj(t, x, y1)− gj(t, x, y2)| ≤ Kj |y1 − y2| ;

(ii) For every α = 1, . . . , n0, the functions g̃α : [0, T ] × R → R, are measurable, bounded
and uniformly Lipschitz with respect to the second component, namely there exist
constants Cα > 0 and Kα such that, for any (t, y1) ∈ [0, T ]×R and (t, y2) ∈ [0, T ]×R,
the following holds

|g̃α(t, y1)| ≤ Cα , |g̃α(t, y1)− g̃α(t, y2)| ≤ Kα|y1 − y2| .

With the help of the notations just introduced, see also Sec. 5.2, the problem (4.56) can
be rewritten as an abstract infinite dimensional Cauchy problem of the form{

du(t) = Au(t)dt+G(t,u(t))dW (t) , t ≥ 0 ,

u(0) = u0 ∈ Xt,x ,
(4.20)

where A is the operator introduced in (4.45), while G : [0, T ] × Xt,x → L(Xt,x), L(Xt,x)
being the space of linear and bounded operator from Xt,x to Xt,x equipped with standard
operator norm | · |L, is defined as

G(t,u)v = (σ1(t, u)v, σ2(t, y)z)
T
, u = (u, y), v = (v, z) ∈ Xt,x, (4.21)

with

(σ1(t, u)v) (x) = (g1(t, x, u1(t, x)), . . . , gm(t, x, um(t, x)))
T
,

σ2(t, y)z = (g̃1(t, y1)z1, . . . , g̃n0
(t, yn0

)zn0
, 0, . . . , 0)

T
.

It is worth to mention that, in order to guarantee the existence and uniqueness of a mild
solution to equation (4.57), in a suitable sense to be introduced in a while, we have to
require the stronger property that G : [0, T ]×Xt,x → L2(Xt,x), where L2(Xt,x) is the space
of Hilbert-Schmidt operator from Xt,x into itself equipped with standard Hilbert-Schmidt
normdenoted by | · |HS , see, e.g., [DPZ14, Appendix C]. Nevertheless, by Prop. 4.1.14, we
can show that the semigroup T (t) is Hilbert-Schmidt, and that to have a unique solution in
a mild sense we can weaken the condition on G requiring it to take values in L(Xt,x).

The aforementioned mild solution to equation (4.57), is intended in the following sense
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Definition 4.1.16. We will say that u is a mild solution to equation (4.57), if it is a mean
square continuous Xt,x−valued process adapted to the filtration generated by W , such that
for any t ≥ 0 we have that u ∈ L2 (Ω, C([0, T ];Xt,x)), and it holds

u(t) = T (t)u0 +

∫ t

0

T (t− s)G(s,u(s))dW (s) , t ≥ 0 . (4.22)

We thus have the following.

Proposition 4.1.17. Let assumptions 4.2.2-4.1.9-4.2.8 hold, then the map G : [0, T ] ×
Xt,x → L(Xt,x) defined in eq. (4.58) satisfies:

(i) for any u ∈ Xt,x, the map G(·, ·)u : [0, T ]×Xt,x → Xt,x is measurable;

(ii) T (t)G(s,u) ∈ L2(Xt,x), for any t > 0, s ∈ [0, T ] and u ∈ Xt,x;

(iii) for any t > 0, s ∈ [0, T ], u, v ∈ Xt,x, and for some constant M > 0, it holds

|T (t)G(s,u)|HS ≤Mt−
1
4 (1 + |u|Xt,x) , (4.23)

|T (t)G(s,u)− T (t)G(s,v)|HS ≤Mt−
1
4 |u− v|Xt,x , (4.24)

|G(s,u)|L ≤M(1 + |u|Xt,x) . (4.25)

Proof. Point (i) immediately follows from assumptions 4.2.8, whereas (ii) follows from equa-
tion (4.63). Concerning point (iii), we have that eq. (4.63) immediately follows from as-
sumptions 4.2.8. To derive eq. (4.64), we first denote by {φk}k∈N an orthonormal basis in
Xt,x. Then, denoting in what follows by M > 0 several different constants, and exploiting
assumptions 4.2.8, we have

|T (t)G(s,u)|2HS =
∑
j,k∈N

〈T (t)G(s,u)φj , φk〉2Xt,x =

=
∑
j,k∈N

〈G(s,u)φj , T (t)φk〉2Xt,x ≤ |G(s,u)|2L|T (t)|2HS ≤

≤M(1 + |u|2Xt,x)|T (t)|2HS ≤Mt−
1
4 (1 + |u|Xt,x) ,

(4.26)

where the last inequality follows from Prop. 4.1.14, hence, proceeding as for eq. (4.66), we
obtain eq. (4.64).

Theorem 4.1.18. Let assumptions 4.2.2-4.1.9-4.2.8 hold, then there exists a unique mild
solution in the sense of Def. 4.2.16.

Proof. The result can be derived exploiting [DPZ96, Th. 5.3.1], together with Prop. 4.2.11,
see also [DPZ11].
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Existence and uniqueness for the non-linear equation

In what follows we generalize eq. (4.56), and consequently the abstract Cauchy problem
(4.57), taking into account a non-linear Lipschitz perturbation. The notation is as in pre-
vious sections. In particular we consider the following non-linear stochastic boundary value
problem

u̇j(t, x) =
(
cju
′
i

)′
(t, x) + piui(t, x) + fj(t, x, uj(t, x)) + gj(t, x, uj(t, x))Ẇ 1

j (t, x) ,

for t ≥ 0 , x ∈ (0, 1) , j = 1, . . . ,m ,

uj(t, vα) = ul(t, vα) =: duα(t) , t ≥ 0 , l, j ∈ Γ(vα) , j = 1, . . . ,m ,∑n
β=1 bαβd

u
β(t) =

∑m
i,j=1

∑n
β=1 δ

αi
βju
′
j(t, vα) , t ≥ 0 , α = n0 + 1, . . . , n ,

ḋuα(t) = −
∑m
i,j=1

∑n
β=1 δ

αi
βju
′
j(t, vβ) +

∑n
β=1 bαβd

u
β(t) + g̃α(t, duα(t))Ẇ 2

α(t, vα) ,

for t ≥ 0 , α = 1, . . . , n0 ,

uj(0, x) = u0
j (x) , x ∈ (0, 1) , j = 1, . . . ,m ,

dui (0) = d0
i , i = 1, . . . , n0 .

(4.27)

Besides the assumptions 4.2.2-4.1.9-4.2.8, we also require that
Hypothesis 4.1.19. For every j = 1, . . . ,m, the functions fj : [0, T ]× [0, 1]×R→ R, are mea-
surable, bounded and uniformly Lipschitz continuous with respect to the third component,
namely there exist constants Cj > 0 and Kj , such that, for any (t, x, y1) ∈ [0, T ]× [0, 1]×R
and (t, x, y2) ∈ [0, T ]× [0, 1]× R, it holds

|fj(t, x, y1)| ≤ Cj , |fj(t, x, y1)− fj(t, x, y2)| ≤ Kj |u− v| .

Analogously to what has been made in Sec. 4.2.3, we reformulate eq. (4.68) as follows{
du(t) = [Au(t) + F (t,u(t))] dt+G(t,u(t))dW (t) , t ≥ 0 ,

u(0) = u0 ∈ Xt,x ,
(4.28)

moreover we define F : [0, T ]×Xt,x → Xt,x, such that

F (t,u) := (f(t, u), 0)
T
, u = (u, y) ∈ Xt,x := X2 × Rn, (4.29)

with
(f(t, u)) (x) := (f1(t, x, u1(t, x)), . . . , fm(t, x, um(t, x)))

T
.

Then, we can state the following result for the existence and uniqueness of a mild solution
to the eq. (4.69)

Theorem 4.1.20. Let assumptions 4.2.2-4.1.9-4.2.8-4.2.13 hold, then there exists a unique
mild solution to eq. (4.69) in the sense of Def. 4.2.16.

Proof. It is enough to show that the map F defined in eq. (4.70) is Lipschitz continuous on
the space Xt,x. In fact, from assumptions 4.2.13, it holds

|F (t,u)− F (t,v)|Xt,x = |f(t, u)− f(t, v)|X2 ≤ K|u− v|X2 . (4.30)

Then, exploiting eq. (4.71) together with Prop.4.2.11, the existence of a unique mild solution
is a direct application of [DPZ96, Th. 5.3.1], see also [DPZ11].

Remark 4.1.21. A result similar to Th.4.2.14 can be also proved under the assumption of F
to be only a function of polynomial growth at infinity, see, e.g., [BM08].



204 4. Infinite dimensional analysis on networks

4.1.3 Application to stochastic optimal control

In the present section, in the light of previously obtained results, we consider an optimal
control problem related to a general nonlinear control system, written in the following form

du(t)z = [Auz(t) + F (t,uz) +G(t,uu(t))R(t,u(t), z(t))] dt

+ G(t,uz(t))dW (t) , t ∈ [t0, T ] ,

uz(t0) = u0 ∈ Xt,x ,

(4.31)

where z denotes the control and the subscript uz denotes the dependence of the process
u ∈ Xt,x from the control z. In particular, we analyse the system (4.72) following the
approach given in [FT05], searching for its weak solutions, see, e.g., [FS06].

Let us fix t0 ≥ 0 and u0 ∈ Xt,x, then an admissible control system (ACS) is given by(
Ω,F , (Ft)t≥0 ,P, (W (t))t≥0 , z

)
, where

•
(

Ω,F , (Ft)t≥0 ,P
)
is a complete probability space;

• (Ft)t≥0 is a filtration, in the aforementioned probability space, satisfying the usual
assumptions;

• (W (t))t≥0 is a Ft−adapted Wiener process with values in Xt,x;

• z is a process taking values in the space Z, predictable with respect to the filtration
(Ft)t≥0, and such that z(t) ∈ Z P−a.s. , for almost any t ∈ [t0, T ], Z being a suitable
domain of Z.

To each ACS we associate the mild solution of the abstract equation (4.72) uz ∈
C([t0, T ];L2(Ω;Xt,x)), and we introduce the following cost functional

J(t0,u0, z) := E
∫ T

t0

l (t,uz(t), z(t)) dt+ Eϕ(uz(T )) , (4.32)

where the function l, resp. the function ϕ, denotes the running cost, resp. the terminal cost.
Then, the main goal is to chose a control z belonging to a given set of admissible controls,
and such that it minimizes the cost functional (4.74). If such a control z exists, it will be
called optimal control.

In what follows, besides the assumptions 4.2.2-4.1.9-4.2.84.2.13, we will also require the
following to hold

Hypothesis 4.1.22. (i) the map R : [0, T ] × Xt,x × Z → Xt,x is measurable and, for some
CR > 0, it satisfies

|R(t,u, z)−R(t,u, z)|Xt,x ≤ CR(1 + |u|Xt,x + |v|Xt,x)m|u− v|Xt,x ,
|R(t,u, z)|Xt,x ≤ CR ;
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(ii) the map l : [0, T ] × Xt,x × Z → R ∪ {+∞} is measurable and, for some Cl > 0 and
C ≥ 0, it satisfies

|R(t,u, z)−R(t,u, z)| ≤ Cl(1 + |u|Xt,x + |v|Xt,x)m|u− v|Xt,x ,
|R(t, 0, z)|Xt,x ≥ −C ,
inf
z∈Z

l(t, 0, z) ≤ Cl ;

(iii) for some Cϕ > 0 and m ≥ 0, the map ϕ : Xt,x → R satisfies

|ϕ(u)− ϕ(v)| ≤ Cϕ(1 + |u|Xt,x + |v|Xt,x)m|u− v|Xt,x .

Following [FT05], if we let assumptions 4.2.2-4.1.9-4.2.84.2.13-4.2.15 to hold, then an
ACS can be constructed as follows: first we arbitrarily chose the probability space

(
Ω,F , (Ft)t≥0 ,P

)
and W as above, then we consider the uncontrolled problem{

du(t) = [Au(t) + F (t,u)] dt+G(t,u(t))dW (t) , t ≥ 0 ,

u(0) = u0 ∈ Xt,x ,
(4.33)

under above assumptions. Then, by Th. 4.2.14, we have the existence for a unique mild
solution to eq. (4.75). Moreover, by the boundedness of R and applying the Girsanov
theorem, we obtain that, for any fixed ζ ∈ Z, there exists a probability measure Pζ such
that

W ζ(t) := W (t)−
∫ t∧T

t0∧t
R(s,u(s), ζ)ds ,

is a Wiener process, so that, for any t ∈ [0, T ], u, v ∈ Xt,x, we can classically define the
Hamiltonian function associated to the problem (4.75), as follows

ψ(t,u,v) = − inf
z∈Z
{l(t,u, z) + vR(t,u, z)} ,

Γ(t,u,v) = {z ∈ Z : ψ(t,u,v) + l(t,u, z) + vR(t,u, z) = 0} ,
(4.34)

where we note that Γ(t,u, w) is a (possibly empty) subset of Z, and the function ψ satisfies
assumptions 4.2.15. In the present setting we can apply [FT05, Th. 5.1] which allows us to
write the Hamilton-Jacobi-Bellman (HJB) equation for the problem (4.72)-(4.74), as follows{

∂w(t,u)
∂t + Ltw(t,u) = ψ(t,u,∇w(t,u)G(t,u)) ,

w(T,u) = ϕ(u) ,
(4.35)

where
Ltw(u) :=

1

2
Tr
[
G(t,u)G(t,u)∗∇2w(u)

]
+ 〈Au,∇w(u)〉Xt,x ,

is the infinitesimal generator associated to the eq. (4.72), Tr denotes the trace, G∗ is the
adjoint of G and ∇ is a suitable notion of gradient to be introduced in a while.

In particular, see, e.g., [FT05, Def. 5.1], w is said to be a mild solution in the sense of
generalized gradient, or simply mild solution, according to the following definition

Definition 4.1.23. We say that a function w : [0, T ] × Xt,x → R is a mild solution to
equation (4.77) if the following hold:
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(i) there exist C > 0 and m ≥ 0, such that for any t ∈ [0, T ], and for any u, v ∈ Xt,x, it
holds

|w(t,u)− w(t,v)| ≤ C(1 + |u|Xt,x + |v|Xt,x)m|u− v|Xt,x ,
|w(t, 0)| ≤ C ;

(ii) for any 0 ≤ t ≤ T , u ∈ Xt,x, we have that

w(t,u) = Pt,Tϕ(u)−
∫ T

t

Pt,sψ(s, ·, w(s, ·), ρ(s, ·))(u)ds ,

where ρ is an arbitrary element of the generalized directional gradient ∇Gw defined in
[FT05], while Pt,T is the Markov semigroup generated by the forward process (4.72).

In particular we would like to underline that, thanks to the approach developed in [FT05],
we do not need to require any differentiability properties for the functions F , G and w. In
fact, the notion of gradient appearing in equation (4.77) is to be intend in a weak sense,
which is exactly the notion of the generalized directional gradient we have reminded before,
see [FT05]. In particular, the latter means that if w is regular enough, then ∇w coincides
with the standard notion of gradient, namely, with respect to the present case, it coincides
with the Fréchet derivative, resp. with the Gâteaux derivative, if we assume w to be Fréchet
differentiable, resp. to be Gâteaux differentiable.

We thus have the following result.

Proposition 4.1.24. Let us consider the optimal control problem (4.72)-(4.74), then the
associated HJB equation is represented by eq. (4.77). Moreover, if assumptions 4.2.2-4.1.9-
4.2.8-4.2.13-4.2.15 hold, then we have that the HJB equation (4.77) admits a unique mild
solution in the sense of definition 4.2.16.

Proof. The proof immediately follows from [FT05, Th. 5.1].

As a direct consequence of Proposition 4.2.18, we have the following

Theorem 4.1.25. Let assumptions 4.2.2-4.1.9-4.2.8-4.2.13-4.2.15 hold, w be a mild solu-
tion to the HJB equation (4.77) and ρ is an element of the generalized directional gradient
∇Gw. Then, for all ACS, we have have J(t0,u0, z) ≥ w(t0,u0), and the equality holds if
and only if the following feedback law is verified by z and uz

z(t) = Γ (t,uz(t), G(t, ρ(t,uz(t))) , P− a.s. for a.a. t ∈ [t0, T ] . (4.36)

Moreover, if there exists a measurable function γ : [0, T ]×Xt,x ×Xt,x → Z with

γ(t,u,v) ∈ Γ(t,u,v) , t ∈ [0, T ] , u , v ∈ Xt,x ,

then there exists at least one ACS for which

z̄(t))γ(t,uz(t), ρ(t,uz(t))) , P− a.s. for a.a. t ∈ [t0, T ] .

Eventually, we have that uz̄ is a mild solution of equation (4.72).

Proof. See [FT05, Th. 7.2].
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Example 4.1.1 (The heat equation with controlled stochastic boundary conditions on a
graph). In what follows we give an example concerning the heat equation defined on a graph
G, as it has been defined in Sec. 4.2.1. On every nodes of G we assume local controlled
dynamic boundary conditions. Hence, according with the setting introduced above, we have
m nodes and n0 = n nodes equipped with dynamic boundary conditions. We also assume
to do not have any noise on the heat equation, whereas we assume the boundary condition
to be perturbed by an additive Wiener process. Then, we are considering a system of the
following form



u̇j(t, x) =
(
cju
′
i

)′
(t, x) , t ≥ 0 , x ∈ (0, 1) , j = 1, . . . ,m ,

uj(t, vα) = ul(t, vα) =: duα(t) , t ≥ 0 , l, j ∈ Γ(vα) , j = 1, . . . ,m ,

ḋuα(t) = −
∑m
j=1 φα,jcj(vα)u′j(t, vα) + bαduα(t) + g̃α(t)

(
z(t) + Ẇ 2

α(t)
)
, t ≥ 0 , α = 1, . . . , n ,

uj(0, x) = u0
j (x) , x ∈ (0, 1) , j = 1, . . . ,m ,

dui (0) = d0
i , i = 1, . . . , n .

(4.37)
Miming what we have done during previous section, we rewrite (4.79) as an abstract Cauchy
problem on the Hilbert space Xt,x, obtaining{

du(t)z = Auz(t)dt+G(t,uz(t)) (Rz(t) + dW (t)) , t ∈ [t0, T ] ,

uz(t0) = u0 ∈ Xt,x ,
(4.38)

where R : Rn → Xt,x is the immersion of the boundary space Rn into the product space
Xt,x := X2 ×Rn. In the present setting the control z takes values in Rn, and Z is a subset
of Rn. Then, if we consider a cost functional of the form (4.74), we have, by Prop. 4.2.18
and Theorem 4.2.20, the existence of at least one ACS for the HJB equation (4.77) which
is associated to the stochastic control problem (4.80)-(4.74). Moreover, we can derive the
following

Theorem 4.1.26. Let assumptions 4.2.2-4.1.9-4.2.8-4.2.13-4.2.15 hold, and let w be a mild
solution to the HJB equation (4.77), and ρ be an element of the generalized directional
gradient ∇Gw. Then, for all ACS, we have have J(t0,u0, z) ≥ w(t0,u0), and the equality
holds if and only of the following feedback law is verified by z and uz

z(t) = Γ (t,uz(t), G(t, ρ(t,uz(t))) , P− a.s. for a.a. t ∈ [t0, T ] . (4.39)

Besides, if there exists a measurable function γ : [0, T ]×Xt,x ×Xt,x → Z, with

γ(t,u,v) ∈ Γ(t,u,v) , t ∈ [0, T ] , u , v ∈ Xt,x ,

then there exists at least one ACS such that

z̄(t))γ(t,uz(t), ρ(t,uz(t))) , P− a.s. for a.a. t ∈ [t0, T ] .

Eventually, we have that uz̄ is a mild solution to the eq. (4.72).

4.1.4 Conclusions
In the present paper, we have generalized previously obtained results concerning different
evolution problems on networks, by taking into account a diffusion problem on a graph
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which has been endowed with non-local boundary static and dynamic conditions, and also
considering a stochastic perturbation. We would like to underline that assumptions we made
throughout the paper, could be relaxed taking into account the particular geometry of the
graph, as it can be constructed according with the peculiarities of the concrete problem in
which one is interested.

A second possible generalization of the results presented here, consists in considering
time-non-local boundary conditions. The latter, leads to a problem that, as it is standard
when dealing with delay equations, can be studied by introducing a suitable path space, with
its associated corresponding operator. The price to pay regards the regularity of the leading
operator, which is no longer analytic. This implies that the Gaussian estimate, obtained in
the present work, does not hold, hence the Hilbert-Schmidt property of the semigroup has
to be proved with different techniques.

4.2 Stochastic reaction-diffusion equations on networks
with dynamic time-delayed boundary conditions

Recent years have seen an increasing attention to the study of diffusion problems on net-
works, especially in connection with the theory of stochastic processes. In fact, there is
a broad area of possible applications where the mathematical use of graphs and random
dynamics stated on them, play a crucial role, as in the case, e.g., of quantum mechanics,
see, e.g. [Tum06], the books [GZ04, Kle09] and references therein; in neurobiology, as an
example concerning the study of stochastic system of the FitzHugh-Nagumo type, see, e.g.,
[ADP11, All10, BCP15, BMZ+08, CGMY03]; or in finance, see, e.g., [HN13] and references
therein, particularly in the light of numerical applications.

Concerning the aforementioned ambit, a possible approach which has shown to be par-
ticularly useful, is to introduce a suitable infinite dimensional space of functions that takes
into account the underlying graph domain and then tackle the diffusion problem exploiting
both functional analytic tools and infinite dimensional analysis. This technique had led to a
systematic study of Stochastic Partial Differential Equations (SPDEs) on networks, showing
that it is in general possible to rewrite a diffusion problem defined on a network in a general
abstract form, see, e.g., [BMZ+08, CGMY03, CM08, DPZ11], and the monograph [Mug14]
for a detailed introduction to the subject.

One of the main issues that appears in rewriting the initial problem into an operatorial
abstract setting, is to chose the right boundary conditions (BC), that the diffusion problem
has to satisfy. In order to overcome the latter, a systematic study of abstract SPDE equipped
with different possible BC has been carried up during last years. The typical conditions when
one is to deal with diffusion problems governed by a second order differential operator are
the so-call generalized Kirchhoff conditions, see, e.g., [Mug10]. Nevertheless rather recently,
different types of general BC has been proposed, such as non-local BC, allowing for non-local
interaction of non-adjacent vertex of the graph, see, e.g., [CGMY03, DPZ11], or dynamic
BC, see, e.g., [BMZ+08, MR07], or also mixed type BC, allowing for both static and dynamic
non-local boundary conditions, see, e.g., [CDP16b].

In the present work we consider a new type of non-local BC. In fact, in any of the afore-
mentioned works, only non-local spatial BC have been considered, while we will focus our
attention on boundary conditions which are non-local in time. We refer to [IW06b, IW06a,
IP10, Web05], and references therein, for concrete applications that can be potentially stud-
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ied in the light of the approach that we develop in our work.
In particular, our study exploits the theory of delay equations, see, e.g., [BP04, BP01],

so that we will lift the time-delayed boundary conditions to have values in a suitable infinite
dimensional path space, showing that the corresponding differential operator does in fact
generate a strongly continuous semigroup on an appropriate space of paths.

The work is so structured: in Sec. 4.2.1 we will introduce the setting and the main
notations; in Sec. 4.2.2, exploiting the theory of delay operators, we will introduce the
infinite dimensional product space we will work in, also showing that we can rewrite our
equation as an infinite dimensional problem where the differential operator generates a
strongly continuous semigroup, this immediately lead to the wellposedeness of the abstract
Cauchy problem; in Sec. 4.2.3 we will introduce a stochastic multiplicative perturbation of
Brownian type, showing the existence and uniqueness of a mild solution, in a suitable sense,
under rather mild assumptions on the coefficients; eventually, in Sec. 4.2.4, we provide an
application of the developed theory to a stochastic optimal control problem.

4.2.1 General framework
Let us consider a finite, connected network identified with a finite graph composed by n ∈ N
vertices v1, . . . , vn, and by m ∈ N edges e1, . . . , em which are assumed to be normalized on
the interval [0, 1]. Moreover, we will assume that on the nodes v1, . . . , vn of G are endowed
with dynamic boundary conditions to be specified later on.

We would like to recall that in [CM08, CDP16b, DPZ11], it has been considered a
diffusion problem, stated on a finite graph, where the boundary conditions exhibit non-local
behaviour, namely what happens on a given node also depends on the state of the remaining
nodes, even without a direct connection. In the present work, we will consider a different type
of non-local condition, studying a diffusion on a finite graph where the boundary conditions,
at a given time, are affected by the present value of the state equation on each nodes, as
well as by the past values of the underlying dynamic.

In particular we exploiting the semigroup theory, see, e.g. [EN00b] for a detailed intro-
duction to semigroup theory and [Mug14] to what concerns its application on networks, to
show how to rephrase our main problem as an abstract Cauchy problem, so that the well-
posedness of the solution will be linked to the fact that a certain matrix operator generates
a C0−semigroup on a suitable, infinite dimensional, space.

In what follows we will employ the following notation: we will use the Latin letter
i, j, k = 1, . . . ,m, m ∈ N+, to denote the edges, hence ui it will be a function on the edge
ei, i = 1, . . . ,m; while we will use Greek letters α, β, γ = 1, . . . , n, n ∈ N+, to denote the
vertexes, consequently dα it will be a function evaluated at the node vα, α = 1, . . . , n.

To describe the graph structure we use the so-called incidence matrix Φ = (φα,i)(n+1)×m,
defined as Φ := Φ+ − Φ−, where Φ+ =

(
φ+
α,i

)
(n+1)×m, resp. Φ− =

(
φ−α,i

)
(n+1)×m, is the

incoming incidence matrix, resp. the outgoing incidence matrix. Let us note that φ+
α,i, resp.

φ−α,i, takes value 1 whenever the vertex vα is the initial point, resp. the terminal point, of
the edge ei, and 0 otherwise, that is it holds

φ+
α,i =

{
1 vα = ei(0) ,

0 otherwise
, φ−α,i =

{
1 vα = ei(1) ,

0 otherwise
,

moreover, if |φα,i| = 1, the edge ei is called incident to the vertex vα and accordingly,
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we define
Γ(vα) = {i ∈ {1, . . . ,m} : |φαi| = 1} ,

as the set of incident edges to the vertex vα.
Taking into consideration the above introduced notations, we state the following diffusion

problem on the finite and connected graph G



u̇j(t, x) =
(
cju
′
j

)′
(t, x) , t ≥ 0 , x ∈ (0, 1) , j = 1, . . . ,m ,

uj(t, vα) = ul(t, vα) =: dα(t) , t ≥ 0 , l, j ∈ Γ(vα) , j = 1, . . . ,m ,

ḋα(t) = −
∑m
j=1 φjαu

′
j(t, vα) + bαdα(t) +

∫ 0
−r d

α(t+ θ)µ(dθ) , t ≥ 0 , α = 1, . . . , n ,

uj(0, x) = u0
j (x) , x ∈ (0, 1) , j = 1, . . . ,m ,

dα(0) = d0
α , α = 1, . . . , n ,

dα(θ) = η0
α(θ) , θ ∈ [−r, 0] , α = 1, . . . , n .

(4.40)

where µ ∈ M([−r, 0]) andM([−r, 0]) is the set of Borel measure on [−r, 0], being r > 0 a
finite constant. Before state the main assumptions concerning the terms appearing in (4.40),
let us make the following

Remark 4.2.1. We would like to underline that the approach we are going to develop can be
generalized, exploiting the same techniques, to the case where only 0 < n0 < n nodes have
dynamics conditions, whereas the remaining n − n0 nodes exhibit standard Kirchhoff type
conditions. Since our interest mainly concerns the study of dynamic boundary conditions,
and to consider a mixed boundary type conditions does not affect neither the approach nor
the final result, for the sake of simplicity we will assume that all the n nodes composing the
graph are endowed with dynamic boundary conditions.

With respect to the definition of the terms we have introduced in (4.40), in order to
consider the diffusion problem on G , we assume the following to hold

Hypothesis 4.2.2. (i) for any j = 1, . . . ,m, the function cj ∈ C1([0, 1]), while c(x) > 0 for
a.a. x ∈ [0, 1];

(ii) for any α = 1, . . . , n, we have that bα ≤ 0, moreover there exists at least one α ∈
{1, . . . , n}, such that bα < 0.

The typical approach concerning the study of delay differential equations consists in
lifting the underlying process, which originally takes values in a finite dimensional space, to
a suitable infinite dimensional path space, usually the space of square integrable Lebesgue
functions or the space of continuous functions.

In particular, we consider the following Hilbert spaces

X2 :=
(
L2([0, 1])

)m
, Z2 := L2([−r, 0];Rn) ,

Xt,x := X2 × Rn , E2 := Xt,x × Z2 ,

equipped with the standard graph norms and scalar products. Since we are interested in
applying the aforementioned lifting procedure to rewrite the dynamic of the Rn−valued
process d as it takes values in an infinite dimensional space, we introduce the notion of
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segment. In particular, we consider the process d : [−r, T ] → Rn, and, for any t ≥ 0, we
define the segment as

dt : [−r, 0]→ Rn , [−r, 0] 3 θ 7→ dt(θ) := d(t+ θ) ∈ Rn . (4.41)

As it is standard in dealing with delay equation, we denote by d(t) the present Rn−value of
the process d, whereas dt stands for the segment of the process d, i.e. dt = (d(t+ θ))θ∈[−r,0].
More precisely, we have

u(t) := (u1(t), . . . , um(t))
T ∈ X2 ,

d(t) :=
(
d1(t), . . . , dn(t)

)T ∈ Rn ,
dt :=

(
d1
t , . . . , d

n
t

)T ∈ Z2 .

Exploiting latter notations, we can rewrite the system (4.40), as follows

u̇(t) = Amu(t) , t ∈ [0, T ] ,

ḋ(t) = Cu(t) + Φdt + B̃d(t) , t ∈ [0, T ] ,

ḋt = Aθdt , t ∈ [0, T ] ,

Lu(t) = d(t) ,

u(0) = u0 ∈ X2 , d0 = η ∈ Z2 , d(0) = d0 ∈ Rn ,

(4.42)

where Am is the differential operator defined by

Amu(t, x) =


∂
∂x

(
cj(x) ∂

∂xu1(t, x)
)

0 0

0
. . . 0

0 0 ∂
∂x

(
cm(x) ∂

∂xum(t, x)
)
 ,

and such that Am : D(Am) ⊂ X2 → X2, with domain

D(A) :=
{
u ∈

(
H2([0, 1])

)m
: ∃d ∈ Rn : Lu = d

}
,

where L :
(
H1([0, 1])

)m → Rn is the following boundary evaluation operator

Lu(t, x) :=
(
d1(t), . . . , dn(t)

)T
, dα(t) := uj(t, vα) , j ∈ Γ(vα) .

We underline that the operator (A,D(A)) just defined, generates a C0−semigroup on the
space X2, see, e.g., [BMZ+08, DPZ11, Mug10]. Moreover, in writing system (4.42), we also
made use of the so-called feedback operator C : D(A)→ Rn, which is defined as follows

Cu(t, x) :=

− m∑
j=1

φj1u
′
j(t, v1), . . . ,−

m∑
j=1

φjnu
′
j(t, vn)

T

,

furthermore, we have set B to be the following n× n diagonal matrix

B =

 b1 0 0

0
. . . 0

0 0 bn

 ,
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where bα, α = 1, . . . , n, satisfy assumptions 4.2.2; also the operator

Φ : H1([−r, 0];Rn)→ Rn , (4.43)

is a bounded linear operator, commonly indicated as the delay operator. Eventually, we have
denoted by Aθ : D(Aθ) ⊂ Z2 → Z2, the linear differential operator defined by

Aθη :=
∂

∂θ
η(θ) , D(Aθ) = {η ∈ H1([−r, 0];Rn) : η(0) = d0} ,

where the derivative ∂
∂θ has to be intended as the weak distributional derivative in Z2.

Remark 4.2.3. A particular case of the setting introduced above is given by choosing the so-
called continuous delay operator Φdt =

∫ 0

−r d
u(t+θ)µ(dθ), which ensures that (4.40) satisfies

the aforementioned assumptions. Another possible choice is represented by the discrete delay
operator Φdt = du(t− r), which is obtained by the previous one taking µ = δ−r, where δ−r
is the Dirac delta centered at −r. In what follows we do not specify the particular form
of the delay operator, in order to prove our results in the general case of a bounded linear
operator Φ.

Summing up the previously introduced notation, we can rewrite equation (4.42) more
compactly, namely {

u̇(t) = Au(t) , t ∈ [0, T ] ,

u(0) = u0 ∈ E2 ,
(4.44)

where u(t) := (u(t), d(t), dt)
T , u0 := (u0, d

0, η) ∈ E2, and the operator A is defined as

A :=

 Am 0 0
C B Φ
0 0 Aθ

 , (4.45)

with domain D(A) := D(Am) × D(Aθ). We will show later that the matrix operator
(A, D(A)) in equation (4.45), generates a C0−semigroup on the Hilbert space E2, which
implies the wellposedness as well as the uniqueness of the solution, in a suitable sense, for
the equation (4.44).

4.2.2 On the infinitesimal generator
The present section will be mainly dedicated to the study of the operator defined in equation
(4.45), aiming at proving that it generates a C0−semigroup. For the sake of completeness,
we recall that the operator A generates a strongly continuous semigroup in the case that no
delay on the boundary is taken into account. In fact, according to the notation introduced
within section 4.2.1, if we consider the operator

Aa :=

(
Am 0
C B

)
, (4.46)

with domain

D(Aa) :=
{
u = (u, d) ∈ Xt,x : u ∈ D(Am) , uj(vα) = dα j ∈ Γ(vα)

}
, (4.47)

then we have the following result.
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Proposition 4.2.4. Let assumptions 4.2.2 hold true, then the operator (Aa, D(Aa)) is
self-adjoint, dissipative and has compact resolvent. In particular Aa generates an ana-
lytic C0−semigroup of contractions on the Hilbert space Xt,x. Moreover, the semigroup
(Ta(t))t≥0, generated by Aa, is uniformly exponentially stable.

Proof. A proof of the claim can be found in [BMZ+08, Prop. 2.4], as well as in [MR07, Cor
3.4], nevertheless we give a sketch of it to better clarify the type of methods involved. We
consider the sesquilinear form a : Va×Va → R, defined, for any u = (u, d), v = (v, h) ∈ Xt,x,
by

a(u,v) =

m∑
j=1

∫ 1

0

cj(x)u′j(x)v′j(x)dx+

n∑
α=1

bαd
αhα . (4.48)

and with dense domain Va ⊂ Xt,x defined as follows

Va :=
{
u = (u, d) ∈ Xt,x : u ∈

(
H1(0, 1)

)m
,

uj(vα) = dα , α = 1, . . . , n , j ∈ Γ(vα)} .

Exploiting [MR07, Lemma 3.2], it can be shown that the form a is symmetric, closed,
continuous and positive, then, by [MR07, Lemma 3.3], it is associated to the operator
(Aa, D(Aa)), and the result follows by using classical results on sesquilinear forms, see, e.g.,
[Ouh09].

Using the operator defined in (4.46)–(4.47), and exploiting a well known perturbation
result, it is possible to show that the operator (A, D(A)) generates a C0−semigroup. We
will first prove that the diagonal operator defined as

A0 :=

(
Aa 0
0 Aθ

)
, D(A0) = D(A) , (4.49)

generates a C0−semigroup on the Hilbert space E2.

Theorem 4.2.5. Let assumptions 4.2.2 hold true, then the matrix operator (A0, D(A0)),
defined in equation (4.49), generates a C0−semigroup given by

T0(t) =

 Ta(t) 0

0
0 Tt T0(t)

 , (4.50)

where Ta is the C0−semigroup generated by (Aa, D(Aa)), see equations (4.46)-(4.47), T0(t)
is the nilpotent left-shift semigroup

(T0(t)η) (θ) :=

{
η(t+ θ) t+ θ ≤ 0 ,

0 t+ θ > 0 ,
, η ∈ Z2 , (4.51)

and Tt : Rn → Z2 is defined by

(Ttd) (θ) :=

{
e(t+θ)Bd −t < θ ≤ 0 ,

0 −r ≤ θ ≤ −t ,
, d ∈ Rn , (4.52)
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e(t+θ)B being the semigroup generated by the finite dimensional n× n matrix B, as follows

etB :=

∞∑
i=0

(tB)
i

i!
.

Proof. From the strong continuity of Ta and T0(t) and exploiting the equation (4.52), we
have that the semigroup T0(t), see equation (4.50), is strongly continuous. Hence, we can
compute the resolvent for the semigroup (4.50), showing that the corresponding generator
is given by (4.49). To what concerns the resolvent of the operator A0, namely R(λ,A0), we
thus have

R(λ,A0)X =

∫ ∞
0

e−λtT0(t)Xdt , λ ∈ C , X ∈ E2 .

Let us take u := (u, d) ∈ D(Aa) and η ∈ H1([−r, 0];Rn), such that the following holds

(λ−Aa) (u, d)T = (v, dv)T , (v, h)T ∈ Xt,x , (4.53)

λη − η′ = ζ , η(0) = d , ζ ∈ Z2 , , (4.54)

then a solution to equation (4.54) is given by

η(θ) = eλθ
(
d+

∫ 0

θ

e−λtζ(t)dt

)
.

Moreover, if we indicate with A0
θ the infinitesimal generator of the nilpotent left shift, namely

A0
θη = η′ D(A0

θ) = {η ∈ H1([−r, 0];Rn) : η(0) = 0} ,

we have that its resolvent is given by(
R(λ,A0

θ)ζ
)

(θ) = eλθ
∫ 0

θ

e−λtζ(t)dt ,

see, e.g., [EN00b], therefore, taking Y = (v, h, ζ)T , the resolvent for A0 reads as follows

R(λ,A0)Y =
(
R(λ,Aa)(v, h), eλθR(λ,B)h+R(λ,A0

θ)ζ
)T

=

=

 R(λ,Aa) 0

0
0 eλθR(λ,B) R(λ,A0

θ)(t)

Y .

Summing up, the result follows noticing that∫ ∞
0

e−λt (Ttd) (θ)dt =

∫ ∞
−θ

e−λte(t+θ)Bd(t)dt =

= eλθ
∫ ∞

0

e(t+θ)Bd(t)dt = eλθR(λ,B) ,

so that, we have

R(λ,A0) =

∫ ∞
0

e−λtT0(t)dt ,

which implies that the semigroup (T0(t))t≥0, defined in equation (4.50), is generated by
(A0, D(A0)) in (4.49).
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In what follows we prove that the matrix operator (A, D(A)) (4.45) generates a C0−semigroup
on the Hilbert space E2, exploiting a perturbation approach. In particular, we exploit firstly
the Miyadera-Voigt perturbation theorem, see, e.g., [EN00b, Cor. III.3.16], which states the
following

Theorem 4.2.6. Let (G,D(G)) be the generator of a strongly continuous semigroup (S(t))t≥0,
defined on a Banach space X, and let K ∈ L ((D(G), ‖ · ‖G) ;X). Assume that there exist
constants t0 > 0 and 0 ≤ q ≤ 1, such that∫ t0

0

‖KS(t)x‖dt ≤ q‖x‖ , ∀x ∈ D(G) . (4.55)

Then (G + K,D(G)) generates a strongly continuous semigroup (U(t))t≥0 on X, which
satisfies

U(t)x = S(t)x+

∫ t

0

S(t− s)KU(s)xds ,

and ∫ t0

0

‖KU(t)x‖dt ≤ q

1− q
‖x‖ , ∀x ∈ D(G) , t ≥ 0 .

Let us now to consider the operator matrix

A1 :=

 0 0 0
0 0 Φ
0 0 0

 ∈ L (D(A0), E2
)
,

where Φ is the delay operator defined in equation (4.43). Exploiting Theorem 4.2.6 we show
that, under a suitable assumption on Φ, the matrix operator A = A0 + A1 generates a
C0−semigroup on E2.

Theorem 4.2.7. Let assumptions 4.2.2 hold true, then the operator (A, D(A)) defined in
equation (4.45), generates a strongly continuous semigroup.

Proof. The result follows applying the Miyadera-Voigt perturbation theorem 4.2.6, together
with the assumption for the delay operator Φ to be bounded, see equation (4.43), therefore
the perturbation operator A1 is bounded. In fact, from the boundness of Φ, we have that,
for X = (u, d, η)T , it holds∫ t0

0

‖A1T0(t)X‖dt =

∫ t0

0

‖Φ (Ttd+ T0(t)η) ‖dt ≤M‖Ttd+ T0(t)η‖ ,

and equation (4.55) is satisfied for a sufficiently small t0, from which the result.

A typical example of delay operator is represented by the bounded and linear operator
Φ : C([−r, 0];Rn)→ Rn, defined by

Φ(η) =

∫ 0

−r
η(θ)µ(dθ) ,

where µ is of bounded variation. In fact, since H1([−r, 0];Rn) is continuously embedded in
C([−r, 0];Rn), then Φ : H1([−r, 0];Rn)→ Rn is bounded.
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We note that Theorem4.2.7 holds for more general type of delay operators, namely taking
into consideration weaker assumptions on its definition. In fact, by the result contained in
[BP04, Th. 1.17], we have that (A, D(A)), defined in equation (4.45), generates a strongly
continuous semigroup for a general unbounded operator Φ, provided that there exist t0 > 0
and 0 < q < 1 such that ∫ t0

0

‖Φ(Stu + T0(t)η)‖dt ≤ q‖(u, η)‖ .

4.2.3 The perturbed stochastic problem
In the present section we study the system defined in (4.40) perturbed by a multiplicative
Gaussian noise. We will carry out our analysis with respect to the following standard,
complete and filtered probability space

(
Ω,F , (Ft)t≥0 ,P

)
, then we define the following

system



u̇j(t, x) =
(
cju
′
j

)′
(t, x) + gj(t, x, uj(t, x))Ẇ 1

j (t, x) ,

t ≥ 0 , x ∈ (0, 1) , j = 1, . . . ,m ,

uj(t, vα) = ul(t, vα) =: dα(t) , t ≥ 0 , l, j ∈ Γ(vi) , j = 1, . . . ,m ,

ḋα(t) = −
∑m
j=1 φjαu

′
j(t, vα) + bαdα(t) +

∫ 0
−r d

α(t+ θ)µ(dθ) + g̃α(t, dα(t), dαt )Ẇ 2
α(t, vα) ,

t ≥ 0 , α = 1, . . . , n ,

uj(0, x) = u0
j (x) , x ∈ (0, 1) , j = 1, . . . ,m ,

dα(0) = d0
α , α = 1, . . . , n ,

dα(θ) = η0
α(θ) , θ ∈ [−r, 0] , α = 1, . . . , n .

(4.56)

where W 1
j and W 2

α, j = 1, . . . ,m, α = 1, . . . , n0, are independent Ft−adapted space time
Wiener processes to be specified in a while, and Ẇ indicates the formal time derivative.
In particular W 1

j , j = 1, . . . ,m, is a space time Wiener process taking values in L2(0, 1),
consequently we denote by W 1 = (W 1

1 , . . . ,W
1
m) a space time Wiener process with values in

X2 :=
(
L2(0, 1

)m. Similarly, we have that each W 2
α, α = 1, . . . , n, is a space time Wiener

process with values in R, so that we denote by W 2 = (W 2
1 , . . . ,W

2
n) the standard Wiener

process with values in Rn. Eventually, we indicate by W := (W 1,W 2) a standard space
time Wiener process with values in Xt,x := X2 × Rn.

In what follows we require both the assumptions stated in 4.2.2, as well as the following
Hypothesis 4.2.8. (i) The functions

gj : [0, T ]× [0, 1]× R→ R , j = 1, . . . ,m ,

are measurable, bounded and uniformly Lipschitz with respect to the third component,
namely there exist Cj > 0 and Kj > 0, such that, for any (t, x, y1) ∈ [0, T ]× [0, 1]×R
and (t, x, y2) ∈ [0, T ]× [0, 1]× R, it holds

|gj(t, x, y1)| ≤ Cj , |gj(t, x, y1)− gj(t, x, y2)| ≤ Kj |y1 − y2| ;

(ii) The functions
g̃α : [0, T ]× R× Z2 → R , α = 1, . . . , n0 ,
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are measurable, bounded and uniformly Lipschitz with respect to the second compo-
nent, namely there exist Cα > 0 andKα > 0, such that, for any (t, u, η) ∈ [0, T ]×R×Z2

and (t, v, ζ) ∈ [0, T ]× R× Z2, it holds

|g̃α(t, u, η)| ≤ Cα , |g̃α(t, u, η)− g̃α(t, v, ζ)| ≤ Kα(|u− v|n + |η − ζ|Z2) .

Using previously introduced notations, the problem in (4.56) can be rewritten as the
following abstract infinite dimensional Cauchy problem{

dX(t) = AX(t)dt+G(t,X(t))dW (t) , t ≥ 0 ,

u(0) = u0 ∈ E2 ,
(4.57)

where A is the operator introduced in (4.45), the map G is defined as the following applica-
tion

G : [0, T ]× E2 → L(Xt,x; E2) ,

being L(Xt,x; E2) the space of linear and bounded operator from Xt,x to E2, equipped with
standard norm | · |L, other terms are intended such as they have been defined within Sec.
4.2.2, and W = (W 1,W 2) is a Xt,x−valued standard Brownian motion.

In particular, if X = (u, η)T = (u, y, η), and Y = (v, η)T = (v, z, η), then G is defined as

G(t,X)Y = (σ1(t, u)v, σ2(t, y, η)z, 0)
T
, (4.58)

with

(σ1(t, u)v) (x) = (g1(t, x, u1(t, x)), . . . , gm(t, x, um(t, x)))
T
,

σ2(t, y, η)z = (g̃1(t, y1, η)z1, . . . , g̃n(t, yn, η)zn)
T
.

Our next step concerns how to obtain a mild solution to equation (4.57), namely a solution
defined in the following sense

Definition 4.2.9. We will say that X is mild solution to equation (4.57) if it is a mean
square continuous E2−valued process, adapted to the filtration generated by W , such that,
for any t ≥ 0, we have that X ∈ L2

(
Ω, C([0, T ]; E2)

)
and it holds

X(t) = T (t)X0 +

∫ t

0

T (t− s)G(s,X(s))dW (s) , t ≥ 0 . (4.59)

In general, in order to guarantee the existence and uniqueness of a mild solution to
equation (4.57), we have to require that

G : [0, T ]× E2 → L2(Xt,x; E2) ,

being L2(Xt,x; E2) the space of Hilbert-Schmidt operator from Xt,x to E2 equipped with its
standard norm denoted as |·|HS , see, e.g., [DPZ14, Appendix C]. Nevertheless , when dealing
with a diffusion problem where the leading term is a second order differential operator, it
is enough to require that G takes value in L(Xt,x; E2) since, in this particular case, the
map G inherits the needed regularity from the analytic semigroup generated by the second
order differential operator. On the other hand, if we consider a delay operator then, due to
the presence of the first order differential operator Aθ, the operator A, defined in equation
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(4.45), does not generate an analytic semigroup on the space E2. The latter suggests that it
seems reasonable to require G to take values in L2(Xt,x; E2), in order to have both existence
and uniqueness for a solution to equation (4.57). In what follows, we will show that, since
Aa generates an analytic semigroup, and exploiting the particular form for G in equation
(4.58), we have that T (t)G(s,X) belongs to L2(Xt,x; E2), hence, by assumptions 4.2.8 on
the functions g and g̃, the existence and uniqueness of a mild solution to equation (4.57)
follows. In particular, we have the following result

Proposition 4.2.10. Let assumptions 4.2.2–4.2.8 hold true, then we have that T (t)G(s,X) ∈
L2(Xt,x; E2), namely

∞∑
i=1

‖T (t)G(s,X)φ̃i‖2E2 <∞ , (4.60)

where {φ̃i}∞i=1 is an orthonormal basis in Xt,x.

Proof. Let {φ̃i}∞i=1, resp. {φi}∞i=1, resp. {ei}ni=1, be an orthonormal basis in Xt,x, resp. in
X2, resp. in Rn. Exploiting the explicit form of the semigroups T and G, see equation
(4.58), we have that

∞∑
i=1

‖T (t)G(s,X)φ̃i‖2E2 =

∞∑
i=1

‖Ta(t) (σ1(s, u), σ2(s, du, η))
T
φ̃i‖2Xt,x+

+

n∑
i=1

‖Ttσ2(s, du, η)ei‖2Z2 .

(4.61)

The first sum on the right hand side of equation (4.61) converges because, see [BCM08,
Th. 8], Ta is indeed aHilbert-Schmidt operator. Concerning the second term, i.e.

∑n
i=1 ‖Ttσ2(s, du, η)ei‖2Z2 ,

we have that, since the matrix B is diagonal, etB = diag(etb1 , . . . , etbn), see, e.g., [EN00b].
Therefore, exploiting the particular form of Tt in equation (4.52), we have that the following
holds for any ei

(Ttei) =

{
(0, . . . , 0, e(t+θ)bi , 0, . . . , 0) , −t < θ < 0 ,

0 , −r ≤ θ ≤ −t ,
(4.62)

hence, by assumptions 4.2.8, we also obtain

‖Ttσ2(s, du, η)ei‖2Z2 =

∫ 0

−t
e2(t+θ)biσ2(s, du, η)dθ <∞ ,

which implies that the second sum on the right hand side of (4.61) is finite, and the claim
is proved.

The next result will be later used in order to show the existence and uniqueness of a
mild solution to equation (4.57).

Proposition 4.2.11. Let assumptions 4.2.2–4.2.8 hold true, then the map G : [0, T ]×E2 →
L(Xt,x, E2), defined in equation (4.58), satisfies:

(i) for any u ∈ Xt,x the map G(·, ·)u : [0, T ]× E2 → E2, is measurable;
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(ii) for any t > 0, s ∈ [0, T ], X, Y ∈ E2, there exists a constant M > 0, such that

|T (t)G(s,X)|HS ≤Mt−
1
4 (1 + |X|E2) , (4.63)

|T (t)G(s,X)− T (t)G(s,Y)|HS ≤Mt−
1
4 |X−Y|E2 , (4.64)

|G(s,X)|L ≤M(1 + |X|E2) . (4.65)

Proof. Point (i) and (4.65) in point (ii), immediately follow from assumptions 4.2.8. To
prove the inequality (4.63) in point (ii), we proceed analogously as in the proof of Prop.
4.2.10. In particular, let {φk}k∈N, resp. {ek}nk=1, resp. {φ̃k}k∈N, resp. {ψk}k∈N, resp.
{ψ̃k}k∈N, be an orthonormal basis in X2, resp. in Rn, resp. a basis in Xt,x, resp. an
orthonormal basis in Z2 , resp. a basis in E2, and, for the sake of clarity, let us denote with
M > 0 different constants throughout what follows. Then, exploiting assumptions 4.2.8,
together with the particular form of G given in equation(4.58), we have

|T (t)G(s,X)|2HS =
∑
j,k∈N

〈
T (t)G(s,X)φ̃j , ψ̃k

〉
E2

=

=
∑
j,k∈N

〈
Ta(t)(σ1(s, u), σ2(s, du, η))φ̃j , φ̃k

〉2

Xt,x
+

+

n∑
j=1

∑
k∈N
〈Ttσ2(s, du, η)ej , ψk〉Z2 .

(4.66)

Since Ta is self-adjoint and by [BCM08, Prop. 10], we have that∑
j,k∈N

〈
Ta(t)(σ1(s, u), σ2(s, du, η))φ̃j , φ̃k

〉2

Xt,x
=

=
∑
j,k∈N

〈
(σ1(s, u), σ2(s, du))φ̃j , Ta(t)φ̃k

〉2

Xt,x
≤

≤ ‖(σ1(s, u), σ2(s, du))‖2L(Xt,x)|Ta(t)|2L2(Xt,x) ≤ |G(s,X)|2L(Xt,x;E2)|Ta(t)|2L2(Xt,x) ≤

≤Mt−
1
2 (1 + |X|2E2) .

(4.67)

Moreover, because Rn is finite dimensional and L2(Rn;Z2) = L(Rn;Z2), we immediately
have that the following holds

|T (t)G(s,X)|HS ≤Mt−
1
4 (1 + |X|E2) ,

and equation (4.63) is thus proved. Finally, the proof of the inequality (4.64) in (ii) proceeds
the same way as the latter one.

Summing up previous results, we are now in position to state the following

Theorem 4.2.12. Let assumptions 4.2.2–4.2.8 hold true, then there exists a unique mild
solution, in the sense of Definition 4.2.16, to equation (4.57).

Proof. The result follows by [DPZ96, Th. 5.3.1], see also [DPZ11], together with propositions
4.2.10 and 4.2.11.
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Existence and uniqueness for the non-linear equation

The present subsection is devoted to the generalisation of the existence and uniqueness of
a mild solution, see Th. 4.2.12, to the abstract formulation, see eq. (4.57), of the problem
stated by eq. (4.56). In particular we shall consider the addition of a non-linear Lipschitz
perturbation. The notation used in what follows is as in previous sections.

We will thus focus on the following non-linear stochastic dynamic boundary value prob-
lem



u̇j(t, x) =
(
cju
′
j

)′
(t, x) + fj(t, x, uj(t, x)) + gj(t, x, uj(t, x))Ẇ 1

j (t, x) ,

t ≥ 0 , x ∈ (0, 1) , j = 1, . . . ,m ,

uj(t, vα) = ul(t, vα) =: dα(t) , t ≥ 0 , l, j ∈ Γ(vi) , j = 1, . . . ,m ,

ḋα(t) = −
∑m
j=1 φjαu

′
j(t, vα) + bαdα(t) +

∫ 0
−r d

α(t+ θ)µ(dθ) + g̃α(t, dα(t), dαt )Ẇ 2
α(t, vα) ,

t ≥ 0 , α = 1, . . . , n ,

uj(0, x) = u0
j (x) , x ∈ (0, 1) , j = 1, . . . ,m ,

dα(0) = d0
α , α = 1, . . . , n ,

dα(θ) = η0
α(θ) , θ ∈ [−r, 0] , α = 1, . . . , n .

(4.68)

In what follows, besides assumptions 4.2.2 and 4.2.8 and in order to deal with functions fj
appearing in eq. (4.68), we also require the following

Hypothesis 4.2.13. The functions

fj : [0, T ]× [0, 1]× R→ R , j = 1, . . . ,m ,

are measurable mappings, bounded and uniformly Lipschitz continuous with respect to the
the third component, namely, for j = 1, . . . ,m, there exist positive constants Cj and Kj ,
such that, for any (t, x, y1) ∈ [0, T ]× [0, 1]×R and any (t, x, y2) ∈ [0, T ]× [0, 1]×R, it holds

|fj(t, x, y1)| ≤ Cj , |fj(t, x, y1)− fj(t, x, y2)| ≤ Kj |y1 − y2| .

Proceeding similarly to what is seen in Sec. 4.2.3, we reformulate equation (4.68) as an
abstract Cauchy problem as follows{

dX(t) = [AX(t) + F (t,X)] dt+G(t,X(t))dW (t) , t ≥ 0 ,

X(0) = X0 ∈ E2 ,
(4.69)

where F : [0, T ]× E2 → E2 , and such that

F (t,X) = (f(t, u), 0, 0)
T
, being X = (u, y, η) ∈ E2, (4.70)

with
(f(t, u)) (x) = (f1(t, x, u1(t, x)), . . . , fm(t, x, um(t, x)))

T
.

The following result provides the existence and uniqueness of a mild solution to equation
(4.69).

Theorem 4.2.14. Let assumptions 4.2.2, 4.2.8 and 4.2.13, hold true. Then, there exists a
unique mild solution, in the sense of the Definition 4.2.16, to equation (4.69).
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Proof. It is enough to show that the map F defined in equation (4.70) is Lipschitz continuous
on the Hilbert space E2. In fact, assumptions 4.2.13 implies that

|F (t,X)− F (t,Y)|E2 = |f(t, u)− f(t, v)|X2 ≤ K|u− v|X2 ≤ |X−Y|E2 , (4.71)

for any X = (u, y, η)T and any Y = (v, z, ζ)T ∈ E2. Then, exploiting equation (4.71), to-
gether with Proposition 4.2.11, the existence of a unique mild solution is a direct application
of [DPZ96, Th. 5.3.1], see also [DPZ11].

4.2.4 Application to stochastic optimal control
The present section is mainly devoted to the study and characterization of the stochastic
optimal control associated to a general non-linear system of the form{

dXz(t) = [AXz(t) + F (t,Xz) +G(t,Xz(t))R(t,Xz(t), z(t))] dt+G(t,Xz(t))dW (t) ,

Xz(t0) = X0 ∈ E2 ,
(4.72)

where, besides having used the notations defined along previous sections, we denote by z
the control, while we use the notation Xz, to indicate the explicit dependence of the process
X ∈ E2, from the control z. In what follows we exploit the results contained in [FT05], where
a general characterization of stochastic optimal control problem in infinite dimension is given
by mean of a forward-backward-SDE approach. Therefore, the control problem defined by
equation (4.72), is to be understood in the weak sense, see also, e.g., [DPZ11, FS06]. In
particular, we aim at finding a control z, within a given set of admissible controls, such that
it minimizes the following cost functional

J(t0,X0, z) = E
∫ T

t0

l (t,Xz(t), z(t)) dt+ Eϕ(Xz(T )) . (4.73)

As stated in [FT05], we first fix t0 ≥ 0 and X0 ∈ E2, then an Admissible Control System
(ACS) is given by

(
Ω,F , (Ft)t≥0 ,P, (W (t))t≥0 , z

)
, where

•
(

Ω,F , (Ft)t≥0 ,P
)
is a complete probability space, where the filtration (Ft)t≥0 satis-

fies the usual assumptions;

• (W (t))t≥0 is a Ft−adapted Wiener process taking values in E2;

• z is a process taking values in the space Z, predictable with respect to the filtration
(Ft)t≥0, and such that z(t) ∈ Z P−a.s., for almost any t ∈ [t0, T ], being Z a suitable
domain of Z.

To each ACS, we associate the mild solution Xz ∈ C([t0, T ];L2(Ω; E2)) to the abstract
equation (4.72). Consequently, we can introduce the functional cost

J(t0,X0, z) = E
∫ T

t0

l (t,Xz(t), z(t)) dt+ Eϕ(Xz(T )) , (4.74)

where the function l, resp. ϕ, denotes the running cost, resp. the terminal cost. Our goal
is to minimize the functional J over all admissible control system. If a minimizing ACS for
the functional J exits, then it is called optimal control.
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Throughout this section we will make use of the assumptions 4.2.2, 4.2.8, and 4.2.13,
moreover we will also assume the following
Hypothesis 4.2.15. (i) the map R : [0, T ]× E2 ×Z → E2 is measurable and it satisfies

|R(t,X, z)−R(t,X, z)|E2 ≤ CR(1 + |X|E2 + |Y|E2)m|X−Y|E2 ,
|R(t,X, z)|E2 ≤ CR ;

for some CR > 0 ;

(ii) the map l : [0, T ]× E2 ×Z → R ∪ {+∞} is measurable and it satisfies

|l(t,X, z)− l(t,X, z)| ≤ Cl(1 + |X|E2 + |Y|E2)m|X−Y|E2 ,
|l(t, 0, z)|E2 ≥ −C ,
inf
z∈Z

l(t, 0, z) ≤ Cl ;

for some C > 0 and Cl ≥ 0;

(iii) the map ϕ : E2 → R satisfies

|ϕ(X)− ϕ(Y)| ≤ Cϕ(1 + |X|E2 + |Y|E2)m|X−Y|E2 .

for some Cϕ > 0 and m ≥ 0.
Under assumptions 4.2.2, 4.2.8, 4.2.13, and 4.2.15, we can construct, see [FT05], an

ACS as follows. Let us arbitrarily chose the probability space
(

Ω,F , (Ft)t≥0 ,P
)
, and W as

above. Then, we consider the uncontrolled problem{
dX(t) = [AX(t) + F (t,X)] dt+G(t,X(t))dW (t) , t ≥ 0 ,

X(0) = X0 ∈ E2 .
(4.75)

Exploiting Theorem 4.2.14, we have that there exists a unique mild solution to equation
(4.75). Moreover, by the boundedness of R and applying the Girsanov theorem, we have
that, ∀ζ ∈ Z, there exists a probability measure Pζ , such that

W ζ(t) := W (t)−
∫ t∧T

t0∧t
R(s,X(s), ζ)ds ,

is a Wiener process. Consequently, ∀t ∈ [0, T ], and ∀(X,Y) ∈ E2 × E2, we define the
Hamiltonian function related to the aforementioned problem, as follows

ψ(t,X,Y) := − inf
z∈Z
{l(t,X, z) + YR(t,X, z)} ,

Γ(t,X,Y) := {z ∈ Z : ψ(t,X,Y) + l(t,X, z) + vR(t,X, z) = 0} ,
(4.76)

where we would underline that the set Γ(t,X, w) is a (possibly empty) subset of Z, while
the function ψ satisfies assumptions 4.2.15.

Within the present setting, we can apply [FT05, Th. 5.1] to write the Hamilton-Jacobi-
Bellman (HJB) equation asociated to the problem stated by (4.72) together with (4.74). In
particular, we have{

∂w(t,X)
∂t + Ltw(t,X) = ψ(t,X,∇w(t,X)G(t,X)) ,

w(T,X) = ϕ(X) ,
(4.77)
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where
Ltw(X) :=

1

2
Tr
[
G(t,X)G(t,X)∗∇2w(X)

]
+ 〈AX,∇w(X)〉E2 ,

is the infinitesimal generator of the equation (4.72), while Tr stands for the trace, and G∗
is the adjoint of G.

In what follows we exploit the following definition, see, e.g., [FT05, Def. 5.1].

Definition 4.2.16. A function u : [0, T ]×Xt,x → R is defined to be a mild solution in the
sense of generalized gradient, to equation (4.77) if the following hold:

(i) there exists C > 0 and m ≥ 0 such that for any t ∈ [0, T ] and any u, v ∈ Xt,x it holds

|w(t,X)− w(t,Y)| ≤ C(1 + |X|E2 + |Y|E2)m|X−Y|E2 ,
|w(t, 0)| ≤ C ;

(ii) for any 0 ≤ t ≤ T and X ∈ E2, we have that

w(t,X) = Pt,Tϕ(X)−
∫ T

t

Pt,sψ(s, ·, w(s, ·), ρ(s, ·))(X)ds ,

where ρ is an arbitrary element of the generalized directional gradient ∇Gw, as it has
been defined in [FT05], while Pt,T is the Markov semigroup generated by the forward
process (4.72).

Remark 4.2.17. We would like to underline that, following the approach developed in [FT05],
we do not need to require any differentiability properties for the function F , G and w. In
fact, the notion of gradient appearing in equation (4.77), is to be intend in a weak sense,
namely in terms of the generalized directional gradient. In fact, in [FT05] the authors show
that, if w is regular enough, then ∇w coincides with the standard notion of gradient. The
latter implies that, in the present case, the generalized directional gradient coincides with
the Fréchet derivative, resp. with the Gâteaux derivative, if we assume w to be Fréchet
differentiable, resp. to be Gâteaux differentiable.

In the light of Definition 4.2.16 and Remark 4.2.17, we have the following.

Proposition 4.2.18. Let us consider the optimal control problem defined by (4.72) and
(4.74), then the equation (4.77) provides the associated HJB problem. Moreover, if assump-
tions 4.2.2, 4.2.8, 4.2.13, and 4.2.15 hold true, then we have that the HJB equation (4.77)
admits a unique mild solution, in the sense of the definition 4.2.16.

Proof. The proof immediately follows exploiting [FT05, Th. 5.1].

As a direct consequence of Proposition 4.2.18, we provide a synthesis of the optimal
control problem, by the following

Theorem 4.2.19. Let assumptions 4.2.2, 4.2.8, 4.2.13, and 4.2.15 hold true. Let w be a
mild solution to the HJB equation (4.77), and chose ρ to be an element of the generalized
directional gradient ∇Gw. Then, for all ACS, we have that J(t0,X0, z) ≥ w(t0,X0), and
the equality holds if and only if the following feedback law is verified by z and uz

z(t) = Γ (t,Xz(t), G(t, ρ(t,Xz(t))) , P− a.s. for a.a. t ∈ [t0, T ] . (4.78)
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Moreover, if there exists a measurable function γ : [0, T ]× E2 × E2 → Z with

γ(t,X,Y) ∈ Γ(t,X,Y) , t ∈ [0, T ] , X , Y ∈ Xt,x ,

then there also exists, at least one ACS such that

z̄(t))γ(t,Xz(t), ρ(t,Xz(t))) , P− a.s. for a.a. t ∈ [t0, T ] .

Eventually, we have that Xz̄ is a mild solution to equation (4.72).

Proof. See [FT05, Th. 7.2].

Example 4.2.1 (The heat equation with controlled stochastic boundary conditions on a
graph). In what follows we model the heat equation over a finite graph G, considering local
controlled dynamic boundary conditions, we have a total of m nodes, and n0 = n nodes
equipped with dynamic boundary conditions. We also assume that there is not a noise
affecting the heat equation, whereas we assume the boundary condition to be perturbed
by an additive Wiener process. Summing up, by means of the notations introduced along
previous sections, we deal with the following system



u̇j(t, x) =
(
cju
′
i

)′
(t, x) , t ≥ 0 , x ∈ (0, 1) , j = 1, . . . ,m ,

uj(t, vα) = ul(t, vα) =: dα(t) , t ≥ 0 , l, j ∈ Γ(vi) , j = 1, . . . ,m ,

ḋα(t) = −
∑m
j=1 φα,jcj(vα)u′j(t, vα) + 1

T

∫ 0
−T d

α(t+ θ)dθ + g̃α(t)
(
z(t) + Ẇ 2

α(t)
)
,

t ≥ 0 , α = 1, . . . , n ,

uj(0, x) = u0
j (x) , x ∈ (0, 1) , j = 1, . . . ,m ,

dα(0) = d0
α , α = 1, . . . , n .

(4.79)

Then, we rewrite the system (4.79), as an abstract Cauchy problem on the Hilbert space
Xt,x, as follows{

dX(t)z = AXz(t)dt+G(t,Xz(t)) (Rz(t) + dW (t)) , t ∈ [t0, T ] ,

Xz(t0) = X0 ∈ E2 ,
(4.80)

where R : Rn → E2 is the immersion of the boundary space Rn into the product space E2. In
the present setting the control z takes values in Rn, while Z is a subset of Rn. Considering
a cost functional of the form (4.74), then Proposition 4.2.18 together with Theorem 4.2.20,
imply the existence of, at least, one ACS for the HJB equation (4.77) associated with the
stochastic control problem (4.80)-(4.74). Consequently, the synthesis of the optimal control
problem, reads as follows

Theorem 4.2.20. Let assumptions 4.2.2, 4.2.8, 4.2.13, and 4.2.15 hold true. Let w be a
mild solution to the HJB equation (4.77), and chose ρ to be an element of the generalized
directional gradient ∇Gw. Then, for all ACS, we have that J(t0,X0, z) ≥ w(t0,X0), and
the equality holds if and only of the following feedback law is verified by z and Xz

z(t) = Γ (t,Xz(t), G(t, ρ(t,Xz(t))) , P− a.s. for a.a. t ∈ [t0, T ] . (4.81)

Moreover, if there exists a measurable function γ : [0, T ]× E2 × E2 → Z with

γ(t,X,Y) ∈ Γ(t,X,Y) , t ∈ [0, T ] , X , Y ∈ E2 ,
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then there also exists at least one ACS, such that

z̄(t))γ(t,Xz(t), ρ(t,Xz(t))) , P− a.s. for a.a. t ∈ [t0, T ] .

Eventually, we have that Xz̄ is a mild solution to equation (4.72).
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5 | Small noise asymptotic expan-
sion

The present chapter is taken from [ASG16, CDP15e].

Abstract

In this chapter we study the small noise asymptotic expansions for certain classes
of local volatility models arising in finance. We provide explicit expressions
for the involved coefficients as well as accurate estimates on the remainders.
Moreover, we perform a detailed numerical analysis, with accuracy comparisons,
of the obtained results by mean of the standard Monte Carlo technique as well
as exploiting the polynomial Chaos Expansion approach.

We also present rigorous small noise expansion results for a Lévy perturbed
Vasicek model. Estimates for the remainders as well as an application to ZCB
pricing are also provided.

5.1 Asymptotic expansion for some local volatility mod-
els arising in finance

In the present paper we shall provide small noise asymptotic expansions for some local
volatility models (LVMs) arising in finance. Our approach is based on the rigorous results on
asymptotic expansions for solutions of finite dimensional SDE’s obtained in [AS15] (following
the approach proposed in [Gar85, Sec.6.2]); extensions to a class of SPDE’s and infinite
dimensional SDE’s were presented in [ADPM11, ADPMS14a, ADPMS14b]. In particular
we consider underlyings whose behaviour is characterized by a stochastic volatility term of
small amplitude ε with respect to which we perform a formal, based on [Gar85, Sec. 6.2],
resp. an asymptotic, based on [AS15], expansion. The latter implies that the equation
characterizing the particular LVM of interest is approximated by a finite recursive system of
a numberN of linear equations with random coefficients. We then exploit the solutions of the
latter system to provide a formal, resp. an asymptotic, approximation of smooth functions
of the original solution for the particular LVM of interest. In a similar way we derive the
corresponding approximation for the expected value of the related option price in the risk
neutral setting. Errors estimates and explicit expressions for the involved approximations
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are also provided for some specific cases, together with a detailed numerical analysis.
We would like to recall that LVMs are commonly used to analyse options markets where

the underlying volatility strongly depends on the level of the underlying itself. Let us
mention that although time-homogeneous local volatilities are supposedly inconsistent with
the dynamics of the equity index implied volatility surface, see, e.g., [MH14], some authors,
see, e.g., [Cré04], claim that such models provide the best average hedge for equity index
options.

Let us also note that, particularly during recent years, different asymptotic expansions
approaches to other particular problems in mathematical finance have been developed,
see, e.g., [AL13, BGM09, CDP15e, FPS00, FT12, GHL+12, Gul12, Lüt04, TMH80, UY04,
Yos03], see also [AHK12, IPW+09, PR+05] for applications to other areas.

Eventually we shall provide rigorous small noise expansion results for the Lévy perturbed
Vasicek model. Our analysis is based on [AS15], in the setting proposed in [Gar85, Sec.6.2].
Let us underline that during recent years a wide range of small noise expansion techniques
have been developed, particularly with respect to the so called Loval Volatility Models
(LVMs), see, e.g., [AL13, FPS00, Lüt04, UY04]. LVMs are commonly used to analyse options
markets where the underlying volatility strongly depends on the level of the underlying itself,
therefore LVMs are also widely accepted as tools to model interest-rate derivatives as is the
case for the Vasicek model. The paper is organized as follows: in Sect. 5.2 the we present
the approach developed in [AS15] is presented and then applied,

The present paper is organized as follows: in Sect. 5.2 the basic general asymptotic
expansions approach, based on [AS15] is presented. Then, in Sec. 5.4 we apply the aore-
mentioned results to important examples in financial mathematics. In particular in Sec. 5.4
we study a perturbation up to the first order around the Black-Scholes model as well as a
correction with jumps for the case of a generic smooth volatility function f . We then give
more detailed results for the case of an exponential volatility function f ,in 5.3.1 with Brown-
ian motion driving, in 5.3.2 with an additional jump term. In 5.3.3 we shall present detailed
corresponding results for the case of a polynomial volatility function f , in 5.3.4 we treat the
case of corrections for f being a polynomial and the noise containing jumps. In Sect. 5.3.5
we apply the results of Sect. 5.4 to provide corrections up to first order of European call
options in Black-Scholes models, with stochastic interest rate keeping Brownian motion as
a driving process. Corresponding results for the case where an additional Poisson driving
process is added are presented in 5.3.5, also in Sect. 5.4, to provide order corrections to
both the Vasicek model and its zero coupon bond price. To validate the expansion we have
performed, we present their numerical implementations obtained by exploiting the Polyno-
mial Chaos Expansion approach, see the Appendix, as well as the standard Monte Carlo
technique, also providing a detailed comparison between the twos in terms of accuracy.

5.2 The asymptotic expansion

5.2.1 The general setting

Let us consider the following stochastic differential equation (SDE), indexed by a parameter
ε ≥ 0 {

dXε
t = µε (Xε

t ) dt+ σε (Xε
t ) dLt ,

Xε (0) = xε0 ∈ R, t ∈ [0,∞)
; (5.1)
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where Lt, t ∈ [0,∞), is a Lévy process of jump diffusion type, subject to some restrictions
which will be specified later on and µε : Rd → R, σε : Rd → Rd×d are Borel measurable
functions for any ε ≥ 0 satisfying some additional technical conditions in order to have
existence and uniqueness of strong solutions of (5.1), e.g., locally Lipschitz and sublinear
growth at infinity, see, e.g., [App09, Lud73, MR15a, GS79, IPW+09, Sch04]. If the Lévy
process Lt has a jump component, then Xε

t in eq. (5.1) has to be understood as Xε
t− :=

lims↑tX
ε
s , see, e.g., [MR15a] for details.

Hypothesis 5.2.1. Let us assume that:

(i) µε, σε ∈ Ck+1(R) in the space variable, for any fixed value ε ≥ 0 and for all k ∈ N0 :=
N ∪ {0};

(ii) the maps ε 7→ αε(x), where α = µ, σ, are in CM (I) in ε, for some M ∈ N, for every
fixed x ∈ R and where I := [0, ε0], ε0 > 0.

Our goal is to show that under hypothesis 5.2.1 and some further conditions on µε and
σε (needed for the construction of the coefficients Xi

t , i = 0, 1, . . . , N appearing in (5.2) to
be discussed below), a solution Xε

t of equation (5.1) can be represented as a power series
with respect to the parameter ε, namely

Xε
t = X0

t + εX1
t + ε2X2

t + · · ·+ εNXN
t +RN (t, ε) , (5.2)

whereXi : [0,∞)→ R, i = 0, . . . , N , are continuous functions, while |RN (t, ε)| ≤ CN (t)εN+1,
∀N ∈ N and ε ≥ 0, for some CN (t) independent of ε, but in general dependent of random-
ness, through X0

t , X
1
t , . . . , X

N
t . The functions Xi

t are determined recursively as solutions of
random differential equations in terms of the Xj

t , j ≤ i− 1, ∀i ∈ {1, . . . , N}.
Before giving the proof of the validity of the expression in eq. (5.2), let us recall the

following result, see, e.g. [GM10].

Lemma 5.2.2. Let f be a real (resp. complex) valued function in CM+1 (B(x0, r)), r > 0,
x0 ∈ R for some M ∈ N0, where (B(x0, r) denotes the ball of center x0 and radius r.

Then for any x ∈ B(x0, r) the following Taylor expansion formula holds

f(x) =

M∑
p=0

Dpf(x0)

p!
(x− x0)p +RM

(
DM+1f(x0, x)

)
,

with Dpf(x0) := Dpf(x)|x=x0
the p−th derivative at x0 and

RM

(
f (M+1)(x0, x)

)
:=

(M + 1)(x− x0)M+1

(M + 1)!

∫ 1

0

(1− s)MDM+1f(x0 + s(x− x0))ds .

Moreover setting

CM (x0, x) :=
M + 1

(M + 1)!

∫ 1

0

(1− s)MDM+1f(x0 + s(x− x0))ds ,

we have

|CM (x0, x)| ≤ M + 1

(M + 1)!

∫ 1

0

(1− s)M sup
x∈B(x0,r)

|DM+1f(x0 + s(x− x0))|ds =: C̃M (x0) < +∞

(5.3)
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and also

|RM
(
f (M+1)(x0, x)

)
| ≤ |CM (x0)||x− x0|M+1 ≤ C̃M (x0)|x− x0|M+1 , M ∈ N0 .

With previous lemma in mind, let us then consider a function f : R+ × R → R, and
fε(x) := f(ε, x), ε ≥ 0, x ∈ R. If we then suppose that for any fixed x ∈ R, f is of class
CK+1(I) in ε for some K ∈ N0, I = [0, ε0], ε0 > 0, we can write the Taylor expansion of f
around ε = 0, w.r.t. ε ∈ I for any fixed x ∈ R, as follows

fε(x) =

K∑
j=0

fj(x)εj +RfεK (ε, x) , (5.4)

where fj is the j−th coefficient in the expansion provided by Lemma 5.2.2, while supx |R
fε
K (ε, x)| ≤

CK,f ε
K+1 for some CK,f > 0, independent of ε. Assume in addition that x 7→ fj(x) are

in CM+1, j = 0, . . . ,K, for some M ∈ N0, then, applying Lemma 5.2.2 to the function fj
around x = x0, we obtain

fε(x) =

K∑
j=0

εj

[
M∑
γ=0

Dγfj(x0)

γ!
(x− x0)γ +RM (f

(M+1)
j (x0, x))

]
+RfεK (ε, x) , (5.5)

with RM (f
(M+1)
j (x0, x)) estimated as in Lemma 5.2.2 (with fj replacing f) and R

fε
K (ε, x) as

in (5.4).
Let us now take x = x(ε) assuming ε 7→ x(ε) in CN+1, with 0 ≤ ε ≤ ε0, 0 < ε0 < 1 and

x(0) = x0 ∈ R. Then by Lemma 5.2.2

x(ε) =

N∑
j=0

εjxj +RxN (ε), N ∈ N0, xj ∈ R, j = 0, 1, . . . , N , (5.6)

with f replaced by x, M replaced by N , x by ε, x0 by 0, DM+1(f(·)) by f (M+1)(·) and
RM (f (M+1)(x0, x)) by RxN (ε). In particular

|RxN (ε)| ≤ C̃N (0)εN+1 , (5.7)

with C̃N (0)εN+1 independent of ε.
Plugging (5.6) into (5.5) we get

fε(x(ε)) =

K∑
j=0

εj

[
M∑
γ=0

Dγfj(x0)

γ!
(x(ε)− x0)

γ
+RM

(
f

(M+1)
j (x0, x(ε))

)]
+RfεK (ε, x(ε)) =

=

K∑
j=0

εj

∑
γ≤M

Dγfj(x0)

γ!

(
N∑
k=1

εkxk +RxN (ε)

)γ
+RM

(
f

(M+1)
j (x0, x(ε))

)
+RfεK (ε, x(ε)) .

(5.8)

The estimates on RM , RfεK and RxN have been given above in Lemma 5.2.2, resp. after (5.4),
resp. (5.7).
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By Newton’s formula we have that, ∀ γ ∈ N0, the following holds N∑
j=1

εjxj +RxN (ε)

γ

=

γ∑
∗

γ!

γ1! . . . γN+1!
εγ1+2γ2+···+NγNxγ11 . . . xγNN (RxN (ε))γN+1 , (5.9)

where we have used the notation
γ∑
∗

=

γ∑
γ1,...,γN+1=0

γ1+2γ2+···+NγN+γN+1=γ

;

hence using (5.9) to rewrite (5.8) we obtain the following.

Lemma 5.2.3. If, for 0 ≤ ε < ε0, ε 7→ x(ε) is in CN+1(I), I = [0, ε0], and ε 7→ fε(y) is
CK+1(R) in ε ∈ I and for any y ∈ R, y 7→ fε(y) is in CM+1, the following expansion in
powers of ε holds:

fε(x(ε)) =

K∑
j=0

εj

[
M∑
γ=0

Dγfj(x0)

γ!

γ∑
∗

γ!

γ1! . . . γN+1!
εγ1+2γ2+···+NγNxγ11 . . . xγNN (RxN (ε))γN+1

+ RM

(
f

(M+1)
j (x0, x(ε))

)]
+RfεK (ε, x(ε)) ,

(5.10)

The estimates for the remainders are as follow

|RxN (ε)| ≤ C̃N (0)εN+1 ,

RM

(
f

(M+1)
j (x0, x(ε))

)
≤ C̃M (x0)|x− x0|M+1 ,

sup
x, ε
|RfεK (ε, x)| ≤ CK,f ,

with C̃N (0), C̃M (x0) and CK,f independent of ε.

Taking eq. (5.10) into account, we can group all the terms with the same power k ∈ N0

of ε. Calling [fε(x(ε))]k the coefficient of εk, and using k = j + γ with j = 0, . . . ,K,
γ1 + 2γ2 + · · ·+NγN = γ with γ = 0, . . . ,M , we have the following, see, [AS15].

Proposition 5.2.4. Let x(ε) be as in (5.6) let fε as in (5.4) with fj ∈ CM+1, j = 0, . . . ,K.
Then

fε(x(ε)) =

K+M∑
k=0

εk [fε(x(ε))]k +RK+M (ε) ,

with |RK+M (ε)| ≤ CK+M ε
K+M+1, for some constant CK+M ≥ 0, independent of ε, 0 ≤ ε ≤

ε0, and coefficients [fε(x(ε))]k defined by

[fε(x(ε))]0 = f0(x0);

[fε(x(ε))]1 = Df0(x0)x1 + f1(x0);

[fε(x(ε))]2 = Df0(x0)x2 +
1

2
D2f0(x0)x2

1 +Df1(x0)x1 + f2(x0);

[fε(x(ε))]3 = Df0(x0)x3 +
1

6
D3f0(x0)x3

1 +Df1(x0)x2 +Df2(x0)x1 +D2f1(x0)x2
1 + f3(x0).
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The general case has the following form

[fε(x(ε))]k = Df0(x0)xk+
1

k!
Dkf0(x0)xk1 +fk(x0)+Bfk (x0, x1, . . . , xk−1) , k = 1, . . . ,K+M

(5.11)
where Bfk is a real function depending on (x0, x1, . . . , xk−1) only.

5.2.2 The asymptotic character of the expansion of the solution Xε
t

of the SDE in powers of ε
Theorem 5.2.5. Let us assume that the coefficients αε, α = µ, σ, of the stochastic differ-
ential equation (5.1) are in CKα(I) as functions of ε, ε ∈ I = [0, ε0], ε0 > 0, and in CMα(R)
as functions of x. Let us also assume that αε are such that there exists a solution Xε

t in
the probabilistic strong, resp. weak sense of (5.1) and that the recursive system of random
differential equations

dXj
t = [µε (Xε

t )]j dt+ [σε (Xε
t )]j dLt, j = 0, 1, . . . , N, t ≥ 0 ,

has a unique solution.
Then there exists a sequence εn ∈ (0, ε0], ε0 > 0, εn ↓ 0 as n→∞ such that Xεn

t has an
asymptotic expansion in powers of εn, up to order N , in the following sense:

Xεn
t = X0

t + εnX
1
t + · · ·+ εNn X

N
t +RN (εn, t) ,

with

st-limεn↓0
sups∈[0,t] |RN (εn, s)|

εN+1
n

≤ CN+1 ,

for some deterministic CN+1 ≥ 0, independent of ε ∈ I, where st− lim stands for the limit
in probability.

Proof. We proceed by slightly modifying the proof in [AS15] since we have to take care of
the presence of the explicit dependence on ε of the drift coefficient.

We shall use the fact that

TN (ε, t) :=

[
Xε
t −

∑N
j=0 ε

jXj
t

]
εN+1

, ε ∈ (0, ε0] ,

satisfies a random differential equation of the form

εN+1dTN (ε, t) = Aµ
ε

N+1

(
X0
t , . . . , X

N
t , R

N (t, ε)
)
dt+Aσ

ε

N+1

(
X0
t , . . . , X

N
t , R

N (t, ε)
)
dLt ,

with coefficients Aα
ε

N+1, α = µ, σ given by

Aα
ε

N+1 (y0, y1, . . . , yN , y) =

αε
 N∑
j=0

εjyj + εN+1y

− N∑
j=0

εjαj(y0, y1, . . . , yN )

 ,

with αj , j = 0, 1, . . . , N the expansion coefficients of αε in powers of ε ∈ I.
By Taylor’s theorem one proves

1

εN+1
sup
s∈[0,t]

|Aα
ε

N+1

(
X0
s , . . . , X

N
s , R

N
s (ε)

)
| ≤ CN+1, ε ∈ (0, ε0] ,
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for some CN+1 ≥ 0, independent of ε, 0 ≤ ε ≤ ε0.
From this one deduces that one can find a sequence εn → 0 as n→∞ s.t.

st-lim εn↓0
n→∞

1

εN+1
n

sup
s∈[0,t]

|Aα
εn

N+1

(
X0
s , . . . , X

N
s , R

N
s (εn)

)
|

exists and it is bounded by CN+1.
Under some assumptions on µε, σε and L it follows then from a theorem by Skorohod,

on the continuous dependence of solutions of SDE’s on the coefficients, see, e.g. [GS79], that

st-lim εn↓0
n→∞

sup
s∈[0,t]

|TN (εn, s)|

exists and it is bounded by CN+1, which proves the result.
See [AS15] for more details.

Remark 5.2.6. It can be seen that in general the k−th equation for Xk
t in Th. 5.2.5

is a nonhomogeneous linear equation in Xk
t , but with random coefficients depending on

X0
t , . . . , X

k−1
t and with a random inhomogeneity depending on Xk

t . Thus it has the general
form

dXk
t =fk

(
X0
t , . . . , X

k−1
t

)
Xk
t dt+ gk

(
X0
t , . . . , X

k−1
t

)
dt

+ g̃k
(
X0
t

)
dLt + hk

(
X0
t , . . . , X

k−1
t

)
Xk
t dLt ,

(5.12)

for some continuous functions fk, gk, g̃k and hk.

Let us now look at particular cases.

Example 5.2.1. Let µε = (a + εb)x and σε = (σ0 + εσ1)x with a, b, σ0 and σ1 some real
constants. Applying Proposition 5.2.4 we get

X0
t = x0 +

∫ t

0

aX0
sds+

∫ t

0

σ0X
0
sdLs ,

X1
t =

∫ t

0

aX1
sds+

∫ t

0

bX0
sds+

∫ t

0

σ1X
0
sdLt +

∫ t

0

σ0X
1
sdLt ,

Xk
t =

∫ t

0

aXk
s ds+

∫ t

0

bXk−1
s ds+

∫ t

0

σ1X
k−1
s dLs +

∫ t

0

σ0X
k
t dLt, k ≥ 2 .

(5.13)

If we consider the special case of µε(x) = ax+ b, independent of ε, σε(x) = cx+ εd̃x, for
some real constants a, b, c and d̃, independent of ε, and where the Lévy process is taken to
be a standard Brownian motion, Lt = Wt, then by eq. (5.11) we have that Xk

t satisfies a
linear equation with constant coefficients for any k ∈ N, thus applying standard results, see,
e.g., [Lud73, Gar88], an explicit solution for Xk

t can be retrieved.
Let us describe this in the case where we have a set of K coupled linear stochastic

equations with random coefficients of the form{
dXk

t =
[
Ak(t)Xk

t + fk(t)
]
dt+

[
Bk(t)Xk

t + g(t)
]
dWt,

Xk
0 = xk0 ∈ R, t ≥ 0

(5.14)
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where, for any k = 1, . . . ,K, all the functions Ak, Bk, fk and g are assumed to be Lipschitz
and with at most linear growth. A solution of equation (5.14) is then given by

Xk
t =

K∑
k=0

Φk(t)

[∫ t

0

Φ−1
k (s)

(
fk(s)−Bk(s)gk(s)

)
ds+

∫ t

0

Φ−1
k (s)gk(s)dWs

]
(5.15)

where Φk(t) is the fundamental K ×K matrix solution of the corresponding homogeneous
equation, i.e. it is the solution of the problem{

dΦk(t) = Ak(t)Φk(t)dt+Bk(t)Φk(t)dWt,

Φk(0) = I, t ≥ 0 ,
, (5.16)

being I the unit K ×K matrix.
Remark 5.2.7. In the case where K = 1 we have that Φ reduces to a scalar and is given by

Φ(t) = exp

{∫ t

0

(
A(s)− 1

2
B2(s)

)
ds+

∫ t

0

B(s)dWs

}
.

Still in the case K = 1 but with a more general noise, i.e. Wt in eq. (5.14) replaced by a
Lévy process composed by a Brownian motion plus Wt a jump component expressed by Ñ ,
eq. (5.16) is replaced by{

dΦ(t) = A(t)Φ(t)dt+B(t)Φ(t)dWt +
∫
R0

Φ(t−)C(t, x)Ñ(dt, dx) ,

Φ(0) = I, t ≥ 0
. (5.17)

with A, B and C Lipschitz and with at most linear growth, and where Ñ(dt, dx) is a
Poisson compensated random measure to be understood in the following sense: Ñ(t, A) :=
N(t, A)−tν(A) for all A ∈ B(R0), 0 6∈ Ā, with Ā the closure of A, N being a Poisson random
measure on R+×R0 and ν(A) := E(N(1, A), while R0 := R\{0} and

∫
R0

(|x|2∧1)ν(dx) <∞,
ν is the Lévy measure to Ñ , see, e.g. [App09, IPW+09, MR15a].

Denoting then eq. (5.17) for short as

dΦ(t) = Φ(t−)dX(t) , (5.18)

with
dX(t) = A(t)dt+B(t)dWt +

∫
R0

C(t, x)Ñ(dt, dx) ,

we have then that the solution to eq. (5.18) is explicitly given by

Φ(t) = exp

{
1 +

∫ t

0

(
A(s)− 1

2
B2(s)

)
ds+

∫ t

0

B(s)dWs

+

∫
R0

C(s, x)Ñ(ds, dx)

} ∏
0<s≤t

(1 + ∆Xs) e
−∆Xs ,

(5.19)

where ∆X(s) := Xs − Xs− is the jump at time s ∈ (0, t]. The stochastic process (5.19)
is called Doléans-Dade exponential (or stochastic exponential) and it is usually denoted by
Φ(t) = E(Xt). The Doléans-Dade exponential has a wide use in finance since it is the natural
extension to the Lévy case of the standard geometric Brownian motion, see, e.g., [Lud73,
Gar85] for a more extensive treatment of the fundamental solution of the homogeneous
equation for system of linear SDE’s and [App09] for more details on the Doléans-Dade
exponential.
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5.3 Corrections around the Black-Scholes price (with Brow-
nian, resp. Brownian plus jumps)

We shall study an asset Sεt evolving according to the particular stochastic differential equa-
tion (SDE) governing the Black-Scholes (BS) model, with the possible addition of some
driving term determined by a compound Poisson process, see, e.g. [BS73, Sch04], resp.
[BGM09, Mer76]. Our aim is to apply the theory developed in Sec. 5.2 in order to give
corrections around the price given by the BS model for an option with terminal payoff Φ
written on the underlying Sεt (Φ is a given real valued function assumed here to be suffi-
ciently smooth). In particular, if we consider the return process defined as Xε

t := logSεt (Sεt
being supposed to be strictly positive, at least almost surely) we have that the price P (t, T )
at time t of the option with final payoff Φ with maturity time T , 0 ≤ t ≤ T , is given by

P (t, T ) = EQ
[
er(T−t)Φ(XT )

∣∣∣Ft] , (5.20)

where Q is a relevant equivalent martingale measure, called in financial application risk-
neutral measure, EQ [·|·] the corresponding conditional expectation given the σ−algebra Ft
at time t associated with the underlying Brownian motion, r > 0 is the constant interest
rate. We refer to, e.g., [BS73, DF01, CIJR85, Fil01, KK99, Sch04] for a general introduction
to option pricing.

From Theorem 5.2.5 and using Lemma 5.2.3 we deduce that Φ(Xε
t ) has an asymptotic

expansion in powers of ε ∈ [0, ε0), ε0 > 0, in the sense of Theorem 5.2.5, of the form

Φ(Xε
t ) =

H∑
k=0

εk [Φ(Xε
t )]k +RH(ε, t) , (5.21)

with
sup
s∈[0,t]

|RH(ε, s)| ≤ CH+1(t)εH+1 ,

for any H ∈ N and the coefficients can be computed from the expansions coefficients of Xε
t ,

as discussed in section 5.2.
More concretely we will deal with two particular cases. In the first case we have an asset

Sε evolving according to a geometric Brownian motion with a small perturbation in the
diffusion. Namely the asset evolves, in a risk neutral setting, according to{

dSεt = Sεt
[
(σ0 + εσ1f̄(Sεt ))dWt

]
,

s0 = s0 , t ≥ 0 ,
, (5.22)

where σ0 6= 0 and σ1 are real constants, s0 > 0, and Wt is a Q Brownian motion adapted to
the filtration (Ft)t, f̄(Sεt ) := f(Xε

t ) with f a given smooth function on R. In particular the
existence and uniqueness of a strong solution to equation (5.22) follows under the general
assumption of f̄ ∈ C1 from [McK69, Problem 3.3.2]. We have assumed σ0 and σ1 to be time
independent for the sake of simplicity. The generalization to time dependent functions is an
immediate generalization with no complication in the results developed in what follows.

Suppose, for all t ≥ 0, Sεt > 0 a.s. (which is the case if ε is sufficiently small). Applying
Itô’s lemma to Xε

t := logSεt , we end up with the following evolution for Xε
t , the return of
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the asset price

Xε
t = x0 −

∫ t

0

[
σ2

0

2
+ εσ0σ1f(Xε

s) + ε2
σ2

1f(Xε
s)

2

2

]
ds+

∫ t

0

[σ0 + εσ1f(Xε
s)] dWs , (5.23)

where we have set x0 := logs0.
Applying the results obtained in Sec. 5.2 and expanding eq. (5.23) to the second order

in ε we get

X0
t = x0 −

σ2
0

2
t+ σ0Wt, with law N

(
x0 + µt, σ2

0t
)
,

X1
t = −

∫ t

0

σ0σ1f(X0
s )ds+

∫ t

0

σ1f
(
X0
s

)
dWs,

X2
t = −

∫ t

0

(
σ2

1f(X0
s )2

2
+ 2σ0σ1f

′ (X0
s

)
X1
s

)
ds+

∫ t

0

σ1f
′ (X0

s

)
X1
sdWs ,

(5.24)

where N
(
−σ

2
0

2 t, σ
2
0t
)
denotes the Gaussian distribution of mean µt and variance σ2

0t, f ′ the
derivative of f .

The second model we will deal with, following [Mer76, BGM09], is the previous one with
an addition of a small compound Poisson process

Zt =

Nt∑
i=1

Ji ,

with Nt a standard Poisson process with intensity λ > 0 and (Ji)i=1,...,Nt being independent
normally distributed random variables, namely such that

Ji has law N (γ, δ2) .

We thus have that the Lévy measure ν(dz) of Z reads as

ν(dz) =
λ√
2πδ

e−
(z−γ)2

2δ2 dz , z ∈ R ,

and the cumulant function of Z is

κ(ζ) = λ

(
eγζ+

δ2ζ2

2 − 1

)
.

In particular we assume the asset Sε to evolve according to a geometric Lévy process with
a small perturbation in the diffusion. Namely the asset evolves, in a risk neutral setting,
according to {

dSεt = Sεt

[
(σ0 + εσ1f̄(Sεt ))dWt + ε

∑Nt
i=1 Ji

]
,

Sε0 = s0 > 0 , t ≥ 0 ,
. (5.25)

Again the existence and uniqueness of a strong solution to equation (5.25) can be obtained
with arguments similar to the ones used in [McK69, Problem 3.3.2] together with the prop-
erties of

∑Nt
i=1 Ji.
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Proceeding as above, and applying Itô’s lemma to Xε
t := logSεt , we have that the log-

return process Xε
t evolves according to

Xε
t =x0 −

∫ t

0

[
σ2

0

2
+ εσ0σ1f(Xε

s) + ε2
σ2

1f(Xε
s)

2

2

]
ds+ ελt

(
eγ+ δ2

2 − 1
)

+

∫ t

0

(σ0 + εσ1f (Xε
s)) dWs + ε

Nt∑
i=1

Ji ,

(5.26)

for ε ∈ I = [0, ε0], ε0 > 0.
In the present case it is more tricky to deal with the risk neutral probability measure Q.

Under suitable assumptions on the coefficients and noise one can assure the existence (but
not necessarily the uniqueness) of an equivalent probability measure Q. We will assume the
process (5.26) to evolve under a risk-neutral measure Q, see, e.g. [App09].

In particular we will use two specific forms for the function f , that is an exponential
function and a polynomial function. The former is of special interest for its general appli-
cation to integral transforms, such as Fourier or Laplace transforms, see, e.g. Section 5.3.1,
Remark 5.3.2. The latter mimics a polynomial volatility process (these type of processes
have been widely used in finance since they can be easily implemented, see, e.g. [CFR13]
and reference therein).

5.3.1 A correction given by an exponential function

Let us consider the first model described by equations (5.23) and (5.24), i.e. an asset Sε
evolving according to a geometric Brownian motion under the unique risk neutral probability
measure Q, recalling that Xε

t = logSεt . Let us first look at the particular case f(x) = eαx,
for some α ∈ R. We take into account the particular case of an exponential function due to
the fact that it can be easily extended to the much more general case where the function f
can be written as a Fourier transform or a Laplace transform of some bounded measure on
the real line, as it will be further discussed in Rem. 5.3.2 below. We then get the following
proposition.

Proposition 5.3.1. Let us consider the SDE (5.23) in the particular case where f(x) = eαx,
for some α ∈ R0, σ0 ∈ R0.

Then the following expansion Xε
t = X0

t +εX1
t +ε2X2

t +R2(ε, t) holds, where the coefficients
are given by

X0
t = x0 + µt+ σ0Wt, with law N

(
x0 + µt, σ2

0t
)

;

X1
t =

∫ t

0

Kαe
αX0

s ds+
σ1

ασ0

(
eαX

0
t − 1

)
;

X2
t = C1

α

∫ t

0

e2αX0
s ds+ C2

αe
αX0

t

∫ t

0

eαX
0
s ds+ C3

α

∫ t

0

eαX
0
s ds

+ C4
α

∫ t

0

eαX
0
s

∫ s

0

eαX
0
r drds+ C5

αe
2αX0

t + C6
αe
αX0

t + C7
α ,

(5.27)
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with

Kα := −σ1(
µ

σ0
+
ασ0

2
+ σ0) , C1

α :=− σ2
1

(
5

2
+

µ

σ2
0

+ α+
Kα

σ0σ1

)
, C2

α := Kα
σ1

σ0
,

C3
α := σ2

1(
µ

σ2
0

+
α

2
+ 2) , C4

α :=−Kασ1α

(
2σ0 +

µ

σ0
+
ασ0

2

)
,

C5
α :=

σ2
1

2ασ2
0

, C6
α :=− σ2

1

ασ2
0

, C7
α :=

σ2
1

2ασ2
0

, µ = −σ
2
0

2
.

Furthermore R2(ε, t) satisfies the bound

st-limεn↓0
sups∈[0,t] |R2(ε, s)

ε3n
| ≤ C3 ,

for some subsequence εn ↓ 0 and with some constant C3 ≥ 0.

Proof. The proof consists in a repeated application of the Itô formula and the stochastic
Fubini theorem.

In fact substituting f(x) = eαx into system (5.24) we immediately obtain

X0
t = x0µt+ σ0Wt, with law N

(
x0 + µt, σ2

0t
)

;

X1
t = −

∫ t

0

σ0σ1e
αX0

s ds+

∫ t

0

σ1e
αX0

s dWs;

X2
t = −

∫ t

0

(
σ2

1

2
e2αX0

s + 2σ0σ1αe
αX0

sX1
s

)
ds+

∫ t

0

σ1αe
αX0

sX1
sdWs.

(5.28)

To compute X1
t we apply Itô’s lemma to the function g(X0

t ) = eαX
0
t to get

eαX
0
t = 1 +

∫ t

0

(eαX
0
sαµ+

α2

2
σ2

0e
αX0

s )ds+

∫ t

0

eαX
0
sασ0dWs . (5.29)

Expressing the latter integral involving dWs by the other terms in eq. (5.29) and sub-
stituting it in the stochastic integral of X1

t in the system (5.28) we get the result for X1
t in

eq. (5.27).
In order to derive the expression for X2

t we use again Itô’s lemma, in particular eq.
(5.29), getting from (5.28)

X2
t = −

∫ t

0

(
σ2

1

2
e2αX0

s + 2σ0σ1αe
αX0

sX1
s

)
ds+

∫ t

0

ασ1e
αX0

sX1
sdWs =

−
∫ t

0

σ2
1(2α+

1

2
)e2αX0

s ds+

∫ t

0

2ασ2
1e
αX0

s ds−
∫ t

0

∫ s

0

2Kασ1σ0αe
αX0

s eαX
0
r drds

+

∫ t

0

σ2
1α

σ0
e2αX0

s dWs︸ ︷︷ ︸
(1)

−
∫ t

0

ασ2
1

σ0
eαX

0
s dWs︸ ︷︷ ︸

(2)

+

∫ t

0

Kαασ1e
αX0

s

∫ s

0

eαX
0
r drdWs︸ ︷︷ ︸

(3)

.

For the terms (1) and (2) we use eq. (5.29), resp. Itô’s lemma applied to the function
g(X0

t ) = e2αX0
t , as before to replace the stochastic integral by an integral against Lebesgue
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measure. In order to treat the term (3) we use the stochastic Fubini theorem, see, e.g. Th.
6.2 in [Fil01], to get

(3) =
Kασ1

σ0

∫ t

0

∫ s

0

ασ0e
αX0

s eαX
0
r drdWs =

Kασ1

σ0

∫ t

0

eαX
0
r

∫ t

r

ασ0e
αX0

s dWsdr .

Using the expression for the integral in dWs coming from (5.29) we then get

(3) =
Kασ1

σ0

∫ t

0

eαX
0
r

∫ t

r

ασ0e
αX0

s dWsdr =

=
Kασ1

σ0
eαX

0
t

∫ t

0

eαX
0
s ds− Kασ1

σ0

∫ t

0

e2αX0
s ds− Kασ1

σ0
(αµ+

α2σ2
0

2
)×

×
∫ t

0

∫ s

0

eαX
0
s eαX

0
r drds .

Substituting now everything into the original system (5.28), rearranging and grouping
the integrals of the same type we get the desired result in (5.27).

The estimate on the remainder is a consequence of Theorem 5.2.5.

Remark 5.3.2. The particular choice of f(x) = eαx can easily be extended to any real
function which can be written as a Fourier transform, resp. Laplace transform, f(x) =∫
R0
eixyλ(dα), resp. f(x) =

∫
R0
eαxλ(dα), of some positive measure λ on R0 (e.g. a sym-

metric probability measure) resp. which has finite Laplace transform. Formula (5.27) holds
with Kαe

αX0
τ replaced by

∫
R0
Kαe

iαX0
τλ(dα), resp.

∫
R0
Kαe

αX0
τλ(dα), which are finite if,

e.g.
∫
R0
|Kα|λ(dα) <∞, resp. λ has, e.g., compact support. In fact eq. (5.29) gets replaced

by ∫
R0

eαX
0
t λ(dα) =1 +

∫
R

[∫ t

0

(
eαX

0
sαµ+

α2

2
σ2

0e
αX0

s

)
ds

]
λ(dα)

+

∫
R

[∫ t

0

eαX
0
sασ0dWs

]
λ(dα) .

(5.30)

By repeating the steps used before and exploiting again the Stochastic Fubini’s theorem we
get the statements in Prop. 5.3.1 extended to these more general cases.

If we assume the payoff function x 7→ Φ(x) to be smooth, x ∈ R+, we can expand Φ(Xε
t )

in powers of ε using the formulae in Prop. 5.2.4. Then, exploiting eq. (5.86) with H = 1,
i.e. stopping at the first order, we get

Φ (Xε
t ) = Φ(X0

t ) + εΦ′(X0
t )X1

t +R1(ε, t) , (5.31)

with sups∈[0,t] |R1(ε, s)| ≤ C̃(s)ε2, for some C̃ independent of ε (Φ′ is the derivative of Φ).
Calling Φ1 the terms on the r.h.s. in eq. (5.31) minus the reminder term R1(ε, t) we get

that the corresponding corrected fair price Pr1(0;T ), up to the first order in ε, of an option
written on the underlying Sεt := eX

ε
t at time t = 0 with maturity T , reads as follow

Pr1(0;T ) = e−rTEQ [Φ1(Xε
T )] = e−rTEQ [Φ(X0

T ) + εΦ′(X0
T )X1

T

]
=

= PrBS + εe−rTEQ [Φ′(X0
T )X1

T

]
,

(5.32)
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where PrBS stands for the standard B-S price with underlying S0
t := eX

0
t , see, e.g [BS73].

This formula yields thus, for a smooth payoff function, the corrected price up to the first
order, with an error term related to the "full price" and bounded in modulus by C2ε

2 for a
constant C2 ≥ 0 independent of ε.

Remark 5.3.3. It is worth to recall that the payoff function usually fails to be smooth
such as in the case of European call options where Φ(x) = (ex − K)+, K > 0 being the
strike price. The latter payoff function always presents a point of non differentiability at
eX = K. Anyhow we can, as generalized functions, consider a smoothed version of the
payoff function, namely Φh := Φ ∗ ρh, with ρh some smooth kernel s.t. Φh → Φ as h → ∞
in distributional sense. With the smoothed payoff function Φh, eq. (5.32) is well defined.
In particular the first derivative appearing in eq. (5.32) is given by a regularized version
of 1[x>lnK](x). Heuristically, interchanging the limits involved in the expansion with the
removing of regularization we can look at Pr1(0, T ) as given by (5.32) also in the case
of the payoff function Φ(x) = (ex − K)+, x ∈ R, as approximation of the price, with
Φ′(x) = 1[x>lnK](x) given as above. This lead us to the following.

Proposition 5.3.4. Let us consider the particular case of an European call option Φ with
payoff given by Φ(Xε

T ) = max{eXεt −K, 0} =:
(
eX

ε
t −K

)
+
, K being the strike price. Then

the approximated price up to the first order, Pr1(0;T ), in the sense of Remark 5.3.3, is
explicitly given by

Pr1(0;T ) = PBS + εK1s
α+1
0 I1(s, T, α)− εK2s0N (d1) + εK3s

α+1
0 N (d(2α+ 1)) , (5.33)

with N(x) the cumulative function of the standard Gaussian distribution and

d(α) =
1

σ0

√
T

(
log

s0

K
+

(
r − σ2

0

2
α

)
T

)
, d1 := d(1) , d2 := (d1 + σ0

√
T ) ,

K1 = Kαe
−σ

2
0
2 T , K2 =

σ

ασ0
, K3 =

σ1

ασ0
e
σ20
2 Tα(α+1)+αrT ,

I1(s, T, α) =

∫ T

0

eαµs
∫
R×R

1{x+y>
√
Td2}e

σ0xe(1+α)σ0yφ(x, 0, T − s)φ(y, 0, s)dxdyds ,

where we have denoted by φ(x;µ, σ) the density function of the normal distribution with
mean µ and variance σ.

Proof. Given the exponential function f(x) = eαx, where α ∈ R, the approximated price
up to the first order, Pr1(0;T ) of an European call option with payoff function Φ(Xε

T ) =(
eX

ε
T −K

)
+
is

Pr1(0;T ) = PBS + εe−rTEQ [Φ′(X0
T )X1

T

]
=

= PBS + εe−rT

{
EQ

[
1[XT0 >ln(K)]e

X0
T

∫ T

0

Kαe
αX0

s ds

]
+

−K2EQ
[
1[XT0 >ln(K)]e

X0
T

]
+K2EQ

[
1[XT0 >ln(K)]e

X0
T eαX

0
T

]}
,

(5.34)

where PBS is the standard B-S price with underlying S0
t = eX

0
t .
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Let us first compute the integral

εe−rTEQ

[
1[X0

T>ln(K)]e
X0
T

∫ T

0

Kαe
αX0

s ds

]

By means of Fubini Theorem, we can exchange the expectation with respect to the integra-
tion in time so that we obtain

εe−rTKα

∫ T

0

EQ
[
1[X0

t>ln(K)]e
X0
T eαX

0
s

]
ds . (5.35)

From the definition of X0
T and X0

s , for every fixed 0 < s < T , we have

X0
T = x0 + µT + σ0WT ,

X0
s = x0 + µs+ σ0Ws ,

are two correlated random variables, by means of the Wiener processes involved. By alge-
braic manipulation let us define WT = WT −Ws +Ws, where X := WT −Ws is N (0, T − s)
independent with respect to Ws. Then X0

T = x0 + µT + σ0X + σ0Ws and (5.76) becomes

εe−rTKα

∫ T

0

EQ
[
1{

σ0X+σ0Ws>ln( Ks0
)−µT

}e(1+α)x0+µT eαµseσ0Xe(1+α)σ0Ws

]
ds =

= εe−rTKαs
(1+α)
0 erT e−

σ20
2 T

∫ T

0

eαµsEQ
[
1{

σ0X+σ0Ws>ln( Ks0
)−µT

}eσ0Xe(1+α)σ0Ws

]
ds .

The expectation with respect to the risk-neutral measure can be exchanged with the
time integration. Moreover by exploiting the independence of X and Ws, we get the final
result

εKαs
(1+α)
0 e−

σ20
2 T

∫ T

0

eαµs
∫
R×R

1{x+y>−
√
Td2}e

σ0xe(1+α)σ0yφ(x, 0, T − s)φ(y, 0, s)dxdyds =

= εs
(1+α)
0 K1

∫ T

0

eαµs
∫
R×R

1{x+y>−
√
Td2}e

σ0xe(1+α)σ0yφ(x, 0, T − s)φ(y, 0, s)dxdyds .

Then we have from the definition of X0
T

E
[
1[XT0 >ln(K)]e

X0
T

]
=

∫
x>−d2

ex0+µT+σ0

√
Tx 1√

2π
e
−x2
2 dx =

= s0e
rT e−

σ20
2 T

∫
x>−d2

1√
2π
e
−
(
x√
2
−σ0

√
T√

2

)2

e
σ20T

2 dx =

= s0e
rT

∫
x>−d2

1√
2π
e
−
(
x√
2
−σ0

√
T√

2

)2

dx .

(5.36)

By setting y = x− σ0

√
T , the integral in (5.79) reads as

E
[
1[XT0 >ln(K)]e

X0
T

]
= s0e

rT

∫
y>−d1

1√
2π
e−

y2

2 dx = s0e
rTN(d1) . (5.37)
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Eventually by multiplying by −εe−rTK2, we obtain

− εe−rTK2E
[
1[XT0 >ln(K)]e

X0
T

]
= −εK2s0N(d1) (5.38)

Let us now compute the last term in the bracket { } in (5.34). We have

K2E
[
1[XT0 >ln(K)]e

X0
T eαX

0
T

]
= K2

∫
x0+µT+σ0

√
Tx>ln(K)

e(1+α)(x0+µT+σ0

√
Tx) 1√

2π
e
−x2
2 dx =

= K2

∫
x>−d2

e(1+α)(x0+µT )e(1+α)σ0

√
Tx 1√

2π
e
−x2
2 dx =

= K2s
(1+α)
0 e(1+α)rT e−(1+α)

σ20
2 T

∫
x>−d2

e(1+α)σ0

√
Tx 1√

2π
e
−x2
2 dx

(5.39)

The integrand function can be recast as

1√
2π
e(1+α)σ0

√
Txe

−x2
2 =

1√
2π
e
−
(
x√
2
− (1+α)σ0

√
T√

2

)2

e
σ20
2 (1+α)2T .

By the change of variable x 7→ y = x− (1 + α)σ0

√
T , the domain of integration becomes

y > −d2 − (1 + α)σ0T = − 1

σ0

√
T

(
ln

(
K

s0

)
− rT + σ2

0/2− (1 + α)σ2
0T

)
=

= − 1

σ0

√
T

(
ln

(
K

s0

)
+ rT +

σ2
0

2
(2α+ 1)T

)
=

= −d(2α+ 1) .

Therefore (5.39) becomes

K2E
[
1[XT0 >ln(K)]e

X0
T eαX

0
T

]
= K2s

(1+α)
0 e(1+α)rT e−(1+α)

σ20
2 T e

σ20
2 (1+α)2T

∫
y>−d(2α+1)

1√
2π
e
−y2
2 dy =

= K2s
(1+α)
0 e(1+α)rT eα(1+α)

σ20
2 TN(d(2α+ 1))

Eventually by multiplying by εe−rT we get

K2E
[
1[XT0 >ln(K)]e

X0
T eαX

0
T

]
= K2s

(1+α)
0 eαrT eα(1+α)

σ20
2 TN(d(2α+ 1)) = εK3s

(1+α)
0 N(d(2α+ 1))

By Prop. 5.3.4 we have that the explicit computation of the corrected fair price is
reduced to a numerical evaluation of a deterministic integral, which might be more efficient
than directly simulating the random variables involved.

Remark 5.3.5. We could have also considered the second order perturbation Pr2(0;T )
around the BS price. This is given by

Pr2(0;T ) = Pr1(0;T ) + ε2e−rTEQ [Φ(X0
T )′X2

T

]
+ e−rTEQ

[
Φ(X0

T )′′
(
X1
T

)2]
,
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with Pr1 the up to first order price in eq. (5.32). For the particular case of a European call
option we have that Φ′′ = δ(X − logK)eX + 1[X>logK]e

X , with δ the Dirac measure. Thus
the correction up to the second order of the BS price for a European call option reads

Pr2(0;T ) = Pr1 + ε2K4s
2α+1
0 I1(s, T, 2α) + ε2K5s

2α+1
0 I2(s, T ) + ε2K6s

α+1
0 I1(s, T, α)+

+ ε2K7s
2α+1
0 I3(r, s, T ) + ε2K8s

2α+1
0 N (d(−3− 4α)) +

+ ε2K9s
α+1
0 N (d(−1− 2α)) + ε2K10s0N(d(1)) ,

(5.40)

with Pr1 as in eq. (5.33), the notations as in Prop. 5.3.4 and

K4 =

(
C1
α + 2Kα

σ1

ασ0

)
e−

σ20
2 T , K5 = C2

αe
αrT−σ

2
0
2 (α+1)T ,

K6 = (C3
α + 2Kα

σ1

ασ0
)e−

σ20
2 T , K7 = (C4

α + 2K2
α)e−

σ20
2 T ,

K8 = C5
αe

σ20
2 Tα(2α+1)+2αrT , K9 = (C6

α +
σ1

ασ0
)e

σ20
2 Tα(α+1)+αrT ,

K10 = (C7
α −

σ1

ασ0
) ,

I2(s, T ) =

∫ T

0

∫
R×R

1[x+y>−
√
Td(1)]e

αµs+(2α+1)σ0y+(α+1)σ0xφ(x; y, T − s)φ(y; 0, s) dx dy ds ,

I3(r, s, T ) =

∫ T

0

∫ s

0

∫
R×R×R

1[x+y+z>−
√
Td(1)]e

αµs+αµr+σ0x+(1+α)σ0y+(1+2α)σ0z×

× φ(x; y, T − s)φ(y; z, s− r)φ(z; 0, r) dx dy dz dr ds ,

Numerical results concerning the pricing formula in Prop. 5.3.4.

We will now use the techniques introduced in the Appendix, which are based on the multi-
element Polynomial Chaos Expansion (PCE) approach, to show the accuracy of the above
derived approximated pricing formula in Proposition 5.3.4.

In what follows we will numerically compute the first order correction of the price of
an European call option, whose payoff function is

(
eX

ε
T −K

)
+
. In particular we focus our

attention on the second summand of

Pr1(0;T ) = PrBS + εe−rTEQ [Φ′(X0
T )X1

T

]
, (5.41)

where PrBS denotes the usual B-S price with underlying S0
t = eX

0
t . Also, X0

T and X1
T are

defined as in Prop. 5.3.1.
The expectation is detected by means of the standard Monte Carlo method, using 10000

independent realization, and by mean of the multi-element PCE, see the Appendix for a
brief introduction to the latter. Indeed, the random variable of interest is

1{XT0 (ω)>ln(K)} exp(X0
T )X1

T .

For both methods we will use the available analytical expression of X0
T and X1

T , depending
on the function f(x). In what follows D := {XT

0 (ω) > ln(K)}.
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In particular exploiting the linearity of the expectation and the definition of the two
random variables involved, (5.41) becomes

EQ

[
1De

X0
T

∫ T

0

Kαe
αX0

s ds

]
+K2EQ

[
1De

X0
T eαX

0
T

]
−K2EQ

[
1De

X0
T

]
(5.42)

Then we perform a multi-element PCE-approximation of each random variable in (5.42),
setting the degree of the approximation, see the Appendix and in particular eq. (5.78) , to
be p = 15, since the degree of precision reached for such approximation is enough. Moreover
for higher degree the computational cost increase as well as numerical fluctuation, due to
implementation by means of NISP toolbox for scilab, becomes relevant for Multi-element
approximation. It is worth to mention that multi-element PCE is nothing else that a PCE
focused on D. Moreover the global statistics are a scaled by means of the weight w of the
element D. See 5.3.5 for further details.

The numerical values of the parameters are gathered in Table 5.1.

Parameters α r σ1 K T
Values 0.1 0.03 0.15 100 0.5

Table 5.1: Numerical values of the parameters employed in further computations

The fair price is numerically determined for the set of spot prices s0 =∈ {90, 100, 110}
and volatility value σ0 ∈ {15%, 25%, 35%}.

The PCE computation will be compared with standard Monte-Carlo simulation for the
integrals and expansions in (5.42). The number of independent realizations is set as 10000.
Moreover as benchmark we use the results presented in Proposition 3.1. These data are
collected in Tables 5.2, 5.3, 5.4.

ε = 0.1 ε = 0.01
Analytical PCE standard MC Analytical PCE standard MC

σ0 = 15%
Results 12.38180 12.37737 12.36010 2.22240 2.22195 2.23204
Error 4.4374e-03 2.3950e-01 4.4374e-04 2.3995e-02
Time 0.0580 0.3200 0.0530 0.2890

σ0 = 25%
Results 14.09613 14.08919 14.14155 4.31567 4.31498 4.28696
Error 6.9451e-03 1.7882e-01 6.9451e-04 1.7755e-02
Time 0.0530 0.3060 0.0690 0.4130

σ0 = 35%
Results 15.08779 15.07774 15.30850 6.58042 6.57941 6.57030
Error 1.0044e-02 1.4500e-01 1.0044e-03 1.4255e-02
Time 0.0690 0.3460 0.0630 0.3420

Table 5.2: Numerical values for PCE and MC estimation of equation 25, for s0 = 90, α = 0.1,
σ1 = 0.15, r = 0.03 and T = 0.5.

5.3.2 A correction given by an exponential function and jumps
In what follows we extend the results in Sec. 5.3.1 to the second model in Sec. 5.4. In
particular we will consider a correction up to the first order around the BS price (for a
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ε = 0.1 ε = 0.01
Analytical PCE standard MC Analytical PCE standard MC

σ0 = 15%
Results 39.39600 39.38877 38.97870 8.42541 8.42468 8.46801
Error 7.2374e-03 3.2398e-01 7.2374e-04 3.2376e-02
Time 0.0610 0.3180 0.3160 0.3260

σ0 = 25%
Results 28.38116 28.37206 28.57793 9.82235 9.82144 9.82024
Error 9.0927e-03 2.1197e-01 9.0927e-04 2.1097e-02
Time 0.0520 0.3000 0.0590 0.2860

σ0 = 35%
Results 25.56320 25.55082 25.60074 12.03973 12.03850 12.03580
Error 1.2374e-02 1.6429e-01 1.2374e-03 1.6466e-02
Time 0.0530 0.3190 0.0550 0.2940

Table 5.3: Numerical values for PCE and MC estimation of equation 25, for s0 = 100,
α = 0.1, σ1 = 0.15, r = 0.03 and T = 0.5.

ε = 0.1 ε = 0.01
Analytical PCE standard MC Analytical PCE standard MC

σ0 = 15%
Results 69.70042 69.69460 69.68928 18.07600 18.07542 18.08538
Error 5.8153e-03 2.6109e-01 5.8153e-04 2.5932e-02
Time 0.0560 0.4000 0.0700 0.3330

σ0 = 25%
Results 45.21665 45.20739 45.04317 17.54193 17.54100 17.52920
Error 9.2595e-03 2.0951e-01 9.2595e-04 2.0818e-02
Time 0.0690 0.3460 0.0550 0.3120

σ0 = 35%
Results 37.87932 37.86590 37.32253 19.09570 19.09436 19.11644
Error 1.3416e-02 1.7161e-01 1.3416e-03 1.7169e-02
Time 0.0530 0.3510 0.0660 0.3240

Table 5.4: Numerical values for PCE and MC estimation of equation 25, for s0 = 110,
α = 0.1, σ1 = 0.15, r = 0.03 and T = 0.5.

European call option) where both diffusive and jump perturbations are taken into account.
We consider an asset whose return evolves according to eq. (5.26) and consider as before
the particular case where f(x) = eαx, α ∈ R0. Carrying out the asymptotic expansion in
powers of ε, 0 ≤ ε ≤ ε0, and stopping it at the second order we get the following proposition:

Proposition 5.3.6. Let us assume Xε
t evolves according to eq. (5.26) with f(x) = eαx, for

some α ∈ R, then we have the asymptotic expansion up to the second order in powers of ε,
0 ≤ ε ≤ ε0, Xε

t = X0
t + εX1

t + ε2X2
t +R2(ε, t), where the coefficients are given by
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X0
t = x0 + µt+ σ0Wt, with law N

(
x0 + µt, σ2

0t
)

;

X1
t =

∫ t

0

Kαe
αX0

s ds+
σ1

ασ0

(
eαX

0
t − 1

)
+ λt

(
eγ+ δ2

2 − 1
)

+

Nt∑
i=1

Ji ;

X2
t =C1

α

∫ t

0

e2αX0
s ds+ C2

αe
αX0

t

∫ t

0

eαX
0
s ds+ C3

α

∫ t

0

eαX
0
s ds+ C4

α

∫ t

0

eαX
0
s

∫ s

0

eαX
0
r drds

+ C5
αe

2αX0
t + C6

αe
αX0

t + C7
α + C8

αλ
(
eγ+ δ2

2 − 1
)
ν(dx)

∫ t

0

seαX
0
s ds

− teαX
0
t λ
(
eγ+ δ2

2 − 1
)

+
σ1

σ0
λ
(
eγ+ δ2

2 − 1
)∫ t

0

eαX
0
s ds

+ Cα9

∫ t

0

Ns∑
i=1

Jie
αX0

s ds+
σ1

σ0
eαX

0
t

Nt∑
i=1

Ji −
σ1

σ0

Nt∑
i=1

Ji

∫ t

0

eαX
0
s ds ,

(5.43)

with the constants as in Prop. 5.3.1 and

C8
α =

σ1

σ0
αµ+

σ0σ1

2
α2 − 2σ0σ1α, C9

α = 2σ0σ1α−
σ1

σ0
αµ− σ0σ1

2
α2 .

Proof. The proof follows from Prop. 5.3.1 just taking into account the presence of the
Poisson random measure terms and applying Itô’s lemma, together with the stochastic
Fubini theorem.

Remark 5.3.7. Just as in the Remark 5.3.2 it is easy to extend Prop. 5.3.6 and formula
(5.32) to the case where f(x) = eαx is replaced by

∫
R0
eiαxλ(dα), resp.

∫
R0
eαxλ(dα), with

assumptions corresponding to those in Remark 5.3.2.

Proposition 5.3.8. Let us consider the model described by (5.26) in the particular case of an
European call option Φ with payoff given by Φ(Xε

T ) =
(
eX

ε
t −K

)
+
. Then the approximated

price up to the first order Pr1
ν(0;T ), in the sense explained in Remark 5.3.3, is explicitly

given by

Pr1
ν(0;T ) = Pr1 + εTs0N (d1)

(
eγ+ δ2

2 − 1
)

+ εTs0N (d(1) δλ ,

where Pr1 is the corrected fair price up to the first order as given in eq. (5.33) (the notations
are as Prop. 5.3.4).

Proof. The proof is analogous of the proof of Prop. 5.3.4 adding the jump process. The
claim follows then from the independence of the jump process and of the Brownian motion
together with the fact that E

∑Nt
i=1 Ji = δTλ.

Numerical results concerning the pricing formula in Prop. 5.3.6

We consider numerically the model discussed in Prop. 5.3.8, assuming that the Ji are
independent and normally distributed random variable

Ji ∼ N (γ, δ2) γ = 0.05, δ = 0.02 ,
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and λ = 2. In particular we are aiming at numerically computing the expectations in the
second summand of (5.41), which in the present case reads

EQ

[
1De

X0
T

∫ T

0

Kαe
αX0

s ds

]
+K2EQ

[
1De

X0
T eαX

0
T

]
−K2EQ

[
1De

X0
T

]
+K2EQ

[
1De

X0
T λT

(
eγ+ δ2

2 − 1
)]

+K2EQ

[
1De

X0
T

NT∑
i=1

Ji

]
.

(5.44)

By means of independence of the jumps and Et
[∑NT

i=1 Ji

]
= λTδ, we get

EQ

[
1De

X0
T

∫ T

0

Kαe
αX0

s ds

]
+K2EQ

[
1De

X0
T eαX

0
T

]
−K2EQ

[
1De

X0
T

]
K2EQ

[
1De

X0
T λT

(
eγ+ δ2

2 − 1
)]

+K2λTδEQ
[
1De

X0
T

]
.

(5.45)

We are going to compute (5.63) by multi-element PCE-approximations.
The other parameters entering the model are taken from Table 5.1 and the three spot

price considered are s0 ∈ {90, 100, 110}. The results are presented in Tables 5.5, 5.6, 5.7.

ε = 0.1 ε = 0.01
Analytical PCE standard MC Analytical PCE standard MC

σ0 = 15%
Results 12.51812 12.51387 12.56922 2.23603 2.23560 2.21394
Error 4.2567e-03 2.4285e-01 4.2567e-04 2.4069e-02
Time 0.0830 0.5250 0.0860 0.5160

σ0 = 25%
Results 14.31171 14.30550 14.15258 4.33723 4.33661 4.34650
Error 6.2145e-03 1.8182e-01 6.2145e-04 1.8295e-02
Time 0.0850 0.5050 0.0880 0.5190

σ0 = 35%
Results 15.34622 15.33806 15.39336 6.60626 6.60544 6.61219
Error 8.1646e-03 1.4758e-01 8.1646e-04 1.4754e-02
Time 0.0880 0.5630 0.0990 0.5080

Table 5.5: Numerical values for PCE and MC estimation of equation 25, for s0 = 90, α = 0.1,
σ1 = 0.15, r = 0.03, λ = 2, γ = 0.05, δ = 0.02 and T = 0.5.

5.3.3 A correction given by a polynomial function

Let us consider eq. (5.23) with f a polynomial correction, namely f(x) =
∑N
i=0 αix

i, with
αi ∈ R and N ∈ N0. We then get the following proposition.

Proposition 5.3.9. Let us consider the case of the B-S model corrected by a non-linear term
given by (5.23) with f(x) =

∑N
i=0 αix

i, for some αi ∈ R, then the expansion coefficients for
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ε = 0.1 ε = 0.01
Analytical PCE standard MC Analytical PCE standard MC

σ0 = 15%
Results 39.80797 39.80128 39.84062 8.46660 8.46593 8.48244
Error 6.6879e-03 3.2715e-01 6.6879e-04 3.2848e-02
Time 0.0870 0.5490 0.0860 0.5270

σ0 = 25%
Results 28.78634 28.77863 28.54522 9.86287 9.86209 9.86723
Error 7.7114e-03 2.1566e-01 7.7114e-04 2.1567e-02
Time 0.0900 0.5370 0.0910 0.6180

σ0 = 35%
Results 25.96991 25.96051 26.21060 12.08041 12.07947 12.05190
Error 9.3989e-03 1.6859e-01 9.3989e-04 1.6726e-02
Time 0.1070 0.5240 0.0920 0.5180

Table 5.6: Numerical values for PCE and MC estimation of equation 25, for s0 = 100,
α = 0.1, σ1 = 0.15, r = 0.03, λ = 2, γ = 0.05, δ = 0.02 and T = 0.5.

ε = 0.1 ε = 0.01
Analytical PCE standard MC Analytical PCE standard MC

σ0 = 15%
Results 70.37793 70.37303 70.57558 18.14375 18.14326 18.20012
Error 4.9058e-03 2.6286e-01 4.9058e-04 2.6111e-02
Time 0.0850 0.4990 0.0850 0.5210

σ0 = 25%
Results 45.81367 45.80646 45.98197 17.60163 17.60091 17.59774
Error 7.2116e-03 2.1243e-01 7.2116e-04 2.1281e-02
Time 0.0950 0.5270 0.0910 0.5180

σ0 = 35%
Results 38.43779 38.42848 38.04608 19.15155 19.15062 19.13383
Error 9.3058e-03 1.7688e-01 9.3058e-04 1.7692e-02
Time 0.0910 0.5370 0.0990 0.5430

Table 5.7: Numerical values for PCE and MC estimation of equation 25, for s0 = 110,
α = 0.1, σ0 = 0.15, r = 0.03, λ = 2, γ = 0.05, δ = 0.02 and T = 0.5.

the solution Xε
t of (5.23) up to the second order are given by the system

X0
t = x0 + µt+ σ0Wt, with law N

(
x0 + µt, σ2

0t
)

;

X1
t =

N∑
i=1

K̃i(X
0
t )i+1 −

N∑
i=0

∫ t

0

Ki(X
0
s )ids+ σ1α0Wt;

X2
t =

2N+1∑
k=1

C1
k(X0

t )k −
2N+1∑
k=1

∫ t

0

C2
k(X0

s )kds+

N∑
i=1

N∑
j=0

∫ t

0

∫ s

0

C3
i,j(X

0
s )i−1(X0

r )jdrds

+

N∑
i=1

N∑
j=0

(X0
t )i
∫ s

0

C4
i,j(X

0
r )jdr .

(5.46)

where the constants are given by

Ki =


σ0σ1αi + σ1

σ0
µαi + σ0σ1

2 αi+1(i+ 1), i 6= 0, i 6= N ,

σ0σ1α0 + σ0σ1α1

2 , i = 0 ,

σ0σ1αN + σ1

σ0
µαN , i = N ,

K̃i =
σ1

σ0

αi
(i+ 1)

,
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C1
k = γ1

k + γ2
k + γ3

k ,

where

γ1
k =


∑
k=i+j+1 µiαi + σ1

σ0
− σ0

2 (i+ j + 1), k 6= 1, k 6= 2N ,
σ0

2 , k = 0 ,

µσ1

σ0
NαN (σ0σ1αN + σ1

σ0
µαN ), k = 2N ,

γ2
k =

{(
(−1)k+1

2
σ2
1

2

)
α2
k, if 1 ≤ k ≤ N,

0, otherwise

γ3
k =

∑
i+j=k−1

2σ0σ1αiiK̃j ,

C3
i,j = −

{
σ1

σ0
α1K0, if i = 1, j = 0 ,

σ1

σ0
iαiKj + σ0σ1

2 iαiKj(i− 1), otherwise .

C4
i,j =

σ1

σ0
αiKj ,

.

Proof. The proof consists in a series of applications of Itô’s formula and stochastic Fubini
theorem, see, e.g. [Fil01] Th. 6.2. In fact, substituting f(x) =

∑N
i=0 αix

i into system (5.24)
we obtain

X0
t = x0 + µt+ σ0Wt, with law N

(
x0 + µt, σ2

0t
)

;

X1
t = −

∫ t

0

σ0σ1

(
N∑
i=0

αi(X
0
s )i

)
ds+

∫ t

0

σ1

(
N∑
i=0

αi(X
0
s )i

)
dWs;

X2
t =−

∫ t

0

σ2
1

2

(
N∑
i=0

αi(X
0
s )i

)2

+ 2σ1

(
N∑
i=0

αi(X
0
s )

)′
X1
sds

+

∫ t

0

σ1

(
N∑
i=0

αi(X
0
s )

)′
X1
sdWs .

(5.47)

To compute X1
t obtaining eq. (5.46) we apply Itô’s lemma to the function g(X0

t ) =
αi+1(X0

t )i+1 to get

(X0
t )i+1 =

∫ t

0

(
µ(i+ 1)(X0

s )i +
1

2
σ2

0i(i+ 1)(X0
s )i−1

)
ds+

∫ t

0

(X0
s )i(i+ 1)σ0dWs . (5.48)

Then, summing up we obtain
N∑
i=1

∫ t

0

(X0
s )i(i+1)σ0dWs =

N∑
i=1

(X0
s )i+1−

N∑
i=1

∫ t

0

(
µ(i+ 1)(X0

s )i +
1

2
σ2

0i(i+ 1)(X0
s )i−1

)
ds .

(5.49)
Substituting now eq. (5.49) into X1 in eq. (5.47) we obtain the following

X1
t =

N∑
i=1

σ1

σ0

αi
(i+ 1)

(X0
t )i+1 −

N∑
i=1

∫ t

0

σ0σ1αi(X
0
s )i −

N∑
i=1

∫ t

0

µ(i+ 1)
σ1αi

σ0(i+ 1)
(X0

s )i+

−
N∑
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∫ t

0

1

2
σ2

0i(i+ 1)
σ1αi

σ0(i+ 1)
(X0

s )i−1ds ,
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and rearranging the terms we then get the desired result in (5.46) for X1
t .

Substituting the expression of X1
t into X2

t we obtain

X2
t = −

N∑
i=1

∫ t

0

σ2
1

2
α2
i (X

0
s )2ids−

N∑
i,j=1

∫ t

0

2σ0σ1αiiK̃j(X
0
s )i−1(X0

s )j+1ds =

=

N∑
j=0

N∑
i=1

∫ t

0

∫ s

0

2σ0σ1αiiKj(X
0
s )i−1(X0

r )jdrds+

N∑
i,j=1

∫ t

0

σ1αiiKj(X
0
s )i−1(X0

s )j+1dWs

−
N∑
j=0

N∑
i=1

∫ t

0

∫ s

0

σ1αiiKj(X
0
s )i−1(X0

r )jdrdWs .

Exploiting again the stochastic Fubini theorem, from eq. (5.49) and grouping the terms
with the same powers we obtain (5.46).

Proposition 5.3.10. Let us consider the particular case of N = 1, i.e. a linear perturbation,
namely f(x) = α0 + α1x, αi ∈ R, i = 0, 1. Then the terms up to the first order in equation
(5.46) read

X0
t = x0 + µt+ σ0Wt ,

X1
t = β1t+ β2t

2 + β3Wt + β4W
2
t + β5tWt −

∫ t

0

β6Wsds ,
(5.50)

with

β1 = −σ0σ1α0 − σ0σ1α1x0 −
σ0σ1α1

2
, β2 = −σ0σ1α1µ

2
, β3 = α1σ0 + x0σ1α1 ,

β4 =
σ0σ1α1

2
, β5 = σ1α1µ, β6 = σ1α1µ+ σ2

0σ1α1 .

The first order correction (in the sense discussed in Remark 5.3.3), of the price of an
European call option Φ with payoff given by Φ(Xε

T ) =
(
eX

ε
T −K

)
+
is explicitly given by

Pr1(0;T ) =PBS + εs0(β1 + σ0β3 + β4)TN (d1) + εs0(β2 + σ2
0β4)T 2N (d1)

+ εs0(β3 + 2σ0β4T + Tβ5)
√
Tφ (−d1)− εs0β4Td1φ(d1)+

+ εs0T
2β5σ0T

2N (d1)− εs0e
+
σ20
2 Tβ6I(s, T ) ,

(5.51)

where the notation is as in Prop. 5.3.4 and we have denoted for short by φ(x) the density
function of the standard Gaussian law and we have set

I(s, T ) =

∫ T

0

∫
R×R

1[x+y>−
√
Td1]e

σ0(x+y)yφ(x; 0, T − s)φ(y; 0, s)dx dy ds .

Proof. Let us consider the linear function f(x) = α0 +α1x, where α0, α1 ∈ R. The approxi-
mated price up to the first order, Pr1(0;T ) of an European call option with payoff function
Φ(Xε

T ) =
(
eX

ε
T −K

)
+
is

Pr1(0;T ) = PBS + εe−rTEQ [Φ(X0
T )X1

T

]
(5.52)
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where PBS is the standard B-S price with underlying s0(t) = eX
0
t .

In particular we have that X0
T and XT

1 are defined as

X0
T = x0 + µT + σ0WT (5.53)

X1
T = β1T + β2T

2 + β3WT + β4W
2
T + β5TWT − β6

∫ T

0

Wsds . (5.54)

By linearity of the expectation, (5.52) becomes, collecting the terms with coefficients β3 and
β5,

Pr1(0;T ) = PBS + εe−rT

{
EQ
[
β1T1{XT0 >ln(K)}e

X0
T

]
+ EQ

[
β2T

2
1{XT0 >ln(K)}e

X0
T

]
+

+ EQ
[
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T

]
+ EQ
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β4W

2
T1{XT0 >ln(K)}e

X0
T

]
+

+ EQ

[
β61{XT0 >ln(K)}e

X0
T

∫ T

0

Wsds

]}
,

(5.55)

with βT3,5 := β3 + Tβ5.
From the definition of X0

T we have that

εe−rTEQ
[
β1T1{XT0 >ln(K)}e

X0
T

]
= εTβ1s0N(d1) ,

and as above we have

εe−rTEQ
[
β2T

2
1{XT0 >ln(K)}e

X0
T

]
= εT 2β2s0N(d1)

Concerning the third term in (5.55), we have that,

βT3,5EQ
[
WT1{XT0 >ln(K)}e

X0
T

]
= βT3,5s0e

rT e−
σ20
2 T
√
T
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1√
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2 dx =
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rT e−
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2 T
√
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∫
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x
1√
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(
x√
2
−σ0
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T√

2

)2

e
σ20
2 T dx ,

and by setting y = x− σ0

√
T , we get that the r.h.s. is given by

βT3,5s0e
rT
√
T

∫
y>−d1

(
σ0

√
T + y

) 1√
2π
e−

y2

2 dy = βT3,5Ts0e
rTσ0N(d1)− βT3,5

√
Ts0e

rT

[
1√
2π
e−
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]+∞

−d1
=

= βT3,5Ts0e
rTσ0N(d1) + βT3,5

√
Ts0e

rTφ(−d1, 0, 1) .

Hence the third term in (5.55) reads

εe−rTEQ
[
β3WT1{XT0 >ln(K)}e

X0
T

]
= εβ3Tσ0s0N(d1) + εβ3s0

√
Tφ(−d1, 0, 1) .

Exploiting the definition of X0
T occurring in the fourth term in (5.55), as well as similar

algebraic computation as in the previous previous section, we get

EQ
[
β4W

2
T1{XT0 >ln(K)}e

X0
T

]
= β4s0e

rT e−
σ20
2 T

∫
x>−d2

Tx2eσ0

√
Tx 1√

2π
e−

x2

2 dx =

= β4s0e
rTT

∫
y>−d1

(y + σ0

√
T )2 1√

2π
e−

y2

2 dy .
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Developing the square and using the linearity property of the integral we get that the
r.h.s. is equal to

∫
y>−d1

y2 1√
2π
e−

y2

2 dy +

∫
y>−d1

2σ0

√
Ty

1√
2π
e−

y2

2 dy +

∫
y>−d1

σ2
0T

1√
2π
e−

y2

2 dy =

=

∫
y>−d1

y2 1√
2π
e−

y2

2 dy + 2σ0

√
Tφ(−d1, 0, 1) + σ2

0TN(d1) .

The first term is computed using integration by parts,∫
y>−d1

y2 1√
2π
e−

y2

2 dy = −d1φ(d1) +N(d1)

therefore

εe−rTEQ
[
β4W

2
T1{XT0 >ln(K)}e

X0
T

]
= εβ4s0T

(
−d1φ(d1) +N(d1) + 2σ0

√
Tφ(−d1, 0, 1) + σ2

0TN(d1)
)
.

To compute the fifth in (5.55) term we use Fubini theorem to exchange the expectation
with the integral with respect to time, getting

β6

∫ T

0

EQ
[
1{XT0 >ln(K)}e

X0
TWsds

]
. (5.56)

For every fixed s ∈ [0, T ], Ws and WT , the latter is included in XT
0 by its very definition,

are Gaussian random variable jointly distributed. Therefore exploiting basic properties of
Brownian motion we can recast them by means of a sum of independent random variable,
namely

Ws = Y ∼ N (0, s) ,

WT = WT −Ws +Ws = X + Y .

In particular X ∼ N (0, T − s) and it is independent with respect to Y . Thus (5.56) reads

β6

∫ T

0

∫
R×R

1{x+y>−
√
Td2}e

x0+µT eσ0(x+y)y
1√
2π
e

x2

2(T−s)
1√
2π
e−

y2

2s ds =

= β6s0e
rT e−

σ20
2 T

∫ T

0

∫
R×R

1{x+y>−
√
Td2}e

σ0(x+y)yφ(x; 0;T − s)φ(y, 0, s)dxdyds ,

and the claim follows.

Numerical results concerning the pricing formula in Prop. 5.3.10

Let us consider the case of the B-S model corrected by a linear term given as in Prop. 5.3.10
by f(x) = α0 + α1x. We compute the first order correction of the price of an European call
option with Φ(Xε

T ) = (eX
ε
T−K)+ as payoff function, according to Prop. 5.3.10.
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Our aim is computing the expectation in (5.41) in the present case. By the very definition
of XT

0 and XT
1 and the form of Φ′, it reads as

EQ
[
1De

XT0 β1T
]

+ EQ
[
1De

XT0 β2T
2
]

+ EQ
[
1De

XT0 β3WT

]
+EQ

[
1De

XT0 β4W
2
T

]
+ EQ

[
1De

XT0 β5TWT

]
− EQ

[
1De

XT0 β6

∫ T

0

Wsds

]
(5.57)

Each random variable in the brackets is approximated by means of a multi-element PCE of
degree p = 15 and respectively by means of standard Monte Carlo methods, usingN = 10000
independent simulations of the random variable involved.

The accuracy of PCE is represented by its absolute error, using as benchmark the ana-
lytical value coming from (5.51). Due to the Law of Large Numbers, the accuracy of MC-
estimation of (5.32) is provided by its standard error (SEMC). Upon considering N = 10000
realizations (Yj) of the random variable Y := Φ′(X0

T )X1
T inside the expectation in the r.h.s.

of equation (5.32), let us compute

SEMC =
σ̂√
N

(5.58)

where σ̂2 = 1
N−1

∑N
j=1 (Yj − µMC)

2 and µMC = 1
N

∑N
j=1 Yj .

The numerical values of the parameters involved are collected in Table 5.5

Parameters α0 α1 r σ1 K T
Values 0.3 0.5 0.03 0.1 100 0.5

Table 5.8: Numerical values of the parameters employed in further computations

The computations are made setting the parameters as in Table 5.8 and for a set of volatil-
ity values σ0 ∈ {15%, 25%, 35%} and for a set of increasing spot price s0 ∈ {90, 100, 110}.

ε = 0.1 ε = 0.01
Analytical PCE standard MC Analytical PCE standard MC

σ0 = 15%
Results 1.45057 1.45049 1.44774 1.12927 1.12927 1.12870
Error 7.9315e-05 8.2194e-03 7.9315e-06 8.2548e-04

σ0 = 25%
Results 3.82504 3.82488 3.83225 3.28856 3.28855 3.28849
Error 1.5990e-04 1.1922e-02 1.5990e-05 1.1596e-03

σ0 = 35%
Results 6.44932 6.44905 6.44766 5.71657 5.71654 5.71482
Error 2.7379e-04 1.5876e-02 2.7379e-05 1.5413e-03

Table 5.9: Numerical values for PCE and MC estimation of equation (5.41), s0 = 90,
α0 = 0.3, α1 = 0.5, σ1 = 0.10, r = 0.03, K = 100 and T = 0.5.

5.3.4 A correction given by a polynomial function and jumps
In the present section we generalize the results obtained in the previous subsection 5.3.3
adding a compensated Poisson random measure. In particular let us assume that the normal
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ε = 0.1 ε = 0.01
Analytical PCE standard MC Analytical PCE standard MC

σ0 = 15%
Results 5.53650 5.53637 5.53931 5.03945 5.03944 5.04061
Error 1.2763e-04 9.2641e-03 1.2763e-05 9.3834e-04

σ0 = 25%
Results 8.50577 8.50556 8.52655 7.83481 7.83479 7.83473
Error 2.0666e-04 1.3297e-02 2.0666e-05 1.3194e-03

σ0 = 35%
Results 11.50225 11.50192 11.49891 10.63364 10.63361 10.63396
Error 3.3318e-04 1.7426e-02 3.3318e-05 1.7601e-03

Table 5.10: Numerical values for PCE and MC estimation of equation (5.41), s0 = 100,
α0 = 0.3, α1 = 0.5, σ1 = 0.10, r = 0.03, K = 100 and T = 0.5.

ε = 0.1 ε = 0.01
Analytical PCE standard MC Analytical PCE standard MC

σ0 = 15%
Results 12.70933 12.70924 12.72127 12.37689 12.37688 12.37642
Error 9.7072e-05 1.2457e-02 9.7072e-06 1.2373e-03

σ0 = 25%
Results 15.16320 15.16299 15.16028 14.53658 14.53656 14.53696
Error 2.0462e-04 1.5486e-02 2.0462e-05 1.5493e-03

σ0 = 35%
Results 17.99767 17.99732 18.01788 17.10754 17.10750 17.10605
Error 3.5427e-04 2.0558e-02 3.5427e-05 1.9645e-03

Table 5.11: Numerical values for PCE and MC estimation of equation (5.41), s0 = 110,
α0 = 0.3, α1 = 0.5, σ1 = 0.10, r = 0.03, K = 100 and T = 0.5.

return of the asset price evolves according to eq. (5.26) with a polynomial f . Then we have
the following proposition.

Proposition 5.3.11. Let us consider the case of the B-S model with added compensated
Poisson noise and corrected by a non-linear term given by (5.26) with f(x) =

∑N
i=0 αix

i,
for some αi ∈ R, then the expansion coefficients for the solution Xε

t of (5.26) up to the
second order are given by the system

X0
t = x0 + µt+ σ0Wt, with law N

(
x0 + µt, σ2

0t
)

;

X1
t =

N∑
i=1

K̃i(X
0
t )i+1 −

N∑
i=0

∫ t

0
Ki(X

0
s )ids+ σ1α0Wt − λt

(
eγ+ δ2

2 − 1

)
+

Nt∑
i=1

Ji ;

X2
t =

2N+1∑
k=1

C1
k(X0

t )k −
2N+1∑
k=1

∫ t

0
C2
k(X0

s )kds+
N∑
i=1

N∑
j=0

∫ t

0

∫ s

0
C3
i,j(X

0
s )i−1(X0

r )jdrds

+
N∑
i=1

N∑
j=0

(X0
t )i
∫ s

0
C4
i,j(X

0
r )jdr +

N−1∑
i=0

C5
i λ

(
eγ+ δ2

2 − 1

)∫ t

0
s
(
X0
s

)i
ds

− αi+1σ1t
(
X0
t

)i
λ

(
eγ+ δ2

2 − 1

)
+

∫ t

0
σ1α1Wsdsλ

(
eγ+ δ2

2 − 1

)
− σ1tα1Wtλ

(
eγ+ δ2

2 − 1

)

+
N∑
i=2

αiσ1λ

(
eγ+ δ2

2 − 1

)∫ t

0

(
X0
s

)i
ds+ σ1α1Wt +

N∑
i=2

σ1αi
(
X0
s

)i Nt∑
i=1

Ji

−
N∑
i=2

σ1αi

∫ t

0

∫
R0

(
X0
s

)i
ds

Nt∑
i=1

Ji +

N−1∑
i=0

C5
i

∫ t

0

Ns∑
i=1

Ji
(
X0
s

)i
ds

(5.59)
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where the constants are as in Prop. 5.3.9 and

C5
i =


σ2

0σ1α2 + 2σ0σ1α1, i = 0 ,

σ1µαi+1(i+ 1) +
σ2
0

2 (i+ 2)(i+ 1) + 4σ0σ1αi+1, i 6 0, i 6= N ,

αNσ1Nµ+ 2σ0σ1NαN+1, i 6= N ,

K̃i =
σ1

σ0

αi
(i+ 1)

,

Proof. The proof is analogous to the one in Prop. 5.3.9 taking into account the compensated
Poisson random measure terms and applying Itô’s lemma together with the stochastic Fubini
theorem.

Proposition 5.3.12. Let us consider the particular case of N = 1, i.e. a linear perturbation,
namely f(x) = α0 + α1x in Prop. 5.3.11. Then the terms up to the first order in equation
(5.59) read

X0
t = x0 + µt+ σ0Wt ,

X1
t = β1t+ β2t

2 + β3Wt + β4W
2
t + β5tWt −

∫ t

0

β6Wsds− λt
(
eγ+ δ2

2 − 1
)

+

Nt∑
i=1

Ji ;

(5.60)

with the constants being as in Prop. 5.3.10.
Also, the first order correction of the price of an European call option Φ with payoff given

by Φ(Xε
T ) =

(
eX

ε
T −K

)
+
(in the sense of Remark 5.3.3) is explicitly given by

Pr1(0;T ) = Pr1 + εTs0N (d(1))
(
eγ+ δ2

2 − 1
)

+ εTs0N (d(1)) δλ , (5.61)

where Pr1 is the corrected fair price up to the first order as given in eq. (5.51) and the
notations are as above.

Proof. The proof follows as in Prop. 5.3.10.

Numerical results concerning the pricing formula in Prop. 5.3.11

The Ji are assumed to be independent and normally distributed random variables

Ji ∼ N (γ, δ2) , for all i ∈ {1, 2, . . . , NT } , γ = 0.05, δ = 0.02 ,

and λ = 2. In particular we are aiming at computing the expectation in (5.41) for the model
described in Prop. 5.3.11. In the present case we have that this expectation in equal to
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XT0 β1T
]

+ EQ
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]
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T
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]
− EQ
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0
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]

+K2EQ
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1De
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T λT
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2 − 1
)]

+K2EQ

[
1De

X0
T

NT∑
i=1

Ji

]
.

(5.62)
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By means of the independence of the jumps and E
[∑NT

i=1 Ji

]
= δλT , we can rewrite (5.62)

as
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]
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(5.63)

We shall then compute multi-element PCE-approximations for this expression.
The parameters are taken from Table 5.8 and the three spot prices, resp, volatilities,

considered are s0 ∈ {90, 100, 110}, resp. σ0 ∈ {15%, 25%, 35%}.

ε = 0.1 ε = 0.01
Analytical PCE standard MC Analytical PCE standard MC

σ0 = 15%
Results 1.45057 1.45049 1.44774 1.12927 1.12927 1.12870
Error 7.9315e-05 8.2194e-03 7.9315e-06 8.2548e-04

σ0 = 25%
Results 3.82504 3.82488 3.83225 3.28856 3.28855 3.28849
Error 1.5990e-04 1.1922e-02 1.5990e-05 1.1596e-03

σ0 = 35%
Results 6.44932 6.44905 6.44766 5.71657 5.71654 5.71482
Error 2.7379e-04 1.5876e-02 2.7379e-05 1.5413e-03

Table 5.12: Numerical values for PCE and MC estimation of equation (5.41), s0 = 90,
α0 = 0.3, α1 = 0.5, σ1 = 0.10, r = 0.03, K = 100,λ = 2, γ = 0.05, δ = 0.02 and T = 0.5.

ε = 0.1 ε = 0.01
Analytical PCE standard MC Analytical PCE standard MC

σ0 = 15%
Results 5.53650 5.53637 5.53931 5.03945 5.03944 5.04061
Error 1.2763e-04 9.2641e-03 1.2763e-05 9.3834e-04

σ0 = 25%
Results 8.50577 8.50556 8.52655 7.83481 7.83479 7.83473
Error 2.0666e-04 1.3297e-02 2.0666e-05 1.3194e-03

σ0 = 35%
Results 11.50225 11.50192 11.49891 10.63364 10.63361 10.63396
Error 3.3318e-04 1.7426e-02 3.3318e-05 1.7601e-03

Table 5.13: Numerical values for PCE and MC estimation of equation (5.41), s0 = 100,
α0 = 0.3, α1 = 0.5, σ1 = 0.10, r = 0.03, K = 100, λ = 2, γ = 0.05, δ = 0.02 and T = 0.5.

5.3.5 The Black-Scholes model with stochastic interest rate

We will consider in the present section an asset Sεt evolving, under the risk neutral probability
Q, according to the SDE {

dSt = Str
ε
tdt+ Stσ0dW

1
t ,

s0 = s0 ∈ R ,
, (5.64)
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ε = 0.1 ε = 0.01
Analytical PCE standard MC Analytical PCE standard MC

σ0 = 15%
Results 12.70933 12.70924 12.72127 12.37689 12.37688 12.37642
Error 9.7072e-05 1.2457e-02 9.7072e-06 1.2373e-03

σ0 = 25%
Results 15.16320 15.16299 15.16028 14.53658 14.53656 14.53696
Error 2.0462e-04 1.5486e-02 2.0462e-05 1.5493e-03

σ0 = 35%
Results 17.99767 17.99732 18.01788 17.10754 17.10750 17.10605
Error 3.5427e-04 2.0558e-02 3.5427e-05 1.9645e-03

Table 5.14: Numerical values for PCE and MC estimation of equation (5.41), s0 = 110,
α0 = 0.3, α1 = 0.5, σ1 = 0.10, r = 0.03, K = 100, λ = 2, γ = 0.05, δ = 0.02 and T = 0.5.

with σ0 ∈ R+ and rε is a stochastic interest rate evolving according to{
drεt = b(t, rεt)dt+ εν(t, rε)dW 2

t ,

r0 = r0 ∈ R ,
, (5.65)

with ε > 0 a constant, and b and ν real functions satisfying some regularity and growth
assumptions guaranteeing existence and uniqueness of the solution of (5.65). Let us assume
further that W 1 and W 2 are two standard Brownian motions with correlation

d
〈
W 1W 2

〉
t

= ρ̄dt ,

for some constant ρ̄ > 0.
We will refer to [Sch04] for an introduction on pricing under stochastic interest rate.
We will assume in what follows that b(t, r) = κ(θ−r), for some real constants κ and θ, to

take into account the mean reverting property usually shown by interest rates. Furthermore
we choose ν(t, r) = ν̄ or ν(t, r) = ν̄

√
r, for some constants ν̄, r ∈ R+.

Remark 5.3.13. Although ν(t, rεt) = ν̄
√
rεt does not satisfy the smoothness assumptions we

assumed up to now, our expansion works, at least as formal power series expansion, due the
existence and uniqueness result for such a type of diffusion term proven in [CIJR85].

We will from now on consider the normal return of the asset St, namely we will consider
the process Xε

t := logSεt evolving according to{
dXε

t =
(
rεt −

σ2
0

2

)
dt+ σ0dW

1
t ,

Xε
0 = x0 ∈ R ,

. (5.66)

Carrying out the expansion developed in Th. 5.2.5 we have the following result.

Proposition 5.3.14. Let us consider the normal return process Xε
t , t ∈ [0, T ], evolving

according to eq. (5.66) and a stochastic interest rate rεt evolving according to the SDE (5.65)
with b(s, r) = κ(θ − r), κ and θ ∈ R, and correlation given by d

〈
W 1W 2

〉
t

= ρ̄dt, for some
constant ρ̄ > 0 .

Then the first order heuristic expansion for the stochastic interest rate rεt reads

r0
t = r0 +

∫ t

0

κ
(
θ − r0

s

)
ds ,

r1
t = −

∫ t

0

e−κ(t−s)ν(s, r0
s)dW

2
s with law N

(
0, Qr

1

t

)
,

(5.67)
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with

Qr
1

t :=

∫ t

0

e−2κ(t−s)ν2(s, r0
s)ds .

Furthermore, the first order heuristic expansion for the normal return Xε
t is

X0
t = x0 +

∫ t

0

(
r0
s −

σ2
0

2

)
ds+

∫ t

0

σ0dW
1
t ,

X1
t =

∫ t

0

r1
sds.

(5.68)

Proof. The proof immediately follows applying Th. 5.2.5. In particular we have that r1
t

evolves according to

r1
t = −

∫ t

0

κr1
sds+

∫ t

0

ν(s, r0
s)dW

2
s .

Applying Itô’s lemma to the function reκt, noticing that r0
t is a deterministic process, we

find the desired solution. The distribution of r1
t follows simply noticing that r1

t is an integral
of a Brownian motion with deterministic integrand.

Our aim is to price an option written on the underlying eX
ε
t with final payoff given

by Φ(XT ) under the stochastic interest rate rε. In particular we aim at finding the value
Pr(0;T ) given by

Pr(0;T ) = Ee−
∫ T
0
rεsdsΦ (Xε

T ) , (5.69)

where the expectation is taken with respect to the joint measure generated by the two
correlated Brownian motions W 1 and W 2.

In order to give an analytic expression for (5.69), we make transformations in order to
replace W 2 in r1

t by a random variable independent of W 1
T .

Let us first notice that, being r1 a Gaussian random variable, also X1 is normally dis-
tributed. In particular we have that X1

T has law N
(

0, QX
1

T

)
with

QX
1

T :=

∫ T

0

(∫ T

u

eκsds

)2

e−2κrν(u, r0
u)2du .

We can further compute ΘT := Cov
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σ0W

1
T , X

1
T

)
as

ΘT = σ0ρ̄

∫ T

0

∫ T

u

eκsdse−κrν(u, r0
u)du .

Exploiting now the properties of the Gaussian distribution, following [KK99], we can
rewrite ∫ T

0

r1
sds =

ΘT

σ0T
W 1
T +

√
ΛTZ , (5.70)

with ΛT := QX
1

T −
Θ2
T

σ2
0T

and Z with law N (0, 1) and independent from W 1
T .

Using this we can now prove the following.
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Proposition 5.3.15. Let us consider the particular case of an European call option with
payoff Φ =

(
eX

ε
T −K

)
+
. The first order correction (in the sense of Remark 5.3.3) to the

fair price of a contingent claim Φ given in eq. (5.69) is given by

Pr1(0;T ) = PBS + εe−
∫ T
0
r0sdsK

Θ

σ0

√
T
φ (−d(1)) , (5.71)

with φ the density function of the standard Gaussian law and d(1) as in Prop. 5.3.4.

Proof. Applying Prop. 5.2.4 to the function x 7→ G(x) := e−X , with X =
∫ T

0
rεsds we get
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)
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The proof follows then taking into account Prop. 5.2.4 applied to the function Φ.
In particular we have that
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(5.72)

where the last equality follows from incorporating the term with ε2 into R1(ε, T ).
From the fact that Φ = (eX

0
T −K)1[W 1

T>−
√
Td(1)] and that Φ′ = eX

0
T 1[W 1

T>−
√
Td(1)] we

eventually have that

Pr1(0;T ) = Ee−
∫ T
0
r0sdsΦ(X0

T ) + εEe−
∫ T
0
r0sdsKX1

T1[W 1
T>−

√
Td(1)] .

Using now (5.70) and exploiting the independence of W 1
T and Z and the fact that Z has

zero mean, and computing explicitly the expectation we get the claim.

Remark 5.3.16. So opposite to previous cases discussed here, the expansion underlying our
correction in Prop. 5.3.15 is only heuristic, not asymptotic.

The Black-Scholes model with stochastic interest rate and jumps

Let the general setting be as in Sec. 5.3.5, in particular let us consider an asset Sεt under
the risk neutral probability Q whose return Xε

t := logSεt evolves according to{
dXε

t =
(
rεt −

σ2
0

2

)
dt− ελt

(
eγ+ δ2

2 − 1
)

+ σ0dW
1
t + ε

∑Nt
k=1 Jk ,

Xε
0 = x0 ,

. (5.73)

with σ0 ∈ R+ and rε is a stochastic interest rate evolving according to eq. (5.65) and Ñ is
as in eq. (5.26).

Apply the expansion developed in Th. 5.2.5 (in this case understood as a heuristic one)
we get the following result.
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Proposition 5.3.17. Let us consider the normal return process Xε
t evolving according to

eq. (5.73) where the stochastic interest rate rεt evolves according to the SDE (5.65), with
ν(t, r) satisfying standard condition assuming existence and uniqueness of solutions, and
b(t, r) = κ(θ − r) as before in this section. Let us assume further that the jump process is
independent of W i

t , i = 1, 2 whereas W 1 in (5.73) and W 2 in (5.67) are correlated as follows

d
〈
W 1W 2

〉
t

= ρ̄dt ,

for some constant ρ̄ > 0. Then the heuristic expansion up to the first order for the stochastic
interest rate rεt is given by (5.67).

Furthermore the heuristic expansion up to the first order for the return Xε
t is

X0
t = x0 +

∫ t

0

(
r0
s −

σ2
0

2

)
ds ,

X1
t =

∫ t

0

r1
sds− λt

(
eγ+ δ2

2 − 1
)

+

Nt∑
k=1

Jk.

(5.74)

Proof. The proof is similar to the one of Prop. 5.3.14 taking into account the presence of
the Poisson random measure.

Proposition 5.3.18. Let us consider the particular case of an European call option with
payoff Φ(Xε

T ) =
(
eX

ε
T −K

)
+
. The first order correction (both heuristic and in the sense of

Remark 5.3.3) to the fair price of the contingent claim Φ is given by

Pr1
ν(0;T ) = Pr1(0;T ) + εTe−

∫ T
0
r0sdsN (d(1))λ

(
eγ+ δ2

2 − 1
)

+ εTe−
∫ T
0
r0sdsN (d(1)) δλ ,

(5.75)
where Pr1(0;T ) is the price in Prop. 5.3.15 and N as in Prop. 5.3.4.

Proof. The proof is similar to the one in Prop. 5.3.15. Proceeding then as in Prop. 5.3.15,
taking into account the presence of the jump terms, we get the claim.

Appendix

Polynomial Chaos Expansion

In the present section we briefly recall the main characteristics of the Polynomial Chaos
Expansion (PCE) approach, we refer the interested reader to, e.g., [DPPB15b, EMSU12a,
EMSU12b, PT11] and references therein, for a detailed introduction to such a method. The
PCE method allows to approximate a random variable as a linear combination of orthogonal
polynomials in order to compute its statistics with low computational effort. Before entering
into details, we would like to underline that the PCE is, in fact, a generalisation of the original
Wiener Chaos decomposition, see [Wie38].

Let us consider a standard probability space (Ω,F ,P) and the Hilbert space of real-valued
random variables L2(Ω,F ,P), i.e. of real–valued random variables X defined on (Ω,F ,P),
such that

E[X2] =

∫
Ω

(
X(ω)

)2P(dω) < +∞ .
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Moreover L2(Ω,F ,P) is equipped with the standard scalar product

E[XY ] = 〈X,Y 〉P =

∫
Ω

X(ω)Y (ω)P(dω) ,

and corresponding norm
‖X‖2P = E[X2] .

The related convergence will be always referred to as mean square convergence or strong
convergence.

Among the elements of L2(Ω,F ,P), there is the class of basic random variables, which
is used to decompose quantity of interest like, e.g., the solution of a Stochastic Differential
Equation (SDE) at finite time T > 0. We notice that not all the functions ξ ∈ L2(Ω,F ,P)
can be used to perform such a decomposition since they have to satisfy, see, e.g., [EMSU12b,
Section 3], at least the following two properties

• ξ has finite moments of all orders

• the distribution function Fξ(x) := P (ξ ≤ x), x ∈ R, of the basic random variables is
absolutely continuous, with a probability density function (pdf) denoted by fξ.

Let us denote by σ(ξ) the σ-algebra generated by the basic random variable ξ, hence
σ(ξ) ⊂ F . If we want to polynomially decompose a given random variable Y in terms of ξ,
then Y has to be, at least, measurable with respect to the σ-algebra σ(ξ). Exploiting the
Doob-Dynkin Lemma, see, e.g., [Kal06, Lemma 1.13], we have that Y is σ(ξ)-measurable if
for some Borel measurable function g : R → R, Y = g(ξ). In what follows, without loss of
generality, we restrict ourselves to consider the decomposition in L2(Ω, σ(ξ),P). The basic
random variable ξ is assumed to determine a class of orthogonal polynomials {Ψi(ξ)}i∈N,
which is called the generalized polynomial chaos (gPC) basis. We underline that their
orthogonality properties is detected by means of the measure induced by ξ in the image
space (D,B(D)), where D ⊂ R is the range of ξ and where B(D) ⊂ B(R) denotes the Borel
σ-algebra associated with D. For each i, j ∈ N, we have

〈Ψi,Ψj〉P =

∫
Ω

Ψi (ξ(ω)) Ψj (ξ(ω)) dP(ω) =

∫
D

Ψi(x)Ψj(x)fξ(x)dx . (5.76)

If ξ has law N (0, 1/2), namely the centred normal distribution of variance 1
2 , then the

related set {Ψi(x)}i∈N is represented by the family of non-normalized Hermite polynomials
defined on the whole real line, namely D = R, and

Ψ0(x) = 1

Ψ1(x) = 2x

Ψ2(x) = 4x2 − 2
...

(5.77)

Figure 5.1 provides the graph of the first six orthonormal polynomials, achieved by
scaling each Ψi in (5.77) by its norm in L2(Ω, σ(ξ),P), namely, ∀i ∈ N, Ψi is divided by
‖Ψi‖P :=

√
2ii!.
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Figure 5.1: The Hermite normalized polynomials up to degree 5

Latter polynomials Ψi constitute a maximal system in L2(Ω, σ(ξ),P), therefore every
random variable Y ∈ L2(Ω, σ(ξ),P) can be approximated as follows

Y (p) =

p∑
i=0

ciΨi(ξ) , (5.78)

for suitable coefficients ci which depend on the random variable Y , see, e.g., [EMSU12b,
Section 3.1]. We refer to eq. (5.78) as the truncated PCE, at degree p, of Y . Exploiting
previous definitions, taking i ∈ {0, . . . , p}, and considering the orthogonality property of the
polynomials {Ψi(ξ)}i∈N, we have

ci =
1

‖Ψi‖2P
〈Y,Ψi〉P =

1

‖Ψi‖2P
〈g,Ψi〉P , (5.79)

and, since Y = g(ξ), we also obtain

〈Y,Ψ〉P = 〈g,Ψ〉P =

∫
Ω

g(ξ(ω))Ψi(ξ(ω))dP (ω) =

∫
R
g(x)Ψi(x)fξ(x)dx . (5.80)

The convergence rate of the PCE-approximation (5.78) in L2(Ω, σ(ξ),P) norm is strictly
linked to the magnitude of the coefficients of the decomposition. Indeed, by the Parseval
identity, we have

‖Y ‖2P =

+∞∑
i=0

c2i ‖Ψi‖2P ,

furthermore, using the orthogonality property of the Hermite polynomials in L2(Ω, σ(ξ),P),
the norm of (5.78) is given by ∥∥∥Y (p)

∥∥∥2

P
=

p∑
i=0

c2i ‖Ψi‖2P .
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Exploiting the fundamental properties of the orthogonal projections in Hilbert space,
see, e.g., [Rud87, Theorem 4.11], we can estimate the mean square error as

∥∥∥Y − Y (N)
∥∥∥2

P
= ‖Y ‖2P −

∥∥∥Y (N)
∥∥∥2

P
=

+∞∑
i=N+1

c2i ‖Ψi‖2P , (5.81)

thus the rate of convergence depends on the coefficients. In particular the PCE of Y (p)

approximates the Y -statistics in terms of the ci coefficients appearing in eq. (5.78), e.g. the
first two centred moments are determined by

E
[
Y (p)

]
= c0 , (5.82)

Var
[
Y (p)

]
=

p∑
i=1

c2i ‖Ψi‖2P . (5.83)

Multi-element decomposition
Concerning the application fo the PCE method to the approximation of quantities as in
the case of European call options, we have implemented a method called multi-element
generalized polynomial chaos (ME-gPC) method, see, e.g., [PT11], and references therein.
Without entering into technical details, let us mention that it is an extension of the PCE
approach which can be applied to arbitrary probability measures. In particular, see, e.g.,
[WK05, WK06], the ME-gPC approach can be effectively used to numerically solve S(P)DEs,
by decomposing the radom inputs, e.g. the Brownian motion, into smaller elements. Each
of the latter is then used to define a new random variable, with respect to a conditional
probability density function, and a set of orthogonal polynomials defined in terms of the
aforementioned random variable. Then, the procedure we have recalled in the Appendix, is
applied element-by-element and, thanks to the convergence of the method, the final result
is achieved rearranging, in a suitable way, the ones obtained for each term.

5.4 Small noise expansion for the Lévy perturbed Va-
sicek model

The Vasicek model (together with the CIR model) is one of the most used short rate modes.
It assumes that the interest rate under the the risk neutral measure Q evolves according to
a mean reverting Ornstein-Uhlenbeck process with constant coefficients, see, e.g. [DF01] for
details. In particular the interest rate rt is the solution of the following linear stochastic
equation {

drt = κ [θ − rt] dt+ σdWt,

r0 = r0,
(5.84)

with κ, θ, σ and r0 some positive constants. The price of a pure discounted bond, better
known as zero-coupon bond (ZCB), in the Vasicek model can be explicitly computed, see,
e.g. [DF01] as

ZCB(t;T ) = Et
[
e−
∫ T
t
rsds

]
= A(t;T )e−B(t;T )rt , (5.85)
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A(t;T ) := exp

{(
θ − σ2

2κ2

)
(B(t;T )− T + t)− σ2

4κ
B(t;T )2

}
,

B(t;T ) :=
1

κ

(
1− e−κ(T−t)

)
.

The price of an option with payoff Φ(rT ) written on the interest rate rt is given by

ZBO(t;T ) = Et
[
e−
∫ T
t
rsdsΦ (rT )

]
.

In the particular case of an European call/put option, as the one introduced in the previous
BS model, the formula can be explicitly computed, see, e.g. [DF01] Sec. 3.2.1.

From Theorem 5.2.5 we deduce that Φ(rεt) has an asymptotic expansion in powers of ε
of the form

Φ(rεt) =

H∑
k=0

εk [Φ(rεt)]k +RH(ε, t) , (5.86)

with
sup
s∈[0,t]

|RH(ε, s)| ≤ CH+1(t)εH+1 ,

and the coefficients can be computed from the expansions coefficients of rεt , as discussed in
section 5.2, where also the Taylor coefficients of Φ are treated.

5.4.1 The Vasicek model: a first order correction
Applying the results in Sec. 5.2, let us then consider the following perturbed Vasicek model{

drεt = κ [θ − rεt ] dt+ (σ0 + εσ1f(rεt)) dWt,

rε0 = r0,
, (5.87)

with σ0 and σ1 some positive constants, f a smooth real valued function, 0 ≤ ε ≤ ε0.
Let us now consider the particular case f(r) = eαr, for some α ∈ R, then we get the

following proposition.

Proposition 5.4.1. For the particular case where f(r) = eαr, for some α ∈ R0, we have
that rεt can be written a power series, namely

rεt = r0
t + εr1

t +R1(ε, t) ,

where the expansion coefficients read as

r0
t = r0e

−κt + θ
(
1− e−κt

)
+ σ0

∫ t

0
eκ(t−s)dWs, with law N (µt, Qt) ,

r1
t =

σ1

ασ0

(
eαr

0
t − eαr0

)
+

∫ t

0
C1
αe
−κ(t−s)eαr

0
sds+

∫ t

0
C2
αe
−κ(t−s)r0

se
αr0s ,

(5.88)

with

µt = r0e
−κt + θ

(
1− e−κt

)
, Qt =

σ2
0

2κ

(
1− e−2κt

)
,

Cα1 = − σ1

ασ0

(
κ+ κθα+

1

2
α2σ2

0

)
, Cα2 =

σ1

ασ0
κα .
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Proof. Applying Th. 5.2.5 we have that expanding eq. (5.87) up to the first order we get

r0
t = r0 +

∫ t

0

κ
[
θ − r0

s

]
ds+

∫ t

0

σ0dWs ,

r1
t = −

∫ t

0

κr1
sds+

∫ t

0

σ1e
αr0sdWs ,

(5.89)

An application of Itô’s lemma to g(s, r) = eκtr0
t gives us that

r0
t = r0e

−κt + θ
(
1− e−κt

)
+ σ0

∫ t

0

eκ(t−s)Ws, with lawN (µt, Qt) .

Computing r1
t , in the same manner, we have that applying Itô’s lemma to g(s, r) = eκtr1

t

it follows

r1
t = σ1

∫ t

0

e−κ(t−s)eαr
0
sdWs,

Applying again Itô’s lemma to the function h(r) = eαr
0
t eκs we get

eαr
0
t − eαr

0
0 =

∫ t

0

(
γ − καr0

s

)
eαr

0
sds+

∫ t

0

ασ0e
αr0sdWs , (5.90)

with γ := κ+ακθ+
α2σ2

0

2 . The expression for r1
t thus follows applying eq. (5.90) and solving

for integral w.r.t. the Brownian motion.

Remark 5.4.2. With the same argument we can derive also the second correction term r2
t .

In fact applying Th. 5.2.5 we have that

r2
t = −

∫ t

0

κr2
sds+

∫ t

0

σ1αe
αr0sdWs = σ1α

∫ t

0

e−κ(t−s)eαr
0
sdWs .

The particular choice of f(r) = eαr can easily be extended to any real function which
can be written as a Fourier transform, resp. Laplace transform, f(r) =

∫
R0
eirαλ(dα),

resp. f(r) =
∫
R0
eαrλ(dα) of some positive measure λ on R0 (e.g. a probability measure)

resp. which has finite Laplace transform. Formulae (5.92) holds with Kαe
αr0τ replaced by∫

R0
Kαe

iαr0τλ(dα), resp.
∫
R0
Kαe

αr0τλ(dα), which are finite if, e.g.
∫
R0
|Kα|λ(dα) <∞, resp.

λ has compact support. In fact eq. (5.90) gets replaced by∫
R0

eαr
0
t λ(dα) = 1 +

∫
R

[∫ t

0

(
eαr

0
sαµ+

α2

2
σ2

0e
αr0s

)
ds

]
λ(dα)

+

∫
R

[∫ t

0

eαr
0
sασ0dWs

]
λ(dα) .

By repeating the steps used before we get the statements in Prop. 5.4.3 extended to these
more general cases.
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5.4.2 The Vasicek model: a first order correction with jumps

In the present section we will deal with the previous model with an addition of a small
perturbed Poisson compensated measure N . In particular we will assume Ñ(t, A) :=
N(t, A)− tν(A) for all A ∈ B(R, 0), 0 6∈ Ā, N being a Poisson random measure on R+ ×R0

and ν(A) = E(N(1, A), while R0 := R \ {0} and
∫
R0

(|x|2 ∧ 1)ν(dx) < ∞. Eventually the
Poisson random measure is assumed to be independent of the Brownian motion Wt. We
refer to [App09] for details on Levy processes.

Under previous conditions let us assume we are given an interest rate rεt evolving accord-
ing to the SDE{

drt = κ [θ − rt] dt+ (σ0 + εσ1f(rεt)) dWt + ε
∫ t

0

∫
R0
xÑ(ds, dx) ,

r0 = r0,
(5.91)

with the notation as previously introduced.
Let us again consider the particular case f(r) = eαr, for some α ∈ R, then we get the

following proposition.

Proposition 5.4.3. For the particular case where f(r) = eαr, for some α ∈ R0, we have
that rεt can be written a power series, namely

rεt = r0
t + εr1

t +R1(ε, t) ,

where the expansion coefficients read as

r0
t = r0e

−κt + θ
(
1− e−κt

)
+ σ0

∫ t

0
eκ(t−s)dWs, with law N (µt, Qt) ,

r1
t =

σ1

ασ0

(
eαr

0
t − eαr0

)
+

∫ t

0
C1
αe
−κ(t−s)eαr

0
sds+

∫ t

0
C2
αe
−κ(t−s)r0

se
αr0s

+

∫ t

0

∫
R0

xÑ(ds, dx) ,

, (5.92)

with constants as in Prop. 5.4.4.

Proof. The proof is completely analogous to the one of Prop. 5.4.4 just taking into account
the Poisson random measure.

5.4.3 Application to pricing

Expanding the payoff function Φ, assumed to be smooth, according to eq. (5.86) we have
that the first order correction to the fair price of an option written on the underlying rε is
given by

ZBO1(0;T ) = E
[
e−

∫ T
0 rεsdsΦ(rεT )

]
= E

[
e−

∫ t
0 r

0
sds

(
1− ε

∫ t

0
r1
sds

)
Φ
(
r0
T

)]
+ E

[
e−

∫ t
0 r

0
sds

(
1− ε

∫ t

0
r1
sds

)
Φ′
(
r0
T

)]
.

(5.93)



5.4 Small noise expansion for the Lévy perturbed Vasicek model 269

Proposition 5.4.4. The first order corrected fair price of an option written on the under-
lying rεt reads as

ZBO1(0;T ) = E
[
e−

∫ T
0 rεsdsΦ(rεT )

]
= ZBO + εE

[
e−

∫ t
0 r

0
sds

∫ T

0
r1
sdsΦ

(
r0
T

)]
+ εE

[
e−

∫ t
0 r

0
sdsΦ′

(
r0
T

)]
.

(5.94)

Proof. Expanding the rεs in a converging power series we have that

e−
∫ t
0 r

ε
sds = e−

∫ t
0 r

0
sds−ε

∫ t
0 r

1
sds+R1(ε,t) = e−

∫ t
0 r

0
sds

(
1− ε

∫ t

0
r1
sds+ R̃1(ε, t)

)
,

where r0
t , r1

t are given in Prop. 5.4.3 for the particular case of f(x) = eαx.
The expansion in eq. (5.94) follows applying Th. 5.2.5 to the payoff function Φ.

If we consider the particular case of pricing a zero coupon bond (ZCB), namely we consider
a terminal payoff Φ = 1, we have the following.

Proposition 5.4.5. The first order corrected fair price of an option written on the under-
lying rεt reads as

ZCB1(0;T ) = ZCB + εE

[
e−
∫ t
0
r0sds

∫ T

0

r1
sds

]
, (5.95)

where ZCB is the price given in eq. (5.85).

Proof. The claim follows by Prop. 5.4.4, with Φ = 1.
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