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## Overview of the thesis

The birth of modern financial mathematics dates back to the very beginning of the last century, when a French doctoral student, Louis Bachelier ${ }^{1}$ defended the thesis titled Théorie de la spéculation (The theory of speculation), see [Bac00]. The seminal work of Bachlier is not only the first known attempt to concrete modelling financial markets, but it appears also to be the first mathematical definition of the Brownian motion (although the first definition of Brownian motion is to be attributed to the botanist Robert Brown ${ }^{2}$ ).

Bachelier's thesis was published five years earlier than Einsten's ${ }^{3}$ (independent) work on Brownian motion, when during the so-called annus mirabilis, he published the famous paper connecting diffusion theory and molecular physics, see [Ein05]. It is however, Norbert Wiener ${ }^{4}$, the first to rigorously define and construct the Brownian motion, which is also called Wiener process in his honour. In particular his main results consist in proving the existence of Brownian motion and in constructing the so-called Wiener measure which gives the probability distribution of underlying Brownian motion.

Probability, and the theory of stochastic processes, made thus several steps forward thanks to the fundamental works of Andrey Kolmogorov ${ }^{5}$. In the seminal book [Kol56] Kolmogorov, with a methodology similar to Euclid's work in geometry, built a set of fundamental axioms, based mainly on Émile Borel ${ }^{6}$ results on measure theory, on which the modern theory of probability is founded. He also introduced the notion of conditional expectation, that will be the brick on which derivative pricing will be based several years later.

The last key ingredient to the full development of a comprehensive theory of stochastic processes was made by the Japanese mathematician Kiyosi Itô ${ }^{7}$. In fact the Brownian motion is a continuous everywhere function but nowhere differentiable and, being thus an infinite variation process, standard rules of calculus does not apply to the Brownian motion, reason for which an ad hoc calculus was to be properly derived. The major drawbacks are that the theory of Riemann-Stieltjes integration and differential calculus cannot be used,

[^0]so that the two main mathematical object on which all the modern mathematics is founded were thus missing. In [Itō51] Itô derived what is now called Itô lemma (or Itô formula), which represents the stochastic counterpart to the chain rule in standard calculus. The impact of Itô lemma to stochastic calculus cannot be overstated, and quoting Steven Shreve "Stochastic calculus is little more than repeated use of Itô formula in a variety of situations".

One last honourable mention has to be made; being this thesis concerned with jumps processes, we cannot avoid to mention the French mathematician Paul Lévy ${ }^{8}$. Lévy made important breakthrough in the theory of stochastic processes, introducing among others martingales, see [Lév25]; also Lévy processes are clearly named in his honour.

While Itô's work was changing the world of stochastic calculus, the economist Harry Markowitz ${ }^{9}$ published his pioneering works in modern portfolio theory, see [Mar52, Mar68]. Markowitz's Ph.D. thesis was perhaps the work that gave the way to the development of the mathematical theory of finance.

Some years later Paul Samuelson ${ }^{10}$ realized that Itô's stochastic calculus was tailormade for modelling financial markets, so that he started to use the newly born stochastic calculus to study prices in financial markets see [Sam73]. Meanwhile two other economists, Fisher Black ${ }^{11}$ and Myron Scholes ${ }^{12}$, published what is nowaday considered the most influential work in financial mathematics, see [BS73], where they introduced the well-known Black-Scholes model for pricing financial derivatives. In [BS73] Black and Scholes solved the problem of find the fair value for a European call option, for this work they were awarded the 1997 Nobel prize in Economics. One year later, Robert Merton ${ }^{13}$, who is perhaps Samuelson's most notable student, published another fundamental work on pricing corporate bonds, see [Mer74] (in his honour the Black-Scholes model is some times referred to as Black-Scholes-Merton model).

From the very first results, the mathematical theory of financial markets has undergone several changes, mostly due to financial crises who forced the mathematical-economical community to change the basic assumptions on which the whole theory is founded. Consequently a new mathematical foundation were needed. In particular the 2007/2008 credit crunch showed the word that a new financial theoretical framework was necessary, since several empirical evidences emerged that aspects that were neglected prior to these years were in fact fundamental if one has to deal with financial markets.

The goal of the present thesis goes in this direction; we aim at developing rigorous mathematical instruments that allows to treat fundamental problem in modern financial mathematics. In order to do so, the current project is divided into three main parts, which focus on three different topics of modern financial mathematics. The first part is concerned with delay equations, the second part deal with infinite dimensional analysis and network models whereas the last part treats the topic of rigorous asymptotic expansions.

[^1]
## Part I: Stochastic calculus for delay equations

Part $I$ is devoted to the study of delay differential equations. The study of stochastic delay differential equations has been first done in the 80 's, mostly in the case where the driving noise is a standard Brownian motion. From the very first results the importance of delay equations in mathematical finance was clear: in fact on one side they allow to study market imperfections, such as delays due to some physical constraints, i.e. time necessary to transport some commodities, on the other side delay equations provide a fundamental tool in studying path-dependent options.

In the first part, we will carry out a comphrensive study of delay equations, from the existence and uniqueness, to Feynman-Kac type results. Thus, we will provide several examples in financial mathematics where the results just derived play a crucial role. The mathematical ingredient, besides delay equations, will be backward stochastic differential equations (BSDE), which are by now one of the most intensive area of research in stochastic processes, mainly linked to optimal stochastic control problem and mathematical finance.

This part is dived into two chapters, which consists of, respectively, two and four sections. Chapter 1 will focus on forward-backward system with delay, where the delay may also enter the backward component. This last point being the main novelty of chapter 1, which leads to non-trivial mathematical results. In particular the chapter is based on the new pathdependent calculus recently developed in [CF10, CF13]. We will prove the existence of a viscosity solution, in a suitable sense, to an associated (path-dependent) PDE.

Thus, several concrete example of possible applications which are relevant in modern mathematical finance are treated. In particular in section 1.3 .4 we will show how previously derived results are particularly suitable to model counterparty risk and collateralization, which the recent credit crunch shows to be fundamental and cannot be neglected in the valuation of over-the-counter derivatives.

Chapter 2 is also concerned with delay differential equations. We will in this chapter consider instead the setting of stochastic functional delay differential equations (SFDDE) first introduced in [Moh84]. We will generalize this setting allowing also for a jump noise giving thus a complete characterization of delay equations with jumps, we refer to section 2.1 to an introduction to delay equations. We will first show in 2.1 the existence and uniqueness of a solution to a SFDDE with jumps, both in the space of càdlàg functions and Lebesgue integrable functions. Then using the tools of calculus via regularization we will derive in section 2.2 an ad hoc Itô formula for this type of delay equations. Thus, in section 2.3 we will prove a Feynman-Kac type result under mild assumptions on differentiability for the coefficients. Using then all the above mentioned results we will provide applications to path-dependent options and market with memory. Eventually, we will show how the present setting is in fact connected to the path-dependent setting used in section 1.2.3.

## Part II: Infinite dimensional analysis and network models

Part $I I$ is concerned with infinite dimensional analysis and network models. The modern theory of partial differential equations relies on weak concepts of solutions, using tools of functional analysis and function spaces. As in the deterministic case, in the stochastic one, infinite dimensional analysis allows to deal with a wide variety of problem when considering a given differential equation. In particular, when one consider a problem where the underlying domain is a network, the underlying domain can be incorporated in a suitable choice of a space of functions. This allow to reformulate the problem in an abstract setting, so that one
can rely on standard result in operator theory.
As previous part, part $I I$, consists of two chapters. Chapter 3, which is divided into 3 sections, deals with two different models, i.e. the Vasicek model in interest rate modelling and the FitzHugh-Nagumo model (FHN) in neurobiology. In section 5.4.1 we will show how to write the Vasicek model in the Heath-Jarrow-Morton-Musiela framework as an infinite dimensional stochastic PDE, and exploiting the property of the leading semigroup we will characterize the associated invariant measure. The following two sections, namely sections 3.2-3.3, are concerned with an optimal control problem for an infinite dimensional version of the FHN equation; section 3.2 considers the FHN without recovery variable whereas in section 3.3 the recovery variable is also included into the model.

The second chapter of the current section, namely chapter 4 , is devoted to infinite dimensional analysis on networks. In particular it is of recent interest to consider diffusion problems where the underlying domain is a graph, where possible applications range from quantum mechanics to system of interconnected bank in financial mathematics, this last application being of particular interest in modelling contagion risk of default. Introducing a suitable product function space, the original problem on a network can be rewritten as an infinite dimensional (stochastic) PDE. More recently the attention has been also put on what type of boundary conditions one can endow the problem with, that is what type of dynamics has to be prescribed at the intersection of two adjacent edges of the network. This last point will be the main object of investigation of the chapter. In fact we will generalize the standard boundary condition in network model, that is the so-called Kirchhoff conditions. In section 4.1 we will use aforementioned techniques in order to prove a Gaussian estimate for the leading semigroup of a (stochastic) PDE on a network with both static and dynamic non-local dynamic conditions; eventually, an application to optimal control is proposed. The second section deals with a similar problem to the one above, where now the boundary condition are assumed to be non-local in time exhibiting a delay. In doing so we exploit another different possible technique in dealing with delay equations, that is semigroup theory; this also hints that even the first chapter 1 was in fact based on infinite dimensional techniques.

## Part III: Rigorous asymptotic expansions

Eventually Part III deals with asymptotic expansion. Small noise expansion is widely used in physics in order to obtain perturbed solution of Schrödinger equation. In fact when considering particularly complex potentials $V$ one cannot hope to obtain an analytical solution for the Schrödinger equation. A possible solution is to expand the potential as a Taylor summation and to obtain thus approximated solutions.

Recent evidence has shown how the Black-Scholes model is highly unrealistic, where instead local (or stochastic) volatility models should be used if one aim at capturing several factors in the markets. Clearly the main drawback in considering more general models is that one cannot hope of having anymore explicit analytic solutions, leading in some particular case to problem which are hard to treat also numerically. Borrowing the above idea from physics we apply a perturbation technique to the pricing of a contingent claim in a financial market. The main difficulty in doing so lies in the fact that the underlying function is stochastic; one has thus to derive a rigorous (small noise) asymptotic expansion for a stochastic differential equation (SDE). Therefore we derive in Section 5.2 the rigorous asymptotic expansion for general SDE, allowing also to consider general jump noises. Then
in Section 5.4 we provided several example of approximation prices for contingent claims centred around the Black-Scholes price. We also provide some numerical examples that validate our expansion.

## Part I

## Stochastic calculus for delay equations

# 1 Path-dependent calculus and BSDE with time-delayed generator 

The present chapter in taken from [CDPMZ16, CDP16a].

$$
\left.\left.\begin{array}{l}
\qquad \text { Abstract } \\
\text { We prove the existence of a viscosity solution of the following path dependent } \\
\text { nonlinear Kolmogorov equation: }
\end{array}\right\} \begin{array}{l}
\partial_{t} u(t, \phi)+\mathcal{L} u(t, \phi)+f\left(t, \phi, u(t, \phi), \partial_{x} u(t, \phi) \sigma(t, \phi),(u(\cdot, \phi))_{t}\right)=0, t \in[0, T), \phi \in \mathcal{C}, \\
u(T, \phi)=h(\phi), \phi \in \mathcal{C},
\end{array}\right\} \begin{aligned}
& \text { where } \mathcal{C}=\mathcal{C}\left([0, T] ; \mathbb{R}^{d}\right),(u(\cdot, \phi))_{t}:=(u(t+\theta, \phi))_{\theta \in[-\delta, 0]} \text { and } \\
& \qquad \mathcal{L} u(t, \phi):=\left\langle b(t, \phi), \partial_{x} u(t, \phi)\right\rangle+\frac{1}{2} \operatorname{Tr}\left[\sigma(t, \phi) \sigma^{*}(t, \phi) \partial_{x x}^{2} u(t, \phi)\right] .
\end{aligned}
$$

The result is obtained by a stochastic approach. In particular we prove a new type of nonlinear Feynman-Kac representation formula associated to a backward stochastic differential equation with time-delayed generator which is of nonMarkovian type.

The second part is concerned with financial applications to the large investor problem and risk measures via $g$-expectations. Also we consider a non-linear pricing problem that takes into account credit risk and funding issues. The aforementioned problem is formulated as a stochastic forward-backward system with delay, both in the forward and in the backward component, whose solution is characterized in terms of viscosity solution to a suitable type of path-dependent $P D E$.

### 1.1 Introduction

We aim at providing a probabilistic representation of a viscosity solution to the following path-dependent nonlinear Kolmogorov equation (PDKE)

$$
\left\{\begin{array}{l}
-\partial_{t} u(t, \phi)-\mathcal{L} u(t, \phi)-f\left(t, \phi, u(t, \phi), \partial_{x} u(t, \phi) \sigma(t, \phi),(u(\cdot, \phi))_{t}\right)=0  \tag{1.1}\\
u(T, \phi)=h(\phi)
\end{array}\right.
$$

for $t \in[0, T), \phi \in \mathcal{C}:=\mathcal{C}\left([0, T] ; \mathbb{R}^{d}\right)$ being the space of continuous $\mathbb{R}^{d}$-valued functions defined on the interval $[0, T]$, being $T<\infty$ a fixed time horizon. Also, for a fixed delay $\delta>0$, we have set $(u(\cdot, \phi))_{t}:=(u(t+\theta, \phi))_{\theta \in[-\delta, 0]}$. In equation (1.1) we have denoted by $\mathcal{L}$ the second order differential operator given by

$$
\mathcal{L} u(t, \phi):=\frac{1}{2} \operatorname{Tr}\left[\sigma(t, \phi) \sigma^{*}(t, \phi) \partial_{x x}^{2} u(t, \phi)\right]+\left\langle b(t, \phi), \partial_{x} u(t, \phi)\right\rangle,
$$

with $b:[0, T] \times \mathcal{C} \rightarrow \mathbb{R}^{d}$ and $\sigma:[0, T] \times \mathcal{C} \rightarrow \mathbb{R}^{d \times d^{\prime}}$ being two non-anticipative functionals to be better introduced in subsequent section.

In particular we will prove that, under appropriate assumptions on the coefficients, being

$$
\left(X^{t, \phi}(s), Y^{t, \phi}(s), Z^{t, \phi}(s)\right)_{s \in[t, T]}
$$

the unique solution to the decoupled forward-backward stochastic differential system

$$
\left\{\begin{align*}
X^{t, \phi}(s)=\phi(t)+\int_{t}^{s} b\left(r, X^{t, \phi}\right) d r & +\int_{t}^{s} \sigma\left(r, X^{t, \phi}\right) d W(r), \quad s \in[t, T]  \tag{1.2}\\
Y^{t, \phi}(s)=h\left(X^{t, \phi}\right)+\int_{s}^{T} f\left(r, X^{t, \phi},\right. & \left.Y^{t, \phi}(r), Z^{t, \phi}(r), Y_{r}^{t, \phi}\right) d r \\
& -\int_{s}^{T} Z^{t, \phi}(r) d W(r), \quad s \in[t, T]
\end{align*}\right.
$$

with $(t, \phi) \in[0, T] \times \mathcal{C}$ and $W$ a standard Brownian motion, then the deterministic nonanticipative functional $u:[0, T] \times \mathcal{C} \rightarrow \mathbb{R}$ given by the representation formula $u(t, \phi):=$ $Y^{t, \phi}(t)$ is a viscosity solution, in the sense of $\left[\mathrm{EKT}^{+} 14\right]$, to equation (1.1). Above, the notation $Y_{r}^{t, \phi}$ appearing in the generator $f$ of the backward component in system (1.2) stands for the path of the process $Y^{t, \phi}$ restricted to $[r-\delta, r]$, namely

$$
Y_{r}^{t, \phi}:=\left(Y^{t, \phi}(r+\theta)\right)_{\theta \in[-\delta, 0]} .
$$

In particular the forward equation is a functional stochastic differential equation, while the backward equation has time-delayed generator, that is the generator $f$ can depend, unlike the classical backward stochastic differential equations, on the past values of $Y^{t, \phi}$.

Let us stress that if we do not consider delay neither in the forward nor in the backward component, we retrieve standard results of Markovian forward-backward system, so that in this case we obtain $u(t, \phi)=u(t, \phi(t))$, and equation (1.1) becomes

$$
\left\{\begin{array}{l}
-\partial_{t} u(t, x)-\mathcal{L} u(t, x)-f\left(t, x, u(t, x), \partial_{x} u(t, x) \sigma(t, x)\right)=0, \quad t \in[0, T), x \in \mathbb{R}^{d} \\
u(T, x)=h(x), x \in \mathbb{R}^{d}
\end{array}\right.
$$

with

$$
\mathcal{L} u(t, x):=\frac{1}{2} \operatorname{Tr}\left[\sigma(t, x) \sigma^{*}(t, x) \partial_{x x}^{2} u(t, x)\right]+\left\langle b(t, x), \partial_{x} u(t, x)\right\rangle .
$$

Let us recall that BSDE's were first introduced, in the linear case, by Bismut [Bis73], whereas the nonlinear case was considered by Pardoux and Peng in [PP90]. Later, in [PP92, Pen91], the connection between BSDEs and semilinear parabolic partial differential equations (PDE's) was established, proving the nonlinear Feynman-Kac formula for Markovian equations stated above. Also, a similar deterministic representation associated with a suitable PDE, can be proved taking into account different types of BSDE's, such as BSDE's with random terminal time, see, e.g. [DP97], reflected BSDE's, see, e.g. [EKKP ${ }^{+}$97], or also backward stochastic variational inequalities, see, e.g. [MR10, MR $\left.{ }^{+} 15 \mathrm{~b}\right]$.

When one is to consider the non-Markovian case, the associated PDE becomes pathdependent. In particular in [Pen11a] the author shows for the first time that a nonMarkovian BSDE can be linked with a path-dependent PDE. Subsequently in [PW11] the authors proved, in the case of smooth coefficients, the existence and uniqueness of a classical solution for the path-dependent Kolmogorov equation

$$
\left\{\begin{array}{l}
-\partial_{t} u(t, \phi)-\frac{1}{2} \partial_{x x}^{2} u(t, \phi)-f\left(t, \phi, u(t, \phi), \partial_{x} u(t, \phi)\right)=0, \quad t \in[0, T), \phi \in \mathcal{C},  \tag{1.3}\\
u(T, \phi)=h(\phi), \phi \in \mathcal{C}
\end{array}\right.
$$

In particular the authors appealed to a representation formula using the standard nonMarkovian BSDE:

$$
\begin{equation*}
Y^{t, \phi}(s)=h\left(W^{t, \phi}\right)+\int_{s}^{T} f\left(W^{t, \phi}, Y^{t, \phi}(r), Z^{t, \phi}(r)\right) d r-\int_{s}^{T} Z^{t, \phi}(r) d W(r), \quad s \in[t, T] \tag{1.4}
\end{equation*}
$$

with the generator and the final condition depending on the Brownian paths: $W^{t, \phi}(s)=$ $\phi(t)+W(s)-W(t)$, if $s \in[t, T]$ and $W^{t, \phi}(s)=\phi(s)$, if $s \in[0, t)$. Then in [Pen11b] a new type of viscosity solution is introduced.

Eventually in $\left[E K T{ }^{+} 14\right.$, ETZ12a, ETZ12b] the authors introduced a new notion of viscosity solutions, which is the definition we will consider in the present work, for semilinear and fully non linear path-dependent PDE, using the framework of functional Itô calculus first set by Dupire [Dup09] and Cont \& Fournié [CF13].

We will, in the present work, generalized the results in $\left[\mathrm{EKT}^{+} 14\right]$ along two directions. First we will consider a BSDE whose generator depends not only on past valued assumed by a standard Brownian motion $W$, but the BSDE may depends on a general diffusion process $X$. Second, and most important generalization, we will prove the connection between pathdependent PDEs and BSDEs with time-delayed generators. We recall that time-delayed BSDE were first introduced in [DI $\left.{ }^{+} 10 \mathrm{~b}\right]$ and [DI10a]. More precisely the authors obtained the existence and uniqueness of the solution the the time-delayed BSDE

$$
\begin{equation*}
Y(t)=\xi+\int_{t}^{T} f\left(s, Y_{s}, Z_{s}\right) d s-\int_{t}^{T} Z(s) d W(s), 0 \leq t \leq T \tag{1.5}
\end{equation*}
$$

where $Y_{s}:=(Y(r))_{r \in[0, s]}$ and $Z_{s}:=(Z(r))_{r \in[0, s]}$. In particular, the aforementioned existence and uniqueness result holds true if the time horizon $T$ or the Lipschitz constant for the generator $f$ are sufficiently small. To our best knowledge, the link between time-delayed BSDE's and path-dependent PDE's has never been addressed in literature.

We also emphasize that our framework, since our BSDE is time-delayed, requires that the backward equation contains a supplementary initial condition to be satisfied, namely $Y^{t, \phi}(s)=Y^{s, \phi}(s)$, if $s \in[0, t)$. Let us further stress that the Feynman-Kac formula would fail with standard prolongation $Y^{t, \phi}(s)=Y^{t, \phi}(t)$, for $s \in[0, t)$. Although the existence results for equation (1.5) has already been treated in [DI ${ }^{+} 10 \mathrm{~b}$, DI10a], this new initial condition imposes a more elaborated proof.

The last part of the paper presents some financial models based on our theoretical results. In recent years delay equations have been of growing interest, mainly motivated by many concrete applications where the effect of delay cannot be neglected, see, e.g. [Moh98, KP07]. On the contrary, BSDEs with time delayed generator have been first introduced as a pure mathematical tool, with no application of interest. Only later in [Del10, Del12] the author proposed some financial applications to pricing, hedging and investment portfolio management, where backward equations with delayed generator provide a fundamental tool.

Based on the recently introduced path-dependent calculus, together with the mild assumptions of differentiability required, the probabilistic representation for a viscosity solution of a non-linear parabolic equations proved in the present paper, finds perhaps its best application in finance. In fact, a wide variety of financial derivatives can be formally treated under the theory developed in what follows, from the more standard European options, to the more exotic path-dependent options, such as Asian options or look-back options.

We propose here different possible applications of forward-backward stochastic differential system (1.2), where the delay in the backward component arises from two different motivations. The first example we will deal with is a generalization of a well-known model in finance, where we will consider the case of a non standard investor acting on a financial market. We will assume, following [CM96, EKPQ01], that a so called large investor wishes to invest on a given market, buying or selling a stock. This investor has the peculiarity that his actions on the market can affect the stock price. In particular, we will assume that the stock price $S$ and the bond $B$ are a function of the large investor's portfolio ( $X, \pi$ ), X being the value of the portfolio and $\pi$ the number of share of the asset $S$.

This case has been already treated in financial literature, see, e.g. [EKPQ01]. We further generalize the aforementioned results assuming a second market imperfection, that is we assume that it might be a small time delay between the action of the large investor and the reaction of the market, so that we are led to consider the financial system with the presence of the past of $X$ in the coefficients $r, \mu$ and $\sigma$ :

$$
\left\{\begin{aligned}
\frac{d B(t)}{B(t)} & =r\left(t, X(t), \pi(t), X_{t}\right) d t, \quad B(0)=1 \\
\frac{d S(t)}{S(t)} & =\mu\left(t, X(t), \pi(t), X_{t}\right) d t+\sigma\left(t, X(t), X_{t}\right) d W(t), \quad S(0)=s_{0}>0
\end{aligned}\right.
$$

where the notation $X_{t}$ stands for the path $(X(t+\theta))_{\theta \in[-\delta, 0]}$, being $\delta$ a small enough delay.
The second example we deal with arises from a different situation. Recent literature in financial mathematics has been focused in how to measure the riskiness of a given financial investment. To this extent dynamic risk measures have been introduced in [ADEH99]. In particular, BSDEs have been shown to be perhaps the best mathematical tool for modelling dynamic risk measures, via the so called g-expectations. In [Del12] the author proposed a risk measure that takes also into account the past values assumed by the investment, that is we will assume that, in making his future choices, the investor will consider not only
the present value of the investment, but also the values assumed in a sufficiently small past interval. This has been motivated by empirical studies that show how the memory effect has a fundamental importance in an investor's choices, see, e.g. [Del12] and references therein for financial studies on the memory effect in financial investment. We therefore consider an investor that tries to quantify the riskiness of a given investment, with $Y$ being his investment, we will assume that the investor looks at the average value of his investment in a sufficiently recent past, that is we consider a generator of the form $\frac{1}{\delta} \int_{-\delta}^{0} Y(t+\theta) d \theta$, with $\delta>0$ being a sufficiently small delay.

Eventually, the last part of the chapter, that is starting from Section 2.5.1 is concerned with a topic of great importance in modern finance, that is the pricing of derivatives in OTC markets taking into account credit/debit value adjustment, collateral and funding constraints.

Starting from the spreading of the credit crunch in 2007, empirical evidences have shown how some aspects of financial markets neglected up to that point by theoretical models, are instead fundamental in concrete economical frameworks. In particular let us mention the violation of standard non-arbitrage relation between forward rates and zero-coupon bonds. Even if we will not address latter problem in the present paper, we would like to underline how it is very connected to the topic we will treat, as witnessed by the recent, wide and growing literature linked to the so called multi-curve modelling, see, e.g., [Hen14, MP14, PB13, PT10, GR15], and references therein.

In what follows we will focus on a different issue which emerged after the last financial crisis, namely the problem of pricing derivatives contracts, including the possibility of the counterparty default, i.e., the event in which a borrower fails to make the required payments to his lender. Such an event is treated in the framework of the credit risk which, according to [oBSfIS00], is defined as the potential that a bank borrower or counterparty will fail to meet its obligations in accordance with agreed terms. Even if the number of type of related financial losses is rather huge, it is interesting to note that they may be complete, as in the case of default, or even partial, and can happen in a number of different cases, such, e.g., if a consumer fails to make a payment related to a line of credit, or if an insolvent insurance company does not pay previously stipulated policy obligations, or bank that, because of its insolvency, does not return funds to a depositor, etc. We would like to underline that the Credit default risk has a great impact on almost all the credit-sensitive transactions, also including mortgages, loans, securities and derivatives. Hence, its careful determination and forecasting, are crucial tasks, especially in the modern theory of financial markets, see, e.g., [EJY00, JR02], which are widely characterized by sophisticated contracts of the aforementioned type. In particular, the wrong estimation of credit default risk that, at different levels, has been experienced at the end of the last decade, is intrinsically linked to the inadequacy of classical models in describing real financial markets, mainly because of the unrealistic hypotheses of the existence of a unique risk-free rate, i.e. the theoretical rate of return of an investment with zero risk, or the possibility to have unlimited access to funding. Our aim is to derive a mathematical formulation of such problems, while we refer the interested reader to, e.g., [BMP13, BP13] and references therein, for a deep study of related financial implications, see also [LXYW14], where the credit risk is studied in connection with the so called Catastrophe Bonds, [WYZW14] where the default probability problem for credit risk is considered, [LMS11] to what concerns a large deviation approach.

Recently have appeared several works that try to include counterparty risk, i.e. the risk to each party of a contract that the counterparty will be unable to meet contractual
obligations, as well as funding issues in pricing financial contracts, leading to a systematic treatment of both of them. In particular, to our knowledge, the first attempts in the direction of developing a concrete framework able to treat both the counterparty risk and the funding constraints, can be found in [Cré11, Cré15a, Cré15b]. However, we will mainly refer to a slightly different and yet closely related approach, namely the one developed in [BMP13, BP14]. Let us mention that both approaches identify backward stochastic differential equations (BSDEs) as a fundamental mathematical object to consider a financial setting characterized by counterparty risk, see, e.g., [CDP14b, EKPQ97].

In what follows, we also exploit the approach developed in [BFP15, BP14], where the authors firstly consider the present value of a contract as the discounted present value of future payoffs, and then include margin variations and counterparty risk in their valuation BSDE, which turns out to be risk-free rate independent. In fact, the latter depends only on different funding rates which are directly observable on the markets

The main contribution of the present work is thus to give a rigorous and general mathematical foundation of the previously introduced setting. In particular, following [BFP15, BP14], we will consider the so-called master pricing equation generalising it in several direction. Firstly, we will consider possibly path-dependent hedging strategy exploiting the so-called path-dependent calculus developed in [CF13, CF10]. Secondly, we will not assume any differentiability assumptions in order to consider viscosity solutions for the related pricing PDE. Finally, as major generalization, we consider a margining procedure that can be path-dependent with respect to the portfolio. In fact, as pointed out in [Cré11, Remark. 5.5], in real world the margining scheme often depends upon its past values. It is worth to mention that the latter is highly non trivial, since, from a mathematical point of view, it implies that the related BSDE generator depends its past values as well.

Let us recall that the first rigorous treatment of delay differential equations dates back to the monograph [Moh84], while more recently, see [Dup09] and [CF13, CF10], new notions of ad hoc derivatives have been introduced to study the stochastic calculus for path dependent stochastic differential equations. Since then, such results have been then generalised in several directions, see, e.g., [BCDNR16, CDPO16, CRb, CDGR, FZ, FMT10, SX11] ,and references therein. We would like to mention that the path-dependent calculus has revealed itself since his born, as a powerful tool to model financial markets exhibiting delay, and also path-dependent options.

Analogously, in $\left[\mathrm{EKT}^{+} 14, \mathrm{EKT}^{+} 14, \mathrm{EKT}^{+} 14\right]$, the authors proposed an ad hoc notion of viscosity solutions to path-dependent PDE which, similarly to the relation established by the Feynman-Kac theorem between a stochastic differential equation (SDE) and its deterministic counterpart, relates a path-dependent SDE to a corresponding path-dependent PDE, by exploiting the theory of BSDE, hence by using of the notion of non-linear expectations, see, e.g., [Pen04].

Recently, the development of the theory of delayed stochastic differential equations, has made one step further to include, besides the delay in the forward SDE, also a delay component in the backward equation. In particular in [DI $\left.{ }^{+} 10 \mathrm{~b}\right]$, the authors proposed a new type of stochastic delay equation, whose generator may depends on the past values of the BSDE itself. As mentioned above this peculiarity is highly non trivial, as witnessed by several examples reported in $\left[\mathrm{DI}^{+} 10 \mathrm{~b}\right]$, where the authors show how the uniqueness property for the solution fails to be true.

To overcome latter problem some additional assumptions have to be taken into account, as in [CDPMZ16], where, exploiting the notion of viscosity solution proposed in [EKT $\left.{ }^{+} 14\right]$,
the connection between forward-backward SDE with delay both in forward and in the backward component and a new type of path-dependent $P D E$ has been proved.

In the present paper we exploit the aforementioned results obtained in [CDPMZ16], to generalize the financial setting developed in [BFP15, BP14], allowing for path-dependent hedging strategies, i.e. plans to reduce the financial risk associated to adverse price movements of, e.g., assets in which one has invested, and collateralization scheme with delay. We recall that the collateralization represents the situation in which a borrower pledges an asset as recourse to the lender to hedge the case of the borrower's default. In particular, the collateralization of assets gives to, e.g., banks a sufficient level of reassurance against the default risk. The latter banking practice allows loans to be issued to individuals or companies which do not belong to the set of the ones having optimal credit history or good debt rating. We underline that our approach is particularly suitable to treat financial frameworks characterized by delays in the default procedure, see, e.g., [BP14, Sec. 3, Sec. 4], the latter being the object of our future works.

The paper is organized as follows: in Section 1.2 .1 we introduce needed notion based on functional Itô's calculus and the notion of viscosity solution for path-dependent PDE's. In Section 1.2.2 we prove the existence and uniqueness of a solution for the time-delayed BSDE, whereas Section 1.2.3 is devoted to the main results of the present work, that is the proof of the continuity of the function $u(t, \phi):=Y^{t, \phi}(t)$ as well as the generalization of the Feynman-Kac formula with the core of the present work, that is Theorem 1.2.14. In Section 1.3 we present the financial applications, in particular the large investor application and $g$-expectations. Therefore in Sec. 2.5 .1 we apply above results to the problem of obtaining a portfolio under credit risk and funding issues. Eventually, in Sec. 1.3.3, we will derive the main path-dependent pricing PDE.

### 1.2 BSDE with delayed generator

### 1.2.1 Preliminaries

## Pathwise derivatives and functional Itô's formula

Let us first introduce the framework on which we shall construct the solutions of PDKE (1.1). In particular for a deep treatment of functional Itô calculus we refer the reader to Dupire [Dup09] and Cont \& Fournié [CF13].

Let $\mathcal{D}:=\mathbb{D}\left([0, T] ; \mathbb{R}^{d}\right)$ be the set of càdlàg $\mathbb{R}^{d}$-valued functions, i.e. right continuous, with finite left-hand limits, $\hat{B}$ the canonical process on $\mathcal{D}$, i.e. $\hat{B}(t, \hat{\phi}):=\hat{\phi}(t)$ and $\hat{\mathbb{F}}:=$ $\left(\hat{\mathcal{F}}_{s}\right)_{s \in[0, T]}$ the filtration generated by $\hat{B}$. On $\mathcal{D}$, resp. $[0, T] \times \mathcal{D}$, we introduce the following norm, resp. pseudometric, with respect to whom it becomes a Banach space, resp. a complete pseudometric space. Let us thus define, for any $(t, \hat{\phi}),\left(t^{\prime}, \hat{\phi}^{\prime}\right) \in[0, T] \times \mathcal{D}$,

$$
\begin{aligned}
& \|\hat{\phi}\|_{T}:=\sup _{r \in[0, T]}|\hat{\phi}(r)| \\
& d\left((t, \hat{\phi}),\left(t^{\prime}, \hat{\phi}^{\prime}\right)\right):=\left|t-t^{\prime}\right|+\sup _{r \in[0, T]}\left|\hat{\phi}(r \wedge t)-\hat{\phi}^{\prime}\left(r \wedge t^{\prime}\right)\right|
\end{aligned}
$$

Let $\hat{u}:[0, T] \times \mathcal{D} \rightarrow \mathbb{R}$ be an $\hat{\mathbb{F}}$-progressively measurable non-anticipative process, that is we assume $\hat{u}(t, \hat{\phi})$ depends only on the restriction of $\hat{\phi}$ on $[0, t]$, i.e. $\hat{u}(t, \hat{\phi})=\hat{u}(t, \hat{\phi}(\cdot \wedge t))$, for any $(t, \hat{\phi}) \in[0, T] \times \mathcal{D}$. We say that $\hat{u}$ is vertically differentiable at $(t, \hat{\phi}) \in[0, T] \times \mathcal{D}$ if
there exist

$$
\partial_{x_{i}} \hat{u}(t, \hat{\phi}):=\lim _{h \rightarrow 0} \frac{\hat{u}\left(t, \hat{\phi}+h \mathbb{1}_{[[t, T]]} e_{i}\right)-\hat{u}(t, \hat{\phi})}{h}
$$

for any $i=\overline{1, d}$, where we have denoted by $\left\{e_{i}\right\}_{i=\overline{1, d}}$ the canonical basis of $\mathbb{R}^{d}$. The second order derivatives, when they exist, are denoted by $\partial_{x_{i} x_{j}}^{2} \hat{u}(t, \hat{\phi}):=\partial_{x_{i}}\left(\partial_{x_{j}} \hat{u}\right)$, for any $i, j=$ $\overline{1, d}$. Let us further denote by $\partial_{x} \hat{u}(t, \hat{\phi})$ the gradient vector, that is we have

$$
\partial_{x} \hat{u}(t, \hat{\phi})=\left(\partial_{x_{1}} \hat{u}(t, \hat{\phi}), \ldots, \partial_{x_{d}} \hat{u}(t, \hat{\phi})\right)
$$

and by $\partial_{x x}^{2} \hat{u}(t, \hat{\phi})$ the $d \times d$-Hessian matrix, that is

$$
\partial_{x x}^{2} \hat{u}(t, \hat{\phi})=\left(\partial_{x_{i} x_{j}}^{2} \hat{u}(t, \hat{\phi})\right)_{i, j=\overline{1, d}}
$$

Let $t \in[0, T]$ and a path $\phi \in \mathcal{D}$, we denote

$$
\begin{equation*}
\phi_{(t)}:=\phi(\cdot \wedge t) \in \mathcal{D} \tag{1.6}
\end{equation*}
$$

We say that $\hat{u}$ is horizontally differentiable at $(t, \hat{\phi}) \in[0, T] \times \mathcal{D}$ if there exist

$$
\partial_{t} \hat{u}(t, \hat{\phi}):=\lim _{h \rightarrow 0_{+}} \frac{\hat{u}\left(t+h, \hat{\phi}_{(t)}\right)-\hat{u}(t, \hat{\phi})}{h},
$$

for $t \in[0, T)$ and $\partial_{t} \hat{u}(T, \hat{\phi}):=\lim _{t \rightarrow T_{-}} \partial_{t} \hat{u}(t, \hat{\phi})$.
Let $\hat{u}:[0, T] \times \mathcal{D} \rightarrow \mathbb{R}$ be non-anticipative, we say that $\hat{u} \in \mathcal{C}([0, T] \times \mathcal{D})$ if $\hat{u}$ is continuous on $[0, T] \times \mathcal{D}$ under the pseudometric $d$; we write that $\hat{u} \in \mathcal{C}_{b}([0, T] \times \mathcal{D})$ if $\hat{u} \in \mathcal{C}([0, T] \times \mathcal{D})$ and $\hat{u}$ is bounded on $[0, T] \times \mathcal{D}$. Eventually we say that $\hat{u} \in \mathcal{C}_{b}^{1,2}([0, T] \times \mathcal{D})$ if $\hat{u} \in \mathcal{C}([0, T] \times \mathcal{D})$ and the derivatives $\partial_{x} \hat{u}, \partial_{x x}^{2} \hat{u}, \partial_{t} \hat{u}$ exist and they are continuous and bounded.

Having introduced the needed notations, following [Dup09], we will now work with processes $u$ defined on $[0, T] \times \mathcal{C} \rightarrow \mathbb{R}$, being $\mathcal{C}$ the space of continuous paths, $\mathcal{C}\left([0, T] ; \mathbb{R}^{d}\right)$. Let $B$ be the canonical process on $\Lambda$, i.e. $B(t, \phi):=\phi(t)$ and $\mathbb{F}:=\left(\mathcal{F}_{s}\right)_{s \in[0, T]}$ the filtration generated by $B$.

From the fact that $\mathcal{C}$ is a closed subspace of $\mathcal{D}$, we have that $\left(\Lambda,\|\cdot\|_{t}\right)$ is also a Banach space; with an analogous reasoning we claim that $([0, T] \times \mathcal{C}, d)$ is a complete pseudometric space. As done above, we have that if $u:[0, T] \times \mathcal{C} \rightarrow \mathbb{R}$ is a non-anticipative process, we write that $u \in \mathcal{C}([0, T] \times \mathcal{C})$ if $u$ is continuous on $[0, T] \times \mathcal{C}$ under the pseudometric $d$; if, moreover, $u$ is continuous and bounded on $[0, T] \times \mathcal{C}$, we write $u \in \mathcal{C}_{b}([0, T] \times \mathcal{C})$. Eventually, following $\left[\mathrm{EKT}^{+} 14\right]$, we write that $u \in \mathcal{C}_{b}^{1,2}([0, T] \times \mathcal{C})$ if there exists $\hat{u} \in \mathcal{C}_{b}^{1,2}([0, T] \times \mathcal{D})$ such that $\left.\hat{u}\right|_{[0, T] \times \mathcal{C}}=u$ and by definition we take $\partial_{t_{i}} u:=\partial_{t} \hat{u}, \partial_{x} u:=\partial_{x} \hat{u}, \partial_{x x}^{2} u:=\partial_{x x}^{2} \hat{u}$, notice that definitions are independent of the choice of $\hat{u}$.

We are now to introduce the shifted spaces of càdlàg and continuous paths. If $t \in[0, T]$, $\hat{B}^{t}$ is the shifted canonical process on $\mathcal{D}^{t}:=\mathbb{D}\left([t, T] ; \mathbb{R}^{d}\right), \hat{\mathbb{F}}^{t}:=\left(\hat{\mathcal{F}}_{s}^{t}\right)_{s \in[t, T]}$ is the shifted filtration generated by $\hat{B}^{t}$,

$$
\begin{aligned}
& \|\hat{\phi}\|_{T}^{t}:=\sup _{r \in[t, T]}|\hat{\phi}(r)| \\
& d^{t}\left((s, \hat{\phi}),\left(s^{\prime}, \hat{\phi}^{\prime}\right)\right):=\left|s-s^{\prime}\right|+\sup _{r \in[t, T]}\left|\hat{\phi}(r \wedge s)-\hat{\phi}^{\prime}\left(r \wedge s^{\prime}\right)\right|
\end{aligned}
$$

for any $(s, \hat{\phi}),\left(s^{\prime}, \hat{\phi}^{\prime}\right) \in[t, T] \times \mathcal{D}^{t}$. Analogously we define the spaces $\mathcal{C}\left([t, T] \times \mathcal{D}^{t}\right), \mathcal{C}_{b}([t, T] \times$ $\left.\mathcal{D}^{t}\right)$ and $\mathcal{C}_{b}^{1,2}\left([t, T] \times \mathcal{D}^{t}\right)$. Similarly, we denote $\mathcal{C}^{t}:=\mathcal{C}\left([t, T] ; \mathbb{R}^{d}\right), B^{t}$ the shifted canonical process on $\mathcal{C}^{t}, \mathbb{F}^{t}:=\left(\mathcal{F}_{s}^{t}\right)_{s \in[t, T]}$ the shifted filtration generated by $B^{t}$ and we introduce the spaces $\mathcal{C}\left([t, T] \times \mathcal{C}^{t}\right), \mathcal{C}_{b}\left([t, T] \times \mathcal{C}^{t}\right)$ and $\mathcal{C}_{b}^{1,2}\left([t, T] \times \mathcal{C}^{t}\right)$.

Let us denote by $\mathcal{T}$ the set of all $\mathbb{F}$-stopping times $\tau$ such that for all $t \in[0, T)$, then we have that the set $\{\phi \in \mathcal{C}: \tau(\phi)>t\}$ is an open subset of $\left(\mathcal{C},\|\cdot\|_{T}\right)$ and $\mathcal{T}^{t}$ the be the set of all $\mathbb{F}$-stopping times $\tau$ such that for all $s \in[t, T)$, the set $\left\{\phi \in \mathcal{C}^{t}: \tau(\phi)>s\right\}$ is an open subset of $\left(\mathcal{C}^{t},\|\cdot\|_{T}^{t}\right)$.

For a càdlàg function $\phi \in \mathbb{D}\left([-\delta, T] ; \mathbb{R}^{d}\right)$, we denote

$$
\begin{equation*}
\phi_{t}:=(\phi(t+\theta))_{\theta \in[-\delta, 0]} . \tag{1.7}
\end{equation*}
$$

We conclude this subsection by recalling the functional version of the Itô's formula (see Cont \& Fournié [CF13, Theorem 4.1]).

Theorem 1.2.1 (Functional Itô's formula). Let $A$ be a d-dimensional Itô process, i.e. $A:[0, T] \times \mathcal{C} \rightarrow \mathbb{R}^{d}$ is a continuous $\mathbb{R}^{d}$-valued semimartingale defined on the probability space $(\mathcal{C}, \mathbb{F}, \mathbb{P})$ which admits the representation

$$
A(t)=A(0)+\int_{0}^{t} b(r) d r+\int_{0}^{t} \sigma(r) d B(r), \quad \text { for all } t \in[0, T]
$$

If $F \in \mathcal{C}_{b}^{1,2}([0, T] \times \hat{\nexists})$ then, for any $t \in[0, T)$, the following change of variable formula holds true:

$$
\begin{aligned}
F\left(t, A_{(t)}\right)= & F\left(0, A_{(0)}\right)+\int_{0}^{t} \partial_{t} F\left(r, A_{(r)}\right) d r+\int_{0}^{t}\left\langle\partial_{x} F\left(r, A_{(r)}\right), b(r)\right\rangle d r \\
& +\frac{1}{2} \int_{0}^{t} \operatorname{Tr}\left[\sigma(r) \sigma^{*}(r) \partial_{x x}^{2} F\left(r, A_{(r)}\right)\right] d r+\int_{0}^{t}\left\langle\partial_{x} F\left(r, A_{(r)}\right), \sigma(r) d B(r)\right\rangle
\end{aligned}
$$

## Path-dependent PDEs

We are now to introduced the notion of viscosity solution to equation (1.1), in particular we will use the notion of viscosity solution first introduced in [EKT $\left.{ }^{+} 14\right]$, see also [ETZ12a, ETZ12b].

Let $(t, \phi) \in[0, T] \times \mathcal{C}$ be fixed and $(W(t))_{t \geq 0}$ be a $d^{\prime}$-dimensional standard Brownian motion defined on some complete probability space $(\Omega, \mathcal{G}, \mathbb{P})$. We denote by $\mathbb{G}^{t}=\left(\mathcal{G}_{s}^{t}\right)_{s \in[0, T]}$ the natural filtration generated by $\left((W(s)-W(t)) \mathbb{1}_{[\{s \geq t\}]}\right)_{s \in[0, T]}$ and augmented by the set of $\mathbb{P}$-null events of $\mathcal{G}$.

Let us take $L \geq 0$ and $t<T$. We denote by $\mathcal{U}_{t}^{L}$ the space of $\mathbb{G}^{t}$-progressively measurable $\mathbb{R}^{d}$-valued processes $\lambda$ such that $|\lambda| \leq L$. We define a new probability measure $\mathbb{P}^{t, \lambda}$ by $d \mathbb{P}^{t, \lambda}:=M^{t, \lambda}(T) d \mathbb{P}$, where

$$
M^{t, \lambda}(s):=\exp \left(\int_{t}^{s} \lambda(r) d W(r)-\frac{1}{2} \int_{t}^{s}|\lambda(r)|^{2} d r\right), \mathbb{P} \text {-a.s. }
$$

Under some suitable assumptions on the coefficients, to be better specified later on, see also Theorem 1.2.5 in what follows, the existence and uniqueness of a continuous and
adapted stochastic process $\left(X^{t, \phi}(s)\right)_{s \in[0, T]}$ such that

$$
\left\{\begin{array}{l}
X^{t, \phi}(s)=\phi(t)+\int_{t}^{s} b\left(r, X^{t, \phi}\right) d r+\int_{t}^{s} \sigma\left(r, X^{t, \phi}\right) d W(r), s \in[t, T] \\
X^{t, \phi}(s)=\phi(s), s \in[0, t)
\end{array}\right.
$$

where $(t, \phi) \in[0, T] \times \mathcal{C}$ is given
We are now ready to define the space of the test functions,

$$
\begin{array}{r}
\underline{\mathcal{A}}^{L} u(t, \phi):=\left\{\varphi \in \mathcal{C}_{b}^{1,2}([0, T] \times \mathcal{C}): \exists \tau_{0} \in \mathcal{T}_{+}^{t}, \varphi(t, \phi)-u(t, \phi)\right. \\
\left.=\min _{\tau \in \mathcal{T}^{t}} \underline{\mathcal{E}}_{t}^{L}\left[(\varphi-u)\left(\tau \wedge \tau_{0}, X^{t, \phi}\right)\right]\right\}
\end{array}
$$

and

$$
\begin{aligned}
& \overline{\mathcal{A}}^{L} u(t, \phi):=\left\{\varphi \in \mathcal{C}_{b}^{1,2}([0, T] \times \mathcal{C}): \exists \tau_{0} \in \mathcal{T}_{+}^{t}, \varphi(t, \phi)-u(t, \phi)\right. \\
&\left.=\max _{\tau \in \mathcal{T}^{t}} \overline{\mathcal{E}}_{t}^{L}\left[(\varphi-u)\left(\tau \wedge \tau_{0}, X^{t, \phi}\right)\right]\right\}
\end{aligned}
$$

where $\mathcal{T}_{+}^{t}:=\left\{\tau \in \mathcal{T}^{t}: \tau>t\right\}$, if $t<T$ and $\mathcal{T}_{+}^{T}:=\{T\}$. Also, for any $\xi \in L^{2}\left(\mathcal{F}_{T}^{t} ; \mathbb{P}\right)$, $\underline{\mathcal{E}}_{t}^{L}(\xi):=\inf _{\lambda \in \mathcal{U}_{t}^{L}} \mathbb{E}^{\mathbb{P}^{t, \lambda}}(\xi)$ and $\overline{\mathcal{E}}_{t}^{L}(\xi):=\sup _{\lambda \in \mathcal{U}_{t}^{L}} \mathbb{E}^{\mathbb{P}^{t, \lambda}}(\xi)$ are nonlinear expectations.

We are now able to give the definition of a viscosity solution of the functional PDE (1.1), see, e.g. $\left[E K T^{+} 14\right.$, Def. 3.3].

Definition 1.2.2. Let $u \in \mathcal{C}_{b}([0, T] \times \mathcal{C})$ such that $u(T, \phi)=h(\phi)$, for all $\phi \in \mathcal{C}$.
(a) For any $L \geq 0$, we say that $u$ is a viscosity $L$-subsolution of (1.1) if at any point $(t, \phi) \in[0, T] \times \mathcal{C}$, for any $\varphi \in \underline{\mathcal{A}}^{L} u(t, \phi)$, it holds

$$
-\partial_{t} \varphi(t, \phi)-\mathcal{L} \varphi(t, \phi)-f\left(t, \phi, \varphi(t, \phi), \partial_{x} \varphi(t, \phi) \sigma(t, \phi),(\varphi(\cdot, \phi))_{t}\right) \leq 0
$$

(b) For any $L \geq 0$, we say that $u$ is a viscosity $L$-supersolution of (1.1) if at any point $(t, \phi) \in[0, T] \times \mathcal{C}$, for any $\varphi \in \overline{\mathcal{A}}^{L} u(t, \phi)$, we have

$$
-\partial_{t} \varphi(t, \phi)-\mathcal{L} \varphi(t, \phi)-f\left(t, \phi, \varphi(t, \phi), \partial_{x} \varphi(t, \phi) \sigma(t, \phi),(\varphi(\cdot, \phi))_{t}\right) \geq 0
$$

(c) We say that $u$ is a viscosity subsolution (respectively, supersolution) of (1.1) if $u$ is a viscosity $L$-subsolution (respectively, $L$-supersolution) of (1.1) for some $L \geq 0$.
(d) We say that $u$ is a viscosity solution of (1.1) if $u$ is a viscosity subsolution and supersolution of (1.1).
Remark 1.2.3. It is easy to obtain that this definition is equivalent to the classical one in the Markovian framework, see, e.g. [EKT ${ }^{+}$14].

Let us stress that if $u$ is a function from $\mathcal{C}_{b}^{1,2}([0, T] \times \mathcal{C})$, then it is easy to see that $u$ is a viscosity solution of (1.1) if and only if $u$ is a classical solution for (1.1). Indeed, if $u$ is a viscosity solution then $u \in \underline{\mathcal{A}}^{L} u(t, \phi) \cap \overline{\mathcal{A}}^{L} u(t, \phi)$ and therefore $u$ satisfies (1.1). For the reverse statement one can use the nonlinear Feynman-Kac formula proved in this new framework, see Theorem 1.2.17 below, together with functional Itô's formula in order to compute $u\left(s, X^{t, \phi}\right)$ and the existence and uniqueness result for the corresponding stochastic system (1.2).

Let us also mention that, in accord with standard theory of viscosity solutions, the viscosity property introduced above is a local property, i.e. to check that $u$ is a viscosity solution in $(t, \phi)$ it is sufficient to know the value of $u$ on the interval $\left[t, \tau_{\epsilon}\right]$, where $\epsilon>0$ is arbitrarily fixed and $\tau_{\epsilon} \in \mathcal{T}_{+}^{t}$ is given by $\tau_{\epsilon}:=\inf \{s>t:|\phi(s)| \geq \epsilon\} \wedge(t+\epsilon)$.

Eventually, let us notice that since $b$ and $\sigma$ are Lipschitz, we have uniqueness in law for $X^{t, \phi}$; also, since the filtration on $(\Omega, \mathcal{G}, \mathbb{P})$ is generated by $W$, every progressively measurable processes $\lambda$ is a functional of $W$. Therefore, the spaces of test functions and the above definition are independent on the choice of $(\Omega, \mathcal{G}, \mathbb{P})$ and $W$.

### 1.2.2 The forward-backward delayed system

We are now to state the existence and uniqueness results for a delayed forward-backward system, where both the forward and the backward component exhibit a delayed behaviour, that is we will assume that the generator of the backward equation may depend on past values assumed by its solution $(Y, Z)$. In complete generality, since we will need these results in next sections, we will allow the solution to depend on a general initial time and initial values. Also we remark that in order to ensure the existence and uniqueness result, we need to equip the backward with a suitable condition in the time interval $[0, t)$, being $t$ the initial time, fact that implies a different proof than the one provided in [DI $\left.{ }^{+} 10 \mathrm{~b}\right]$.

The main goal is to find a family

$$
\left(X^{t, \phi}, Y^{t, \phi}, Z^{t, \phi}\right)_{(t, \phi) \in[0, T] \times \mathcal{C}}
$$

of stochastic processes such that the following decoupled forward-backward system holds

$$
\left\{\begin{align*}
& X^{t, \phi}(s)=\phi(t)+\int_{t}^{s} b\left(r, X^{t, \phi}\right) d r+\int_{t}^{s} \sigma\left(r, X^{t, \phi}\right) d W(r), s \in[t, T]  \tag{1.8}\\
& X^{t, \phi}(s)=\phi(s), \quad s \in[0, t) \\
& Y^{t, \phi}(s)=h\left(X^{t, \phi}\right)+\int_{s}^{T} f\left(r, X^{t, \phi}, Y^{t, \phi}(r), Z^{t, \phi}(r), Y_{r}^{t, \phi}, Z_{r}^{t, \phi}\right) d r \\
& \quad-\int_{s}^{T} Z^{t, \phi}(r) d W(r), \quad s \in[t, T] \\
& \\
& Y^{t, \phi}(s)=Y^{s, \phi}(s), \quad Z^{t, \phi}(s)=0, \quad s \in[0, t)
\end{align*}\right.
$$

Let us stress once more, that in both the forward and backward equation, the values of $X^{t, \phi}$, resp. $\left(Y^{t, \phi}, Z^{t, \phi}\right)$, in the time interval $[0, t]$, resp. $\left.t-\delta, t\right]$, need to be known; this is one reason we have to impose such initial conditions. The above initial condition for $Y$ is absolutely necessary in view of the Feynman-Kac formula, which will be proven later. We also prolong by convention, $Y^{t, \phi}$ by $Y^{t, \phi}(0)$ on the negative real axis (this is needed in the case that $t<\delta)$. For the sake of simplicity, we will take $Z^{t, \phi}(s):=0$ and $f(s, \cdot, \cdot, \cdot, \cdot, \cdot):=0$ whenever $s$ become negative.

## The forward path-dependent SDE

Let us first focus on the forward component $X$ appearing in the FBDSDE system (1.8), next theorem states the existence and the uniqueness, as well as accurate estimates, for the
process

$$
\left(X^{t, \phi}(r)\right)_{r \in[0, T]}
$$

The existence result is a classical one (see, e.g. [Moh98] or [Moh84]) and the estimates can be obtained by applying Itô's formula together with assumptions $\left(A_{1}\right)-\left(A_{2}\right)$, see, e.g. [Zăl12], and for these reasons we will not state the proof.

In what follows we will assume the following to hold.
Hypothesis 1.2.4. Let us consider two non-anticipative functionals $b:[0, T] \times \mathcal{C} \rightarrow \mathbb{R}^{d}$ and $\sigma:[0, T] \times \mathcal{C} \rightarrow \mathbb{R}^{d \times d^{\prime}}$ such that
$\left(\mathrm{A}_{1}\right) b$ and $\sigma$ are continuous;
$\left(\mathrm{A}_{2}\right)$ there exists $\ell>0$ such that for any $t \in[0, T], \phi, \phi^{\prime} \in \mathcal{C}$,

$$
\left|b(t, \phi)-b\left(t, \phi^{\prime}\right)\right|+\left|\sigma(t, \phi)-\sigma\left(t, \phi^{\prime}\right)\right| \leq \ell\left\|\phi-\phi^{\prime}\right\|_{T}
$$

Theorem 1.2.5. Let $b, \sigma$ satisfying assumptions 1.2.4 $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{2}\right)$. Let $(t, \phi),\left(t^{\prime}, \phi^{\prime}\right) \in$ $[0, T] \times \mathcal{C}$ be given. Then there exists a unique continuous and adapted stochastic process $\left(X^{t, \phi}(s)\right)_{s \in[0, T]}$ such that

$$
\left\{\begin{array}{l}
X^{t, \phi}(s)=\phi(t)+\int_{t}^{s} b\left(r, X^{t, \phi}\right) d r+\int_{t}^{s} \sigma\left(r, X^{t, \phi}\right) d W(r), s \in[t, T]  \tag{1.9}\\
X^{t, \phi}(s)=\phi(s), s \in[0, t)
\end{array}\right.
$$

Moreover, for any $q \geq 1$, there exists $C=C(q, T, \ell)>0$ such that

$$
\begin{align*}
& \mathbb{E}\left(\left\|X^{t, \phi}\right\|_{T}^{2 q}\right) \leq C\left(1+\|\phi\|_{T}^{2 q}\right), \\
& \begin{aligned}
& \mathbb{E}\left(\left\|X^{t, \phi}-X^{t^{\prime}, \phi^{\prime}}\right\|_{T}^{2 q}\right) \leq C\left(\left\|\phi-\phi^{\prime}\right\|_{T}^{2 q}\right.+\left(1+\|\phi\|_{T}^{2 q}+\left\|\phi^{\prime}\right\|_{T}^{2 q}\right) \cdot\left|t-t^{\prime}\right|^{q} \\
&\left.+\sup _{r \in\left[t \wedge t^{\prime}, t \vee t^{\prime}\right]}|\phi(t)-\phi(r)|^{2 q}\right), \\
& \mathbb{E}\left(\sup _{\substack{s, r \in[t, T] \\
|s-r| \leq \epsilon}}\left|X^{t, \phi}(s)-X^{t, \phi}(r)\right|^{2 q}\right) \leq C\left(1+\|\phi\|_{T}^{2 q}\right) \epsilon^{q-1}, \quad \text { for all } \epsilon>0
\end{aligned}
\end{align*}
$$

## The backward delayed SDE

Let us now consider delayed backward SDE appearing in (1.8), in particular in what follows we have $d$ and $d^{\prime}$ are the fixed constants defined above, whereas $m \in \mathbb{N}^{*}$ is a new fixed constant. Let us then introduce the main reference spaces we will consider.

Definition 1.2.6. (i) let $\mathcal{H}_{t}^{2, m \times d^{\prime}}$ denote the space of $\mathbb{G}^{t}$-progressively measurable processes $Z: \Omega \times[t, T] \rightarrow \mathbb{R}^{m \times d^{\prime}}$ such that

$$
\mathbb{E}\left[\int_{t}^{T}|Z(s)|^{2} d s\right]<\infty
$$

(ii) let $\mathcal{S}_{t}^{2, m}$ the space of continuous $\mathbb{G}^{t}$-progressively measurable processes $Y: \Omega \times[t, T] \rightarrow$ $\mathbb{R}^{m}$ such that

$$
\mathbb{E}\left[\sup _{t \leq s \leq T}|Y(s)|^{2}\right]<\infty
$$

Also we will equip the spaces $\mathcal{H}_{t}^{2, m \times d^{\prime}}$ and $\mathcal{S}_{t}^{2, m}$ with the following norms

$$
\begin{aligned}
\|Z\|_{\mathcal{H}_{t}^{2, m \times d^{\prime}}}^{2} & =\mathbb{E}\left[\int_{t}^{T} e^{\beta s}|Z(s)|^{2} d s\right], \\
\|Y\|_{\mathcal{S}_{t}^{2, m}}^{2} & =\mathbb{E}\left[\sup _{t \leq s \leq T} e^{\beta s}|Y(s)|^{2}\right]
\end{aligned}
$$

for a given constant $\beta>0$.
In what follows, concerning the delayed backward SDE appearing in (1.8), we will assume the following to hold.

Hypothesis 1.2.7. Let

$$
f:[0, T] \times \mathcal{C} \times \mathbb{R}^{m} \times \mathbb{R}^{m \times d^{\prime}} \times L^{2}\left([-\delta, 0] ; \mathbb{R}^{m}\right) \times L^{2}\left([-\delta, 0] ; \mathbb{R}^{m \times d^{\prime}}\right) \rightarrow \mathbb{R}^{m}
$$

and

$$
h: \mathcal{C} \rightarrow \mathbb{R}^{m}
$$

such that the following holds:
$\left(\mathrm{A}_{5}\right)$ There exist $L, K, M>0, p \geq 1$ and a probability measure $\alpha$ on $([-\delta, 0], \mathcal{B}([-\delta, 0]))$ such that, for any $t \in[0, T], \phi \in \mathcal{C},(y, z),\left(y^{\prime}, z^{\prime}\right) \in \mathbb{R}^{m} \times \mathbb{R}^{m \times d^{\prime}}, \hat{y}, \hat{y}^{\prime} \in L^{2}\left([-\delta, 0] ; \mathbb{R}^{m}\right)$ and $\hat{z}, \hat{z}^{\prime} \in L^{2}\left([-\delta, 0] ; \mathbb{R}^{m \times d^{\prime}}\right)$, we have
(i) $\phi \mapsto f(t, \phi, y, z, \hat{y}, \hat{z})$ is continuous,
(ii) $\left|f(t, \phi, y, z, \hat{y}, \hat{z})-f\left(t, \phi, y^{\prime}, z^{\prime}, \hat{y}, \hat{z}\right)\right| \leq L\left(\left|y-y^{\prime}\right|+\left|z-z^{\prime}\right|\right)$,
(iii) $\left|f(t, \phi, y, z, \hat{y}, \hat{z})-f\left(t, \phi, y, z, \hat{y}^{\prime}, \hat{z}^{\prime}\right)\right|^{2}$ $\leq K \int_{-\delta}^{0}\left(\left|\hat{y}(\theta)-\hat{y}^{\prime}(\theta)\right|^{2}+\left|\hat{z}(\theta)-\hat{z}^{\prime}(\theta)\right|^{2}\right) \alpha(d \theta)$,
(iv) $|f(t, \phi, 0,0,0,0)|<M\left(1+\|\phi\|_{T}^{p}\right)$.
$\left(\mathrm{A}_{6}\right)$ The function $f(\cdot, \cdot, y, z, \hat{y}, \hat{z})$ is $\mathbb{F}$-progressively measurable, for any $(y, z, \hat{y}, \hat{z}) \in \mathbb{R}^{m} \times$ $\mathbb{R}^{m \times d^{\prime}} \times L^{2}\left([-\delta, 0] ; \mathbb{R}^{m}\right) \times L^{2}\left([-\delta, 0] ; \mathbb{R}^{m \times d^{\prime}}\right)$.
$\left(\mathrm{A}_{7}\right)$ The function $h$ is continuous and, for all $\phi \in \mathcal{C}$,

$$
|h(\phi)| \leq M\left(1+\|\phi\|_{T}^{p}\right)
$$

Remark 1.2.8. In order to show the existence and uniqueness of a solution to the backward part of system (1.8), we will use a standard Banach's fixed point argument. For that we are obliged to impose that $K$ or $\delta$ should be small enough, see, e.g. restriction (1.30). Also, in
order to obtain the continuity of $Y^{t, \phi}$ with respect to $\phi$ we are obliged to impose restriction (1.37).

Hence we will assume the following condition to holds, such that both restrictions hold true, in particular we will assume there exists a constant $\gamma \in(0,1)$ such that

$$
\begin{equation*}
K \frac{\gamma e^{\left(\gamma+\frac{6 L^{2}}{\gamma}\right) \delta}}{(1-\gamma) L^{2}} \max \{1, T\}<\frac{1}{290} \tag{1.12}
\end{equation*}
$$

For $K$ fixed, it seems at first sight that the expression above cannot be made true by letting $\delta$ to 0 ; however, condition (1.12) will still be verified if we allow $L$ to grow, so we can regard $L$ as a parameter, too.

We are now ready to state the main result of the present section.
Theorem 1.2.9. Let us assume that assumptions 1.2.7 $\left(\mathrm{A}_{5}\right)-\left(\mathrm{A}_{7}\right)$ hold true. If $K$ or $\delta$ are small enough, that is they satisfy condition (1.12), then there exists a unique solution $\left(Y^{t, \phi}, Z^{t, \phi}\right)_{(t, \phi) \in[0, T] \times \mathcal{C}}$ for the backward stochastic differential system from (1.8), such that $\left(Y^{t, \phi}, Z^{t, \phi}\right) \in \mathcal{S}_{t}^{2, m} \times \mathcal{H}_{t}^{2, m \times d^{\prime}}$, for all $t \in[0, T]$ and $t \mapsto\left(Y^{t, \phi}, Z^{t, \phi}\right)$ is continuous from $[0, T]$ into $\mathcal{S}_{0}^{2, m} \times \mathcal{H}_{0}^{2, m \times d^{\prime}}$.

Remark 1.2.10. The main difference between the proof of our result and that of Theorem 2.1 from $\left[\mathrm{DI}^{+} 10 \mathrm{~b}\right]$ is due to the supplementary structure condition $Y^{t, \phi}(s)=Y^{s, \phi}(s)$, for $s \in[0, t)$ which should be satisfied by the unknown process $Y^{t, \phi}$.

We also allow $T$ to be arbitrary and we consider that the time horizon is different from the delay $\delta \in[0, T]$; moreover, we separate the Lipschitz constant $L$ with respect to $(y, z)$ by the Lipschitz constant $K$ with respect to $\hat{y}$, and hence the restriction (1.12) can avoid the constant $L$.

Proof. The existence and uniqueness will be obtained by the Banach fixed point theorem.
Let $\phi \in \mathcal{C}$ be arbitrarily fixed and let us consider the map $\Gamma$ defined on $\mathcal{A} \times \mathcal{B}$, with $\mathcal{A}:=$ $\mathcal{C}\left([0, T] ; \mathcal{S}_{0}^{2, m}\right)$ and $\left.\mathcal{B}:=\mathcal{C}\left([0, T] ; L^{2}\left(\Omega ; \mathcal{H}_{0}^{2, m \times d^{\prime}}\right)\right)\right)$, in the following way: for $(U, V) \in$ $\mathcal{A} \times \mathcal{B}, \Gamma(U, V)=(Y, Z)$, where for $t \in[0, T]$, the couple of adapted processes $\left(Y^{t}, Z^{t}\right)$ is solution to the equation

$$
\left\{\begin{align*}
& Y^{t}(s)= h\left(X^{t, \phi}\right)+\int_{s}^{T} f\left(r, X^{t, \phi}, Y^{t}(r), Z^{t}(r), U_{r}^{t}, V_{r}^{t}\right) d r  \tag{1.13}\\
&-\int_{s}^{T} Z^{t}(r) d W(r), \quad s \in[t, T] \\
& Y^{t}(s):=Y^{s}(s), \quad Z^{t}(s):=0, \quad s \in[0, t)
\end{align*}\right.
$$

## Step I.

Let us first show that $\Gamma$ takes values in the Banach space $\mathcal{A} \times \mathcal{B}$. For that, let us take $(U, V) \in \mathcal{A} \times \mathcal{B}$; we will prove that $(Y, Z):=\Gamma(U, V) \in \mathcal{A} \times \mathcal{B}$, i.e. for every $t \in[0, T]$ we have

$$
\begin{equation*}
Y^{t} \in \mathcal{S}_{t}^{2, m} \subseteq \mathcal{S}_{0}^{2, m}, \quad Z^{t} \in \mathcal{H}_{t}^{2, m \times d^{\prime}} \subseteq \mathcal{H}_{0}^{2, m \times d^{\prime}} \tag{1.14}
\end{equation*}
$$

and the applications

$$
\begin{align*}
& {[0, T] \ni t \mapsto Y^{t} \in \mathcal{S}_{0}^{2, m}}  \tag{1.15}\\
& {[0, T] \ni t \mapsto Z^{t} \in \mathcal{H}_{0}^{2, m \times d^{\prime}}}
\end{align*}
$$

are continuous.
Let $t \in[0, T]$ and $t^{\prime} \in[0, T]$, also, with no loss of generality, we will suppose that $t<t^{\prime}$ and $t^{\prime}-t<\delta$.

We have, using (1.13) that

$$
\begin{aligned}
& \mathbb{E}\left(\sup _{s \in[0, T]}\left|Y^{t}(s)-Y^{t^{\prime}}(s)\right|^{2}\right) \\
& \leq \mathbb{E}\left(\sup _{s \in\left[0, t^{\prime}\right]}\left|Y^{t}(s)-Y^{t^{\prime}}(s)\right|^{2}\right)+\mathbb{E}\left(\sup _{s \in\left[t^{\prime}, T\right]}\left|Y^{t}(s)-Y^{t^{\prime}}(s)\right|^{2}\right) \\
& \leq 2 \mathbb{E}\left(\sup _{s \in\left[t, t^{\prime}\right]}\left|Y^{t}(s)-Y^{t}(t)\right|^{2}\right)+2 \mathbb{E}\left(\sup _{s \in\left[t, t^{\prime}\right]}\left|Y^{t}(t)-Y^{s}(s)\right|^{2}\right) \\
& +\mathbb{E}\left(\sup _{s \in\left[t^{\prime}, T\right]}\left|Y^{t}(s)-Y^{t^{\prime}}(s)\right|^{2}\right) .
\end{aligned}
$$

From the continuity of the solution of equation (1.13) with respect to time, we have that

$$
\mathbb{E}\left(\sup _{s \in\left[t, t^{\prime}\right]}\left|Y^{t}(s)-Y^{t}(t)\right|^{2}\right) \rightarrow 0
$$

as $t^{\prime} \rightarrow t$.
Concerning the term $\mathbb{E}\left(\sup _{s \in\left[t^{\prime}, T\right]}\left|Y^{t}(s)-Y^{t^{\prime}}(s)\right|^{2}\right)$ let us denote for short, only throughout this step,

$$
\begin{array}{ll}
\Delta Y(r):=Y^{t}(r)-Y^{t^{\prime}}(r), & \Delta Z(r):=Z^{t}(r)-Z^{t^{\prime}}(r) \\
\Delta U(r):=U^{t}(r)-U^{t^{\prime}}(r), & \Delta V(r):=V^{t}(r)-V^{t^{\prime}}(r)
\end{array}
$$

and

$$
\begin{aligned}
& \Delta h:=h\left(X^{t, \phi}\right)-h\left(X^{t^{\prime}, \phi}\right), \\
& \Delta f(r):=f\left(r, X^{t, \phi}, Y^{t}(r), Z^{t}(r), U_{r}^{t}, V_{r}^{t}\right)-f\left(r, X^{t^{\prime}, \phi}, Y^{t}(r), Z^{t}(r), U_{r}^{t}, V_{r}^{t}\right) .
\end{aligned}
$$

Exploiting Itô's formula we have, for any $\beta>0$ and any $s \in[t, T]$,

$$
\begin{gathered}
e^{\beta s}|\Delta Y(s)|^{2}+\beta \int_{s}^{T} e^{\beta r}|\Delta Y(r)|^{2} d r+\int_{s}^{T} e^{\beta r}|\Delta Z(r)|^{2} d r \\
=e^{\beta T}|\Delta Y(T)|^{2}-2 \int_{s}^{T} e^{\beta r}\langle\Delta Y(r), \Delta Z(r)\rangle d W(r) \\
+2 \int_{s}^{T} e^{\beta r}\left\langle\Delta Y(r), f\left(r, X^{t, \phi}, Y^{t}(r), Z^{t}(r), U_{r}^{t}, V_{r}^{t}\right)\right. \\
\left.\quad-f\left(r, X^{t, \phi}, Y^{t^{\prime}}(r), Z^{t^{\prime}}(r), U_{r}^{t^{\prime}}, V_{r}^{t^{\prime}}\right)\right\rangle d r,
\end{gathered}
$$

so that, from assumptions 1.2.7, and noting that it holds

$$
\begin{aligned}
& \int_{s}^{T} e^{\beta r}\left(\int_{-\delta}^{0}|\Delta U(r+\theta)|^{2}+|\Delta V(r+\theta)|^{2} \alpha(d \theta)\right) d r \\
& =\int_{-\delta}^{0} \int_{s}^{T} e^{\beta r}\left(|\Delta U(r+\theta)|^{2}+|\Delta V(r+\theta)|^{2} d r\right) \alpha(d \theta) \\
& =\int_{-\delta}^{0}\left(\int_{s+\theta}^{T+\theta} e^{\beta(r-\theta)}|\Delta U(r)|^{2}+|\Delta V(r)|^{2} d r\right) \alpha(d \theta) \\
& \leq e^{\beta \delta} \cdot \int_{-\delta}^{0} \alpha(d \theta) \cdot \int_{0}^{T} e^{\beta r}\left(|\Delta U(r)|^{2}+|\Delta V(r)|^{2}\right) d r \\
& \leq T e^{\beta \delta} \sup _{r \in[0, T]}\left(e^{\beta r}|\Delta U(r)|^{2}\right)+e^{\beta \delta} \int_{0}^{T} e^{\beta r}|\Delta V(r)|^{2} d r
\end{aligned}
$$

we have for any $a>0$,

$$
\begin{aligned}
& 2 \int_{s}^{T} e^{\beta r}\left\langle\Delta Y(r), f\left(r, X^{t, \phi}, Y^{t}(r), Z^{t}(r), U_{r}^{t}, V_{r}^{t}\right)\right. \\
& \left.\quad-f\left(r, X^{t, \phi^{\prime}}, Y^{t^{\prime}}(r), Z^{t^{\prime}}(r), U_{r}^{t^{\prime}}, V_{r}^{t^{\prime}}\right)\right\rangle d r \\
& \leq a \int_{s}^{T} e^{\beta r}|\Delta Y(r)|^{2}+\frac{3}{a} \int_{s}^{T} e^{\beta r}|\Delta f(r)|^{2} d r+\frac{6 L^{2}}{a} \int_{s}^{T} e^{\beta r}\left(|\Delta Y(r)|^{2}+|\Delta Z(r)|^{2}\right) d r \\
& \quad+\frac{3 T K e^{\beta \delta}}{a} \sup _{r \in[0, T]}\left(e^{\beta r}|\Delta U(r)|^{2}\right)+\frac{3 K e^{\beta \delta}}{a} \int_{0}^{T} e^{\beta r}|\Delta V(r)|^{2} d r .
\end{aligned}
$$

Therefore we have

$$
\begin{aligned}
& e^{\beta s}|\Delta Y(s)|^{2}+\left(\beta-a-\frac{6 L^{2}}{a}\right) \int_{s}^{T} e^{\beta r}|\Delta Y(r)|^{2} d r+\left(1-\frac{6 L^{2}}{a}\right) \int_{s}^{T} e^{\beta r}|\Delta Z(r)|^{2} d r \\
& \leq e^{\beta T}|\Delta Y(T)|^{2}+\frac{3}{a} \int_{s}^{T} e^{\beta r}|\Delta f(r)|^{2} d r-2 \int_{s}^{T} e^{\beta r}\langle\Delta Y(r), \Delta Z(r)\rangle d W(r) \\
& \quad+\frac{3 T K e^{\beta \delta}}{a} \sup _{r \in[0, T]} e^{\beta r}|\Delta U(r)|^{2}+\frac{3 K e^{\beta \delta}}{a} \int_{0}^{T} e^{\beta r}|\Delta V(r)|^{2} d r .
\end{aligned}
$$

We now choose $\beta, a>0$ such that

$$
\begin{equation*}
a+\frac{6 L^{2}}{a}<\beta \quad \text { and } \quad \frac{6 L^{2}}{a}<1 \tag{1.16}
\end{equation*}
$$

so that we obtain

$$
\begin{align*}
& \left(1-\frac{6 L^{2}}{a}\right) \mathbb{E} \int_{s}^{T} e^{\beta r}|\Delta Z(r)|^{2} d r \leq \mathbb{E}\left(e^{\beta T}|\Delta h|^{2}\right)+\frac{3}{a} \mathbb{E} \int_{s}^{T} e^{\beta r}|\Delta f(r)|^{2} d r \\
& \quad+\frac{3 T K e^{\beta \delta}}{a} \mathbb{E}\left(\sup _{r \in[0, T]} e^{\beta r}|\Delta U(r)|^{2}\right)+\frac{3 K e^{\beta \delta}}{a} \mathbb{E} \int_{0}^{T} e^{\beta r}|\Delta V(r)|^{2} d r . \tag{1.17}
\end{align*}
$$

and, exploiting Burkholder-Davis-Gundy's inequality,we have that

$$
\begin{aligned}
& 2 \mathbb{E}\left(\sup _{s \in\left[t^{\prime}, T\right]}\left|\int_{s}^{T} e^{\beta r}\langle\Delta Y(r), \Delta Z(r)\rangle d W(r)\right|\right) \\
& \leq \frac{1}{4} \mathbb{E}\left(\sup _{s \in\left[t^{\prime}, T\right]} e^{\beta s}|\Delta Y(s)|^{2}\right)+144 \mathbb{E} \int_{t^{\prime}}^{T} e^{\beta r}|\Delta Z(r)|^{2} d r
\end{aligned}
$$

which immediately implies

$$
\begin{aligned}
& \frac{3}{4} \mathbb{E}\left(\sup _{s \in\left[t^{\prime}, T\right]} e^{\beta s}|\Delta Y(s)|^{2}\right) \leq \mathbb{E}\left(e^{\beta T}|\Delta h|^{2}\right)+\frac{3}{a} \mathbb{E} \int_{t^{\prime}}^{T} e^{\beta r}|\Delta f(r)|^{2} d r \\
& \quad+\frac{3 T K e^{\beta \delta}}{a} \mathbb{E}\left(\sup _{r \in[0, T]} e^{\beta r}|\Delta U(r)|^{2}\right)+\frac{3 K e^{\beta \delta}}{a} \mathbb{E} \int_{0}^{T} e^{\beta r}|\Delta V(r)|^{2} d r \\
& \quad+144 \mathbb{E} \int_{t^{\prime}}^{T}|\Delta Z(r)|^{2} d r
\end{aligned}
$$

Hence, we have that

$$
\begin{align*}
& \frac{3}{4} \mathbb{E}\left(\sup _{s \in\left[t^{\prime}, T\right]} e^{\beta s}|\Delta Y(s)|^{2}\right) \leq C_{1} \mathbb{E}\left(e^{\beta T}|\Delta h|^{2}\right)+\frac{3}{a} C_{1} \mathbb{E} \int_{t^{\prime}}^{T} e^{\beta r}|\Delta f(r)|^{2} d r \\
& \quad+\frac{3 T K e^{\beta \delta}}{a}\left(1+\frac{144}{1-6 L^{2} / a}\right) \mathbb{E}\left(\sup _{r \in[0, T]} e^{\beta r}|\Delta U(r)|^{2}\right)  \tag{1.18}\\
& \quad+\frac{3 K e^{\beta \delta}}{a}\left(1+\frac{144}{1-6 L^{2} / a}\right) \mathbb{E} \int_{0}^{T} e^{\beta r}|\Delta V(r)|^{2} d r
\end{align*}
$$

Exploiting thus assumptions $\left(\mathrm{A}_{5}\right)$ and $\left(\mathrm{A}_{7}\right)$ together with the fact that $X^{\cdot, \phi}$ is continuous and bounded, we have that

$$
C_{1} \mathbb{E}\left(e^{\beta T}|\Delta h|^{2}\right)+\frac{3}{a} C_{1} \mathbb{E} \int_{t^{\prime}}^{T} e^{\beta r}|\Delta f(r)|^{2} d r \rightarrow 0 \quad \text { as } t^{\prime} \rightarrow t
$$

Since $(U, V) \in \mathcal{A} \times \mathcal{B}$, and therefore we have that

$$
\mathbb{E}\left(\sup _{r \in[0, T]} e^{\beta r}|\Delta U(r)|^{2}\right) \rightarrow 0
$$

and

$$
\mathbb{E} \int_{0}^{T} e^{\beta r}|\Delta V(r)|^{2} d r \rightarrow 0
$$

as $t^{\prime} \rightarrow t$, we have that

$$
\begin{equation*}
\mathbb{E}\left(\sup _{s \in\left[t^{\prime}, T\right]} e^{\beta s}|\Delta Y(s)|^{2}\right) \rightarrow 0 \quad \text { and } \quad \mathbb{E} \int_{t^{\prime}}^{T} e^{\beta r}|\Delta Z(r)|^{2} d r \rightarrow 0, \quad \text { as } t^{\prime} \rightarrow t \tag{1.19}
\end{equation*}
$$

We are now left to show that the term $\mathbb{E}\left(\sup _{s \in\left[t, t^{\prime}\right]}\left|Y^{t}(t)-Y^{s}(s)\right|^{2}\right)$ is also converging to 0 as $t^{\prime} \rightarrow t$.

Since the map $t \mapsto Y^{t}(t)$ is deterministic, we have from equation (1.13),

$$
\begin{aligned}
& Y^{t}(t)-Y^{s}(s)=\mathbb{E}\left[Y^{t}(t)-Y^{s}(s)\right] \\
&= \mathbb{E}\left[h\left(X^{t, \phi}\right)-h\left(X^{s, \phi}\right)\right]+\mathbb{E} \int_{t}^{T} f\left(r, X^{t, \phi}, Y^{t}(r), Z^{t}(r), U_{r}^{t}, V_{r}^{t}\right) d r \\
&-\mathbb{E} \int_{s}^{T} f\left(r, X^{s, \phi}, Y^{s}(r), Z^{s}(r), U_{r}^{s}, V_{r}^{s}\right) d r \\
&= \mathbb{E}\left[h\left(X^{t, \phi}\right)-h\left(X^{s, \phi}\right)\right]+\mathbb{E} \int_{t}^{s} f\left(r, X^{t, \phi}, Y^{t}(r), Z^{t}(r), U_{r}^{t}, V_{r}^{t}\right) d r \\
&+\mathbb{E} \int_{s}^{T}\left[f\left(r, X^{t, \phi}, Y^{t}(r), Z^{t}(r), U_{r}^{t}, V_{r}^{t}\right)-f\left(r, X^{s, \phi}, Y^{s}(r), Z^{s}(r), U_{r}^{s}, V_{r}^{s}\right)\right] d r
\end{aligned}
$$

Using then assumption (1.11) we have

$$
\begin{aligned}
& \left|Y^{t, \phi}(t)-Y^{s, \phi}(s)\right| \\
& \leq \mathbb{E}\left|h\left(X^{t, \phi}\right)-h\left(X^{s, \phi}\right)\right|+\mathbb{E} \int_{t}^{s} L\left(\left|Y^{t}(r)\right|+\left|Z^{t}(r)\right|\right) d r \\
& +\sqrt{K \int_{t}^{s} \mathbb{E}\left(\int_{-\delta}^{0}\left|U^{t}(r+\theta)\right|^{2}+\left|V^{t}(r+\theta)\right|^{2} \alpha(d \theta)\right) d r} \cdot \sqrt{s-t} \\
& \quad+\mathbb{E} \int_{t}^{s}\left|f\left(r, X^{t, \phi}, 0,0,0,0\right)\right| d r \\
& +\mathbb{E} \int_{s}^{T}\left|f\left(r, X^{t, \phi}, Y^{t}(r), Z^{t}(r), U_{r}^{t}, V_{r}^{t}\right)-f\left(r, X^{s, \phi}, Y^{t}(r), Z^{t}(r), U_{r}^{t}, V_{r}^{t}\right)\right| d r \\
& +\mathbb{E} \int_{s}^{T} L\left(\left|Y^{t}(r)-Y^{s}(r)\right|+\left|Z^{t}(r)-Z^{s}(r)\right|\right) d r \\
& +\sqrt{K(T-s) \int_{s}^{T} \mathbb{E}\left(\int_{-\delta}^{0}\left|U^{t}(r+\theta)-U^{s}(r+\theta)\right|^{2}+\left|V^{t}(r+\theta)-V^{s}(r+\theta)\right|^{2} \alpha(d \theta)\right) d r}
\end{aligned}
$$

and therefore we obtain

$$
\begin{aligned}
&\left|Y^{t}(t)-Y^{s}(s)\right| \\
& \leq \mathbb{E}\left|h\left(X^{t, \phi}\right)-h\left(X^{s, \phi}\right)\right|+L \sqrt{s-t} \sqrt{T \mathbb{E} \sup _{r \in[0, T]}\left|Y^{t}(r)\right|^{2}+\mathbb{E} \int_{0}^{T}\left|Z^{t}(r)\right|^{2} d r} \\
&+\sqrt{K} \sqrt{s-t} \sqrt{T \mathbb{E} \sup _{r \in[0, T]}\left|U^{t}(r)\right|^{2}+\mathbb{E} \int_{0}^{T}\left|V^{t}(r)\right|^{2} d r} \\
&+(s-t) M\left(1+\mathbb{E}| | X^{t, \phi}| |_{T}^{p}\right) \\
&+\mathbb{E} \int_{s}^{T}\left|f\left(r, X^{t, \phi}, Y^{t}(r), Z^{t}(r), U_{r}^{t}, V_{r}^{t}\right)-f\left(r, X^{s, \phi}, Y^{t}(r), Z^{t}(r), U_{r}^{t}, V_{r}^{t}\right)\right| d r \\
&+L \sqrt{T-s} \sqrt{T \mathbb{E} \sup _{r \in[0, T]}\left|Y^{t}(r)-Y^{s}(r)\right|^{2}+\mathbb{E} \int_{0}^{T}\left|Z^{t}(r)-Z^{s}(r)\right|^{2} d r} \\
&+\sqrt{K} \sqrt{T-s} \sqrt{T \mathbb{E} \sup _{r \in[0, T]}\left|U^{t}(r)-U^{s}(r)\right|^{2}+\mathbb{E} \int_{0}^{T}\left|V^{t}(r)-V^{s}(r)\right|^{2} d r} .
\end{aligned}
$$

Taking again into account the fact that $(U, V) \in \mathcal{A} \times \mathcal{B}$, properties (1.10) and assumptions $\left(\mathrm{A}_{5}\right)$ and $\left(\mathrm{A}_{7}\right)$, we infer that

$$
\begin{equation*}
\mathbb{E}\left(\sup _{s \in\left[t, t^{\prime}\right]}\left|Y^{t}(t)-Y^{s}(s)\right|\right) \rightarrow 0, \quad \text { as } t^{\prime} \rightarrow t \tag{1.20}
\end{equation*}
$$

Concerning the term $\mathbb{E} \int_{0}^{T}\left|Z^{t}(r)-Z^{t^{\prime}}(r)\right|^{2} d r$, we see that

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{T}\left|Z^{t}(r)-Z^{t^{\prime}}(r)\right|^{2} d r \\
& =\mathbb{E} \int_{0}^{t^{\prime}}\left|Z^{t}(r)-Z^{t^{\prime}}(r)\right|^{2} d r+\mathbb{E} \int_{t^{\prime}}^{T}\left|Z^{t}(r)-Z^{t^{\prime}}(r)\right|^{2} d r \\
& =\mathbb{E} \int_{t}^{t^{\prime}}\left|Z^{t}(r)\right|^{2} d r+\mathbb{E} \int_{t^{\prime}}^{T}\left|Z^{t}(r)-Z^{t^{\prime}}(r)\right|^{2} d r
\end{aligned}
$$

hence, by (1.17),

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T}\left|Z^{t}(r)-Z^{t^{\prime}}(r)\right|^{2} d r \rightarrow 0, \quad \text { as } t^{\prime} \rightarrow t \tag{1.21}
\end{equation*}
$$

Step II.
We are now to prove that $\Gamma$ is a contraction on the space $\mathcal{A} \times \mathcal{B}$ with respect to the norms

$$
\left|\left\|(Y, Z)|\||_{\mathcal{A} \times \mathcal{B}}:=\left(\||Y|\|_{1}^{2}+\left|\|Z \mid\|_{2}^{2}\right)^{1 / 2}\right.\right.\right.
$$

where

$$
\begin{aligned}
& \|Y \mid\|_{1}^{2}:=\sup _{t \in[0, T]} \mathbb{E}\left(\sup _{r \in[0, T]} e^{\beta r}\left|Y^{t}(r)\right|^{2}\right) \\
& \|Z\| \|_{2}^{2}:=\sup _{t \in[0, T]} \mathbb{E} \int_{0}^{T} e^{\beta r}\left|Z^{t}(r)\right|^{2} d r .
\end{aligned}
$$

Let us recall that $\Gamma: \mathcal{A} \times \mathcal{B} \rightarrow \mathcal{A} \times \mathcal{B}$ is defined by $\Gamma(U, V)=(Y, Z)$, where $(Y, Z)$ is the solution of the BSDE (1.13).

Let us consider $\left(U^{1}, V^{1}\right),\left(U^{2}, V^{2}\right) \in \mathcal{A} \times \mathcal{B}$ and $\left(Y^{1}, Z^{1}\right):=\Gamma\left(U^{1}, V^{1}\right),\left(Y^{2}, Z^{2}\right):=$ $\Gamma\left(U^{2}, V^{2}\right)$. For the sake of brevity, we will denote in what follows

$$
\begin{aligned}
\Delta f^{t}(r): & =f\left(r, X^{t, \phi}, Y^{1, t}(r), Z^{1, t}(r), U_{r}^{1, t}, V_{r}^{1, t}\right) \\
& -f\left(r, X^{t, \phi}, Y^{2, t}(r), Z^{2, t}(r), U_{r}^{2, t}, V_{r}^{2, t}\right) \\
\Delta U^{t}(r): & =U^{1, t}(r)-U^{2, t}(r), \quad \Delta V^{t}(r):=V^{1, t}(r)-V^{2, t}(r), \\
\Delta Y^{t}(r): & =Y^{1, t}(r)-Y^{2, t}(r), \quad \Delta Z^{t}(r):=Z^{1, t}(r)-Z^{2, t}(r)
\end{aligned}
$$

Proceeding as in Step $\boldsymbol{I}$, we have from Itô's formula, for any $s \in[t, T]$ and $\beta>0$,

$$
\begin{align*}
& e^{\beta s}\left|\Delta^{t} Y(s)\right|^{2}+\beta \int_{s}^{T} e^{\beta r}\left|\Delta Y^{t}(r)\right|^{2} d r+\int_{s}^{T} e^{\beta r}\left|\Delta Z^{t}(r)\right|^{2} d r \\
& =2 \int_{s}^{T} e^{\beta r}\left\langle\Delta Y^{t}(r), \Delta f^{t}(r)\right\rangle d r-2 \int_{s}^{T} e^{\beta r}\left\langle\Delta Y^{t}(r), \Delta Z^{t}(r)\right\rangle d W(r) \tag{1.22}
\end{align*}
$$

Noticing that it holds

$$
\begin{aligned}
& \frac{2 K}{a} \int_{s}^{T} e^{\beta r}\left(\int_{-\delta}^{0}\left(\left|\Delta U^{t}(r+\theta)\right|^{2}+\left|\Delta V^{t}(r+\theta)\right|^{2}\right) \alpha(d \theta)\right) d r \\
& \leq \frac{2 K}{a} \int_{-\delta}^{0}\left(\int_{s}^{T} e^{\beta r}\left(\left|\Delta U^{t}(r+\theta)\right|^{2}+\left|\Delta V^{t}(r+\theta)\right|^{2}\right) d r\right) \alpha(d \theta) \\
& \leq \frac{2 K}{a} \int_{-\delta}^{0}\left(\int_{s+r}^{T+r} e^{\beta\left(r^{\prime}-\theta\right)}\left(\left|\Delta U^{t}\left(r^{\prime}\right)\right|^{2}+\left|\Delta V^{t}\left(r^{\prime}\right)\right|^{2}\right) d r^{\prime}\right) \alpha(d \theta) \\
& \leq \frac{2 K}{a} \int_{-\delta}^{0} e^{-\beta \theta} \alpha(d \theta) \cdot \int_{s-\delta}^{T} e^{\beta r}\left(\left|\Delta U^{t}(r)\right|^{2}+\left|\Delta V^{t}(r)\right|^{2}\right) d r \\
& \leq \frac{2 K e^{\beta \delta}}{a} \int_{s-\delta}^{T} e^{\beta r}\left(\left|\Delta U^{t}(r)\right|^{2}+\left|\Delta V^{t}(r)\right|^{2}\right) d r
\end{aligned}
$$

we immediately have, from assumptions 1.2.7, that for any $a>0$,

$$
\begin{align*}
2 \mid & \int_{s}^{T} e^{\beta r}\left\langle\Delta Y^{t}(r), \Delta F^{t}(r)\right\rangle d r\left|\leq 2 \int_{s}^{T} e^{\beta r}\right|\left\langle\Delta Y^{t}(r), \Delta f^{t}(r)\right\rangle \mid d r \\
\leq & a \int_{s}^{T} e^{\beta r}\left|\Delta Y^{t}(r)\right|^{2}+\frac{1}{a} \int_{s}^{T} e^{\beta r}\left|\Delta f^{t}(r)\right|^{2} d r \\
\leq & a \int_{s}^{T} e^{\beta r}\left|\Delta Y^{t}(r)\right|^{2}+\frac{2}{a} \int_{s}^{T} e^{\beta r} L^{2}\left(\left|\Delta Y^{t}(r)\right|+\left|\Delta Z^{t}(r)\right|\right)^{2} d r \\
& +\frac{2}{a} \int_{s}^{T} e^{\beta r}\left(K \int_{-\delta}^{0}\left(\left|\Delta U^{t}(r+\theta)\right|^{2}+\left|\Delta V^{t}(r+\theta)\right|^{2}\right) \alpha(d \theta)\right) d r  \tag{1.23}\\
\leq & a \int_{s}^{T} e^{\beta r}\left|\Delta Y^{t}(r)\right|^{2}+\frac{4 L^{2}}{a} \int_{s}^{T} e^{\beta r}\left(\left|\Delta Y^{t}(r)\right|^{2}+\left|\Delta Z^{t}(r)\right|^{2}\right) d r \\
& +\frac{2 K e^{\beta \delta}}{a} \int_{s-\delta}^{T} e^{\beta r}\left(\left|\Delta U^{t}(r)\right|^{2}+\left|\Delta V^{t}(r)\right|^{2}\right) d r .
\end{align*}
$$

Therefore equation (1.22) yields

$$
\begin{align*}
& e^{\beta s}\left|\Delta Y^{t}(s)\right|^{2}+\left(\beta-a-\frac{4 L^{2}}{a}\right) \int_{s}^{T} e^{\beta r}\left|\Delta Y^{t}(r)\right|^{2} d r+\left(1-\frac{4 L^{2}}{a}\right) \int_{s}^{T} e^{\beta r}\left|\Delta Z^{t}(r)\right|^{2} d r \\
& \leq \\
& \quad \frac{2 K e^{\beta \delta}}{a} T \sup _{r \in[0, T]} e^{\beta r}\left|\Delta U^{t}(r)\right|^{2}+\frac{2 K e^{\beta \delta}}{a} \int_{0}^{T} e^{\beta r}\left|\Delta V^{t}(r)\right|^{2} d r  \tag{1.24}\\
& \quad-2 \int_{s}^{T} e^{\beta r}\left\langle\Delta Y^{t}(r), \Delta Z^{t}(r)\right\rangle d W(r)
\end{align*}
$$

Let now $\beta, a>0$ satisfying

$$
\begin{equation*}
\beta>a+\frac{4 L^{2}}{a} \quad \text { and } \quad 1>\frac{4 L^{2}}{a} \tag{1.25}
\end{equation*}
$$

we have that

$$
\begin{align*}
& \left(1-\frac{4 L^{2}}{a}\right) \mathbb{E} \int_{s}^{T} e^{\beta r}\left|\Delta Z^{t}(r)\right|^{2} d r \\
& \leq \frac{2 T K e^{\beta \delta}}{a} \mathbb{E}\left(\sup _{r \in[0, T]} e^{\beta r}\left|\Delta U^{t}(r)\right|^{2}\right)+\frac{2 K e^{\beta \delta}}{a} \mathbb{E} \int_{0}^{T} e^{\beta r}\left|\Delta V^{t}(r)\right|^{2} d r \tag{1.26}
\end{align*}
$$

Exploiting now Burkholder-Davis-Gundy's inequality, we have that

$$
\begin{aligned}
& 2 \mathbb{E}\left[\sup _{s \in[t, T]}\left|\int_{s}^{T} e^{\beta r}\left\langle\Delta Y^{t}(r), \Delta Z^{t}(r)\right\rangle d W(r)\right|\right] \\
& \leq 4 \mathbb{E}\left[\sup _{s \in[t, T]}\left|\int_{t}^{s} e^{\beta r}\left\langle\Delta Y^{t}(r), \Delta Z^{t}(r)\right\rangle d W(r)\right|\right] \\
& \leq \frac{1}{2} \mathbb{E}\left(\sup _{s \in[t, T]} e^{\beta s}\left|\Delta Y^{t}(s)\right|^{2}\right)+72 \mathbb{E} \int_{t}^{T} e^{\beta r}\left|\Delta Z^{t}(r)\right|^{2} d r
\end{aligned}
$$

which implies

$$
\begin{aligned}
& \mathbb{E}\left(\sup _{s \in[t, T]} e^{\beta s}\left|\Delta Y^{t}(s)\right|^{2}\right) \\
& \leq \frac{2 K e^{\beta \delta}}{a} T \mathbb{E}\left(\sup _{s \in[0, T]} e^{\beta s}\left|\Delta U^{t}(s)\right|^{2}\right)+\frac{2 K e^{\beta \delta}}{a} \mathbb{E} \int_{0}^{T} e^{\beta r}\left|\Delta V^{t}(r)\right|^{2} d r \\
&+2 \mathbb{E}\left[\sup _{s \in[t, T]}\left|\int_{s}^{T} e^{\beta r}\left\langle\Delta Y^{t}(r), \Delta Z^{t}(r)\right\rangle d W(r)\right|\right] \\
& \leq \frac{2 K e^{\beta \delta}}{a} T \mathbb{E}\left(\sup _{s \in[0, T]} e^{\beta s}\left|\Delta U^{t}(s)\right|^{2}\right)+\frac{2 K e^{\beta \delta}}{a} \mathbb{E} \int_{0}^{T} e^{\beta r}\left|\Delta V^{t}(r)\right|^{2} d r \\
&+\frac{1}{2} \mathbb{E}\left(\sup _{s \in[t, T]} e^{\beta s}\left|\Delta Y^{t}(s)\right|^{2}\right)+72 \mathbb{E} \int_{t}^{T} e^{\beta r}\left|\Delta Z^{t}(r)\right|^{2} d r
\end{aligned}
$$

Hence, we have that

$$
\begin{align*}
& \mathbb{E}\left(\sup _{s \in[t, T]} e^{\beta s}\left|\Delta Y^{t}(s)\right|^{2}\right) \\
& \leq \frac{4 T K e^{\beta \delta}}{a} C_{1} \mathbb{E}\left(\sup _{s \in[0, T]} e^{\beta s}\left|\Delta U^{t}(s)\right|^{2}\right)+\frac{4 K e^{\beta \delta}}{a} C_{1} \mathbb{E} \int_{0}^{T} e^{\beta r}\left|\Delta V^{t}(r)\right|^{2} d r \tag{1.27}
\end{align*}
$$

where we have denoted by $C_{1}:=1+\frac{72}{1-4 L^{2} / a}$.
Let us now consider the term $\mathbb{E}\left(\sup _{s \in[0, t]} e^{\beta s}|\Delta Y(s)|^{2}\right)$. From equation (1.13), we see that,

$$
\begin{align*}
& \mathbb{E}\left(\sup _{s \in[0, t]} e^{\beta s}\left|\Delta Y^{t}(s)\right|^{2}\right)=\mathbb{E}\left(\sup _{s \in[0, t]} e^{\beta s}\left|Y^{1, t}(s)-Y^{2, t}(s)\right|^{2}\right) \\
& =\mathbb{E}\left(\sup _{s \in[0, t]} e^{\beta s}\left|Y^{1, s}(s)-Y^{2, s}(s)\right|^{2}\right)=\sup _{s \in[0, t]} e^{\beta s}\left|\Delta Y^{s}(s)\right|^{2}=\sup _{s \in[0, t]} \mathbb{E}\left(e^{\beta s}\left|\Delta Y^{s}(s)\right|^{2}\right) \tag{1.28}
\end{align*}
$$

so that, exploiting Itô's formula and proceeding as above, we obtain that

$$
\begin{align*}
& \mathbb{E}\left(e^{\beta s}\left|\Delta Y^{s}(s)\right|^{2}\right) \\
& \leq \frac{2 T K e^{\beta \delta}}{a} \mathbb{E}\left(\sup _{r \in[0, T]} e^{\beta r}\left|\Delta U^{s}(r)\right|^{2}\right)+\frac{2 K e^{\beta \delta}}{a} \mathbb{E} \int_{0}^{T} e^{\beta r}\left|\Delta V^{s}(r)\right|^{2} d r . \tag{1.29}
\end{align*}
$$

Thus from inequalities (1.26-1.29) we obtain

$$
\begin{aligned}
& \mathbb{E}\left(\sup _{s \in[0, T]} e^{\beta r}\left|\Delta Y^{t}(s)\right|^{2}\right)+\mathbb{E} \int_{0}^{T} e^{\beta r}\left|\Delta Z^{t}(r)\right|^{2} d r \\
& \leq \frac{4 T K e^{\beta \delta}}{a} C_{1} \mathbb{E}\left(\sup _{s \in[0, T]} e^{\beta s}\left|\Delta U^{t}(s)\right|^{2}\right)+\frac{4 K e^{\beta \delta}}{a} C_{1} \mathbb{E} \int_{0}^{T} e^{\beta r}\left|\Delta V^{t}(r)\right|^{2} d r \\
&+\frac{2 T K e^{\beta \delta}}{a\left(1-4 L^{2} / a\right)} \mathbb{E}\left(\sup _{r \in[0, T]} e^{\beta r}\left|\Delta U^{t}(r)\right|^{2}\right)+\frac{2 K e^{\beta \delta}}{a\left(1-4 L^{2} / a\right)} \mathbb{E} \int_{0}^{T} e^{\beta r}\left|\Delta V^{t}(r)\right|^{2} d r \\
&+\frac{2 T K e^{\beta \delta}}{a} \cdot \sup _{s \in[0, t]} \mathbb{E}\left(\sup _{r \in[0, T]} e^{\beta r}\left|\Delta U^{s}(r)\right|^{2}\right)+\frac{2 K e^{\beta \delta}}{a} \cdot \sup _{s \in[0, t]} \mathbb{E} \int_{0}^{T} e^{\beta r}\left|\Delta V^{s}(r)\right|^{2} d r .
\end{aligned}
$$

Passing then to the supremum for $t \in[0, T]$ we get

$$
\begin{aligned}
& \left\|Y^{1}-Y^{2}\right\|\left\|_{1}^{2}+\right\|\left\|Z^{1}-Z^{2}\right\| \|_{2}^{2} \\
& \leq \frac{2 K e^{\beta \delta}}{a}\left(3+\frac{145}{1-4 L^{2} / a}\right) \max \{1, T\}\left[\| \| U^{1}-U^{2}\left|\left\|_{1}^{2}+\right\|\right| V^{1}-V^{2} \mid \|_{2}^{2}\right]
\end{aligned}
$$

By choosing now $a:=\frac{4 L^{2}}{\gamma}$ and $\beta$ slightly bigger than $\gamma+\frac{4 L^{2}}{\gamma}$, condition (1.25) is satisfied and, by (1.12) we have that

$$
\begin{equation*}
\frac{2 K e^{\beta \delta}}{a}\left(3+\frac{145}{1-4 L^{2} / a}\right) \max \{1, T\}<1 \tag{1.30}
\end{equation*}
$$

Eventually, since $U$ and $V$ were chosen arbitrarily, it follows that the application $\Gamma$ is a contraction on the space $\mathcal{A} \times \mathcal{B}$. Therefore there exists a unique fixed point $\Gamma(Y, Z)=$ $(Y, Z) \in \mathcal{A} \times \mathcal{B}$ and this finishes the proof of the existence and a uniqueness of a solution to equation (1.8).

Remark 1.2.11. Using Itô's formula and proceeding as in the proof of Theorem 1.2.9, we can easily show that the solution $\left(Y^{t, \phi}, Z^{t, \phi}\right)$ to equation (1.8) satisfies the following inequality. For any $q \geq 1$, there exists $C>0$ such that

$$
\begin{align*}
& \mathbb{E}\left(\sup _{r \in[0, T]}\left|Y^{t, \phi}(r)\right|^{2 q}\right)+\mathbb{E}\left(\int_{0}^{T}\left|Z^{t, \phi}(r)\right|^{2} d r\right)^{q} \\
& \leq C\left[\mathbb{E}\left|h\left(X^{t, \phi}\right)\right|^{2 q}+\mathbb{E}\left(\int_{0}^{T}\left|f\left(r, X^{t, \phi}, 0,0,0,0\right)\right| d r\right)^{2 q}\right]  \tag{1.31}\\
& \leq C\left(1+\|\phi\|_{T}^{2 q}\right)
\end{align*}
$$

### 1.2.3 Path-dependent PDE - proof of the existence theorem

The current section is devoted to the study of viscosity solution to the path-dependent equation (1.1). In particular, in order to obtain existence of a viscosity solution, we will impose some additional assumptions on the generator $f$ and on the terminal condition $h$ in equation (1.8), in particular we will assume that the generator $f$ depends only on past values assumed by $Y$ and not by past values assumed by the control $Z$. In what follows we will assume the following to hold.

Hypothesis 1.2.12. Let

$$
f:[0, T] \times \mathcal{C} \times \mathbb{R} \times \mathbb{R}^{d} \times \mathcal{C}([-\delta, 0] ; \mathbb{R}) \rightarrow \mathbb{R}
$$

and

$$
h: \mathcal{C} \rightarrow \mathbb{R}
$$

such that the following holds.
$\left(\mathrm{A}_{8}\right)$ the functions $f$ and $h$ are continuous; also $f(\cdot, \cdot, y, z, \hat{y})$ is non-anticipative;
$\left(\mathrm{A}_{9}\right)$ there exist $L, K, M>0$ and $p \geq 1$ such that for any $(t, \phi) \in[0, T] \times \mathcal{C}, y, y^{\prime} \in \mathbb{R}$, $z, z^{\prime} \in \mathbb{R}^{d}$ and $\hat{y}, \hat{y}^{\prime} \in \mathcal{C}([-\delta, 0] ; \mathbb{R}):$
(i) $\left|f(t, \phi, y, z, \hat{y})-f\left(t, \phi, y^{\prime}, z^{\prime}, \hat{y}\right)\right| \leq L\left(\left|y-y^{\prime}\right|+\left|z-z^{\prime}\right|\right)$,
(ii) $\left|f(t, \phi, y, z, \hat{y})-f\left(t, \phi, y, z, \hat{y}^{\prime}\right)\right|^{2} \leq K \int_{-\delta}^{0}\left|\hat{y}(\theta)-\hat{y}^{\prime}(\theta)\right|^{2} \alpha(d \theta)$,
(iii) $|f(t, \phi, 0,0,0)| \leq M\left(1+\|\phi\|_{T}^{p}\right)$,
(iv) $|h(\phi)| \leq M\left(1+\|\phi\|_{T}^{p}\right)$,
being $\alpha$ a probability measure on $([-\delta, 0], \mathcal{B}([-\delta, 0]))$.
Remark 1.2.13. Generators $f$ that satisfy assumptions 1.2 .7 are of the following form:

$$
\begin{aligned}
f_{1}(t, \phi, y, z, \hat{y}) & :=K \int_{-\delta}^{0} \hat{y}(s) d s \\
f_{2}(t, \phi, y, z, \hat{y}) & :=K \hat{y}(t-\delta)
\end{aligned}
$$

In general, being $g:[0, T] \rightarrow \mathbb{R}$ a measurable and bounded function with $g(t)=0$ for $t<0$, the following linear time delayed generator

$$
f(t, \phi, y, z, \hat{y})=\int_{-\delta}^{0} g(t+\theta) \hat{y}(\theta) \alpha(d \theta)
$$

satisfies assumptions 1.2.12.
Next is the main result of the present paper.
Theorem 1.2.14 (Existence). Let us assume assumptions 1.2.4-1.2.12 hold. If the delay $\delta$ or the Lipschitz constant $K$ are sufficiently small, i.e. condition (1.12) is verified, then the path-dependent PDE (1.1) admits at least one viscosity solution.

The proof of this result uses in an essential way the nonlinear representation FeynmanKac type formula, which links the functional SDE (1.9) to a suitable BSDE with timedelayed generators.

Under assumptions $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{2}\right)-\left(\mathrm{A}_{8}\right)-\left(\mathrm{A}_{9}\right)$, it follows from Theorem 1.2.9, in the case $m=1$, that, for each $(t, \phi) \in[0, T] \times \mathcal{C}$, there exists a unique solution $\left(X^{t, \phi}, Y^{t, \phi}, Z^{t, \phi}\right)$ of $\mathbb{G}^{t-}$ progressively measurable processes such that $\left(Y^{t, \phi}, Z^{t, \phi}\right) \in \mathcal{S}_{t}^{2,1} \times \mathcal{H}_{t}^{2,1 \times d^{\prime}}$, with $Y^{t, \phi}(s)=$ $Y^{s, \phi}(s)$, for any $s \in[0, T)$, solution to the BSDE:

$$
\begin{array}{r}
Y^{t, \phi}(s)=h\left(X^{t, \phi}\right)+\int_{s}^{T} f\left(r, X^{t, \phi}, Y^{t, \phi}(r), Z^{t, \phi}(r), Y_{r}^{t, \phi}\right) d r-\int_{s}^{T} Z^{t, \phi}(r) d W(r), \\
\quad \text { for all } s \in[t, T] . \tag{1.32}
\end{array}
$$

Let us further observe that the generator $f$ depends on $\omega$ only via the the forward process $X^{t, x}$.

Before proving Theorem 1.2.14, we need to prove some results. In particular, let us define the function $u:[0, T] \times \mathcal{C} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
u(t, \phi):=Y^{t, \phi}(t),(t, \phi) \in[0, T] \times \mathcal{C} \tag{1.33}
\end{equation*}
$$

notice that $u(t, \phi)$ is a deterministic function since $Y^{t, \phi}(t)$ is $\mathcal{G}_{t}^{t} \equiv \mathcal{N}$-measurable.

Theorem 1.2.15. Under the assumptions of Theorem 1.2.14, the function $u$ is continuous.
Proof. Let us first prove the continuity of $\mathcal{C} \ni \phi \mapsto u(t, \phi)$, uniformly with respect to $t \in[0, T]$.

Let us thus take $t \in[0, T], \phi, \phi^{\prime} \in \mathcal{C}$, and let us denote

$$
\Delta Y(r):=Y^{t, \phi}(r)-Y^{t, \phi^{\prime}}(r), \quad \Delta Z(r):=Z^{t, \phi}(r)-Z^{t, \phi^{\prime}}(r)
$$

and

$$
\Delta f(r):=f\left(r, X^{t, \phi}, Y^{t, \phi}(r), Z^{t, \phi}(r), Y_{r}^{t, \phi}\right)-f\left(r, X^{t, \phi}, Y^{t, \phi}(r), Z^{t, \phi}(r), Y_{r}^{t, \phi}\right)
$$

By Itô's formula we have, for any $\beta>0$ and any $s \in[t, T]$,

$$
\begin{aligned}
& e^{\beta s}|\Delta Y(s)|^{2}+\beta \int_{s}^{T} e^{\beta r}|\Delta Y(r)|^{2} d r+\int_{s}^{T} e^{\beta r}|\Delta Z(r)|^{2} d r=e^{\beta T}|\Delta Y(T)|^{2} \\
& +2 \int_{s}^{T} e^{\beta r}\left\langle\Delta Y(r), f\left(r, X^{t, \phi}, Y^{t, \phi}(r), Z^{t, \phi}(r), Y_{r}^{t, \phi}\right)\right. \\
& \left.\quad-f\left(r, X^{t, \phi^{\prime}}, Y^{t, \phi^{\prime}}(r), Z^{t, \phi^{\prime}}(r), Y_{r}^{t, \phi^{\prime}}\right)\right\rangle d r \\
& -2 \int_{s}^{T} e^{\beta r}\langle\Delta Y(r), \Delta Z(r)\rangle d W(r)
\end{aligned}
$$

Exploiting thus assumptions 1.2.4-1.2.12, we have for any $a>0$,

$$
\begin{aligned}
& 2 \mid \int_{s}^{T} e^{\beta r}\left\langle\Delta Y(r), f\left(r, X^{t, \phi}, Y^{t, \phi}(r), Z^{t, \phi}(r), Y_{r}^{t, \phi}\right)\right. \\
& \left.\qquad \quad-f\left(r, X^{t, \phi^{\prime}}, Y^{t, \phi^{\prime}}(r), Z^{t, \phi^{\prime}}(r), Y_{r}^{t, \phi^{\prime}}\right)\right\rangle d r \mid \leq \\
& \leq a \int_{s}^{T} e^{\beta r}|\Delta Y(r)|^{2}+\frac{3}{a} \int_{s}^{T} e^{\beta r}|\Delta f(r)|^{2} d r+\frac{3}{a} \int_{s}^{T} e^{\beta r} L^{2}(|\Delta Y(r)|+|\Delta Z(r)|)^{2} d r \\
& \quad+\frac{3 K e^{\beta \delta}}{a} \int_{s-\delta}^{T} e^{\beta r}|\Delta Y(r)|^{2} d r
\end{aligned}
$$

so that it holds

$$
\begin{aligned}
& e^{\beta s}|\Delta Y(s)|^{2}+\left(\beta-a-\frac{6 L^{2}}{a}\right) \int_{s}^{T} e^{\beta r}|\Delta Y(r)|^{2} d r+\left(1-\frac{6 L^{2}}{a}\right) \int_{s}^{T} e^{\beta r}|\Delta Z(r)|^{2} d r \\
& \leq e^{\beta T}|\Delta Y(T)|^{2}+\frac{3}{a} \int_{s}^{T} e^{\beta r}|\Delta f(r)|^{2} d r+\frac{3 K e^{\beta \delta}}{a} \int_{s-\delta}^{T} e^{\beta r}|\Delta Y(r)|^{2} d r \\
& \quad-2 \int_{s}^{T} e^{\beta r}\langle\Delta Y(r), \Delta Z(r)\rangle d W(r) .
\end{aligned}
$$

Let now $\beta, a>0$ such that

$$
\begin{equation*}
\beta>a+\frac{6 L^{2}}{a} \quad \text { and } \quad 1>\frac{6 L^{2}}{a} \tag{1.34}
\end{equation*}
$$

then

$$
\begin{align*}
& \left(1-\frac{6 L^{2}}{a}\right) \mathbb{E} \int_{t}^{T} e^{\beta r}|\Delta Z(r)|^{2} d r \\
& \leq \mathbb{E}\left(e^{\beta T}|\Delta Y(T)|^{2}\right)+\frac{3}{a} \mathbb{E} \int_{t}^{T} e^{\beta r}|\Delta f(r)|^{2} d r+\frac{3 K e^{\beta \delta}}{a} \mathbb{E} \int_{t-\delta}^{T} e^{\beta r}|\Delta Y(r)|^{2} d r \tag{1.35}
\end{align*}
$$

and therefore, exploiting Burkholder-Davis-Gundy's inequality, we have that

$$
\begin{aligned}
& 2 \mathbb{E}\left[\sup _{s \in[t, T]}\left|\int_{s}^{T} e^{\beta r}\langle\Delta Y(r), \Delta Z(r)\rangle d W(r)\right|\right] \\
& \leq \frac{1}{4} \mathbb{E}\left(\sup _{s \in[t, T]} e^{\beta s}|\Delta Y(s)|^{2}\right)+144 \mathbb{E} \int_{t}^{T} e^{\beta r}|\Delta Z(r)|^{2} d r
\end{aligned}
$$

which immediately implies

$$
\begin{aligned}
\frac{3}{4} & \mathbb{E}\left(\sup _{s \in[t, T]} e^{\beta s}|\Delta Y(s)|^{2}\right) \\
\leq & \mathbb{E}\left(e^{\beta T}|\Delta Y(T)|^{2}\right)+\frac{3}{a} \mathbb{E} \int_{t}^{T} e^{\beta r}|\Delta f(r)|^{2} d r+\frac{3 K e^{\beta \delta}}{a} \mathbb{E} \int_{t-\delta}^{T} e^{\beta r}|\Delta Y(r)|^{2} d r \\
& +144 \mathbb{E} \int_{t}^{T} e^{\beta r}|\Delta Z(r)|^{2} d r \\
\leq & \mathbb{E}\left(e^{\beta T}|\Delta Y(T)|^{2}\right)+\frac{3}{a} \mathbb{E} \int_{t}^{T} e^{\beta r}|\Delta f(r)|^{2} d r+\frac{3 K e^{\beta \delta}}{a} \mathbb{E} \int_{t-\delta}^{T} e^{\beta r}|\Delta Y(r)|^{2} d r \\
& +144\left(1-\frac{6 L^{2}}{a}\right)^{-1}\left[\mathbb{E}\left(e^{\beta T}|\Delta Y(T)|^{2}\right)+\frac{3}{a} \mathbb{E} \int_{t}^{T} e^{\beta r}|\Delta f(r)|^{2} d r\right] \\
& +144\left(1-\frac{6 L^{2}}{a}\right)^{-1}\left[\frac{3 K e^{\beta \delta}}{a} \mathbb{E} \int_{t-\delta}^{T} e^{\beta r}|\Delta Y(r)|^{2} d r\right] .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& \frac{3}{4} \mathbb{E}\left(\sup _{s \in[t, T]} e^{\beta s}|\Delta Y(s)|^{2}\right) \\
& \leq C_{1} \mathbb{E}\left(e^{\beta T}|\Delta Y(T)|^{2}\right)+\frac{3}{a} C_{1} \mathbb{E} \int_{t}^{T} e^{\beta r}|\Delta f(r)|^{2} d r+\frac{3 K e^{\beta \delta}}{a} C_{1} \mathbb{E} \int_{t-\delta}^{T} e^{\beta r}|\Delta Y(r)|^{2} d r
\end{aligned}
$$

where we have denoted

$$
\begin{equation*}
C_{1}:=1+\frac{144}{1-6 L^{2} / a} \tag{1.36}
\end{equation*}
$$

Choosing now $a:=\frac{6 L^{2}}{\gamma}$ and $\beta$ slightly bigger than $\gamma+\frac{6 L^{2}}{\gamma}$, condition (1.34) is satisfied and

$$
\begin{equation*}
T \frac{3 K e^{\beta \delta}}{a} C_{1}<\frac{1}{4} \tag{1.37}
\end{equation*}
$$

by (1.12). We then have

$$
\begin{align*}
& \frac{1}{2} \mathbb{E}\left(\sup _{s \in[t, T]} e^{\beta s}|\Delta Y(s)|^{2}\right) \\
& \leq C_{1} \mathbb{E}\left(e^{\beta T}|\Delta Y(T)|^{2}\right)+\frac{3 C_{1}}{a} \mathbb{E} \int_{t}^{T} e^{\beta r}|\Delta f(r)|^{2} d r+\frac{3 K \delta e^{\beta \delta}}{a} C_{1} \mathbb{E}\left(\sup _{s \in[t-\delta, t]} e^{\beta s}|\Delta Y(s)|^{2}\right) \tag{1.38}
\end{align*}
$$

Exploiting the initial conditions satisfied by the $Y^{t, \phi}$, we can rewrite equation (1.38) as

$$
\begin{aligned}
& \mathbb{E}\left(\sup _{s \in[t-\delta, t]} e^{\beta s}|\Delta Y(s)|^{2}\right)=\mathbb{E}\left(\sup _{s \in[t-\delta, t]} e^{\beta s}\left|Y^{t, \phi}(s)-Y^{t, \phi^{\prime}}(s)\right|^{2}\right) \\
& =\sup _{s \in[t-\delta, t]} e^{\beta s}\left|Y^{s, \phi}(s)-Y^{s, \phi^{\prime}}(s)\right|^{2} \leq \sup _{s \in[t-\delta, t]} \mathbb{E}\left(\sup _{r \in[s, T]} e^{\beta(s-r)} e^{\beta r}\left|Y^{s, \phi}(r)-Y^{s, \phi^{\prime}}(r)\right|^{2}\right),
\end{aligned}
$$

and therefore we obtain that

$$
\begin{aligned}
& \mathbb{E}\left(\sup _{s \in[t, T]} e^{\beta s}|\Delta Y(s)|^{2}\right) \leq 2 C_{1} \mathbb{E}\left(e^{\beta T}|\Delta Y(T)|^{2}\right) \\
& \quad+\frac{6 C_{1}}{a} \mathbb{E} \int_{t}^{T} e^{\beta r}|\Delta f(r)|^{2} d r \\
& \quad+\frac{6 K \delta e^{\beta \delta}}{a} C_{1} \sup _{s \in[t-\delta, t]} \mathbb{E}\left(\sup _{r \in[s, T]} e^{\beta(s-r)} e^{\beta r}\left|Y^{s, \phi}(r)-Y^{s, \phi^{\prime}}(r)\right|^{2}\right) .
\end{aligned}
$$

Passing to the supremum for $t \in[0, T]$ we have that,

$$
\begin{align*}
& \sup _{t \in[0, T]} \mathbb{E}\left(\sup _{s \in[t, T]} e^{\beta s}\left|Y^{t, \phi}(s)-Y^{t, \phi^{\prime}}(s)\right|^{2}\right) \\
& \leq  \tag{1.39}\\
& \leq 2 C_{1} \sup _{t \in[0, T]} \mathbb{E}\left(e^{\beta T}\left|h\left(X^{t, \phi}\right)-h\left(X^{t, \phi^{\prime}}\right)\right|^{2}\right)+\frac{6 C_{1}}{a} \sup _{t \in[0, T]} \mathbb{E} \int_{t}^{T} e^{\beta r}|\Delta f(r)|^{2} d r \\
& \quad+\frac{6 K \delta e^{\beta \delta}}{a} C_{1} \sup _{s \in[0, T]} \mathbb{E}\left(\sup _{r \in[s, T]} e^{\beta r}\left|Y^{s, \phi}(r)-Y^{s, \phi^{\prime}}(r)\right|^{2}\right) .
\end{align*}
$$

We can now see that

$$
\begin{align*}
& \mathbb{E}\left(\sup _{s \in[0, t]} e^{\beta s}\left|Y^{t, \phi}(s)-Y^{t, \phi^{\prime}}(s)\right|^{2}\right)=\sup _{s \in[0, t]} e^{\beta s}\left|Y^{s, \phi}(s)-Y^{s, \phi^{\prime}}(s)\right|^{2}  \tag{1.40}\\
& \leq \sup _{s \in[0, T]} \mathbb{E}\left(\sup _{r \in[s, T]} e^{\beta r}\left|Y^{s, \phi}(r)-Y^{s, \phi^{\prime}}(r)\right|^{2}\right)
\end{align*}
$$

so that we can apply again inequality (1.39).
From inequalities (1.39) and (1.40) we can conclude that

$$
\begin{aligned}
& \sup _{t \in[0, T]} \mathbb{E}\left(\sup _{s \in[0, T]} e^{\beta s}\left|Y^{t, \phi}(s)-Y^{t, \phi^{\prime}}(s)\right|^{2}\right) \\
& \leq 4 C_{1} \sup _{t \in[0, T]} \mathbb{E}\left(e^{\beta T}\left|h\left(X^{t, \phi}\right)-h\left(X^{t, \phi^{\prime}}\right)\right|^{2}\right)+\frac{12 C_{1}}{a} \sup _{t \in[0, T]} \mathbb{E} \int_{t}^{T} e^{\beta r}|\Delta f(r)|^{2} d r \\
&+\frac{12 K \delta e^{\beta \delta}}{a} C_{1} \sup _{s \in[0, T]} \mathbb{E}\left(\sup _{r \in[s, T]} e^{\beta r}\left|Y^{s, \phi}(r)-Y^{s, \phi^{\prime}}(r)\right|^{2}\right) .
\end{aligned}
$$

Since $\delta \leq T$, by (1.37) we also have

$$
\frac{12 K \delta e^{\beta \delta}}{a} C_{1}<1
$$

and so

$$
\begin{aligned}
& \left(1-\frac{12 K \delta e^{\beta \delta}}{a} C_{1}\right) \sup _{t \in[0, T]} \mathbb{E}\left(\sup _{s \in[0, T]} e^{\beta s}\left|Y^{t, \phi}(s)-Y^{t, \phi^{\prime}}(s)\right|^{2}\right) \\
& \leq 4 C_{1} \sup _{t \in[0, T]} \mathbb{E}\left(e^{\beta T}\left|h\left(X^{t, \phi}\right)-h\left(X^{t, \phi^{\prime}}\right)\right|^{2}\right) \\
& \left.+\frac{12 C_{1}}{a} \sup _{t \in[0, T]} \mathbb{E} \int_{t}^{T} e^{\beta r} \right\rvert\, f\left(r, X^{t, \phi}, Y^{t, \phi}(r), Z^{t, \phi}(r), Y_{r}^{t, \phi}\right)+ \\
& \\
& \quad-\left.f\left(r, X^{t, \phi^{\prime}}, Y^{t, \phi}(r), Z^{t, \phi}(r), Y_{r}^{t, \phi}\right)\right|^{2} d r .
\end{aligned}
$$

Let us now fix $\phi \in \mathcal{C}$. In order to prove that $u$ is continuous in $\phi$, uniformly with respect to $t \in[0, T]$, it is enough to show that

$$
\begin{aligned}
& \mathbb{E}\left(\left|h\left(X^{t, \phi}\right)-h\left(X^{t, \phi^{\prime}}\right)\right|^{2}\right) \\
& +\mathbb{E} \int_{0}^{T}\left|f\left(r, X^{t, \phi}, Y^{t, \phi}(r), Z^{t, \phi}(r), Y_{r}^{t, \phi}\right)-f\left(r, X^{t, \phi^{\prime}}, Y^{t, \phi}(r), Z^{t, \phi}(r), Y_{r}^{t, \phi}\right)\right|^{2} d r
\end{aligned}
$$

converge to 0 as $\phi^{\prime} \rightarrow \phi$, uniformly in $t \in[0, T]$.
Since we have no guarantee that the family $\left\{\left|Z^{t, \phi}\right|^{2}\right\}_{t \in[0, T]}$ is uniformly integrable, we will use the Lipschitz property of $f$ in the $\operatorname{argument}(y, z, u)$ in order to replace $[0, T]$ with a finite subset. By Theorem 1.2.9, the mapping $t \mapsto\left(Y^{t, \phi}, Z^{t, \phi}\right)$ is continuous from $[0, T]$ into $\mathcal{S}_{0}^{2,1} \times \mathcal{H}_{0}^{2, d^{\prime}}$ and therefore uniformly continuous. Consequently, as $n \rightarrow \infty$, we have that

$$
\sup _{\left|t-t^{\prime}\right| \leq \frac{1}{n}} \mathbb{E}\left[\sup _{s \in[0, T]}\left(Y^{t, \phi}(s)-Y^{t^{\prime}, \phi}(s)\right)^{2}+\int_{0}^{T}\left(Z^{t, \phi}(s)-Z^{t^{\prime}, \phi}(s)\right)^{2} d s\right] \rightarrow 0 .
$$

Let, for $n \in \mathbb{N}^{*}, \pi_{n}:=\left\{0, \frac{T}{n}, \ldots, \frac{(n-1) T}{n}, T\right\}$, then, by $\left(\mathrm{A}_{8}\right)$, we see that

$$
\begin{aligned}
& \sup _{t \in[0, T]} \sup _{t^{\prime} \in \pi_{n}} \mathbb{E} \int_{0}^{T} \mid f\left(r, X^{t, \phi}, Y^{t^{\prime}, \phi}(r), Z^{t^{\prime}, \phi}(r), Y_{r}^{t^{\prime}, \phi}\right)+ \\
&-\left.f\left(r, X^{t, \phi^{\prime}}, Y^{t^{\prime}, \phi}(r), Z^{t^{\prime}, \phi}(r), Y_{r}^{t^{\prime}, \phi}\right)\right|^{2} d r,
\end{aligned}
$$

converges to

$$
\sup _{t \in[0, T]} \mathbb{E} \int_{0}^{T}\left|f\left(r, X^{t, \phi}, Y^{t, \phi}(r), Z^{t, \phi}(r), Y_{r}^{t, \phi}\right)-f\left(r, X^{t, \phi^{\prime}}, Y^{t, \phi}(r), Z^{t, \phi}(r), Y_{r}^{t, \phi}\right)\right|^{2} d r
$$

uniformly in $\phi^{\prime}$. We are thus left to prove that

$$
\begin{aligned}
& \mathbb{E}\left(\left|h\left(X^{t, \phi}\right)-h\left(X^{t, \phi^{\prime}}\right)\right|^{2}\right) \\
& +\mathbb{E} \int_{0}^{T}\left|f\left(r, X^{t, \phi}, Y^{t^{\prime}, \phi}(r), Z^{t^{\prime}, \phi}(r), Y_{r}^{t^{\prime}, \phi}\right)-f\left(r, X^{t, \phi^{\prime}}, Y^{t^{\prime}, \phi}(r), Z^{t^{\prime}, \phi}(r), Y_{r}^{t^{\prime}, \phi}\right)\right|^{2} d r
\end{aligned}
$$

converge to 0 as $\phi^{\prime} \rightarrow \phi$, uniformly in $t \in[0, T]$, for fixed $n \in \mathbb{N}^{*}$ and $t^{\prime} \in \pi_{n}$.
Let us thus introduce the modulus of continuity of the functions $h$ and $f$ :

$$
\begin{aligned}
& m_{h, f}(\epsilon, \mathcal{K}, \mathcal{U}, \kappa)= \\
& :=\sup _{\substack{\phi^{\prime}, \phi^{\prime \prime} \in \mathcal{K}, t \in[0, T],(y, u) \in \mathcal{U} \\
|z| \leq \kappa,| | \phi-\phi^{\prime} \|_{T} \leq \epsilon}}\left(\left|h\left(\phi^{\prime}\right)-h\left(\phi^{\prime \prime}\right)\right|+\left|f\left(t, \phi^{\prime}, y, z, u\right)-f\left(t, \phi^{\prime \prime}, y, z, u\right)\right|\right),
\end{aligned}
$$

where $\epsilon>0, \mathcal{K}$ is a compact in $\mathcal{C}, \mathcal{U}$ is a compact in $\mathbb{R} \times L^{2}([-\delta, 0] ; \mathbb{R})$ and $\kappa \in \mathbb{R}_{+}$.
Let $\epsilon>0$ be fixed, but arbitrary; with no loss generality, we can suppose that the function $\phi^{\prime}$ lies in a compact $\mathcal{K} \subseteq \mathcal{C}$.

By Theorem 1.2.5, we know that the family $\left\{\left(X^{t, \phi^{\prime}}, Y^{t^{\prime}, \phi}\right)\right\}_{\left(t, \phi^{\prime}\right) \in[0, T] \times \mathcal{K}}$ is tight with respect to the product topology on $\mathcal{C} \times \mathcal{C}([0, T])$, and therefore, for every $\epsilon>0$, there exist compact subsets $\mathcal{K}_{\epsilon} \subseteq \mathcal{C}$ and $\mathcal{K}_{\epsilon}^{\prime} \subseteq \mathcal{C}([0, T])$ such that

$$
\mathbb{P}\left(X^{t, \phi^{\prime}} \in \mathcal{K}_{\epsilon}, Y^{t^{\prime}, \phi} \in \mathcal{K}_{\epsilon}^{\prime}\right) \geq 1-\epsilon, \quad \text { for all }\left(t, \phi^{\prime}\right) \in[0, T] \times \mathcal{K}
$$

For ease of the notation, let us define $\Phi: \mathcal{C} \times \mathcal{C} \times \mathcal{C}([0, T]) \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ by

$$
\Phi\left(r, \phi^{\prime}, \phi^{\prime \prime}, y, z\right):=\frac{1}{T}\left|h\left(\phi^{\prime}\right)-h\left(\phi^{\prime \prime}\right)\right|^{2}+\left|f\left(r, \phi^{\prime}, y(r), z, y_{r}\right)-f\left(r, \phi^{\prime \prime}, y(r), z, y_{r}\right)\right|^{2}
$$

We can see by $\left(\mathrm{A}_{8}\right)$, that it holds

$$
\Phi\left(\phi^{\prime}, \phi^{\prime \prime}, y, z\right) \leq C\left(1+\left\|\phi^{\prime}\right\|_{T}^{2 p}+\left\|\phi^{\prime \prime}\right\|_{T}^{2 p}+\|y\|_{T}^{2}+|z|^{2}\right)
$$

where in what follows we will denote by $C$ several possibly different constants depending only on $K, L, M$ and $T$. Then, for all $t \in[0, T], \phi^{\prime}, \phi^{\prime \prime} \in \mathcal{C}$, we have from the a priori estimate (1.31) on the processes $Y^{t, \phi}$ and $Z^{t, \phi}$ ), we have that,

$$
\mathbb{E}\left[\int_{0}^{T} \Phi\left(r, X^{t, \phi^{\prime}}, X^{t, \phi^{\prime \prime}}, Y^{t^{\prime}, \phi}, Z^{t^{\prime}, \phi}(r)\right) d r\right]^{p^{\prime}} \leq C\left(1+\left\|\phi^{\prime}\right\|_{T}^{p p^{\prime}}+\left\|\phi^{\prime \prime}\right\|_{T}^{p p^{\prime}}\right)
$$

Let now $\mathcal{U}_{\epsilon}$ be the image of $[0, T] \times \mathcal{K}_{\epsilon}^{\prime}$ through the continuous application

$$
(r, y) \mapsto\left(y(r), y_{r}\right),
$$

and we also have that, $\mathcal{U}$ is compact in $\mathbb{R} \times L^{2}([-\delta, 0] ; \mathbb{R})$.

For arbitrary $\epsilon^{\prime}, \kappa>0$, we see that,

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{T} \Phi\left(r, X^{t, \phi}, X^{t, \phi^{\prime}}, Y^{t^{\prime}, \phi}, Z^{t^{\prime}, \phi}(r)\right) d r \\
& \leq \mathbb{E} \int_{0}^{T} \Phi\left(X^{t, \phi}, X^{t, \phi^{\prime}}, Y^{t^{\prime}, \phi}, Z^{t^{\prime}, \phi}\right) \\
& \cdot \mathbb{1}_{\left[\left\{\left(X^{t, \phi}, Y^{t^{\prime}, \phi}\right),\left(X^{t, \phi^{\prime}}, Y^{t^{\prime}, \phi}\right) \in \mathcal{K}_{\epsilon} \times \mathcal{K}_{\epsilon}^{\prime},\left|Z^{t^{\prime}, \phi}\right| \leq \kappa,\left\|X^{t, \phi}-X^{t, \phi^{\prime}}\right\|_{T} \leq \epsilon^{\prime}\right\}\right]} d r \\
&+\mathbb{E} \int_{0}^{T} \Phi\left(X^{t, \phi}, X^{t, \phi^{\prime}}, Y^{t^{\prime}, \phi}, Z^{t^{\prime}, \phi}\right) \nVdash\left\{\left(X^{\left.\left.t, \phi, Y^{t^{\prime}, \phi}, Z^{t^{\prime}, \phi}(r)\right) \notin \mathcal{K}_{\epsilon} \times \mathcal{K}_{\epsilon}^{\prime}\right\}} 1 d r\right.\right. \\
&+\mathbb{E} \int_{0}^{T} \Phi\left(X^{t, \phi}, X^{t, \phi^{\prime}}, Y^{t^{\prime}, \phi}, Z^{t^{\prime}, \phi}\right) \nVdash\left\{\left(X^{\left.\left.t, \phi, Y^{t^{\prime}, \phi}, Z^{t^{\prime}, \phi}(r)\right) \notin \mathcal{K}_{\epsilon} \times \mathcal{K}_{\epsilon}^{\prime}\right\}} d r\right.\right. \\
&+\mathbb{E} \int_{0}^{T} \Phi\left(X^{t, \phi}, X^{t, \phi^{\prime}}, Y^{t^{\prime}, \phi}, Z^{t^{\prime}, \phi}\right) \nVdash\left\{\mid Z^{\left.t^{\prime}, \phi(r) \mid>\kappa\right\}} d r\right. \\
&+\mathbb{E} \int_{0}^{T} \Phi\left(X^{t, \phi}, X^{t, \phi^{\prime}}, Y^{t^{\prime}, \phi}, Z^{t^{\prime}, \phi}\right) \nVdash\left\{\| X^{\left.t, \phi-X^{t, \phi^{\prime}} \|_{T}>\epsilon^{\prime}\right\}} d r\right.
\end{aligned}
$$

and therefore

$$
\begin{aligned}
\mathbb{E} & \int_{0}^{T} \Phi\left(r, X^{t, \phi}, X^{t, \phi^{\prime}}, Y^{t^{\prime}, \phi}, Z^{t^{\prime}, \phi}(r)\right) d r \\
\leq & T m_{h, f}\left(\epsilon^{\prime}, \mathcal{K}_{\epsilon}, \mathcal{U}_{\epsilon}, \kappa\right)+2\left\{\mathbb{E}\left[\int_{0}^{T} \Phi\left(r, X^{t, \phi}, X^{t, \phi^{\prime}}, Y^{t^{\prime}, \phi}, Z^{t^{\prime}, \phi}(r)\right) d r\right]^{p^{\prime}}\right\}^{1 / p^{\prime}} \epsilon^{1-\frac{1}{p^{\prime}}} \\
& +C \mathbb{E}\left[\left(1+\left\|X^{t, \phi}\right\|_{T}^{2 p}+\left\|X^{t, \phi^{\prime}}\right\|_{T}^{2 p}+\left\|Y^{t^{\prime}, \phi}\right\|_{T}^{2}\right)\right] \int_{0}^{T} \mathbb{1}_{\left[\left\{\left|Z^{t^{\prime}, \phi}(r)\right|>\kappa\right\}\right]} d r \\
& +C \mathbb{E} \int_{0}^{T}\left|Z^{t^{\prime}, \phi}(r)\right|^{2} \mathbb{1}_{\left[\left\{\left|Z^{t^{\prime}, \phi}(r)\right|>\kappa\right\}\right]} d r \\
& +\left\{\mathbb{E}\left[\int_{0}^{T} \Phi\left(r, X^{t, \phi^{\prime}}, X^{t, \phi^{\prime \prime}}, Y^{t^{\prime}, \phi}, Z^{t^{\prime}, \phi}(r)\right) d r\right]^{p^{\prime}}\right\}^{1 / p^{\prime}} \\
\leq & T m_{h, f}\left(\epsilon^{\prime}, \mathcal{K}_{\epsilon}, \mathcal{U}, \kappa\right) \\
& \left.+C\left(1+\left\|\mathbb{P}^{t, \phi}-X^{t, \phi^{\prime}}\right\|_{T}>\epsilon^{\prime}\right)\right]^{1-\frac{1}{p^{\prime}}} \\
& \left.+C \phi\left\|_{T}^{p}+\right\| \phi^{\prime} \|_{T}^{p}\right)\left[\epsilon^{1-\frac{1}{p^{\prime}}}+\frac{\mathbb{E}\left\|X^{t, \phi}-X^{t, \phi^{\prime}}\right\|_{T}^{p^{\prime}-1}}{\left(\epsilon^{\prime}\right)^{p^{\prime}-1}}+\frac{\left(\mathbb{E} \int_{0}^{T}\left|Z^{t^{\prime}, \phi}(r)\right|^{2} d r\right)^{1 / 2}}{\kappa^{2}}\right] \\
& +C \mathbb{E} \int_{0}^{T}\left|Z^{t^{\prime}, \phi}(r)\right|^{2} \mathbb{1}_{\left[\left\{\left|Z^{t^{\prime}, \phi}(r)\right|>\kappa\right\}\right]} d r .
\end{aligned}
$$

Eventually, by Theorem 1.2.5, we have

$$
\begin{aligned}
& \sup _{t \in[0, T]} \mathbb{E} \int_{0}^{T} \Phi\left(r, X^{t, \phi}, X^{t, \phi^{\prime}}, Y^{t^{\prime}, \phi}, Z^{t^{\prime}, \phi}(r)\right) d r \\
& \leq T m_{h, f}\left(\epsilon^{\prime}, \mathcal{K}_{\epsilon}, \mathcal{U}_{\epsilon}, \kappa\right) \\
& \quad+C\left(1+\|\phi\|_{T}^{p}+\left\|\phi^{\prime}\right\|_{T}^{p}\right)\left[\epsilon^{1-\frac{1}{p^{\prime}}}+\frac{\left(1+\|\phi\|_{T}^{p-1}+\left\|\phi^{\prime}\right\|_{T}^{p-1}\right) \mathbb{E}\left\|\phi-\phi^{\prime}\right\|_{T}^{p^{\prime}-1}}{\left(\epsilon^{\prime}\right)^{p^{\prime}-1}}+\frac{1}{\kappa^{2}}\right] \\
& \quad+C \mathbb{E} \int_{0}^{T}\left|Z^{t^{\prime}, \phi}(r)\right|^{2} \mathbb{1}_{\left[\left\{\left|Z^{t^{\prime}, \phi}(r)\right|>\kappa\right\}\right]} d r .
\end{aligned}
$$

Passing now to the limit as $\phi^{\prime} \rightarrow \phi, \epsilon^{\prime} \rightarrow 0,(\epsilon, \kappa) \rightarrow(0,+\infty)$, we obtain the claim.
Concerning the continuity of $[0, T] \ni t \rightarrow u(t, \phi)$, this is an immediate consequence of the continuity of the stochastic process $Y^{t, \phi}$, together with the continuity of the mapping $t \mapsto Y^{t, \phi}$ from $[0, T]$ into $\mathcal{S}_{0}^{2,1}$.

In order to prove the generalized Feynman-Kac formula suitable for our framework we first consider the particular case when the generator $f$ is independent of the past values of $Y$ and $Z$, namely $\left(Y^{t, \phi}, Z^{t, \phi}\right)$ is the solution of the standard BSDE with Lipschitz coefficients

$$
\begin{equation*}
Y^{t, \phi}(s)=h\left(X^{t, \phi}\right)+\int_{s}^{T} f\left(r, X^{t, \phi}, Y^{t, \phi}(r), Z^{t, \phi}(r)\right) d r-\int_{s}^{T} Z^{t, \phi}(r) d W(r), s \in[t, T] \tag{1.41}
\end{equation*}
$$

Theorem 1.2.16. Let us assume that assumptions 1.2.4-1.2.12 hold. Then there exists a continuous non-anticipative functional $u:[0, T] \times \nsupseteq \rightarrow \mathbb{R}$ such that

$$
Y^{t, \phi}(s)=u\left(s, X^{t, \phi}\right), \quad \text { for all } s \in[t, T], \quad \text { a.s., }
$$

for every $(t, \phi) \in[0, T] \times \mathcal{C}$.
Proof. Again, for the sake of readability, we split the proof into several steps.

## Step I.

Let $0=t_{0}<t_{1}<\cdots<t_{n}=T$ and suppose that

$$
\begin{aligned}
& b(t, \phi)=b_{1}(t, \phi(t)) \mathbb{1}_{\left[\left[0, t_{1}\right)\right]}(t)+b_{2}\left(t, \phi\left(t_{1}\right), \phi(t)-\phi\left(t_{1}\right)\right) \mathbb{1}_{\left[\left[t_{1}, t_{2}\right)\right]}(t)+\ldots \\
& \quad+b_{n}\left(t, \phi\left(t_{1}\right), \phi\left(t_{2}\right)-\phi\left(t_{1}\right), \ldots, \phi(t)-\phi\left(t_{n-1}\right)\right) \mathbb{1}_{\left[\left[t_{n-1}, T\right]\right]}(t) \\
& \sigma(t, \phi)=\sigma_{1}(t, \phi(t)) \mathbb{1}_{\left[\left[0, t_{1}\right)\right]}(t)+\sigma_{2}\left(t, \phi\left(t_{1}\right), \phi(t)-\phi\left(t_{1}\right)\right) \mathbb{1}_{\left[\left[t_{1}, t_{2}\right)\right]}(t)+\ldots \\
& \quad+\sigma_{n}\left(t, \phi\left(t_{1}\right), \phi\left(t_{2}\right)-\phi\left(t_{1}\right), \ldots, \phi(t)-\phi\left(t_{n-1}\right)\right) \mathbb{1}_{\left[\left[t_{n-1}, T\right]\right]}(t)
\end{aligned}
$$

and

$$
\begin{aligned}
& f(t, \phi, y, z)=f_{1}(t, \phi(t), y, z) \mathbb{1}_{\left.\left[0, t_{1}\right)\right]}(t)+f_{2}\left(t, \phi\left(t_{1}\right), \phi(t)-\phi\left(t_{1}\right), y, z\right) \mathbb{1}_{\left[\left[t_{1}, t_{2}\right)\right]}(t)+\ldots \\
& \quad+f_{n}\left(t, \phi\left(t_{1}\right), \phi\left(t_{2}\right)-\phi\left(t_{1}\right), \ldots, \phi(t)-\phi\left(t_{n-1}\right)\right) \mathbb{1}_{\left[\left[t_{n-1}, T\right]\right]}(t) \\
& h(\phi)=\varphi\left(\phi\left(t_{1}\right), \phi\left(t_{2}\right)-\phi\left(t_{1}\right), \ldots, \phi(T)-\phi\left(t_{n-1}\right)\right)
\end{aligned}
$$

for every $\phi \in \Lambda$.
Let us first show that the terms $\left(X^{t, \phi}\left(t_{1}\right), \ldots, X^{t, \phi}(r)-X^{t, \phi}\left(t_{k}\right)\right), 0 \leq k \leq n-1$ are related to the solution of a SDE equation of Itô type in $\mathbb{R}^{n \times d}$. Let

$$
\begin{gathered}
\tilde{b}\left(t, x_{1}, \ldots, x_{n}\right):=\left(\begin{array}{l}
b_{1}\left(t, x_{1}\right) \mathbb{1}_{\left[\left[0, t_{1}\right)\right]}(t) \\
b_{2}\left(t, x_{1}, x_{2}\right) \mathbb{1}_{\left[\left[t_{1}, t_{2}\right)\right]}(t) \\
\vdots \\
b_{n}\left(t, x_{1}, \ldots, x_{n}\right) \mathbb{1}_{\left[\left[t_{n-1}, t_{n}\right)\right]}(t)
\end{array}\right) \\
\tilde{\sigma}\left(t, x_{1}, \ldots, x_{n}\right):=\left(\begin{array}{l}
\sigma_{1}\left(t, x_{1}\right) \mathbb{1}_{\left[\left[0, t_{1}\right)\right]}(t) \\
\sigma_{2}\left(t, x_{1}, x_{2}\right) \mathbb{1}_{\left[\left[t_{1}, t_{2}\right)\right]}(t) \\
\vdots \\
\sigma_{n}\left(t, x_{1}, \ldots, x_{n}\right) \mathbb{1}_{\left[\left[t_{n-1}, t_{n}\right)\right]}(t)
\end{array}\right)
\end{gathered}
$$

Let then $\tilde{X}^{t, \boldsymbol{x}}$, with $t \in[0, T]$ and $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{d \times n}$ be the unique solution of the following stochastic differential equation:

$$
\tilde{X}^{t, \boldsymbol{x}}(s)=\boldsymbol{x}+\int_{t}^{s} \tilde{b}\left(r, \tilde{X}^{t, \boldsymbol{x}}\right) d r+\int_{t}^{s} \tilde{\sigma}\left(r, \tilde{X}^{t, \boldsymbol{x}}\right) d W(r), s \in[t, T]
$$

We assert that, for $t \in\left[t_{k_{0}}, t_{k_{0}+1}\right), s \in\left[t_{k}, t_{k+1}\right], s \geq t$, with $0 \leq k_{0} \leq k \leq n-1$, we have

$$
\left(X^{t, \phi}\left(t_{1}\right), \ldots, X^{t, \phi}(s)-X^{t, \phi}\left(t_{k}\right)\right)=\left(\tilde{X}^{i, t,\left(\phi\left(t_{1}\right), \ldots, \phi(t)-\phi\left(t_{k_{0}}\right), 0, \ldots, 0\right)}(s)\right)_{i=\overline{1, k+1}}
$$

Let us stress that for $k=0$ this reads $X^{t, \phi}(s)=\tilde{X}^{1, t, \phi(t)}(s)$; so that for $k>k_{0}=0$, it is interpreted as $\left(X^{t, \phi}\left(t_{1}\right), \ldots, X^{t, \phi}(s)-X^{t, \phi}\left(t_{k}\right)\right)=\left(\tilde{X}^{i, t,(\phi(t), 0, \ldots, 0)}(s)\right)_{i=\overline{1, k+1}}$.

We will prove this statement by induction on $k$. If $k=0$, then $k_{0}=0$ and we obviously have

$$
X^{t, \phi}(s)=\tilde{X}^{1, t, \phi(t)}(s)
$$

Let us suppose that the statement holds true for $k-1$, for the sake of brevity, in what follows we will denote by $\boldsymbol{x}:=\left(\phi\left(t_{1}\right), \ldots, \phi(t)-\phi\left(t_{k_{0}}\right), 0, \ldots, 0\right)$.

If $k_{0} \leq k-1$ then, from the induction hypothesis, we have that

$$
\left(X^{t, \phi}\left(t_{1}\right), \ldots, X^{t, \phi}(r)-X^{t, \phi}\left(t_{k-1}\right)\right)=\left(\tilde{X}^{i, t,\left(\phi\left(t_{1}\right), \ldots, \phi(t)-\phi\left(t_{k_{0}}\right), 0, \ldots, 0\right)}(r)\right)_{i=\overline{1, k}}
$$

for every $r \in\left[t_{k-1}, t_{k}\right]$, so that, for $s \in\left[t_{k}, t_{k+1}\right]$ we have,

$$
\tilde{X}^{j, t, \boldsymbol{x}}(s)=\tilde{X}^{j, t, \boldsymbol{x}}\left(t_{k}\right)=X^{t, \phi}\left(t_{j}\right)-X^{t, \phi}\left(t_{j-1}\right), 1 \leq j \leq k
$$

with the convention $X^{t, \phi}\left(t_{0}\right)=0$.
In the case $k_{0}=k$, for $s \in\left[t, t_{k+1}\right]$ we also have:

$$
\tilde{X}^{j, t, \boldsymbol{x}}(s)=\boldsymbol{x}^{j}=\phi\left(t_{j}\right)-\phi\left(t_{j-1}\right)=X^{t, \phi}\left(t_{j}\right)-X^{t, \phi}\left(t_{j-1}\right), 1 \leq j \leq k,
$$

again with the convention $\phi\left(t_{0}\right)=0$.

Consequently, on $\left[t \vee t_{k}, t_{k+1}\right]$, it holds,

$$
\begin{aligned}
& \tilde{X}^{k+1, t, \boldsymbol{x}}(s)=\boldsymbol{x}^{k+1}+\int_{t \vee t_{k}}^{s} b_{k+1}\left(r, \tilde{X}^{1, t, \boldsymbol{x}}(r), \ldots, \tilde{X}^{k+1, t, \boldsymbol{x}}(r)\right) d r \\
&+\int_{t \vee t_{k}}^{s} \sigma_{k+1}\left(r, \tilde{X}^{1, t, \boldsymbol{x}}(r), \ldots, \tilde{X}^{k+1, t, \boldsymbol{x}}(r)\right) d W(r) \\
&= \boldsymbol{x}^{k+1}+\int_{t \vee t_{k}}^{s} b_{k+1}\left(r, X^{t, \phi}\left(t_{1}\right), \ldots, X^{t, \phi}\left(t_{k}\right)-X^{t, \phi}\left(t_{k-1}\right), \tilde{X}^{k+1, t, \boldsymbol{x}}(r)\right) d r \\
& \quad+\int_{t \vee t_{k}}^{s} \sigma_{k+1}\left(r, X^{t, \phi}\left(t_{1}\right), \ldots, X^{t, \phi}\left(t_{k}\right)-X^{t, \phi}\left(t_{k-1}\right), \tilde{X}^{k+1, t, \boldsymbol{x}}(r)\right) d W(r)
\end{aligned}
$$

If $k_{0} \leq k-1$ then $\boldsymbol{x}^{k+1}=0$; if $k_{0}=k$, then $\boldsymbol{x}^{k+1}=\phi(t)-\phi\left(t_{k_{0}}\right)=X^{t, \phi}(t)-X^{t, \phi}\left(t_{k}\right)$. By uniqueness, since $X^{t, \phi}$ satisfies

$$
\begin{aligned}
& X^{t, \phi}(s)=X^{t, \phi}\left(t \vee t_{k}\right)+\int_{t \vee t_{k}}^{s} b_{k+1}\left(r, X^{t, \phi}\left(t_{1}\right), \ldots, X^{t, \phi}(r)-X^{t, \phi}\left(t_{k}\right)\right) d r \\
& \quad+\int_{t \vee t_{k}}^{s} \sigma_{k+1}\left(r, X^{t, \phi}\left(t_{1}\right), \ldots, X^{t, \phi}(r)-X^{t, \phi}\left(t_{k}\right)\right) d W(r), s \in\left[t \vee t_{k}, t_{k+1}\right] .
\end{aligned}
$$

we obtain $\tilde{X}^{k+1, t, \boldsymbol{x}}(s)=X^{t, \phi}(s)-X^{t, \phi}\left(t_{k}\right)$, for all $s \in\left[t \vee t_{k}, t_{k+1}\right]$. We thus have proved that the statement holds true for $k$.

The next step is to derive a Feynman-Kac type formula linking $X^{t, \phi}$ and $Y^{t, \phi}$. For that, let us consider the following BSDE:

$$
\tilde{Y}^{t, \boldsymbol{x}}(s)=\varphi\left(\tilde{X}^{t, \boldsymbol{x}}(T)\right)+\int_{t}^{T} \tilde{f}\left(r, \tilde{X}^{t, \boldsymbol{x}}(r), \tilde{Y}^{t, \boldsymbol{x}}(r), \tilde{Z}^{t, \boldsymbol{x}}(r)\right) d r+\int_{t}^{s} \tilde{Z}^{t, \boldsymbol{x}} d W(r), s \in[t, T]
$$

where $\tilde{f}$ is defined by

$$
\begin{aligned}
& \tilde{f}\left(t, x_{1}, \ldots, x_{n}, y, z\right) \\
& =f_{1}\left(t, x_{1}, y, z\right) \mathbb{1}_{\left[\left[0, t_{1}\right)\right]}(t)+f_{2}\left(t, x_{1}, x_{2}, y, z\right) \mathbb{1}_{\left[\left[t_{1}, t_{2}\right)\right]}(t)+\cdots+f_{n}\left(t, x_{1}, x_{2}, \ldots, x_{n}\right) \mathbb{1}_{\left[\left[t_{n-1}, T\right]\right]}(t)
\end{aligned}
$$

From [EKPQ97], there exist some measurable functions $\tilde{u}, \tilde{d}$ such that for all $(t, \boldsymbol{x}) \in[0, T] \times$ $\mathbb{R}^{d \times n}$ it holds,

$$
\begin{aligned}
& \tilde{Y}^{t, \boldsymbol{x}}(s)=\tilde{u}\left(s, \tilde{X}^{t, \boldsymbol{x}}(s)\right), \quad \text { for all } s \in[t, T] \\
& \tilde{Z}^{t, \boldsymbol{x}}(s)=\tilde{d}\left(s, \tilde{X}^{t, \boldsymbol{x}}(s)\right) \tilde{\sigma}\left(s, \tilde{X}^{t, \boldsymbol{x}}\right), d s \text {-a.e. on }[t, T]
\end{aligned}
$$

On the other hand, let $t \in\left[t_{k_{0}}, t_{k_{0}+1}\right)$, with $0 \leq k_{0} \leq n-1$ and denote, for simplicity, $\boldsymbol{x}=\left(\phi\left(t_{1}\right), \ldots, \phi(t)-\phi\left(t_{k_{0}}\right), 0, \ldots, 0\right)$.

If $s \in\left[t_{k}, t_{k+1}\right], s \geq t$, and therefore $k \geq k_{0}$, we have

$$
\left(X^{t, \phi}\left(t_{1}\right), \ldots, X^{t, \phi}(s)-X^{t, \phi}\left(t_{k}\right)\right)=\left(\tilde{X}^{i, t, \boldsymbol{x}}(s)\right)_{i=\overline{1, k+1}}
$$

Thus, on $\left[t \vee t_{k}, t_{k+1}\right]$

$$
\begin{aligned}
\tilde{f}\left(s, \tilde{X}^{t, \boldsymbol{x}}(s), \tilde{Y}^{t, \boldsymbol{x}}(s), \tilde{Z}^{t, \boldsymbol{x}}(s)\right) & =f_{k+1}\left(s, X^{t, \phi}\left(t_{1}\right), \ldots, X^{t, \phi}(s)-X^{t, \phi}\left(t_{k}\right), \tilde{Y}^{t, \boldsymbol{x}}(s), \tilde{Z}^{t, \boldsymbol{x}}(s)\right) \\
& =f\left(s, X^{t, \phi}, \tilde{Y}^{t, \boldsymbol{x}}(s), \tilde{Z}^{t, \boldsymbol{x}}(s)\right) .
\end{aligned}
$$

Allowing $k$ to vary, we obtain the equality

$$
\tilde{f}\left(s, \tilde{X}^{t, \boldsymbol{x}}(s), \tilde{Y}^{t, \boldsymbol{x}}(s), \tilde{Z}^{t, \boldsymbol{x}}(s)\right)=f\left(s, X^{t, \phi}, \tilde{Y}^{t, \boldsymbol{x}}(s), \tilde{Z}^{t, \boldsymbol{x}}(s)\right), \quad \text { for all } s \in[t, T] .
$$

Also,

$$
\varphi\left(\tilde{X}^{t, \boldsymbol{x}}(T)\right)=\varphi\left(X^{t, \phi}\left(t_{1}\right), \ldots, X^{t, \phi}(T)-X^{t, \phi}\left(t_{n-1}\right)\right)=h\left(X^{t, \phi}\right)
$$

and by the uniqueness of the solution of the BSDE, we get that

$$
\left(\tilde{Y}^{t, \boldsymbol{x}}, \tilde{Z}^{t, \boldsymbol{x}}\right)=\left(Y^{t, \phi}, Z^{t, \phi}\right)
$$

and, consequently,

$$
\begin{aligned}
Y^{t, \phi}(s)= & \tilde{u}\left(s, X^{t, \phi}\left(t_{1}\right), \ldots, X^{t, \phi}(s)-X^{t, \phi}\left(t_{k}\right), 0, \ldots, 0\right), \quad \text { for all } s \in\left[t \vee t_{k}, t_{k+1}\right], \\
Z^{t, \phi}(s)= & \tilde{d}_{k+1}\left(s, X^{t, \phi}\left(t_{1}\right), \ldots, X^{t, \phi}(s)-X^{t, \phi}\left(t_{k}\right), 0, \ldots, 0\right) . \\
& \cdot \sigma_{k+1}\left(s, X^{t, \phi}\left(t_{1}\right), \ldots, X^{t, \phi}(s)-X^{t, \phi}\left(t_{k}\right)\right), d s \text {-a.e. on }\left[t \vee t_{k}, t_{k+1}\right] .
\end{aligned}
$$

By setting, for $0 \leq k \leq n-1, t \in\left[t_{k}, t_{k+1}\right)$ and $\phi \in \Lambda$,

$$
\begin{aligned}
u(t, \phi) & :=\tilde{u}\left(t, \phi\left(t_{1}\right), \ldots, \phi(t)-\phi\left(t_{k}\right), 0, \ldots, 0\right) \\
d(t, \phi) & :=\tilde{d}_{k+1}\left(t, \phi\left(t_{1}\right), \ldots, \phi(t)-\phi\left(t_{k}\right), 0, \ldots, 0\right)
\end{aligned}
$$

we get that, for every $t \in[0, T]$ and $\phi \in \Lambda$

$$
\begin{aligned}
& Y^{t, \phi}(s)=u\left(s, X^{t, \phi}\right), \quad \text { for all } s \in[t, T] \\
& Z^{t, \phi}(s)=d\left(s, X^{t, \phi}\right) \sigma\left(t, X^{t, \phi}\right), d s \text {-a.e. on }[t, T]
\end{aligned}
$$

Step II.
Let us notice that the same conclusion holds for $b, \sigma$ and $f$ of the form

$$
\begin{aligned}
& b(t, \phi)=b_{1}(t, \phi(t)) \mathbf{1}_{\left[0, t_{1}\right)}(t)+b_{2}\left(t, \phi\left(t_{1}\right), \phi(t)\right) \mathbf{1}_{\left[t_{1}, t_{2}\right)}(t)+\ldots \\
& \quad+b_{n}\left(t, \phi\left(t_{1}\right), \ldots, \phi\left(t_{n-1}\right), \phi(t)\right) \mathbf{1}_{\left[t_{n-1}, T\right]}(t) \\
& \sigma(t, \phi)=\sigma_{1}(t, \phi(t)) \mathbf{1}_{\left[0, t_{1}\right)}(t)+\sigma_{2}\left(t, \phi\left(t_{1}\right), \phi(t)\right) \mathbf{1}_{\left[t_{1}, t_{2}\right)}(t)+\ldots \\
& \quad+\sigma_{n}\left(t, \phi\left(t_{1}\right), \ldots, \phi\left(t_{n-1}\right), \phi(t)\right) \mathbf{1}_{\left[t_{n-1}, T\right]}(t)
\end{aligned}
$$

and

$$
\begin{aligned}
& f(t, \phi, y, z)=f_{1}(t, \phi(t), y, z) \mathbf{1}_{\left[0, t_{1}\right)}(t)+f_{2}\left(t, \phi\left(t_{1}\right), \phi(t), y, z\right) \mathbf{1}_{\left[t_{1}, t_{2}\right)}(t)+\ldots \\
& \quad+f_{n}\left(t, \phi\left(t_{1}\right), \ldots, \phi\left(t_{n-1}\right), \phi(t)\right) \mathbf{1}_{\left[t_{n-1}, T\right]}(t) \\
& h(\phi)=\varphi\left(\phi\left(t_{1}\right), \ldots, \phi\left(t_{n-1}\right), \phi(T)\right)
\end{aligned}
$$

for every $\phi \in \Lambda$.
Step III.
For $0=t_{0} \leq t_{1}<\cdots<t_{k} \leq T$ and $x_{1}, \ldots, x_{k} \in \mathbb{R}^{d}$, let $\Phi_{t_{1}, \ldots, t_{k}}^{x_{1}, \ldots, x_{k}}:[0, T] \rightarrow \mathbb{R}^{d}$ be such that

$$
\Phi_{t_{1}, \ldots, t_{k}}^{x_{1}, \ldots, x_{k}}\left(t_{i}\right)=x_{i}, i=\overline{1, k} ; \quad \Phi_{t_{1}, \ldots, t_{k}}^{x_{1}, \ldots, x_{k}}(T)=x_{k}, \quad \Phi_{t_{1}, \ldots, t_{k}}^{x_{1}, \ldots, x_{k}}(0)=x_{1}
$$

and is prolonged to $[0, T]$ by linear interpolation.
Let us consider partitions of $[0, T], 0=t_{0}^{n}<t_{1}^{n}<\cdots<t_{n}^{n}=T, t_{k}^{n}:=\frac{k T}{n}$. For $k \in\{1, \ldots, n\}, t \in[0, T]$ and $x_{1}, \ldots, x_{k} \in \mathbb{R}^{d}$, we define

$$
b_{k}^{n}\left(t, x_{1}, \ldots, x_{k}\right):=b\left(t, \Phi_{t_{1}^{n}, \ldots, t_{k}^{n}}^{x_{1}, \ldots, x_{k}}\right) .
$$

Notice that $b_{k}^{n}(t, \cdot)$ are continuous functions.
Finally, for $t \in[0, T]$ and $x_{1}, \ldots, x_{n} \in \mathbb{R}^{d}$ we set

$$
\bar{b}_{n}\left(t, x_{1}, \ldots, x_{n}\right):=b_{1}^{n}\left(t, x_{1}\right) \mathbb{1}_{\left[\left[0, t_{1}^{n}\right)\right]}+\cdots+b_{n}^{n}\left(t, x_{1}, \ldots, x_{n}\right) \mathbb{1}_{\left[\left[t_{n-1}^{n}, t_{n}^{n}\right]\right]}
$$

and, for $(t, \phi) \in[0, T] \times \Lambda$,

$$
b_{n}(t, \phi):=\bar{b}_{n}\left(t, \phi\left(t \wedge t_{1}^{n}\right), \ldots, \phi\left(t \wedge t_{n}^{n}\right)\right)
$$

If $t \in\left[t_{k-1}^{n}, t_{k}^{n}\right)$ with $k \in\{1, \ldots, n\}$, or if $t=T$ and $k=n$, then

$$
b_{n}(t, \phi)=b_{k}^{n}\left(t, \phi\left(t_{1}^{n}\right), \ldots, \phi\left(t_{k-1}^{n}\right), \phi(t)\right),
$$

so $b_{n}$ has the form described in Step II. Also in this case it holds

$$
\begin{aligned}
\left|b_{n}(t, \phi)-b(t, \phi)\right| & =\left|b\left(t, \Phi_{t_{1}^{n}, \ldots, t_{k-1}^{n}, t_{k}^{n}}^{\phi\left(t_{1}^{n}\right), \ldots, \phi\left(t_{k-1}^{n}\right), \phi(t)}\right)-b(t, \phi)\right| \\
& \leq \sup _{\|\psi-\phi\|_{T} \leq \omega(\phi, T / n)}|b(t, \psi)-b(t, \phi)| \leq \ell \omega(\phi, T / n)
\end{aligned}
$$

where $\omega(\phi, \epsilon):=\sup _{|s-r| \leq \epsilon}|\phi(s)-\phi(r)|$.
In a similar way, one introduces $\sigma_{n}, f_{n}$ and $h_{n}$ and we have, for every $(t, \phi, y, z) \in$ $[0, T] \times \Lambda \times \mathbb{R} \times \mathbb{R}^{d^{\prime}}$,

$$
\begin{aligned}
\left|\sigma_{n}(t, \phi)-\sigma(t, \phi)\right| & \leq \ell \omega(\phi, T / n) ; \\
\left|f_{n}(t, \phi, y, z)-f(t, \phi, y, z)\right| & \leq \sup _{\|\psi-\phi\|_{T} \leq \omega(\phi, T / n)}|f(t, \psi, y, z)-f(t, \phi, y, z)| ; \\
\left|h_{n}(\phi)-h(\phi)\right| & \leq \sup _{\|\psi-\phi\|_{T} \leq \omega(\phi, T / n)}|h(\psi)-h(\phi)| .
\end{aligned}
$$

We also have that $b_{n}, \sigma_{n}, f_{n}$ and $h_{n}$ satisfy assumptions $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{2}\right)-\left(\mathrm{A}_{8}\right)-\left(\mathrm{A}_{9}\right)$ with the same constants. Corresponding to these coefficients, we define the solution of the associated FBSDE,

$$
\left(X^{n, t, \phi}, Y^{n, t, \phi}, Z^{n, t, \phi}\right)
$$

By the Feynman-Kac formula, already proven in this case, we have the existence of some non-anticipative functions $u_{n}$ and $d_{n}$, such that, for every $(t, \phi) \in[0, T] \times \Lambda$, we have:

$$
\begin{aligned}
& Y^{n, t, \phi}(s)=u_{n}\left(s, X^{n, t, \phi}\right), \quad \text { for all } s \in[t, T] \\
& Z^{n, t, \phi}(s)=d_{n}\left(s, X^{n, t, \phi}\right) \sigma\left(t, X^{n, t, \phi}\right), \quad d s \text {-a.e. on }[t, T] .
\end{aligned}
$$

In order to pass to the limit in the first formula above, we need to show that $X^{n, t, \phi} \rightarrow X^{t, \phi}$ in probability in $\Lambda$ and that $u_{n}$ converges to $u$ on compact subsets of $\Lambda$.

Let $t \in[0, T]$ and $\phi, \phi^{\prime} \in \Lambda$. By Itô's formula we have that,

$$
\begin{aligned}
& \left|X^{n, t, \phi^{\prime}}(s)-X^{t, \phi}(s)\right|^{2}=\left|\phi^{\prime}(t)-\phi(t)\right|^{2} \\
& \quad+2 \int_{t}^{s}\left\langle b_{n}\left(r, X^{n, t, \phi^{\prime}}\right)-b\left(r, X^{t, \phi}\right), X^{n, t, \phi^{\prime}}(r)-X^{t, \phi}(r)\right\rangle d r \\
& \quad+\int_{t}^{s}\left|\sigma_{n}\left(r, X^{n, t, \phi^{\prime}}\right)-\sigma\left(r, X^{t, \phi}\right)\right|^{2} d r \\
& \quad+2 \int_{t}^{s}\left\langle\sigma_{n}\left(r, X^{n, t, \phi^{\prime}}\right)-\sigma\left(r, X^{t, \phi}\right),\left(X^{n, t, \phi^{\prime}}(r)-X^{t, \phi}(r)\right) d W(r)\right\rangle .
\end{aligned}
$$

By standard calculations using Gronwall's lemma, Burkholder-Davis-Gundy inequalities and Theorem 1.2.5, we get, for some arbitrary $p>1$,

$$
\begin{align*}
& \mathbb{E} \sup _{s \in[0, T]}\left|X^{n, t, \phi^{\prime}}(s)-X^{t, \phi}(s)\right|^{2 p} \leq C\left(\left\|\phi^{\prime}-\phi\right\|_{T}^{2 p}+\mathbb{E} \omega\left(X^{t, \phi}, T / n\right)^{2 p}\right) \\
& \leq C\left(\left\|\phi^{\prime}-\phi\right\|_{T}^{2 p}+\frac{1+\|\phi\|_{T}^{2 p}}{n^{p-1}}+\omega(\phi, T / n)^{2 p}\right) \tag{1.42}
\end{align*}
$$

where the positive constant $C$ is depending only on $p$ and the parameters of our FBSDE, also as above the constant $C$ is allowed to change value from line to line during this proof.

Applying now Itô's formula to $e^{\beta s}\left|Y^{n, t, \phi^{\prime}}(s)-Y^{t, \phi}(s)\right|^{2}$, we obtain for $\beta>0$,

$$
\begin{aligned}
& e^{\beta s}\left|\Delta_{Y}^{n, t, \phi, \phi^{\prime}}(s)\right|^{2}+\beta \int_{s}^{T} e^{\beta r}\left|\Delta_{Z}^{n, t, \phi, \phi^{\prime}}(r)\right|^{2} d r+\int_{s}^{T} e^{\beta r}\left|\Delta_{Z}^{n, t, \phi, \phi^{\prime}}(r)\right|^{2} d r \\
& =e^{\beta T}\left|\Delta_{h}^{n, t, \phi, \phi^{\prime}}\right|^{2}+2 \int_{s}^{T}\left\langle\Delta_{f}^{n, t, \phi, \phi^{\prime}}(r), e^{\beta r} \Delta_{Y}^{n, t, \phi, \phi^{\prime}}(r)\right\rangle d r \\
& +2 \int_{s}^{T}\left\langle f_{n}\left(s, X^{n, t, \phi^{\prime}}, Y^{n, t, \phi^{\prime}}(s), Z^{n, t, \phi^{\prime}}(s)\right)\right. \\
& \left.\quad-f_{n}\left(s, X^{n, t, \phi^{\prime}}, Y^{t, \phi}(s), Z^{t, \phi}(s)\right), e^{\beta r} \Delta_{Y}^{n, t, \phi, \phi^{\prime}}(r)\right\rangle d r \\
& -2 \int_{s}^{T}\left\langle e^{\beta r} \Delta_{Y}^{n, t, \phi, \phi^{\prime}}(r), \Delta_{Z}^{n, t, \phi, \phi^{\prime}}(r) d W(r)\right\rangle,
\end{aligned}
$$

where, for the sake of simplicity, we have denoted

$$
\begin{aligned}
& \Delta_{Y}^{n, t, \phi, \phi^{\prime}}(s):=Y^{n, t, \phi^{\prime}}(s)-Y^{t, \phi}(s) \\
& \Delta_{Z}^{n, t, \phi, \phi^{\prime}}(s):=Z^{n, t, \phi^{\prime}}(s)-Z^{t, \phi}(s) \\
& \Delta_{h}^{n, t, \phi, \phi^{\prime}}:=h_{n}\left(X^{n, t, \phi^{\prime}}\right)-h\left(X^{t, \phi}\right) \\
& \Delta_{f}^{n, t, \phi, \phi^{\prime}}(s):=f_{n}\left(s, X^{n, t, \phi^{\prime}}, Y^{t, \phi}(s), Z^{t, \phi}(s)\right)-f\left(s, X^{t, \phi}, Y^{t, \phi}(s), Z^{t, \phi}(s)\right)
\end{aligned}
$$

Again, for $\beta$ sufficiently large, exploiting Burkholder-Davis-Gundy inequalities and the Lipschitz property in $(y, z) \in \mathbb{R} \times \mathbb{R}^{d^{\prime}}$ of $f_{n}$, we infer that

$$
\begin{equation*}
\mathbb{E} \sup _{s \in[t, T]}\left|\Delta_{Y}^{n, t, \phi, \phi^{\prime}}(s)\right|^{2}+\mathbb{E} \int_{t}^{T}\left|\Delta_{Z}^{n, t, \phi, \phi^{\prime}}(r)\right|^{2} d r \leq C \mathbb{E}\left[\left|\Delta_{h}^{n, t, \phi, \phi^{\prime}}\right|^{2}+\int_{t}^{T}\left|\Delta_{f}^{n, t, \phi, \phi^{\prime}}(r)\right|^{2} d r\right] \tag{1.43}
\end{equation*}
$$

We now have

$$
\begin{align*}
& \left|\Delta_{h}^{n, t, \phi, \phi^{\prime}}\right| \leq\left|h_{n}\left(X^{n, t, \phi^{\prime}}\right)-h\left(X^{n, t, \phi^{\prime}}\right)\right|+\left|h\left(X^{n, t, \phi^{\prime}}\right)-h\left(X^{t, \phi}\right)\right| \\
& \leq \sup _{\left\|\psi-X^{n, t, \phi^{\prime}}\right\|_{T} \leq \omega\left(X^{\left.n, t, \phi^{\prime}, T / n\right)}\right.}\left|h(\psi)-h\left(X^{n, t, \phi^{\prime}}\right)\right|+\left|h\left(X^{n, t, \phi^{\prime}}\right)-h\left(X^{t, \phi}\right)\right| \\
& \leq \sup _{\left\|\psi-X^{t, \phi}\right\|_{T} \leq \omega\left(X^{t, \phi}, T / n\right)+3\left\|X^{n, t, \phi^{\prime}}-X^{t, \phi}\right\|_{T}}\left|h(\psi)-h\left(X^{t, \phi}\right)\right|+2\left|h\left(X^{n, t, \phi^{\prime}}\right)-h\left(X^{t, \phi}\right)\right| \\
& \leq 3 \sup _{\left\|\psi-X^{t, \phi}\right\|_{T} \leq \omega\left(X^{t, \phi}, T / n\right)+3\left\|\mid X^{n, t, \phi^{\prime}}-X^{t, \phi}\right\|_{T}}\left|h(\psi)-h\left(X^{t, \phi}\right)\right|, \tag{1.4}
\end{align*}
$$

since

$$
\omega\left(X^{n, t, \phi^{\prime}}, T / n\right) \leq \omega\left(X^{t, \phi}, T / n\right)+2\left\|X^{n, t, \phi^{\prime}}-X^{t, \phi}\right\|_{T} .
$$

Similarly, we obtain,

$$
\begin{array}{r}
\left|\Delta_{f}^{n, t, \phi, \phi^{\prime}}(s)\right| \leq 3 \sup _{\left\|\psi-X^{t, \phi}\right\|_{T} \leq \omega\left(X^{t, \phi}, T / n\right)+3\left\|X^{n, t, \phi^{\prime}}-X^{t, \phi}\right\|_{T}} \mid f\left(s, \psi, Y^{t, \phi}(s), Z^{t, \phi}(s)\right) \\
-f\left(s, X^{t, \phi}, Y^{t, \phi}(s), Z^{t, \phi}(s)\right) \mid . \tag{1.45}
\end{array}
$$

Let now $(t, \phi) \in[0, T] \times \Lambda$ and let $\left(\phi_{n}\right)$ be a sequence converging to $\phi$ in $\Lambda$. It is clear from relation (1.42) that ( $X^{n, t, \phi_{n}}$ ) converges in $L^{2 p}(\Omega ; \Lambda)$ to $X^{t, \phi}$, therefore there exists a subsequence converging a.s. in $\Lambda$ to $X^{t, \phi}$. Without restricting the generality, we will still denote $\left(X^{n, t, \phi_{n}}\right)$ this subsequence. Since $\omega\left(X^{t, \phi}, T / n\right)+3\left\|X^{n, t, \phi^{\prime}}-X^{t, \phi}\right\|_{T}$ converges to 0 a.s., it is clear by relations (1.44) and (1.42) that $\Delta_{h}^{n, t, \phi, \phi^{\prime}}$ and $\Delta_{f}^{n, t, \phi, \phi^{\prime}}(s)$ converge to 0 , a.s., respectively $d s \mathbb{P}$-a.e.

Then, by the dominated convergence theorem, we obtain

$$
\mathbb{E}\left[\left|\Delta_{h}^{n, t, \phi, \phi_{n}}\right|^{2}+\int_{t}^{T}\left|\Delta_{f}^{n, t, \phi, \phi_{n}}(r)\right|^{2} d r\right] \rightarrow 0
$$

which, combined with estimate (1.43), gives that

$$
\mathbb{E} \sup _{s \in[t, T]}\left|Y^{n, t, \phi_{n}}(s)-Y^{t, \phi}(s)\right|^{2} \rightarrow 0
$$

which implies, assuming $\phi_{n} \equiv \phi$

$$
\mathbb{E} \sup _{s \in[t, T]}\left|Y^{n, t, \phi}(s)-Y^{t, \phi}(s)\right|^{2} \rightarrow 0
$$

and, letting $s=t$, we obtain,

$$
u_{n}\left(t, \phi_{n}\right) \rightarrow u(t, \phi) .
$$

Therefore we can pass to the limit in the relation

$$
Y^{n, t, \phi}(s)=u_{n}\left(s, X^{n, t, \phi}\right), \quad \text { for all } s \in[t, T], \text { a.s. },
$$

replacing in the right term $\phi_{n}$ by $X^{n, t, \phi}$ and $\phi$ by $X^{n, t, \phi}$, and find that

$$
Y^{t, \phi}(s)=u\left(s, X^{t, \phi}\right), \quad \text { for all } s \in[t, T] \text {, a.s. }
$$

The following result represents the Feynman-Kac formula adapted to our framework.
Theorem 1.2.17. Let us assume that assumptions 1.2.4-1.2.12 hold and condition (1.12) is verified. Then there exists a continuous non-anticipative functional $u:[0, T] \times \mathcal{C} \rightarrow \mathbb{R}$ such that

$$
Y^{t, \phi}(s)=u\left(s, X^{t, \phi}\right), \quad \text { for all } s \in[0, T], \quad \text { a.s. }
$$

for any $(t, \phi) \in[0, T] \times \mathcal{C}$.
Proof. The continuity of $u$ was already asserted in Theorem 1.2.15, so that the proof follows with the same arguments.

Let now consider BSDE with delayed generator (1.52)

$$
\begin{equation*}
Y^{t, \phi}(s)=h\left(X^{t, \phi}\right)+\int_{s}^{T} f\left(r, X^{t, \phi}, Y^{t, \phi}(r), Z^{t, \phi}(r), Y_{r}^{t, \phi}\right) d r-\int_{s}^{T} Z^{t, \phi}(r) d W(r) \tag{1.46}
\end{equation*}
$$

and the corresponding iterative equations

$$
\begin{align*}
Y^{n+1, t, \phi}(s)=h\left(X^{t, \phi}\right)+\int_{s}^{T} f\left(r, X^{t, \phi}\right. & \left., Y^{n+1, t, \phi}(r), Z^{n+1, t, \phi}(r), Y_{r}^{n, t, \phi}\right) d r  \tag{1.47}\\
& -\int_{s}^{T} Z^{n+1, t, \phi}(r) d W(r), s \in[t, T]
\end{align*}
$$

with $Y^{0, t, \phi} \equiv 0$ and $Z^{0, t, \phi} \equiv 0$.
Let us suppose that there exists $u_{n}:[0, T] \times \mathcal{C} \rightarrow \mathbb{R}$ a $\mathbb{F}$-progressively measurable functional such that $u_{n}$ is continuous and

$$
Y^{n, t, \phi}(s)=u_{n}\left(s, X^{t, \phi}\right)
$$

for every $t, s \in[0, T]$ and $\phi \in \mathcal{C}$.
Let us now consider the term

$$
Y_{r}^{n, t, \phi}=\left(Y^{n, t, \phi}(r+\theta)\right)_{\theta \in[-\delta, 0]}
$$

in particular we have that, if $r+\theta \geq 0$, then $Y^{n, t, \phi}(r+\theta)=u_{n}\left(r+\theta, X^{t, \phi}\right)$ and if $r+\theta<0$, then $Y^{n, t, \phi}(r+\theta)=Y^{n, t, \phi}(0)=u_{n}\left(0, X^{t, \phi}\right)$. By defining then

$$
\tilde{u}_{n}(t, \phi):=\left(u_{n}\left(\mathbb{1}_{[[0, T]]}(t+\theta), \phi\right)\right)_{\theta \in[-\delta, 0]}
$$

we have

$$
Y_{r}^{n, t, \phi}=\tilde{u}_{n}\left(r, X^{t, \phi}\right)
$$

Then we can apply Theorem 1.2.16 in order to infer that

$$
Y^{n+1, t, \phi}(s)=u_{n+1}\left(s, X^{t, \phi}\right)
$$

for a continuous non-anticipative functional $u_{n+1}:[0, T] \times \mathcal{C} \rightarrow \mathbb{R}$.
Notice that $\left(Y^{n, t, \phi}, Z^{n, t, \phi}\right)$ is the Picard iteration sequence used for constructing the solution $\left(Y^{t, \phi}, Z^{t, \phi}\right)$, recall that

$$
\left(Y^{n+1, \cdot, \phi}, Z^{n+1, \cdot, \phi}\right)=\Gamma\left(Y^{n, \cdot, \phi}, Z^{n, \cdot, \phi}\right)
$$

being $\Gamma$ the contraction defined in the proof of Theorem 1.2.9, we have that

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left(\sup _{s \in[0, T]}\left|Y^{n, t, \phi}(s)-Y^{t, \phi}(s)\right|^{2}\right)=0
$$

Of course $u_{n}(t, \phi)$ converges to

$$
u(t, \phi):=\mathbb{E} Y^{t, \phi}(t)
$$

for every $t \in[0, T]$ and $\phi \in \Lambda$. This implies that the nonlinear Feynman-Kac formula

$$
Y^{t, \phi}(s)=u\left(s, X^{t, \phi}\right)
$$

holds.
We are now able to prove Theorem 1.2.14, which shows the existence of a viscosity solution to the PDKE (1.1).

Proof of Theorem 1.2.14. We will prove that function $u$ defined by (1.33) is a viscosity solution to (1.1). In particular we will only show that $u$ is a viscosity subsolution, the supersolution case is similar.

Suppose, by contrary, that $u$ is not a viscosity subsolution. Then, for any $L_{0} \geq 0$, there exists $L \geq L_{0}$ such that $u$ is not a viscosity $L$-subsolution in the sense of Definition 1.2.2. Therefore, there exists $(t, \phi) \in[0, T] \times \mathcal{C}$ and there exists $\varphi \in \underline{\mathcal{A}}^{L} u(t, \phi)$ such that

$$
\partial_{t} \varphi(t, \phi)+\mathcal{L} \varphi(t, \phi)+f\left(t, \phi, \varphi(t, \phi), \partial_{x} \varphi(t, \phi) \sigma(t, \phi),(\varphi(\cdot, \phi))_{t}\right) \leq-c<0
$$

for some $c>0$.
Using the definition of $\underline{\mathcal{A}}^{L} u(t, \phi)$ we see that there exists $\tau_{0} \in \mathcal{T}_{+}^{t}$ such that

$$
\varphi(t, \phi)-u(t, \phi)=\min _{\tau \in \mathcal{T}^{t}} \underline{\mathcal{E}}_{t}^{L}\left[(\varphi-u)\left(\tau \wedge \tau_{0}, X^{t, \phi}\right)\right]
$$

and by the continuity of the coefficients, we deduce that there exists $\tilde{\tau} \in \mathcal{T}_{+}^{t}$ such that

$$
\begin{aligned}
& \partial_{t} \varphi\left(s, X^{t, \phi}\right)+\mathcal{L} \varphi\left(s, X^{t, \phi}\right)+ \\
& +f\left(s, X^{t, \phi}, \varphi\left(s, X^{t, \phi}\right), \partial_{x} \varphi\left(s, X^{t, \phi}\right) \sigma\left(s, X^{t, \phi}\right),\left(\varphi\left(\cdot, X^{t, \phi}\right)\right)_{s}\right) \leq-c / 2<0
\end{aligned}
$$

for any $s \in[t, \tilde{\tau}]$. Let us now take

$$
\begin{aligned}
\tilde{\tau}=T \wedge \tau_{0} \wedge \inf \{ & s>t: \partial_{t} \varphi\left(s, X^{t, \phi}\right)+\mathcal{L} \varphi\left(s, X^{t, \phi}\right) \\
& \left.+f\left(s, X^{t, \phi}, \varphi\left(s, X^{t, \phi}\right), \partial_{x} \varphi\left(s, X^{t, \phi}\right) \sigma\left(s, X^{t, \phi}\right),\left(\varphi\left(\cdot, X^{t, \phi}\right)\right)_{s}\right)>c / 2\right\}
\end{aligned}
$$

Let us denote

$$
\begin{aligned}
& \left(Y^{1}(s), Z^{1}(s)\right):=\left(\varphi\left(s, X^{t, \phi}\right), \partial_{x} \varphi\left(s, X^{t, \phi}\right) \sigma\left(s, X^{t, \phi}\right)\right), \quad \text { for any } s \in[t, T], \\
& \left(Y^{2}(s), Z^{2}(s)\right):=\left(Y^{t, \phi}(s), Z^{t, \phi}(s)\right), \quad \text { for any } s \in[0, T]
\end{aligned}
$$

and

$$
\Delta Y(s):=Y^{1}(s)-Y^{2}(s), \quad \Delta Z(s):=Z^{1}(s)-Z^{2}(s), \text { for any } s \in[t, T]
$$

Using Itô's formula we deduce, for any $s \in[t, T]$,
$\varphi\left(s, X^{t, \phi}\right)=\varphi(t, \phi)+\int_{t}^{s}\left(\partial_{t} \varphi\left(r, X^{t, \phi}\right)+\mathcal{L} \varphi\left(r, X^{t, \phi}\right)\right) d r+\int_{t}^{s}\left\langle\partial_{x} \varphi\left(r, X^{t, \phi}\right), \sigma\left(r, X^{t, \phi}\right) d W(r)\right\rangle$
so that we obtain

$$
\begin{aligned}
& \Delta Y(\tilde{\tau})-\Delta Y(t) \\
& =\int_{t}^{\tilde{\tau}}\left(\partial_{t} \varphi\left(r, X^{t, \phi}\right)+\mathcal{L} \varphi\left(r, X^{t, \phi}\right)+f\left(r, X^{t, \phi}, Y^{2}(r), Z^{2}(r), Y_{r}^{2}\right)\right) d r+\int_{t}^{\tilde{\tau}} \Delta Z(r) d W(r) .
\end{aligned}
$$

Since for any $r \in[t, \tilde{\tau}]$ we have that

$$
\begin{aligned}
& \partial_{t} \varphi\left(r, X^{t, \phi}\right)+\mathcal{L} \varphi\left(r, X^{t, \phi}\right)+\partial_{t} \varphi\left(r, X^{t, \phi}\right)+\mathcal{L} \varphi\left(r, X^{t, \phi}\right)+f\left(r, X^{t, \phi}, Y^{2}(r), Z^{2}(r), Y_{r}^{2}\right) \\
& \leq-\frac{c}{2}+f\left(r, X^{t, \phi}, Y^{2}(r), Z^{2}(r), Y_{r}^{2}\right) \\
& \quad-f\left(r, X^{t, \phi}, \varphi\left(r, X^{t, \phi}\right), \partial_{x} \varphi\left(r, X^{t, \phi}\right) \sigma\left(r, X^{t, \phi}\right),\left(\varphi\left(\cdot, X^{t, \phi}\right)\right)_{r}\right)
\end{aligned}
$$

we deduce, using Feynman-Kac formula, namely $Y^{2}(r)=u\left(r, X^{t, \phi}\right)$, that,

$$
\begin{aligned}
& \Delta Y(\tilde{\tau})-\Delta Y(t) \leq-\frac{c}{2}(\tilde{\tau}-t)+\int_{t}^{\tilde{\tau}} \Delta Z(r) d W(r) \\
& \quad+\int_{t}^{\tilde{\tau}}\left(f\left(r, X^{t, \phi}, \varphi\left(r, X^{t, \phi}\right), Z^{2}(r),\left(\varphi\left(\cdot, X^{t, \phi}\right)\right)_{r}\right)\right. \\
& \left.\quad-f\left(r, X^{t, \phi}, \varphi\left(r, X^{t, \phi}\right), Z^{1}(r),\left(\varphi\left(\cdot, X^{t, \phi}\right)\right)_{r}\right)\right) d r
\end{aligned}
$$

We thus have that there exists $\lambda \in \mathcal{U}_{T}^{L}$ such that

$$
\begin{aligned}
& f\left(r, X^{t, \phi}, \varphi\left(r, X^{t, \phi}\right), Z^{1}(r),\left(\varphi\left(\cdot, X^{t, \phi}\right)\right)_{r}\right)-f\left(r, X^{t, \phi}, \varphi\left(r, X^{t, \phi}\right), Z^{2}(r),\left(\varphi\left(\cdot, X^{t, \phi}\right)\right)_{r}\right) \\
& =\langle\lambda(r), \Delta Z(r)\rangle
\end{aligned}
$$

and therefore

$$
\Delta Y(\tilde{\tau})-\Delta Y(t) \leq-\frac{c}{2}(\tilde{\tau}-t)+\int_{t}^{\tilde{\tau}} \Delta Z(r)(d W(r)-\lambda(r) d r)
$$

Noticing now that $W(s)-\int_{t}^{s} \lambda(r) d r$ is $\mathbb{P}^{t, \lambda}$-martingale, we obtain that

$$
\begin{aligned}
& \Delta Y(t)=\mathbb{E}^{\mathbb{P}^{t, \lambda}}(\Delta Y(t)) \\
& \geq \mathbb{E}^{\mathbb{P}^{t, \lambda}}(\Delta Y(\tilde{\tau}))+\frac{c}{2} \mathbb{E}^{\mathbb{P}^{t, \lambda}}(\tilde{\tau}-t)+\mathbb{E}^{\mathbb{P}^{t, \lambda}} \int_{t}^{\tilde{\tau}} \Delta Z(r)(d W(r)-\lambda(r) d r) \\
& >\mathbb{E}^{\mathbb{P}^{t, \lambda}}(\Delta Y(\tilde{\tau}))=\mathbb{E}^{\mathbb{P}^{t, \lambda}}\left(\varphi\left(\tilde{\tau}, X^{t, \phi}\right)-Y^{t, \phi}(\tilde{\tau})\right)=\mathbb{E}^{\mathbb{P}^{t, \lambda}}\left[(\varphi-u)\left(\tilde{\tau}, X^{t, \phi}\right)\right] \\
& \geq \underline{\mathcal{E}}_{t}^{L}\left[(\varphi-u)\left(\tilde{\tau}, X^{t, \phi}\right)\right]=\underline{\mathcal{E}}_{t}^{L}\left[(\varphi-u)\left(\tau_{0} \wedge \tilde{\tau}, X^{t, \phi}\right)\right] \\
& \geq \min _{\tau \in \mathcal{T}^{t}} \underline{\mathcal{E}}_{t}^{L}\left[(\varphi-u)\left(\tau_{0} \wedge \tilde{\tau}, X^{t, \phi}\right)\right]=\varphi\left(t, X^{t, \phi}\right)-Y^{t, \phi}(t),
\end{aligned}
$$

which is a contradiction and the proof is thus complete.

### 1.3 Financial applications

In what follows we shall apply theoretical results developed in previous sections to analyse some particular models of great interest in modern finance. Financial literature that shows how delay naturally arise when dealing with asset price evolution or in general with certain financial instruments, is nowadays wide and developed, see, for instance, [AHMP07, CY99, KSW05a, KSW07a] and reference therein. On the other hand, not much is done when the delay enters the backward component. We aim here to give some financial applications where also the backward equation exhibits a delayed behaviour. We remark that since the goal of the present work is purely theoretical, the examples provided will not be stated in complete generality. In fact in this section we will show how the study of BSDEs with delayed generator, and the associated path-dependent Kolmogorov equation, may lead to the study of a completely new class of financial problems that have not been studied before. Nevertheless, we intend to address the study of these problems in a complete generality in a future work.

BSDEs with delay have been introduced in [DI $\left.{ }^{+} 10 \mathrm{~b}\right]$ as a pure mathematical tool with no financial application of interest. Later on, some works have appeared showing that the delay in the backward component arise naturally in several applications, see, e.g. [Del10, Del12].

In what follows we will provide two extensions of forward-backward models that have been proposed in past literature where the backward components can exhibit a short-time delay.

### 1.3.1 The large investor problem

Following the model studied in [CM96], see also, e.g. [EKPQ01], we will consider in the present example a non standard investor acting on a financial market. We assume this investor, usually referred to in literature as the large investor, has superior information about the stock prices and/or he is willing to invest a large amount of money in the stock. This fact implies that the large investor may influence the behaviour of the stock price with his actions. It is further natural to assume that there is a short time delay between the investor's actions and the reaction of the market to the large investor's actions. In particular we assume that the drift coefficient of the underlying $S$ at time $t$ depends on how the large investor acts on the market in the interval $(t-\delta, t)$.

Let us then consider a risky asset $S$ and a riskless bond $B$ evolving according to

$$
\left\{\begin{align*}
\frac{d B(t)}{B(t)} & =r\left(t, X(t), \pi(t), X_{t}\right) d t, \quad B(0)=1  \tag{1.48}\\
\frac{d S(t)}{S(t)} & =\mu\left(t, X(t), \pi(t), X_{t}\right) d t+\sigma\left(t, X(t), X_{t}\right) d W(t), \quad S(0)=s_{0}>0
\end{align*}\right.
$$

Here we have denoted by $X$ the portfolio of the large investor. Also we used the notations introduced by (1.6) and (1.7). We suppose that the coefficients $r, \mu$ and $\sigma$ satisfy some suitable regularity assumptions.

We have that the portfolio $X$, composed at any time $t \in[0, T]$ by $\pi(t)$, the amount of shares (held by the large investor) of the risky asset $S$ and by $X(t)-\pi(t)$, the amount shares
of the riskless bond $B$, evolves according to

$$
\begin{aligned}
& d X(t)=\frac{\pi(t)}{S(t)} d S(t)+\frac{X(t)-\pi(t)}{B(t)} d B(t) \\
& =\pi(t) \cdot\left[\mu\left(t, X(t), \pi(t), X_{t}\right) d t+\sigma\left(t, X(t), X_{t}\right) d W(t)\right] \\
& \quad+[X(t)-\pi(t)] \cdot r\left(t, X(t), \pi(t), X_{t}\right) d t
\end{aligned}
$$

with the final condition $X(T)=h(S)$.
Hence, for $t \in[0, T]$,

$$
\begin{equation*}
X(t)=h(S)+\int_{t}^{T} F\left(s, X(s), \pi(s), X_{s}, \pi_{s}\right) d s-\int_{t}^{T} \pi(s) \sigma\left(s, X(s), X_{s}\right) d W(s) \tag{1.49}
\end{equation*}
$$

where we have denoted for short

$$
\begin{array}{r}
F\left(s, X(s), \pi(s), X_{s}, \pi_{s}\right):=-[X(s)-\pi(s)] \cdot r\left(s, X(s), \pi(s), X_{s}\right)  \tag{1.50}\\
-\pi(s) \cdot \mu\left(s, X(s), \pi(s), X_{s}\right)
\end{array}
$$

Since the forward equations from (1.48) can be solved explicitly by

$$
\begin{aligned}
S(t)=s_{0} \exp \left[\int_{0}^{t}(\mu(s, X(s), \pi(s)\right. & \left.\left., X_{s}\right)-\frac{1}{2} \sigma^{2}\left(s, X(s), X_{s}\right)\right) d s \\
& \left.+\int_{0}^{t} \sigma\left(s, X(s), X_{s}\right) d W(s)\right]
\end{aligned}
$$

we deduce that $S$ is a functional of $X, \pi$ and $W$, i.e. there exists $\tilde{h}$ such that the final condition becomes $X(T)=\tilde{h}(W, X, \pi)$.

A first remark is that we can impose some suitable assumptions on the functions $r, \mu$ and $\sigma$ such that the function $\bar{F}:[0, T] \times \mathbb{R} \times \mathbb{R} \times L^{2}([-\delta, 0] ; \mathbb{R}) \rightarrow \mathbb{R}$, defined by $\bar{F}(s, y, z, \hat{y}):=-\left(y-z \sigma^{-1}(s, y, \hat{y})\right) \cdot r\left(s, y, z \sigma^{-1}(s, y, \hat{y}), \hat{y}\right)-z \cdot \mu\left(s, y, z \sigma^{-1}(s, y, \hat{y}), \hat{y}\right)$, satisfies assumptions $\left(\mathrm{A}_{5}\right)-\left(\mathrm{A}_{7}\right)$.

The second remark concerns the fact that Theorem 1.2.9 is still true, with a slight adjustment of the proof, if we consider in the backward equation (1.8) the final condition

$$
\bar{h}(W, X, Z):=\tilde{h}\left(W, X, \sigma^{-1}(\cdot, X, X .) Z\right),
$$

instead of a functional of $W$ only, with $\bar{h}$ satisfying a Lipschitz condition:

$$
\left|\bar{h}(x, y, z)-\bar{h}\left(x, y^{\prime}, z^{\prime}\right)\right|^{2} \leq L\left[\int_{0}^{T}\left|y(s)-y^{\prime}(s)\right|^{2} d s+\int_{0}^{T}\left|z(s)-z^{\prime}(s)\right|^{2} d s\right]
$$

Therefore we can rewrite (1.49) as

$$
\begin{equation*}
X(t)=\bar{h}(W, X, Z)+\int_{t}^{T} \bar{F}\left(s, X(s), Z(s), X_{s}\right) d s-\int_{t}^{T} Z(s) d W(s), \quad t \in[0, T] \tag{1.51}
\end{equation*}
$$

and we deduce from Theorem 1.2.9 that, under proper assumptions on the coefficients, there exists a unique solution $(X, Z)$ to equation (1.51).

Hence equation (1.49) admits a unique solution $(X, \pi)$, where

$$
\pi(s):=Z(s) \sigma^{-1}\left(s, X(s), X_{s}\right)
$$

In order to obtain the connection with the PDE we consider first the problem

$$
\left\{\begin{align*}
& \bar{W}^{t, \phi}(s)=\phi(t)+\int_{t}^{s} d W(r), s \in[t, T],  \tag{1.52}\\
& \bar{W}^{t, \phi}(s)=\phi(s), \quad s \in[0, t), \\
& X^{t, \phi}(s)=\bar{h}\left(\bar{W}^{t, \phi}, X^{t, \phi}, Z^{t, \phi}\right)+ \int_{s}^{T} \bar{F}\left(r, X^{t, \phi}(r), Z^{t, \phi}(r), X_{r}^{t, \phi}\right) d r \\
& \quad-\int_{s}^{T} Z^{t, \phi}(r) d W(r), \quad s \in[t, T] \\
& \\
& X^{t, \phi}(s)=X^{s, \phi}(s), \quad \pi^{t, \phi}(s)=0, \quad s \in[0, t) .
\end{align*}\right.
$$

Using Theorem 1.2.9 we see that, under suitable assumptions on the coefficients, there exists a unique solution $\left(X^{t, \phi}, \pi^{t, \phi}\right)_{(t, \phi) \in[0, T] \times \mathcal{C}}$ of the above system.

From the results of the previous sections, in particular from theorem 1.2.17, we have the following representation for the solution $(X, Z)$ of the backward component in system (1.52). In particular we have that, for every $(t, \phi) \in[0, T] \times \mathcal{C}$,

$$
X^{t, \phi}(s)=u\left(s, \bar{W}^{t, \phi}\right), \quad \text { for all } s \in[t, T],
$$

where $u(t, \phi)=X^{t, \phi}(t)$ is a viscosity solution of the following path-dependent PDE:

$$
\left\{\begin{array}{l}
-\partial_{t} u(t, \phi)-\frac{1}{2} \partial_{x x}^{2} u(t, \phi)-\bar{F}\left(t, u(t, \phi), \partial_{x} u(t, \phi),(u(\cdot, \phi))_{t}\right)=0, \quad \phi \in \mathcal{C}, t \in[0, T), \\
u(T, \phi)=\bar{h}(\phi,(u(\cdot, \phi))), \quad \phi \in \mathcal{C}
\end{array}\right.
$$

An example of this type has been developed first in [CM96] and then treated by many authors, see, e.g. [EKPQ01], where they considered a case where the drift and the diffusion component of the price equation depend both on the wealth process $X$ and the underlying process $S$. This would lead to a fully coupled forward-backward system which does not fit in our setting. On the other hand in our model we have assumed that the drift $\mu$ and the interest rate $r$ may be influenced also by past values of the wealth process $X$, whereas in cited papers no delay in the backward component is assumed.

### 1.3.2 Risk measures via g-expectations

A key problem in financial mathematics is the risk management of an investment. Such a problem has been widely studied in finance since the introductory paper [ADEH99] where the notion of risk measure has been first introduced. Since then, several empirical studies have been done concerning the key task of risk-management, showing in particular that the best way to quantify the risk of a given financial position should be a dynamic risk measure, rather than a classic static one. Starting from this fact the notion of g-expectation has
been first introduced in [Pen97], as a fundamental mathematical tool if one is to deal with dynamic risk measure, we refer also to [Pen04, Gia06] for a comprehensive and exhaustive introduction to dynamic risk measures.

The main purpose of a risk measure is to quantify in a single number the riskness of a given financial position. The next one is the mathematical formulation of the notion of risk measure, see, e.g. [Del13, Definition 13.1.1].

Definition 1.3.1. A family $\left(\rho_{t}\right)_{t \in[0, T]}$ of mapping $\rho_{t}: L^{2}\left(\Omega, \mathcal{F}_{T}\right) \rightarrow L^{2}\left(\Omega, \mathcal{F}_{t}\right)$, such that $\rho_{T}(\xi)=-\xi$ is called dynamic risk measure.

From a practical point of view, denoting by $\xi$ the terminal value of a given financial position, $\rho_{t}(\xi)$ quantifies the risk the investor takes in the position $\xi$ at terminal time $T$. Clearly, in order to have a concrete financial use, a risk measure has to satisfies a set of properties, usually referred to as axioms of risk measures, we refer to [Del13] to a complete list of the aforementioned axioms.

From a mathematical point of view, it has been shown that BSDE's, and the related forward-backward system, are a perfect tool to tackle the problem of risk management. In particular, one possible way to define a dynamic risk measure, is to specify the generator $g$ of the driving BSDE, from here the name $g$-expectation, where the generator $g$ determines the properties of the dynamic risk measure. A direct approach to $g$-expectation is therefore to introduce a BSDE of the form

$$
\begin{equation*}
Y(t)=\xi+\int_{t}^{T} g(s, Y(s), Z(s)) d s-\int_{t}^{T} Z(s) d W(s) \tag{1.53}
\end{equation*}
$$

where the generator $g$ is called the generator of a $g$-expectation. In this sense we have that

$$
\rho_{t}(\xi)=\mathbb{E}^{g}\left[\xi \mid \mathcal{F}_{t}\right]=Y(t),
$$

where we have used the subscript $g$ to emphasize the role played by the generator $g$. Heuristically speaking we have the relation

$$
\mathbb{E}^{g}\left[d Y(t) \mid \mathcal{F}_{t}\right]=-g(s, Y(s), Z(s)), \quad 0 \leq t \leq T,
$$

so that intuitively the coefficient $g$ reflects the agent's belief on the expected change of risk.
Once we have chosen a risk measure $g$, such that it is financially reasonable, we then solve the BSDE (1.53) endowed with a suitable final condition which represents the investor's wealth at terminal time $T$, we refer to [BEK07, Gia06] for a detailed introduction to the usage of BSDE as dynamic risk measures.

In literature it has always been consider a generator $g$ that depends only on the present value at time $t$ of the risk measure $Y(t)$ and its variability $Z(t)$, but, as pointed out in [Del12], if we want to model an investor preferences we cannot leave aside the memory effect, that is it is reasonable to assume that an investor makes his choices based also on what happened on the past. In [Del12] the author proposed to consider a $g$-expectation which incorporates a disappointment effect through a BSDE of moving average. In fact in the just mentioned work the author suggests that when dealing investor's preferences, to consider Markovian systems is restrictive since it is natural that an investor takes into account the past history of a given investment when he is to make some choice. We refer to [Del12] for a short but exhaustive review of different economical studies of how memory effect cannot be neglected when dealing with an investor's choice. Regarding the case considered in [Del12], we make
the assumption that the investor has a short memory, that is, in making his choices he just consider what has happened in the recent past.

This leads to consider a $g$-expectation of the form $g(s, y, z)=\beta \bar{y}$, where $\bar{y}$ is the timeaverage in a sufficiently small time interval and $\beta \in \mathbb{R}$ a given financial parameter, that is we will be dealing with a BSDE with delayed generator of the form

$$
\begin{equation*}
Y(t)=\xi+\frac{\beta}{\delta} \int_{t}^{T} \int_{-\delta}^{0} Y(s+r) d r d s-\int_{t}^{T} Z(s) d W(s) \tag{1.54}
\end{equation*}
$$

with $\xi$ the terminal payoff of the investment to be better introduced in a while and $\delta$ small enough such that equation (1.12) holds.

Let us now assume that the financial market is composed by one risky asset $S$ and one riskless bond $B$. The generalization to $d$ risky assets can be easily derived from the present case. We assume, in a complete generality, that both the bond and the asset may exhibit delay. For the case of delay in the forward component a more established theory exists, with existence and uniqueness as well as regularity results, see, e.g. [AHMP07, FT05, FMT10].

We consider in what follows the delayed market model introduced in [CY99]. In what concerns the stock price we assume that $S$ evolves according to the following stochastic delay differential equation:

$$
\left\{\begin{array}{l}
\frac{d S(t)}{S(t)}=\mu(t, S) d t+\sigma(t, S) d W(t)  \tag{1.55}\\
S_{0}=s_{0} \in \mathbb{R}
\end{array}\right.
$$

where $\mu, \sigma:[0, T] \times \mathcal{C} \rightarrow \mathbb{R}$ are some given functions, where the notation is introduced in Section 1.1.

Let us assume that $\mu$ and $\sigma$ satisfy assumptions of type $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{2}\right)$, so that there exists a unique solution of equation (1.58) satisfying estimates (1.10) (this is a consequence of Theorem 1.2.5).

Also we assume the investor subscribe a claim with terminal payoff $h: \mathcal{C} \rightarrow \mathbb{R}$ so that the BSDE (1.76) becomes

$$
\begin{equation*}
Y(t)=h\left(S_{T}\right)+\frac{\beta}{\delta} \int_{t}^{T} \int_{-\delta}^{0} Y(s+r) d r d s-\int_{t}^{T} Z(s) d W(s) \tag{1.56}
\end{equation*}
$$

where we assume $h$ to satisfy assumption $1.2 .12\left(\mathrm{~A}_{8}\right)-\left(\mathrm{A}_{9}\right)(i v)$, also let us stress that the generator $g: L^{2}([-\delta, 0] ; \mathbb{R}) \rightarrow \mathbb{R}$ defined above satisfies assumptions 1.2.12 $\left(\mathrm{A}_{8}\right)-\left(\mathrm{A}_{9}\right)$, see, e.g. Remark 1.2.13. We are naturally led to consider the following forward-backward system with delay

$$
\left\{\begin{array}{l}
S^{t, \phi}(s)=\phi(t)+\int_{t}^{s} S^{t, \phi}(r) \mu\left(t, S^{t, \phi}\right) d r+\int_{t}^{s} S^{t, \phi}(r) \sigma\left(t, S^{t, \phi}\right) d W(r), \quad s \in[t, T]  \tag{1.57}\\
S^{t, \phi}(s)=\phi(s), \quad s \in[0, t) \\
Y(s)=h\left(S^{t, \phi}\right)+\frac{\beta}{\delta} \int_{s}^{T} \int_{-\delta}^{0} Y^{t, \phi}(r+\theta) d \theta d r-\int_{s}^{T} Z^{t, \phi}(r) d W(r) \\
Y^{t, \phi}(s)=Y^{s, \phi}(s), \quad s \in[0, t)
\end{array}\right.
$$

and by theorems 1.2.5-1.2.9 we have that the forward-backward system (1.74) admits a unique solution.

Let us also stress that the great majority of possible claim that can be considered in finance satisfies above assumptions on the terminal payoff $h$, also we allow the option to possibly be path-dependent, that is its terminal value at time $T$ depends explicitly on past values assumed by the asset $S$.

From the results of the previous sections, we thus have the following characterization for the FBSDE (1.74). In particular we obtain that theorem 1.2.17 holds, so that, for every $(t, \phi) \in[0, T] \times \mathcal{C}$,

$$
Y^{t, \phi}(s)=u\left(s, S^{t, \phi}\right), \quad \text { for all } s \in[t, T]
$$

where $u(t, \phi)=Y^{t, \phi}(t)$ is a viscosity solution of the following path-dependent PDE:

$$
\left\{\begin{aligned}
\partial_{t} u(t, \phi) & +\frac{1}{2} \sigma^{2}(t, \phi) \partial_{x x}^{2} u(t, \phi)+\phi \mu(t, \phi) \partial_{x} u(t, \phi) \\
& =\frac{\beta}{\delta} \int_{-\delta}^{0} u(t+r, \phi) d r, \quad \phi \in \mathcal{C}, t \in[0, T) \\
u(T, \phi) & =h(\phi), \quad \phi \in \mathcal{C}
\end{aligned}\right.
$$

### 1.3.3 Pricing under counterparty risk

In the present section, whih is mainly taken from [CDP16a], we are going to apply previously derived results to the pricing of financial derivatives under counterparty risk and funding issues. In order to derive the pricing equation we closely follows [BFP15, Sec. 2], see also, e.g., [BP13, BPP11] and references therein.

Let us consider a standard filtered probability space $\left(\Omega, \mathcal{G},\left(\mathcal{G}_{s}\right)_{s \in[0, T]}, \mathbb{Q}\right)$, being $T<$ $+\infty$ a fixed positive constant, while the filtration $\mathcal{G}_{s}$ represents all the information available on the market at a given time $s$. Our goal is to derive a portfolio of financial contracts between two parties, namely the investor, which will be denoted by $I$, and the counterparty, which it will be denoted by $C$.

In order to work in a realistic and concrete financial framework, we include the risk of default. In particular, we denote by $\tau_{I}$, resp. $\tau_{C}$, a $\mathcal{G}$-measurable stopping time representing the default time of $I$, resp. the default time of $C$. Moreover, we prescribe that $\tau_{I}$, resp. $\tau_{C}$, has intensity $\lambda_{I}>0$, resp. $\lambda_{C}>0$, and we indicate by $\tau:=\tau_{I} \wedge \tau_{C}$, and by $\lambda:=\lambda_{I}+\lambda_{C}$. Recalling that a risk-neutral measure $\mathbb{Q}$ is nothing but a probability measure such that each share price equal the discounted expectation of the share price under $\mathbb{Q}$ itslef, in what follows $\left(\mathcal{F}_{s}\right)_{s \in[0, T]}$ indicates the default free filtration generated by the underlying which evolves under the risk-neutral measure $\mathbb{Q}$, and according to the folllowing SDE

$$
\left\{\begin{array}{l}
\frac{d S(t)}{S(t)}=r_{t} d t+\sigma\left(t, S_{t}\right) d W(t)  \tag{1.58}\\
S_{0}=s_{0}>0 \in \mathbb{R}_{+}
\end{array}\right.
$$

where $r$ is a $\mathcal{F}$-measurable process indicating the risk-free rate. We also assume that there exists a risk-free account $B$ whose dynamic is given by

$$
\left\{\begin{array}{l}
d B(t)=r_{t} B(t) d t  \tag{1.59}\\
B_{0}=1
\end{array}\right.
$$

where we have used the notation introduced in Section 1.2.3, while the assumptions on the coefficients appearing in equations (1.58)-(1.59) will be specified in a while. We underline that we indicate by $S(t)$ the present $\mathbb{R}$-value of the process $S$, whereas $S_{t}$ denotes the whole path up to time $t$, so that, in complete generality, we have assumed both the risky asset and the risk-less rate to be path-dependent.

Remark 1.3.2. Until now, we have worked under the strong assumption that there exists a risk-free rate $r$ with a corresponding risk-free account. Nevertheless latter assumption turns out to be rather unrealistic in concrete financial markets, and this enlightens a major strength of our approach,since it allows to derive a portfolio that is independent on the risk-free rate $r$. We will treat deeper such a key point in what follows.

Given a rate $\xi(s)$, we will denote the discount factor associated to $\xi$ as

$$
D(u, t ; \xi):=e^{-\int_{u}^{t} \xi_{s} d s}
$$

and we also define $D(u, t):=D(u, t ; r)$.
Following [BFP15, Sec. 2.1], we construct a replicating portfolio taking all future cash flows and then discounting them at the risk-free rate $r$. Moreover, to treat the problem in its full generality, we will assume the following processes to be possibly path-dependent, hence stating a difference with respect to what has been done in [BFP15].

In particular we have first to consider the payments due to the contract itself, that is a predictable process $\pi_{t}$ and the terminal payoff of the claim $\Phi\left(S_{T}\right)$, so that, at time $t$, the cumulated discounted flow is given by

$$
\begin{equation*}
\mathbb{1}_{\{\tau>T\}} D(0, T) \Phi\left(S_{T}\right)+\int_{t}^{\tau} D(t, s) \pi_{s} d s \tag{1.60}
\end{equation*}
$$

We also have a random variable $\theta_{\tau}$ representing the cash flow due to the default of one of the parties, hence the resulting cash flow is given by

$$
\begin{equation*}
\mathbb{1}_{\{t<\tau<T\}} D(t, \tau) \theta_{\tau}=\mathbb{1}_{\{t<\tau<T\}} \int_{t}^{T} D(t, s) \theta_{s} d \mathbb{1}_{\{\tau \leq s\}} \tag{1.61}
\end{equation*}
$$

We consider further a collateral account $C_{t}$, namely an asset or some other financial good that a borrower offers to a lender to secure a loan, and we will use the convention that $C_{t}>0$, resp. $C_{t}<0$, for the investor being the collateral taker, resp. the collateral provider. Moreover, we assume that the collateral account is subjected to an interest rate $c_{t}$, which might be different according to what party is the collateral taker, namely we have

$$
\begin{equation*}
c_{t}=\mathbb{1}_{\left\{C_{t}>0\right\}} c_{t}^{+}+\mathbb{1}_{\left\{C_{t}<0\right\}} c_{t}^{-} \tag{1.62}
\end{equation*}
$$

Allowing also for rehypotecation, namely allowing banks and brokers to use assets that have been posted as collateral by their clients, we end up with the following cash flow

$$
\begin{equation*}
\int_{t}^{\tau} D(t, s)\left(r_{s}-c_{s}\right) C_{s} d s \tag{1.63}
\end{equation*}
$$

The contract will be hedged by a cash position denoted by $H_{t}$, resp. by exploiting a position in a risky asset, denoted by $F_{t}$. As we have already done, we use the convention that $F_{t}>0$,
resp. $F_{t}<0$, if the investor is borrowing money, resp. if he is investing money. Again we assume the existence of two different rates

$$
\begin{equation*}
f_{t}=\mathbb{1}_{\left\{F_{t}>0\right\}} f_{t}^{+}+\mathbb{1}_{\left\{F_{t}<0\right\}} f_{t}^{-}, \tag{1.64}
\end{equation*}
$$

so that the funding component cash flows reads as follow

$$
\begin{equation*}
\int_{t}^{\tau} D(t, s)\left(r_{s}-f_{s}\right) F_{s} d s \tag{1.65}
\end{equation*}
$$

A similar convention holds for $H_{t}$, so that equations (1.64)-(1.65) becomes

$$
\begin{equation*}
h_{t}=\mathbb{1}_{\left\{H_{t}>0\right\}} h_{t}^{+}+\mathbb{1}_{\left\{H_{t}<0\right\}} h_{t}^{-}, \tag{1.66}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{t}^{\tau} D(t, s)\left(h_{s}-f_{s}\right) H_{s} d s \tag{1.67}
\end{equation*}
$$

Eventually, summing up all the aforementioned cash flows (1.60)-(1.61)-(1.63)-(1.65)(1.67), we have that the value of the portfolio $V$ is given by

$$
\begin{align*}
V(t) & =\mathbb{E}_{t}^{\mathcal{G}}\left[\int_{t}^{\tau} D(t, s)\left(\pi_{s}+\left(r_{s}-c_{s}\right) C_{s}+\left(r_{s}-f_{s}\right) F_{s}-\left(f_{s}-h_{s}\right) H_{s}\right)\right]+  \tag{1.68}\\
& +\mathbb{E}_{t}^{\mathcal{G}}\left[\mathbb{1}_{\{\tau>T\}} D(t, T) \Phi\left(S_{T}\right)+\mathbb{1}_{\{t<\tau<T\}} D(t, \tau) \theta_{\tau}\right]
\end{align*}
$$

where we have denoted by $\mathbb{E}_{t}^{\mathcal{G}}[\cdot]:=\mathbb{E}\left[\cdot \mid \mathcal{G}_{t}\right]$. Further, since $V(s)=F_{s}+H_{s}+C_{s}$, we can substitute it in eq. (1.68), obtaining

$$
\begin{align*}
V(t) & =\mathbb{E}_{t}^{\mathcal{G}}\left[\int_{t}^{\tau} D(t, s)\left(\pi_{s}+\left(f_{s}-c_{s}\right) C_{s}+\left(r_{s}-f_{s}\right) V(s)-\left(r_{s}-h_{s}\right) H_{s}\right)\right]+  \tag{1.69}\\
& +\mathbb{E}_{t}^{\mathcal{G}}\left[\mathbb{1}_{\{\tau>T\}} D(t, T) \Phi\left(S_{T}\right)+\mathbb{1}_{\{t<\tau<T\}} D(t, \tau) \theta_{\tau}\right] .
\end{align*}
$$

A concrete example of how equation (1.69) is practically derived, we refer to [BFP15, Sec. 2.2].

Switching to the default free filtration, we can exploit the results stated in [BR13, Sec. 5.1] and [BJPR09, Lemma 3.8.1], see also [BFP15, Lemma 3.1, Lemma 3.3]. In particular, let us recall that $\mathcal{G}$ is the standard filtration, whereas $\mathcal{F}$ denotes the default-free filtration.
Lemma 1.3.3. For any $X \mathcal{G}$-measurable random variable and any $t \geq 0$ it holds

$$
\mathbb{E}_{t}^{\mathcal{G}}\left[\mathbb{1}_{\{t<\tau \leq s\}} X\right]=\mathbb{1}_{\{\tau>t\}} \frac{\mathbb{E}_{t}^{\mathcal{F}}\left[\mathbb{1}_{\{t<\tau \leq s\}} X\right]}{\mathbb{E}_{t}^{\mathcal{F}}\left[\mathbb{1}_{\{\tau>t\}}\right]}
$$

In particular we have that for any $\mathcal{G}_{t}$-measurable random variable $Y$, there exists an $\mathcal{F}_{t}$-measurable random variable $Z$ such that

$$
\mathbb{1}_{\{\tau>t\}} X=\mathbb{1}_{\{\tau>t\}} Z
$$

Lemma 1.3.4. Let $\varphi_{s}$ be a predictable process and $\tau_{I}$, resp. $\tau_{C}$, a stopping time with intensity $\lambda_{t}^{I}>0$, resp. $\lambda_{t}^{C}>0$. Assuming that $\tau_{I}$ and $\tau_{C}$ are independent and denoting $\tau:=\tau_{I} \wedge \tau_{C}$ and $\lambda_{t}=\lambda_{t}^{I}+\lambda_{t}^{C}$, then we have

$$
\mathbb{E}_{t}^{\mathcal{G}}\left[\mathbb{1}_{\{t<\tau<T\}} \mathbb{1}_{\left\{\tau_{I}<\tau_{C}\right\}} \varphi_{\tau}\right]=\mathbb{1}_{\{\tau>t\}} \mathbb{E}_{t}^{\mathcal{F}}\left[\int_{t}^{T} D(t, s ; \lambda) \lambda_{t}^{I} \varphi_{s} d s\right]
$$

So that, by an application of Lemmas 1.3.3-1.3.4, and with a slightly abuse of notation, we denote again by $V(t)$ the portfolio evaluated under the default-free filtration $\mathcal{F}$, namely

$$
\begin{align*}
V(t) & =\mathbb{E}_{t}^{\mathcal{F}}\left[\int_{t}^{\tau} D(t, s ; r+\lambda)\left(\pi_{s}+\left(f_{s}-c_{s}\right) C_{s}+\left(r_{s}-f_{s}\right) V(t)-\left(r_{s}-h_{s}\right) H_{s}\right)\right]+  \tag{1.70}\\
& +\mathbb{E}_{t}^{\mathcal{F}}\left[D(t, T ; r+\lambda) \Phi\left(S_{T}\right)+D(t, \tau ; r+\lambda) \theta_{\tau}\right]
\end{align*}
$$

By equation (1.70), and proceeding as in [BFP15, Sec. 3], we can immediately obtain the BSDE formulation for the portfolio $V$, that is we have that $V$ evolves according to

$$
\left\{\begin{array}{l}
d V(s)=-\left(\pi_{s}+\left(f_{s}-c_{s}\right) C_{s}-\left(\lambda_{s}+f_{s}\right) V(s)-\left(r_{s}-h_{s}\right) H_{s}\right) d s-Z(s) d W(s)  \tag{1.71}\\
V(T)=\Phi\left(S_{T}\right)
\end{array}\right.
$$

## The pricing path-dependent PDE

In the previous section we have derived the BSDE that describes the evolution of the financial portfolio, while, in the present section, we are going to better specify the mathematical assumptions regarding equation (1.71). We would like to underling that while some of the following assumptions are mainly take from [BFP15, Sec. 4], some others are here formalized, to our best knowledge, for the first time.

We assume that the dividend process $\pi$ depends on time $t$ and on the underlying $S$, moreover we assume the dependence to be possibly path dependent, namely we have $\pi\left(t, S_{t}\right)$. Further, we assume that $\pi$ satisfies assumptions 1.2.4.

In what follows, all the rates $r, f, c, h, \lambda$ are taken to be deterministic and bounded in time and possibly dependent on past values.

We assume that $\theta$ has the form

$$
\begin{equation*}
\theta_{t}=\epsilon(t)-\mathbb{1}\left\{\tau_{C}<\tau_{I}\right\} L G C_{C}\left(\epsilon(t)-C_{t}\right)^{+}+\mathbb{1}\left\{\tau_{I}<\tau_{C}\right\} L G C_{I}\left(\epsilon(t)-C_{t}\right)^{-} \tag{1.72}
\end{equation*}
$$

where $L G D$ denotes the loss given default, commonly defined as the share of an asset that is lost when a borrower defaults, and $\left(\epsilon(t)-C_{t}\right)^{+}$, resp. $\left(\epsilon(t)-C_{t}\right)^{-}$, denotes the positive part, resp. the negative part. We will not enter here on financial details regarding $\theta_{t}$, since it would go beyond the aim of the present work, but we refer the interested reader to [BP13] for a deep treatment of close-out values. We assume then that $\epsilon(t)=V(t)$.

The hedging term $H$ is of the form $H_{s}=H\left(s, S_{s}, V(s), Z(s)\right)$ and it satisfies assumptions 1.2.7, moreover the diffusion term $\sigma$, appearing in equation (1.58), satisfies assumptions 1.2.4.

Last but not least, since this is the main novelty of the present approach, we assume that the collateral depends on portfolio past values. As said above this implies that the BSDE is highly irregular, and even the existence and uniqueness of a solution is in general not granted under standard assumptions. However, as pointed out in [Cré11, Rem. 5.5], in practice it often happens that the collateralization scheme is path-dependent in $V$. We thus assume that the collateral $C$ is of the following particular form

$$
C_{(s)}=\alpha_{t} \bar{V}_{(t)}, \quad \bar{V}_{(t)}:=\frac{1}{\delta} \int_{-\delta}^{0} V(t+s) d s
$$

where $\alpha_{t} \in(0,1]$, that is we assume the collateral to be a fraction of a time average of the portfolio. Notice that in principle also $\theta$ in equation (1.72) depends on $\bar{V}_{(t)}$ so that in what
follows we will use the notation $\theta_{s}\left(\bar{V}_{(s)}\right)$. Moreover, in order to satisfy condition (1.12), we have that $\delta$ is positive and small enough. Alternatively, we can set $\delta=T$, at the cost of assuming the Lipschitz constant in equation (1.58) to satisfies condition (1.12).

We would like to underline that previous choice is just one of the possible collateralization schemes admitted in our mathematical setting, see, e.g., Remark (1.2.13).

The aforementioned assumptions can be better formalized as follows

## Hypothesis 1.3.5.

(C1) the parameters $r, f, c, h, \lambda$ are all bounded elements of $\mathcal{C}$;
(C2) $H:[0, T] \times \mathcal{C} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$, and there exists positive constants $L_{H}>0$ and $M_{H}>0$ and $p \geq 1$ such that

$$
\begin{align*}
\text { (i) } & \phi \mapsto H(t, \phi, y, z) \text { is continuous, } \\
\text { (ii) } & \mid H(t, \phi, y, z)-H\left(t, \phi, y^{\prime}, z^{\prime} \mid \leq L_{H}\left(\left|y-y^{\prime}\right|+\left|z-z^{\prime}\right|\right)\right.  \tag{1.73}\\
\text { (iii) } & |H(t, \phi, 0,0)|<M_{H}\left(1+\|\phi\|_{T}^{p}\right)
\end{align*}
$$

(C3) $\Phi: \mathcal{C} \rightarrow \mathbb{R}$ is continuous and for all $\phi \in \mathcal{C}$, there exist $M_{\Phi}>0$ and $p \geq 1$, such that

$$
|\Phi(\phi)| \leq M_{\Phi}\left(1+\|\phi\|_{T}^{p}\right)
$$

(C4) $\sigma:[0, T] \times \mathcal{C} \rightarrow \mathbb{R}$ is continuous and for any $t \in[0, T], \phi, \phi^{\prime} \in \mathcal{C}$, there exists $\ell_{\sigma}>0$ such that

$$
\left|\sigma(t, \phi)-\sigma\left(t, \phi^{\prime}\right)\right| \leq \ell_{\sigma}\left\|\phi-\phi^{\prime}\right\|_{T} .
$$

In the light of assumptions 1.3.5, let us consider the following forward-backward collateralization scheme

$$
\left\{\begin{array}{l}
S^{u, \phi}(t)=\phi(t)+\int_{u}^{t} r_{s} d s+\int_{u}^{t} \sigma\left(s, S_{s}^{u, \phi}\right) d W(s), \quad s \in[u, T]  \tag{1.74}\\
S^{u, \phi}(t)=\phi(t), \quad t \in[0, u) \\
V^{u, \phi}(t)=\Phi\left(S_{T}^{u, \phi}\right)+\int_{t}^{T} B\left(s, S_{s}^{u, \phi}, V^{u, \phi}(s), Z^{u, \phi}(s), V_{(s)}^{u, \phi}\right) d s-\int_{t}^{T} Z^{u, \phi}(s) d W(s), \\
V^{u, \phi}(t)=V^{t, \phi}(t), \quad t \in[0, u)
\end{array}\right.
$$

with,

$$
\begin{aligned}
B: & =\left(f_{s}+\lambda_{s}\right) V^{u, \phi}(s)-\pi_{s}-\theta_{s}\left(\bar{V}_{(s)}\right)+ \\
& +\left(r_{s}-h_{s}\right) H\left(s, S_{s}, V(s), Z(s)\right)-\alpha_{s}\left(f_{s}-c_{s}\right) \bar{V}_{(s)}
\end{aligned}
$$

Remark 1.3.6. It is worth to mention that in the setting represented by (1.74), we are generalizing the framework considered in [BFP15]. In fact, we have that, besides assuming the collateralization scheme to be dependent on the past values of $V$, we are also considering both the hedging strategy and the terminal payoff to be possibly path-dependent. Moreover, we do not require any differentiability assumption on $\Phi$. The latter being a crucial point when dealing with concrete financial derivatives often characterized by terminal payoffs which are Lipschitz continuous, but fail to be differentiable.

With respect to the forward-backward system (1.74), we have
Theorem 1.3.7. Let us consider the forward-backward delayed system (1.74) with assumptions 1.3.5. Then for every $(u, \phi) \in[0, T] \times \mathcal{C}$, it holds

$$
V^{u, \phi}(t)=u\left(t, S^{u, \phi}\right), \quad \text { for all } t \in[u, T]
$$

where $u(t, \phi)=V^{t, \phi}(t)$ is a viscosity solution of the following path-dependent PDE:

$$
\left\{\begin{align*}
\partial_{t} u(t, \phi) & +\frac{1}{2} \sigma^{2}(t, \phi) \partial_{x x}^{2} u(t, \phi)+r_{t} \partial_{x} u(t, \phi)  \tag{1.75}\\
& =B\left(t, \phi, u(t, \phi), \partial_{x} u(t, \phi) \sigma(t, \phi),(u(\cdot, \phi))_{t}\right), \quad \phi \in \mathcal{C}, t \in[0, T), \\
u(T, \phi)= & \Phi(\phi), \quad \phi \in \mathcal{C}
\end{align*}\right.
$$

with

$$
\begin{aligned}
B(t, \phi, y, z, \hat{y}): & =\left(f_{s}+\lambda_{s}\right) y-\pi_{s}-\theta_{s}(\hat{y})+ \\
& +\left(r_{s}-h_{s}\right) H(s, \phi, y, z)-\alpha_{s}\left(f_{s}-c_{s}\right) \hat{y}
\end{aligned}
$$

Proof. Because of assumptions 1.3.5, we have that (1.74) satisfies assumptions 1.2.4-1.2.7, hence, exploiting theorems 1.2.5-1.2.9, we have existence and uniqueness of its solution. Thus, by using the results stated in the previous sections, we can derive the characterization of (1.74) given in equation (1.77). In particular, we obtain that Theorem 1.2.17 holds true, and the claim follows.

We would like to underline that the scheme described by (1.74) still depends on the non realistic assumption of a risk-free rate $r$. Then, in order to consider a more concrete case, namely without the risk-free rate, we will exploit the results stated in [BFP15, Sec. 6]. In particular we will assume the hedging strategy to be a classical delta-hedging strategy, namely

$$
H\left(s, S_{s}, V(s), Z(s)\right):=S_{t} \frac{Z(t)}{\sigma\left(t, S_{t}\right)},
$$

so that equation (1.74) can be rewritten as follows

$$
\left\{\begin{array}{l}
S^{u, \phi}(t)=\phi(t)+\int_{u}^{t} h_{s} d s+\int_{u}^{t} \sigma\left(s, S_{s}^{u, \phi}\right) d W(s), \quad s \in[u, T]  \tag{1.76}\\
S^{u, \phi}(t)=\phi(t), \quad t \in[0, u) \\
V^{u, \phi}(t)=\Phi\left(S_{T}^{u, \phi}\right)+\int_{t}^{T} \tilde{B}\left(s, S_{s}^{u, \phi}, V^{u, \phi}(s), V_{(s)}^{u, \phi}\right) d s-\int_{t}^{T} Z^{u, \phi}(s) d W(s), \\
V^{u, \phi}(t)=V^{t, \phi}(t), \quad t \in[0, u)
\end{array}\right.
$$

with,

$$
\tilde{B}:=\left(f_{s}+\lambda_{s}\right) V^{u, \phi}(s)-\pi_{s}-\theta_{s}\left(\bar{V}_{(s)}\right)-\alpha_{s}\left(f_{s}-c_{s}\right) \bar{V}_{(s)} .
$$

Thus, we are now dealing with a scheme, i.e. the one represented by system (1.76), which is independent of the risk-free rate $r$, and where the parameter $h$ mimes the role played by the risk-free rate $r$ in the classical Black-Scholes equation. For the latter setting, the following result holds

Theorem 1.3.8. Let us consider the forward-backward delayed system (1.76), assuming both assumption 1.3 .5 and the existence of positive constants $k_{\sigma}$ and $K_{\sigma}$ such that, for any $(t, \phi) \in[0, T] \times \mathcal{C}$, the following holds

$$
k_{\sigma}<\sigma(t, \phi)<K_{\sigma}
$$

Then for every $(u, \phi) \in[0, T] \times \mathcal{C}$,

$$
V^{u, \phi}(t)=u\left(t, S^{u, \phi}\right), \quad \text { for all } t \in[u, T]
$$

where $u(t, \phi)=V^{t, \phi}(t)$ is a viscosity solution of the following path-dependent PDE:

$$
\left\{\begin{align*}
\partial_{t} u(t, \phi) & +\frac{1}{2} \sigma^{2}(t, \phi) \partial_{x x}^{2} u(t, \phi)+r_{t} \partial_{x} u(t, \phi)  \tag{1.77}\\
& =\tilde{B}\left(t, \phi, u(t, \phi), \partial_{x} u(t, \phi) \sigma(t, \phi),(u(\cdot, \phi))_{t}\right), \quad \phi \in \mathcal{C}, t \in[0, T), \\
u(T, \phi)= & \Phi(\phi), \quad \phi \in \mathcal{C}
\end{align*}\right.
$$

with

$$
\tilde{B}(t, \phi, y, \hat{y}):=\left(f_{s}+\lambda_{s}\right) y-\pi_{s}-\theta_{s}(\hat{y})-\alpha_{s}\left(f_{s}-c_{s}\right) \hat{y}
$$

Proof. The proof is analogous to the one provided for Th. 1.3.7.

### 1.3.4 Conclusion and further development

Inspired by the increasing attention to financial models which take into account credit risk factors, we have generalized results provided in [BFP15, BP13] by exploiting techniques developed to treat backward stochastic differential equations (BSDEs).

In particular, contrary to what happens in [BFP15, BP13], our BSDEs approach allows, for the coefficients in the pricing PDE, to be possibly path-dependent. Moreover, as major novelty of our work, we are also able to treat a collateralization scheme that can depend on the past value of the contract.

We would like to underline that previous approach will be the base of our future works related to the fundamental topic of allowing for close-out rule with delay. Previous situation usually happens when one consider the time-gap between the actual default of a party and the real closure of a contract. In such interval of time it may happen that also the second party could default. Therefore, when one has to price a contract, such a time delay has to be taken into account, see, e.g., [BP13], for a detailed treatment of the topic.

With respect to the aforementioned setting, we believe that both BSDEs techniques and the path-dependent calculus, could turn to be useful tools to treat the problem in concrete financial frameworks.

## 2 Stochastic calculus for functional delay differential equations with jumps

Sections 2.1-2.2 are taken from [BCDNR16], Section 2.3 is taken from [CDPO16], financial applications exposed in Section 2.4 are taken from [CDP15c] whereas the connection with path-dependent calculus developed in Section 2.5 is mainly taken from the appendix in [BCDNR16] and from [CDP15b].


#### Abstract

Stochastic systems with memory naturally appear in life science, economy, and finance. We take the modelling point of view of stochastic functional delay equations and we study these structures when the driving noises admit jumps. Our results concern existence and uniqueness of strong solutions, estimates for the moments and the fundamental tools of calculus, such as the Itô formula. We study the robustness of the solution to the change of noises. Specifically, we consider the noises with infinite activity jumps versus an adequately corrected Gaussian noise. The study is presented in two different frameworks: we work with random variables in infinite dimensions, where the values are considered either in an appropriate $L^{p}$-type space or in the space of càdlàg paths. The choice of the value space is crucial from the modelling point of view as the different settings allow for the treatment of different models of memory or delay. Our techniques involve tools of infinite dimensional calculus and the stochastic calculus via regularisation.

Then we consider a stochastic functional delay differential equation, we lift the problem in the infinite dimensional space of square integrable Lebesgue functions in order to show that its solution is an $L^{2}$-valued Markov process whose uniqueness can be shown under standard assumptions of locally Lipschitzianity and linear growth for the coefficients. Coupling the aforementioned equation with a standard backward differential equation, and deriving some ad hoc results concerning the Malliavin derivative for systems with memory, we are able to derive a non-linear Feynman-Kac representation theorem under mild assumptions


of differentiability.
We also consider a particular type of infinite dimensional PIDE which can be used to price a rather general class of stochastic volatility models with jumps arising in finance, deriving results for continuous-type Asian options. Our approach relies on recent results obtained by Yang Feng, Salah-Eldin A. Mohammed, and ourselves, for stochastic functional delay differential equations (SFDDEs), and on a non-linear Feynman-Kac theorem for SFDDEs linked to a forward-backward system with delay. Under mild assumptions of regularity, which is connected to an infinite dimensional PIDE whose solution is only required to be Lipschitz, via the mild notion of gradient first introduced by Marco Fuhrman and Gianmario Tessitore in 2005, we are able to treat the previously cited financial model by deriving an appropriate set of infinite dimensional (pricing) PIDE.

Eventually we provide existence and uniqueness result as well as a Feynman-Kac-type representation theorem for a stochastic coupled Delayed Forward Backward System (DFBS) with values in a suitable space of càdlàg functions, hence showing that the aforementioned solution can be retrieved studying the related path-dependent partial integro-differential equation (PPIDE). A link between the proposed approach and the one obtained by the calculus via regularization is also shown.

### 2.1 Stochastic systems with memory and jumps

Delay equations are differential equations whose coefficients depend also on the past history of the solution. Besides being of mathematical interest on their own, delay equations naturally arise in many applications, ranging from mathematical biology to mathematical finance, where often the effect of the memory or delay on the evolution of the system cannot be neglected, we refer to [CY99, CY07, KSW05b, KSW07b, Kua93, KP07, Moh98] and references therein for applications in different areas.

When dealing with a delay differential equation (DDE), one cannot in general relay on standard existence and uniqueness theorems, but ad hoc results have to be proven. In general this is done by lifting the DDE, from having a solution with values in a finite dimensional state space, such as $\mathbb{R}^{d}$, to having values in an infinite dimensional path space, which has to be carefully chosen according to the specific problem. For the case of deterministic delay differential equations an extensive literature exists, we refer the reader to the monographs [DVGLW95, EN00a] for details.

When considering stochastic delay differential equations (SDDE), that is DDE perturbed by a stochastic noise, one encounters problems that did not appear in the deterministic case or in classical stochastic differential equations. In particular the SDDE fails to satisfy the Markov property, hence one cannot rely on the well established setting of Markov processes for the study of the solution. As in the deterministic case, however, one can apply the key idea to lift the SDDE to have values in a suitable infinite dimensional path space. In doing so, one is able to recover the Markov property, nevertheless the main drawback is that now one is dealing with an infinite dimensional stochastic partial differential equation (SPDE). Although a well established theory for SPDE's exists, some fundamental results, known in the finite dimensional case, fail to hold true in the infinite dimension. In particular when considering infinite dimensional SPDE's, the concept of quadratic variation is not a
straightforward generalisation of the classical notion of quadratic variation. We recall that this concept is crucial in essential tools of stochastic analysis, such as the Itô formula. Some concrete results around the concept of quadratic variation in infinite dimensions have appeared only recently, see [DGR14].

SDDE's have been first studied in the seminal works [CM78, Moh84] and then extensively studied in [FMT10, Moh98, YM05], though in a different, but yet related setting. Recently there has been a renewed interest in SDDE's motivated by financial applications. In [Dup09] a path dependent stochastic calculus was first suggested and then widely developed in [CF10, CF13].

From the stochastic calculus point of view, the technique of regularisation, recently introduced, proved to be powerful to define the a stochastic integral and to prove a general Itô formula for stochastic differential equation both in finite and infinite dimensions. The first results exploiting the stochastic calculus via regularisation are found in [RV95, RV96a], where a generalisation of the Itô formula was proved. More recently in [DGR12] a new concept of quadratic variation for Banach space-valued processes was proposed and applied to prove a suitable Itô formula for infinite dimensional stochastic processes. This triggered a stream of studies aimed at deriving a suitable Itô's formula for delay equations and at studying deterministic problems that can be tackled by a stochastic approach. Particular attention was given to the Kolmogorov equation. We refer to [CDGR, CRa, CRb, FZ, FMT10]. Eventually in [CRa, FZ] the relationship between the path-wise calculus and the Banachspace calculus was detailed.

We remark that all the aforementioned results for delay equations are proved in the case when the driving noise is continuous, such as for a standard Brownian motion. Very few results exist when the noise allows for random jumps to happen, see, e.g. [Rei02, RvG06].

The aim of the present section is to extend the theory of SFDDE, studied in [Moh84] for a Brownian driving noise, to include jumps, that is to deal with noises of jump-diffusion type. Specifically we aim at settling the existence and unicity of solutions, and derive the fundamental tools of a stochastic calculus for SFDE's with jumps. We also study the robustness of the solutions of SFDDEs to changes of the driving noise. This is an important analysis in view of the future applications. From a finite dimensional point of view this was studied in e.g. [BDNK11].

We consider an $\mathbb{R}^{d}$-valued SDE of the form

$$
\begin{align*}
d X(t)= & f(t, X(t), X(t+\cdot)) d t+g(t, X(t), X(t+\cdot)) d W(t) \\
& +\int_{\mathbb{R}_{0}} h(t, X(t), X(t+\cdot))(z) \tilde{N}(d t, d z), \quad t \in[0, T] \tag{2.1}
\end{align*}
$$

where $W$ is a standard Brownian motion, $\tilde{N}$ is a compensated Poisson random measure and $f, g$ and $h$ are some given suitable functional coefficients. With the notation $X(t+\cdot)$ we mean that the coefficient may depend also on the past values of the solution on the interval $[t-r, r]$ for some fixed delay $r>0$. It is this dependence on the past values of the evolution that is identified as memory or, equivalently, delay. The formal introduction of the current notation will be carried out in the next section. Notice that at this stage equation (2.66) is a finite dimensional SDE with values in $\mathbb{R}^{d}$.

We now lift the process (2.66) to have values in a suitable infinite dimensional path space. The choice of the suitable space is truly a key issue. As illustration, consider the purely diffusive case and denote the maximum delay appearing in (2.66) by $r>0$. Then,
in [YM05] a product space of the form $M^{p}:=L^{p}\left([-r, 0] ; \mathbb{R}^{d}\right) \times \mathbb{R}^{d}, p \in[2, \infty)$, was chosen, whereas in [Moh98] the space of continuous functions $\mathcal{C}:=\mathcal{C}\left([-r, 0] ; \mathbb{R}^{d}\right)$ was taken as reference space. With the former choice one can rely on well-established results and techniques for $L^{p}$-spaces. Nevertheless this choice may seem artificial when dealing with a past path-dependent memory. For this reason the second choice, the space of continuous functions, is often considered the right space where to study delay equations, though it requires mathematically careful considerations.

The natural extension of SFDDE's to the jump-diffusion case correspondingly leads to two possible choices of setting: the product space $M^{p}$ and the space of càdlàg (right continuous with finite left limit) functions $\mathcal{D}:=\mathcal{D}\left([-r, 0] ; \mathbb{R}^{d}\right)$. We decided to carry out our study in both settings in order to give a general comprehensive and critical presentation of when and in what sense it may be more suitable to treat the study in the one or the other setting. In fact, on the one side, we have the inclusion $\mathcal{D} \subset M^{p}$, with the injection being continuous, so that the $M^{p}$-setting appears to be more general, on the other side we see that existence and uniqueness of the solution of an SFDDE cannot be established in general in the space $M_{p}$. This in fact depends on the choice of type of delay or memory. In fact the drawback of the $M^{p}$ approach is that it does not apply to to SFDDE's with discrete delay, which are equations of the form

$$
\begin{equation*}
X(t)=\int_{0}^{t} X(s+\rho) d s+\int_{0}^{t} X(s+\rho) d W(s) \tag{2.2}
\end{equation*}
$$

where $\rho \in[-r, 0)$ is a fixed parameter. Certainly, the reason is that $X(t+\rho)$ is actually interpreted as an evaluation of the segment $X_{t}=\{X(t+s), s \in[-r, 0]\}$ at the point $s=\rho$. Such operation is not well-defined in the $M^{p}$-setting. To see this, simply take two elements $\left(\eta_{1}, \eta_{1}(0)\right),\left(\eta_{2}, \eta_{2}(0)\right) \in M^{p}$ such that $\eta_{1}(s)=\eta_{2}(s)$ for all $s \in[-r, 0] \backslash\{\rho\}$ and $\eta_{1}(\rho) \neq \eta_{2}(\rho)$. Then, clearly $\left(\eta_{1}, \eta_{1}(0)\right)$ and $\left(\eta_{2}, \eta_{2}(0)\right)$ belong to the same class in $M^{p}$, but the evaluation at $\rho$ is not uniquely determined. The discrete delay case can be treated in the setting given by $\mathcal{D}$.

In the sequel, we thus lift equation (2.66) to have values either in $M^{p}$, with $p \in[2, \infty)$, or in $\mathcal{D}$, exploiting the notion of segment. We then study a SFDDE of the form,

$$
\begin{align*}
d X(t) & =f\left(t, X_{t}\right) d t+g\left(t, X_{t}\right) d W(t)+\int_{\mathbb{R}_{0}} h\left(t, X_{t}\right)(z) \tilde{N}(d t, d z)  \tag{2.3}\\
X_{0} & =\eta
\end{align*}
$$

where we denote $X_{t}$ the segment of the process $X$ on an interval $[t-r, t]$, that is

$$
X_{t}:=\{X(t+\theta): \theta \in[-r, 0]\}
$$

being $r \geq 0$ the maximum delay. By $X(t)$ we denote the present value of the process at time $t$. Also $\eta$ is a function on $[-r, 0]$.

In this paper, first we establish existence, uniqueness and moment estimates for the equation (2.3) where the segment $X_{t}$ takes values either in $M^{p}$ or in $\mathcal{D}$. Then we look at the robustness of the model to changes of the noise. In particular, we study what happens if we replace the small jumps of the infinite activity Poisson random measure $N$, by a continuous

Brownian noise $B$. This is done by comparing a process $X$ with dynamics

$$
\begin{align*}
d X(t) & =f\left(t, X_{t}\right) d t+g\left(t, X_{t}\right) d W(t)+\int_{\mathbb{R}_{0}} h_{0}\left(t, X_{t}\right) \lambda(z) \tilde{N}(d t, d z)  \tag{2.4}\\
X_{0} & =\eta
\end{align*}
$$

to the process $X^{(\epsilon)}$ defined by

$$
\begin{align*}
d X^{(\epsilon)}(t) & =f\left(t, X_{t}^{(\epsilon)}\right) d t+g\left(t, X_{t}^{(\epsilon)}\right) d W(t)+h_{0}\left(t, X_{t}^{(\epsilon)}\right) \int_{|z|<\epsilon}|\lambda(z)|^{2} \nu(d z) d B(t) \\
& +\int_{|z| \geq \epsilon} h_{0}\left(t, X_{t}^{(\epsilon)}\right) \lambda(z) \tilde{N}(d t, d z)  \tag{2.5}\\
X_{0}^{(\epsilon)} & =\eta
\end{align*}
$$

We remark that the choice of this approximate guarantees the same so-called total volatility, using a terminology from financial modelling.

Eventually, exploiting the stochastic calculus via regularisation we prove an Itô type formula for stochastic delay equations with jumps, showing that the results are in fact coherent with the results obtained in [Moh98, YM05]. We work with forward integrals in the following sense. In general, given the stochastic processes $X=\left\{X_{s}, s \in[0, T]\right\}$, and $Y=\left\{Y_{s}, s \in[0, T]\right\}$, taking values in $L^{p}\left([0, T], \mathbb{R}^{d}\right)$ and its topological dual, respectively, we define the forward integral of $Y$ against $X$ as

$$
\begin{equation*}
\int_{0}^{t}{ }_{q}\left\langle Y_{s}, d X_{s}\right\rangle_{p}:=\lim _{\epsilon \downarrow 0} \int_{0}^{t}\left\langle Y_{s}, \frac{X_{s+\epsilon}-X_{s}}{\epsilon}\right\rangle_{p} d s \tag{2.6}
\end{equation*}
$$

where the limit holds in probability and we denoted by $\langle\cdot, \cdot\rangle_{p}$ the paring between $L^{p}\left([-r, 0], \mathbb{R}^{d}\right)$ and its dual. Furthermore, if the above limit holds uniformly on probability on compact sets (ucp), we immediately have that the process

$$
\left(\int_{0}^{t}{ }_{q}\left\langle Y_{s}, d X_{s}\right\rangle_{p}\right)_{t \in[0, T]}
$$

admits a càdlàg version and we say that the forward integral exists. When the two processes have values in the space $M^{p}$ and $M^{p^{*}}$, we are able to show that the above limit holds in fact ucp, characterizing thus the forward integral in terms of the derivative of the process $X$, which coincides with the operators introduced in [YM05] and in [FZ].

The present work is structured as follows. In Section 2.1.1 we introduce the main notation used throughout the whole paper. In Section 2.1.2 we study existence and uniqueness results for equation (2.3) with values in $\mathcal{D}$, whereas in Section 2.1.3 we prove the same results in the $M^{p}$ setting. Then, in Section 2.1.4 we prove the robustness of equation (2.3) to the change of the noise. Eventually in Section 2.2 we prove a suitable Itô-type formula for SFDDE's with values in $M^{p}$ and in $\mathcal{D}$.

### 2.1.1 Stochastic functional differential equations with jumps

## Notation

Let $\left(\Omega, \mathcal{F}, \mathbb{F}:=\left\{\mathcal{F}_{t}\right\}_{t \in[0, T]}, P\right)$ be a complete, filtered probability space satisfying the usual hypotheses for some finite time horizon $T<\infty$. Let $r \geq 0$ be a non-negative constant
denoting the maximum delay of the equations considered. We extend the filtration by letting $\mathcal{F}_{s}=\mathcal{F}_{0}$ for all $s \in[-r, 0]$. This will still be denoted by $\mathbb{F}$.

Let $W=\left(W^{1}, \ldots, W^{m}\right)^{\top}$ be an $m$-dimensional $\mathbb{F}$-adapted Brownian motion and $N=$ $\left(N^{1}, \ldots, N^{n}\right)^{\top}$ be the jump measures associated with $n$ independent $\mathbb{F}$-adapted Lévy processes, with Lévy measures $\nu=\left(\nu_{1}, \ldots, \nu_{n}\right)$ respectively. We denote by $\tilde{N}$, the compensated Poisson random measure

$$
\tilde{N}(d t, d z):=\left(N^{1}(d t, d z)-\nu_{1}(d z) d t, \ldots, N^{n}(d t, d z)-\nu_{n}(d z) d t\right)^{\top}
$$

Consider the equation

$$
\begin{align*}
d X(t) & =f\left(t, X_{t}\right) d t+g\left(t, X_{t}\right) d W(t)+\int_{\mathbb{R}_{0}} h\left(t, X_{t}\right)(z) \tilde{N}(d t, d z)  \tag{2.7}\\
X_{0} & =\eta
\end{align*}
$$

where $f, g$ and $h$ are some given functionals on a space containing the segments $X_{t}, t \in$ $[0, T]$ of the process $X$. We will give precise definitions of the segments and the coefficient functionals below. Equations of the form (2.7) will be referred to as stochastic functional delay differential equation (SFDDE).

We remark that equation (2.7) is to be interpreted component-wise as a system of SFDDE of the following form:

$$
\begin{aligned}
d X^{i}(t) & =f^{i}\left(t, X_{t}\right) d t+\sum_{j=1}^{m} g^{i, j}\left(t, X_{t}\right) d W^{j}(t)+\sum_{j=1}^{n} \int_{\mathbb{R}_{0}} h^{i, j}\left(t, X_{t}, z\right) \tilde{N}^{j}(d t, d z) \\
X_{0}^{i} & =\eta^{i}, \quad i=1, \ldots, d
\end{aligned}
$$

With the component-wise interpretation in mind, it is natural to require that the images $f\left(t, X_{t}\right)$ and $g\left(t, X_{t}\right)$ of the coefficient functionals $f$ and $g$ are contained in the spaces $L^{2}\left(\Omega, \mathbb{R}^{d}\right)$ and $L^{2}\left(\Omega, \mathbb{R}^{d \times m}\right)$ respectively. Similarly, we want the image $h\left(t, X_{t}\right)$ of $h$ to be contained in a set of matrices with $j$ 'th column in $L^{2}\left(\Omega, L^{2}\left(\nu_{j}, \mathbb{R}^{d}\right)\right)$. To express the space of all such matrices in a compact manner, we introduce the following notation. For the $\mathbb{R}^{n}$-valued measure $\nu=\left(\nu_{1}, \ldots, \nu_{n}\right)^{\top}$, we will write $L^{p}(\nu)=L^{p}\left(\nu, \mathbb{R}^{d \times n}\right)(p \geq 2)$, to denote the set of measurable functions

$$
H: \mathbb{R}_{0} \rightarrow \mathbb{R}^{d \times n}
$$

such that

$$
\begin{equation*}
\|H\|_{L^{p}(\nu)}^{p}:=\sum_{j=1}^{n}\left\|H^{, j}\right\|_{L^{p}\left(\nu_{j}, \mathbb{R}^{d}\right)}^{p}<\infty \tag{2.8}
\end{equation*}
$$

Here we have used the notation $H^{, j}$ to denote the $j$ 'th column of $H$. Notice also that the Bochner space

$$
L^{q}\left(\Omega, L^{p}\left(\nu, \mathbb{R}^{d \times n}\right)\right) \quad(q \geq 2)
$$

consists of the measurable functions $\mathcal{H}: \Omega \mapsto L^{p}\left(\nu, \mathbb{R}^{d \times n}\right)$ such that

$$
\begin{equation*}
\|\mathcal{H}\|_{L^{p}\left(\Omega, L^{p}\left(\nu, \mathbb{R}^{d \times n}\right)\right)}^{q}:=E\left[\|\mathcal{H}\|_{L^{p}\left(\nu, \mathbb{R}^{d \times n}\right)}^{q}\right]<\infty . \tag{2.9}
\end{equation*}
$$

For convenience, we will sometimes omit to explicitly specify the spaces $\mathbb{R}^{d}, \mathbb{R}^{d \times m}$ and $\mathbb{R}^{d \times n}$, when it is clear from the context which space to consider and no confusion is possible. In this paper, when no confusion will occur, the standard Euclidean norm $\|\cdot\|_{\mathbb{R}^{k \times l}}$, will be denoted by $|\cdot|$ for any $k, l \in \mathbb{N}$.

Hereafter we introduce the relevant spaces we work with in the sequel. For $0 \leq u \leq T$, let

$$
\begin{equation*}
\mathcal{D}_{u}:=\mathcal{D}\left([-r, u], \mathbb{R}^{d}\right) \tag{2.10}
\end{equation*}
$$

denote the space of all càdlàg functions from $[-r, u]$ to $\mathbb{R}^{d}$, equipped with the uniform norm

$$
\begin{equation*}
\|\eta\|_{\mathcal{D}_{u}}:=\sup _{-r \leq \theta \leq u}\{|\eta(\theta)|\}, \quad \eta \in \mathcal{D}_{u} \tag{2.11}
\end{equation*}
$$

Set $\mathcal{D}:=\mathcal{D}_{0}$. For $2 \leq p<\infty$, let $L_{u}^{p}:=L^{p}\left([-r, u], \mathbb{R}^{d}\right)$ and

$$
M_{u}^{p}:=L_{u}^{p} \times \mathbb{R}^{d}
$$

with norm given by

$$
\|(\eta, v)\|_{M_{u}^{p}}^{p}:=\|\eta\|_{L_{u}^{p}}^{p}+|v|^{p}, \quad \eta \in M_{u}^{p}
$$

Set $L^{p}:=L_{0}^{p}$ and $M^{p}:=M_{0}^{p}$.
We recall that the $M_{u}^{p}$-spaces are separable Banach spaces and $M_{u}^{2}$ is also a Hilbert space. On the other side $\mathcal{D}_{u}$ equipped with the topology given by (2.11) is a non-separable Banach space. The space $\mathcal{D}_{u}$ equipped with the Skorohod topology is separable metric space. Moreover, there exists also a topology on $\mathcal{D}_{u}$, equivalent to the Skorohod topology, such that $\mathcal{D}_{u}$ is a complete separable metric space. See e.g. [Bil68, Par67].

Observe that if $\eta \in \mathcal{D}$, then

$$
\begin{equation*}
\left\|\left(\eta \mathbb{1}_{[-r, 0)}, \eta(0)\right)\right\|_{M^{p}}^{p}=\left\|\eta \mathbb{1}_{[-r, 0)}\right\|_{L^{p}}^{p}+|\eta(0)|^{p} \leq(r+1)\|\eta\|_{\mathcal{D}}^{p} \tag{2.12}
\end{equation*}
$$

By (2.12), and since the elements in $M^{p}$ have at most one càdlàg representative, the linear functional

$$
\eta \mapsto\left(\eta \mathbb{1}_{[-r, 0)}, \eta(0)\right)
$$

is a linear continuous embedding of $\mathcal{D}$ into $M^{p}$. Note that we will write $\|\eta\|_{M^{p}}$ in place of $\left\|\left(\eta \mathbb{1}_{[-r, 0)}, \eta(0)\right)\right\|_{M^{p}}$.

We now introduce the notion of segment that will play an important role in this paper.
Definition 2.1.1. For any stochastic process $Y:[-r, T] \times \Omega \rightarrow \mathbb{R}^{d}$, and each $t \in[0, T]$, we define the segments

$$
Y_{t}:[-r, 0] \times \Omega \rightarrow \mathbb{R}^{d}, \quad \text { by } \quad Y_{t}(\theta, \omega):=Y(t+\theta, \omega), \quad \theta \in[-r, 0], \quad \omega \in \Omega
$$

In view of the arguments above, for each $t$, the segment can also be regarded as a function

$$
\Omega \ni \omega \mapsto Y_{t}(\cdot, \omega) \in \mathcal{D}
$$

or

$$
\Omega \ni \omega \mapsto\left(Y_{t}(\cdot, \omega) \mathbb{1}_{[-r, 0)}, Y(t)\right) \in M^{p}
$$

provided the necessary conditions of càdlàg paths or integrability.

We recall the following definitions. Let $\mathcal{G} \subseteq \mathcal{F}$ be a $\sigma$-algebra on $\Omega$, containing all the $P$-null sets. Let $\mathcal{D}$ be equipped with the $\sigma$-algebra $\mathfrak{D}$ generated by the Skorohod topology.

Definition 2.1.2. We say that a function $\eta: \Omega \rightarrow \mathcal{D}$ is a ( $\mathcal{G}$-measurable) $\mathcal{D}$-valued random variable if it is $\mathcal{G}$-measurable with respect to the $\sigma$-algebra $\mathfrak{D}$, or equivalently, if the $\mathbb{R}^{d_{-}}$ valued function $\omega \mapsto \eta(\theta, \omega)$ is $\mathcal{G}$-measurable for each $\theta \in[-r, 0]$.

Recall that $\mathfrak{D} \subsetneq \mathcal{B}(\mathcal{D})$, where $\mathcal{B}(\mathcal{D})$ is the Borel $\sigma$-algebra generated by the topology given by the norm (2.11).

Definition 2.1.3. We say that a function $(\eta, v): \Omega \rightarrow M^{p}$ is a ( $\mathcal{G}$-measurable) $M^{p}$-valued random variable if it is measurable with respect to the $\sigma$-algebras $\mathcal{G}$ and $\mathcal{B}\left(M^{p}\right)$, or equivalently if the function

$$
\omega \mapsto \int_{-r}^{0} \eta(\theta, \omega) \phi(\theta) d \theta+v(\omega) \cdot u
$$

is $\mathcal{G}$-measurable for every $(\phi, u) \in M^{p *}=M^{\frac{p}{p-1}}$.
Notice also that if $\eta$ is a $\mathcal{G}$-measurable $\mathcal{D}$-valued-random variable, then it is $\mathcal{G}$-measurable as an $M^{p}$-valued random variable. Corresponding definitions apply in the cases of the $D_{u}$ or $M_{u}^{p}$ spaces above.

We are now ready to introduce the spaces of measurable $\mathcal{D}$-valued and $M^{p}$-valued random variables.

Recall that $\mathcal{D}_{u}$ is equipped with the $\sigma$-algebra $\mathfrak{D}_{u}$ generated by the Skorohod topology on $\mathcal{D}_{u}$. Let $\eta$ be a $\mathcal{D}_{u}$-valued random variable. For $p \geq 2$, define

$$
\|\eta\|_{S^{p}\left(\Omega ; \mathcal{D}_{u}\right)}^{p}:=E\left[\sup _{\theta \in[-r, u]}|\eta(\theta)|^{p}\right]=E\left[\|\eta(\theta)\|_{\mathcal{D}}^{p}\right]
$$

and the equivalence relation $\eta_{1} \sim \eta_{2} \Leftrightarrow\left\|\eta_{1}-\eta_{2}\right\|_{S^{p}\left(\Omega ; \mathcal{D}_{u}\right)}=0$. Let

$$
S^{p}\left(\Omega, \mathcal{G} ; \mathcal{D}_{u}\right)
$$

denote the space of equivalence classes of $\mathcal{D}$-valued random variables $\omega \mapsto \eta(\omega, \cdot)$ such that $\|\eta\|_{S^{p}\left(\Omega ; \mathcal{D}_{u}\right)}^{p}<\infty$.

For $p \geq 2$, let

$$
L^{p}\left(\Omega, \mathcal{G} ; M_{u}^{p}\right),
$$

denote the Bochner spaces $L^{p}\left(\Omega, M_{u}^{p}\right)$ consisting of the $M_{u}^{p}$-valued random variables $(\eta, v)$ such that the norm given by

$$
\|(\eta, v)\|_{L^{p}\left(\Omega ; M_{u}^{p}\right)}^{p}:=E\left[\|(\eta, v)\|_{M_{u}^{p}}^{p}\right]
$$

is finite. We recall that both $S^{p}\left(\Omega ; \mathcal{D}_{u}\right)$ and $L^{p}\left(\Omega ; M_{u}^{p}\right)$ are Banach spaces. Observe that if $\eta \in S^{p}(\Omega, \mathcal{G} ; \mathcal{D})$, then

$$
\begin{equation*}
\|(\eta, \eta(0))\|_{L^{p}\left(\Omega ; M^{p}\right)}^{p} \leq(r+1)\|\eta\|_{S^{p}(\Omega ; \mathcal{D})}^{p} \tag{2.13}
\end{equation*}
$$

thus, it also holds that

$$
S^{p}(\Omega, \mathcal{G} ; \mathcal{D}) \subset L^{p}\left(\Omega, \mathcal{G} ; M^{p}\right)
$$

and the embedding is continuous. With the appropriate boundedness and integrability conditions on a càdlàg adapted process $Y$, then for each $t$, the segment $Y_{t}$ can be regarded as an element in the spaces $S^{p}\left(\Omega, \mathcal{F}_{t} ; \mathcal{D}\right)$ or $L^{p}\left(\Omega, \mathcal{F}_{t} ; M^{p}\right)$.

In line with the definitions given above, we also use the following notation for any $u \in$ $[0, T]$ and $2 \leq p<\infty$. Let

$$
S_{a d}^{p}\left(\Omega, \mathcal{F}_{u} ; \mathcal{D}_{u}\right) \subseteq S^{p}\left(\Omega, \mathcal{F}_{u} ; \mathcal{D}_{u}\right)
$$

denote the subspace of elements in $S^{p}\left(\Omega, \mathcal{F}_{u} ; \mathcal{D}_{u}\right)$ admitting a $\mathbb{F}$-adapted representative. We remark that if $Z \in S^{p}\left(\Omega, \mathcal{F}_{T} ; \mathcal{D}_{T}\right)$, then we have that

$$
\begin{equation*}
\|Z\|_{S^{p}(\Omega ; \mathcal{D})} \leq\|Z\|_{S^{p}\left(\Omega ; \mathcal{D}_{t}\right)} \leq\|Z\|_{S^{p}\left(\Omega ; \mathcal{D}_{T}\right)} \tag{2.14}
\end{equation*}
$$

Also, consider the Banach space

$$
L^{p}\left(\Omega ; L_{u}^{p}\right)
$$

with the usual norm given by:

$$
\|Y\|_{L^{p}\left(\Omega ; L_{u}^{p}\right)}^{p}:=\mathbb{E}\left[\|Y\|_{L_{u}^{p}}^{p}\right]<\infty
$$

Then

$$
L_{a d}^{p}\left(\Omega ; L_{u}^{p}\right) \subseteq L^{p}\left(\Omega ; L_{u}^{p}\right)
$$

denotes the subspace of elements admitting $\mathbb{F}$-adapted representative.
Suppose now that $Y \in L_{a d}^{p}\left(\Omega ; L_{T}^{p}\right)$. Since $Y(t)$ is well-defined for a.e. $t \in[-r, T]$, it makes sense to consider the segments $Y_{t}$ as elements in $L^{p}\left(\Omega, \mathcal{F}_{t} ; L_{t}^{p}\right)$ for a.e. $t$. Then,

$$
\begin{align*}
\int_{-r}^{u}\left\|\left(Y_{t}, Y(t)\right)\right\|_{L^{p}\left(\Omega ; M^{p}\right)}^{p} d t & \leq \int_{-r}^{u}\left(\left\|Y_{t}\right\|_{L^{p}\left(\Omega ; L_{t}^{p}\right)}^{p}+\|Y(t)\|_{L^{p}\left(\Omega ; \mathbb{R}^{d}\right)}^{p}\right) d t  \tag{2.15}\\
& \leq 2(r+u)\left\|Y_{t}\right\|_{L^{p}\left(\Omega ; L_{u}^{p}\right)}^{p}
\end{align*}
$$

Even though we can not consider $S_{a d}^{p}\left(\Omega ; \mathcal{D}_{t}\right)$ as a subspace of $L_{a d}^{p}\left(\Omega ; L_{t}^{p}\right)$, since the function

$$
S_{a d}^{p}\left(\Omega ; \mathcal{D}_{t}\right) \ni \eta \mapsto \eta \in L_{a d}^{p}\left(\Omega ; L_{t}^{p}\right)
$$

is not injective, this function is continuous, and

$$
\begin{equation*}
\left\|Y_{t}\right\|_{L^{p}\left(\Omega ; L_{t}^{p}\right)}^{p} \leq(t+r)\left\|Y_{t}\right\|_{S^{p}\left(\Omega ; \mathcal{D}_{t}\right)}^{p} . \tag{2.16}
\end{equation*}
$$

Remark 2.1.4. In the continuous setting (see e.g. [Moh98]), the segments of an SFFDE are often considered as elements of the Bochner space $L^{2}(\Omega ; \mathcal{C})$, where $\mathcal{C}$ denotes the set of continuous functions from $[-r, 0]$ to $\mathbb{R}^{d}$. We remark that the càdlàg counterpart, namely the Bochner space $L^{p}(\Omega, \mathcal{G} ; \mathcal{D})$ of $\mathcal{D}$-valued functions turns out to be too restrictive to contain a sufficiently large class of càdlàg segments. This can bee seen from the following lemma:

Lemma 2.1.5. Suppose that $X$ is a càdlàg Lévy-Itô process with $X \in L^{p}(\Omega, \mathcal{G} ; \mathcal{D}[a, b])$. Then $X$ is continuous with probability 1.

To see why this holds, we first recall that by an equivalent definition of Bochner spaces (see [DS88] for more on these spaces), $L^{p}(\Omega, \mathcal{G} ; \mathcal{D})$ consists of equivalence classes of the $(\mathcal{G}, \mathcal{B}(\mathcal{D}))$-measurable functions $X: \Omega \rightarrow \mathcal{D}$ such that the image $X\left(\Omega_{0}\right)$ is separable for some subset $\Omega_{0} \subset \Omega$ with $P\left(\Omega_{0}\right)=1$, and $E\left[\|X\|_{\mathcal{D}([a, b])}^{p}\right]<\infty$ holds ${ }^{1}$. By [JK15, lemma 9.12], we know that $X\left(\Omega_{0}\right)$ is separable if and only if there exist a countable set $\mathbb{T}_{0} \in[a, b]$, such that $\Delta X(t, \omega)=0$ whenever $t \notin \mathbb{T}_{0}, \omega \in \Omega_{0}$. In other words, except for a negligible set of sample paths of $X$, all the jumps of $X$ occur at a countable number of times.

Proof of Lemma 2.1.5. Since $X \in L^{p}(\Omega, \mathcal{G} ; \mathcal{D}([a, b]))$, we can choose $\Omega_{0}, \mathbb{T}_{0}$ be as above. Now since $X$ is a càdlàg Lévy-Itô process, it also holds that $P(\omega: \Delta X(t, \omega) \neq 0)=0$ for every $t$, and hence

$$
\mathcal{N}:=\bigcup_{t \in \mathbb{T}_{0}}\left\{\omega \in \Omega_{0}: \Delta X(t, \omega) \neq 0\right\}
$$

is a null set. But then if $\omega \in \Omega_{0} \backslash \mathcal{N}$, it holds that $\Delta X(t, \omega)=0$ for every $t$, that is $X$ is continuous on $\Omega_{0} \backslash \mathcal{N}$ and $P\left(\Omega_{0} \backslash \mathcal{N}\right)=1$.

## Examples

To illustrate some possible ways to model memory or delay in a stochastic differential equation, we include some examples of delay terms appearing in applications.

Distributed delay : the functional

$$
\begin{equation*}
S_{t} \longmapsto \int_{-r}^{0} S(t+\theta) \alpha(d \theta) \tag{2.17}
\end{equation*}
$$

where $\alpha$ is a finite Borel measure on $[-r, 0]$, is an example of a distributed delayfunctional. This is a general type of delay in the sense that examples below, can be regarded as particular cases of this one.

A general financial framework in this setting has been studied in [CY99, CY07] where the authors considered a price evolution for the stock of the form
$d S(t)=M\left(S_{t}\right) d t+N\left(S_{t}\right) d W(t)=\int_{-r}^{0} S(t+s) \alpha_{M}(d s) d t+\int_{-r}^{0} S(t+s) \alpha_{N}(d s) d W(t)$,
$\alpha_{M}$ and $\alpha_{N}$ being suitable functions of bounded variation.See also [Moh98, Sec. V], where $\alpha$ is taken as a probability measure.

Absolutely continuous distributed delay: in the particular case $\alpha \ll \mathcal{L}$, where we have denoted by $\mathcal{L}$ the Lebesgue measure, we have that the measure $\alpha$ admits a density $\kappa:=\frac{d \alpha}{d \mathcal{L}}$. Therefore the functional (2.17) reads as

$$
S_{t} \longmapsto \int_{-r}^{0} S(t+\theta) \kappa(\theta) d \theta
$$

[^2]A more advanced example has been provided in [KSW07b] where a functional of the form

$$
\left(t, S_{t}\right) \longmapsto \int_{-r}^{0} \ell(t, S(t+\theta)) h(\theta) d \theta
$$

for some functional $\ell$, has been treated.
Discrete delay : if we let $\alpha=\delta_{\tau}$, in equation (2.17), where $\delta_{\tau}$ is the Dirac measure concentrated at $\tau \in[-r, 0]$, then we have a discrete delay functional, namely

$$
\begin{equation*}
S_{t} \longmapsto \int_{-r}^{0} S(t+\theta) \delta_{\tau}(d \theta)=S(t-\tau) \tag{2.18}
\end{equation*}
$$

A discrete delay model using functionals on the form (2.18), is widely used in concrete applications, spanning from mathematical biology, as in the case of the delayed LotkaVolterra model, see, e.g. [DVGLW95, Kua93, Moh98], to mathematical finance, as it happens for the delayed Black-Scholes model, see, e.g. [AHMP07, KSW05b], or for commodities markets, see, e.g., [KP07]. In particular, in [AHMP07], the authors give an explicit form for the price a European call option written on an underlying evolving as

$$
d S(t)=\mu S(t-a) d t+\sigma(S(t-b)) d W(t)
$$

for $\mu \in \mathbb{R}$ and a suitable function $\sigma$.
A particular case of the discrete delay example is the no delay case, i.e. $\tau=\delta_{0}$. A multiple delay case, can be defined by letting $\alpha=\sum_{i=1}^{N} \delta_{\tau_{i}}, \tau_{i} \in[-r, 0], i=1,2, \ldots, N$.

Brownian delay: our setting allows also to consider delays with respect to a Brownian motion, namely

$$
S_{t} \longmapsto \int_{t-r}^{t} S(\theta) d W(\theta)
$$

Hence this permits to take noisy memory models into account. These cases are arising e.g. in the modelling of stochastic volatility see, e.g. [KSW05b, Swi13] and when dealing with stochastic control problems, see e.g. [DMØR].
Lévy delay: similarly to the Brownian delay, we can also consider a delay with respect to a square integrable Lévy process of the form

$$
S_{t} \longmapsto \int_{t-r}^{t} S(\theta) d L(\theta)
$$

Such type of delay has been employed in [Swi13] in order to consider some stochastic volatility models related to energy markets.

Mean field delay : we can consider a delay of the form

$$
S_{t} \longmapsto \mathbb{E}\left[\int_{-r}^{0} S(t+\theta) \alpha(d \theta)\right],
$$

where $\alpha$ is as in distributed delay example, see e.g. [AR].

### 2.1.2 $\mathcal{D}$ framework

Fix $p \in[2, \infty)$. Consider again the equation

$$
\begin{align*}
d X(t) & =f\left(t, X_{t}\right) d t+g\left(t, X_{t}\right) d W(t)+\int_{\mathbb{R}_{0}} h\left(t, X_{t}\right)(z) \tilde{N}(d t, d z)  \tag{2.19}\\
X_{0} & =\eta
\end{align*}
$$

In this section, we require that $f(t, \cdot), g(t, \cdot), h(t, \cdot)$ are defined on $S^{p}\left(\Omega, \mathcal{F}_{t} ; \mathcal{D}\right)$ for each fixed $t$. Therefore, we introduce the space

$$
\begin{equation*}
\mathbf{S}_{p}^{\mathbb{F}}:=\left\{(t, \psi) \in[0, T] \times S^{p}(\Omega, \mathcal{F} ; \mathcal{D}) \text { such that } \psi \in S^{p}\left(\Omega, \mathcal{F}_{t} ; \mathcal{D}\right)\right\} \tag{2.20}
\end{equation*}
$$

as the domain of the coefficient functionals $f, g, h$ in the $\operatorname{SFDDE}$ (2.19). In particular, we will require that:

$$
\begin{aligned}
& f: \mathbf{S}_{p}^{\mathbb{F}} \rightarrow L^{p}\left(\Omega, \mathbb{R}^{d}\right) \\
& g: \mathbf{S}_{p}^{\mathbb{F}} \rightarrow L^{p}\left(\Omega, \mathbb{R}^{d \times m}\right), \\
& h: \mathbf{S}_{p}^{\mathbb{F}} \rightarrow L^{p}\left(\Omega, L^{2}\left(\nu, \mathbb{R}^{d \times n}\right)\right) .
\end{aligned}
$$

Moreover,

$$
\eta \in S^{p}\left(\Omega, \mathcal{F}_{0} ; \mathcal{D}\right)
$$

To ensure that the integrals are well-defined, the following assumptions are imposed on the coefficient functionals $f, g$ and $h$.
Hypothesis 2.1.6 $(\mathcal{P})$. Whenever $Y \in S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)$, the process

$$
\begin{equation*}
[0, T] \times \Omega \times \mathbb{R}_{0} \ni(t, \omega, z) \mapsto h\left(t, Y_{t}\right)(\omega)(z) \in \mathbb{R}^{d \times n} \tag{2.21}
\end{equation*}
$$

has a predictable version, and

$$
\begin{aligned}
& {[0, T] \times \Omega \ni(t, \omega) \mapsto f\left(t, Y_{t}\right)(\omega) \in \mathbb{R}^{d}} \\
& {[0, T] \times \Omega \ni(t, \omega) \mapsto g\left(t, Y_{t}\right)(\omega) \in \mathbb{R}^{d}}
\end{aligned}
$$

have progressively measurable versions.
Predictable and progressive should be interpreted in the standard sense for $\mathbb{R}^{k}$-valued processes (see e.g. [App09]). We emphasise that the integrals in (2.19) should be interpreted with respect to the predictable and progressive versions of the respective integrands. For a range of SFDE's likely to be encountered in applications, the assumption $\mathcal{P}$ is fairly easy to verify.

Example 2.1.1. Most of the examples presented in Section 2.1.1 satisfy Assumption $\mathcal{P}$. For instance, the functional displayed in the distributed delay example above, which is more general than the absolutely continuous a and discrete delay, is predictable whenever the point zero is not an atom of the measure $\alpha$, i.e. the discrete delay in (2.18) is not allowed when $\tau=0$. The mean-field delay is deterministic and hence predictable. The Brownian delay can also be considered, since the process $t \mapsto \int_{t-r}^{t} S(\theta) d W(\theta)$ is a continuous martingale, in particular it admits a version with left-limits.

Definition 2.1.7. Suppose that the assumption $\mathcal{P}$ holds.We say that $X \in S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)$ is a strong solution to the equation (2.19) if for each $t \in[0, T]$

$$
\begin{align*}
X(t) & =\eta(0)+\int_{0}^{t} f\left(s, X_{s}\right) d s+\int_{0}^{t} g\left(s, X_{s}\right) d W(s)+\int_{0}^{t} \int_{\mathbb{R}_{0}} h\left(s, X_{s}\right)(z) \tilde{N}(d s, d z)  \tag{2.22}\\
X_{0} & =\eta
\end{align*}
$$

If the solution is unique, we will write ${ }^{\eta} X$ to denote the solution of (2.22) with initial datum ${ }^{\eta} X_{0}=\eta$.

To prove existence and uniqueness of the solution of the SFDDE, we rely on the following result.

Lemma 2.1.8 (Kunita's inequality). Let $q \geq 2$. Suppose that $F, G$ and $H$ are predictable processes taking values in $\mathbb{R}^{d}, \mathbb{R}^{d \times m}$ and $\mathbb{R}^{d \times n}$ respectively. If

$$
Y(t)=Y_{0}+\int_{0}^{t} F(s) d s+\int_{0}^{t} G(s) d W(s)+\int_{0}^{t} \int_{\mathbb{R}_{0}} H(s, z) \tilde{N}(d s, d z), \quad t \in[0, T]
$$

then there exists a constant $C=C(q, d, m, n, T)$, independent of the processes $F, G$ and $H$ and the initial value $Y_{0}$, such that whenever $t \leq T$ the following inequality holds

$$
\begin{align*}
& \mathbb{E}\left[\sup _{0 \leq u \leq t}|Y(t)|^{q}\right] \leq C\left\{\left\|Y_{0}\right\|_{L^{q}\left(\Omega, \mathbb{R}^{d}\right)}^{q}+\int_{0}^{t}\left(\|F(s)\|_{L^{q}\left(\Omega, \mathbb{R}^{d}\right)}^{q}+\|G(s)\|_{L^{q}\left(\Omega, \mathbb{R}^{d \times m}\right)}^{q}\right.\right.  \tag{2.23}\\
& \left.\left.\quad+\|H(s)\|_{L^{q}\left(\Omega, L^{q}(\nu)\right)}^{q}+\|H(s)\|_{L^{q}\left(\Omega, L^{2}(\nu)\right)}^{q}\right) d s\right\}
\end{align*}
$$

For $n=1$ (and arbitrary $m$ and $d$ ), this is a rewritten version of Corollary 2.12 in [Kun04]. We have justified the extension to general $n$ in Appendix 2.1.4.

## Existence, uniqueness and moment estimates

Before giving sufficient conditions for existence and uniqueness of solutions to the equation (2.19), we will establish a set of hypotheses.

Hypothesis 2.1.9. $\left(\mathbf{D}_{\mathbf{1}}\right)$ There exists $L>0$, such that whenever $t \in[0, T]$ and $\eta_{1}, \eta_{2} \in$ $S^{p}\left(\Omega, \mathcal{F}_{t} ; \mathcal{D}\right)$, then

$$
\begin{aligned}
& \left\|f\left(t, \eta_{1}\right)-f\left(t, \eta_{2}\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d}\right)}^{p}+\left\|g\left(t, \eta_{1}\right)-g\left(t, \eta_{2}\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times n}\right)}^{p} \\
& \quad+\left\|h\left(t, \eta_{1}\right)-h\left(t, \eta_{2}\right)\right\|_{L^{p}\left(\Omega, L^{p}(\nu)\right)}^{p}+\left\|h\left(t, \eta_{1}\right)-h\left(t, \eta_{2}\right)\right\|_{L^{p}\left(\Omega, L^{2}(\nu)\right)}^{p} \\
& \quad \leq L\left\|\eta_{1}-\eta_{2}\right\|_{S^{p}(\Omega ; \mathcal{D})}^{p}
\end{aligned}
$$

$\left(\mathbf{D}_{\mathbf{2}}\right)$ There exists $K>0$, such that whenever $t \in[0, T]$ and $\eta \in S^{p}\left(\Omega, \mathcal{F}_{t} ; \mathcal{D}\right)$, then

$$
\begin{align*}
& \|f(t, \eta)\|_{L^{p}\left(\Omega ; \mathbb{R}^{d}\right)}^{p}+\|g(t, \eta)\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times n}\right)}^{p} \\
& \quad+\|h(t, \eta)\|_{L^{p}\left(\Omega, L^{p}(\nu)\right)}^{p}+\|h(t, \eta)\|_{L^{p}\left(\Omega, L^{2}(\nu)\right)}^{p}  \tag{2.24}\\
& \quad \leq K\left(1+\|\eta\|_{S^{p}(\Omega ; \mathcal{D})}^{p}\right)
\end{align*}
$$

Remark 2.1.10. As usual, $\mathbf{D}_{2}$ is implied by $\mathbf{D}_{1}$, if we assume that whenever $\eta=0$, the left-hand-side of inequality (2.24) is bounded by some $K^{\prime}$, uniformly in $t \in[0, T]$.

Theorem 2.1.11 (Existence and Uniqueness I). Consider equation (2.19) with $\mathcal{P}$ satisfied.
(i) Suppose that assumption $\mathbf{D}_{\mathbf{1}}$ holds. If $X, Y \in S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)$ are strong solutions to (2.7), then $X=Y$.
(ii) Suppose that assumptions $\mathbf{D}_{\mathbf{1}}$ and $\mathbf{D}_{\mathbf{2}}$ hold. Then there exists a strong solution $X \in$ $S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)$ to the equation (2.7). Moreover, there exists $D=D(K, p, T, d, m, n)>0$, such that

$$
\begin{equation*}
\|X\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)}^{p} \leq e^{D t}\left(D t+\|\eta\|_{S^{p}(\Omega ; \mathcal{D})}^{p}\right) \tag{2.25}
\end{equation*}
$$

whenever $t \leq T$.

Proof. We will use a standard Picard iteration argument to show that a solution exists. First, we define, for each $k \geq 0$, a sequence of processes in $S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)$ inductively by

$$
\begin{array}{rlrl}
X^{1}(t)= & \eta(0), & t \in[0, T], \\
X_{0}^{1}= & \eta & \\
X^{k+1}(t)= & \eta(0)+\int_{0}^{t} f\left(s, X_{s}^{k}\right) d s+\int_{0}^{t} g\left(s, X_{s}^{k}\right) d B(s) & & \\
& +\int_{0}^{t} h\left(s, X_{s}^{k}\right)(z) \tilde{N}(d s, d z), & \\
X_{t}^{k+1}= & \eta . & & \\
& & \\
& & \\
& & \\
& & \\
& & \\
& & \\
\hline
\end{array}
$$

We immediately have that $X^{1} \in S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)$. Also if we assume that $X^{k} \in S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)$, then by assumption $f\left(X^{k}\right), g\left(X^{k}\right)$, and $h\left(X^{k}\right)$ admit progressive and predictable versions respectively. Thus by assumption $\left(\mathbf{D}_{\mathbf{2}}\right)$ it follows that

$$
\begin{align*}
& \int_{0}^{T}\left(\left\|f\left(t, X_{t}^{k}\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d}\right)}^{p}+\left\|g\left(t, X_{t}^{k}\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times n}\right)}^{p}\right. \\
& \left.\quad+\left\|h\left(t, X_{t}^{k}\right)\right\|_{L^{p}\left(\Omega, L^{p}(\nu)\right)}^{p}+\left\|h\left(t, X_{t}\right)\right\|_{L^{p}\left(\Omega, L^{2}(\nu)\right)}^{p}\right) d t  \tag{2.26}\\
& \quad \leq \int_{0}^{T} K\left(1+\left\|X_{t}^{k}\right\|_{S^{p}(\Omega ; \mathcal{D})}^{p}\right) d t \leq K T\left(1+\left\|X^{k}\right\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)}^{p}\right)<\infty
\end{align*}
$$

In particular, the integrands of $X^{k+1}$ are Itô integrable, so that $X^{k+1}$ is càdlàg and adapted, and finally by Kunita's inequality, we have that $X^{k+1} \in S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)$.

We now claim that for each $k \in \mathbb{N}$ the following estimate holds for every $t \in[0, T]$,

$$
\begin{equation*}
\left\|X^{k+1}-X^{k}\right\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{t}\right)}^{p} \leq \frac{(L C t)^{k-1}}{(k-1)!}\left\|X^{2}-X^{1}\right\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)}^{p} \tag{2.27}
\end{equation*}
$$

This trivially holds when $k=1$. Now suppose that (2.27) holds for each $t \in[0, T]$. Using the
definition of $X^{k+2}, X^{k+1}$, Kunita's inequality (2.23), and assumption $\left(\mathbf{D}_{\mathbf{2}}\right)$, we find that

$$
\begin{aligned}
\left\|X^{k+2}-X^{k+1}\right\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{t}\right)}^{p} & \leq C \int_{0}^{t}\left(\left\|f\left(s, X_{s}^{k+1}\right)-f\left(s, X_{s}^{k}\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d}\right)}^{p}+\left\|g\left(s, X_{s}^{k+1}\right)-g\left(s, X_{s}^{k}\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times n}\right)}^{p}\right. \\
& \left.+\left\|h\left(s, X_{s}^{k+1}\right)-h\left(s, X_{s}^{k}\right)\right\|_{L^{p}\left(\Omega, L^{p}(\nu)\right)}^{p}+\left\|h\left(s, X_{s}^{k+1}\right)-h\left(s, X_{s}^{k}\right)\right\|_{L^{p}\left(\Omega, L^{2}(\nu)\right)}^{p}\right) d s \\
& \leq L C \int_{0}^{t}\left\|X_{s}^{k+1}-X_{s}^{k}\right\|_{S^{p}(\Omega ; \mathcal{D})}^{p} d s \leq L C \int_{0}^{t}\left\|X^{k+1}-X^{k}\right\|_{S^{p}\left(\Omega ; \mathcal{D}_{s}\right)}^{p} d s \\
& \leq L C \int_{0}^{t} \frac{(L C s)^{k-1}}{(k-1)!}\left\|X^{2}-X^{1}\right\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)}^{p} d s=\frac{(L C t)^{k}}{k!}\left\|X^{2}-X^{1}\right\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)}^{p}
\end{aligned}
$$

Now, by induction, (2.27) holds for each $k \in \mathbb{N}$. In particular

$$
\left\|X^{k}-X^{i}\right\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{t}\right)}^{p} \leq\left\|X^{2}-X^{1}\right\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)}^{p} \sum_{j=\min \{k, i\}}^{\infty} \frac{(L T C)^{j-1}}{(j-1)!} \rightarrow 0, \quad \text { as } k, i \rightarrow \infty,
$$

so that $\left\{X^{k}\right\}_{k \geq 0}$ is a Cauchy sequence in $S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)$. Since $S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)$ is complete, we have that $\left\{X^{k}\right\}_{k \geq 0}$ converges to some $X$ in $S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)$. Clearly $X_{0}=\eta P$-a.s.

We will now show that the limit $X$ satisfies (2.22) by showing that

$$
\begin{align*}
d:=\mathbb{E}\left[\sup _{0 \leq t \leq T} \mid\right. & X(t)-\left\{\eta(0)+\int_{0}^{t} f\left(s, X_{s}\right) d s+\int_{0}^{t} g\left(s, X_{s}\right) d W(s)\right. \\
& \left.\left.+\int_{0}^{t} \int_{\mathbb{R}_{0}} h\left(s, X_{s}\right)(z) \tilde{N}(d s, d z)\right\}\left.\right|^{p}\right]^{1 / p}=0 \tag{2.28}
\end{align*}
$$

For arbitrary $k$, we subtract $X^{k+1}$ and add its integral representation inside the supremum in (2.28). Then by the triangle inequality, Kunita's inequality, and finally the Lipschitz condition $\left(\mathbf{D}_{\mathbf{1}}\right)$ we find that

$$
\begin{aligned}
d \leq & \left\|X-X^{k+1}\right\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)}+\left\{C \int _ { 0 } ^ { T } \left(\left\|f\left(t, X_{t}^{k}\right)-f\left(t, X_{t}\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d}\right)}^{p}\right.\right. \\
+ & \left\|g\left(t, X_{t}\right)-g\left(t, X_{t}^{k}\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times n}\right)}^{p}+\left\|h\left(t, X_{t}\right)-h\left(t, X_{t}^{k}\right)\right\|_{L^{p}\left(\Omega, L^{p}(\nu)\right)}^{p} \\
& \left.\left.+\left\|h\left(t, X_{t}\right)-h\left(t, X_{t}^{k}\right)\right\|_{L^{p}\left(\Omega, L^{2}(\nu)\right)}^{p}\right) d t\right\}^{1 / p} \\
\leq & \left\|X-X^{k+1}\right\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)}+\left\{C L \int_{0}^{T}\left\|X_{t}-X_{t}^{k}\right\|_{S^{p}(\Omega ; \mathcal{D})}^{p} d t\right\}^{1 / p} \\
\leq & \left\|X-X^{k+1}\right\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)}+(C L T)^{1 / p}\left\|X-X^{k}\right\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)} \rightarrow 0
\end{aligned}
$$

Since for any $\epsilon>0$ we have that $0 \leq d<\epsilon$, it follows that $d=0$, and hence a solution exists.

Suppose now that $X$ and $Y$ are solutions of (2.19). We will show that $X=Y$. Exploiting the integral representation of $X$ and $Y$, Kunita's inequality and the Lipschitz condition $\left(\mathbf{D}_{\mathbf{1}}\right)$, we have that, for all $t \in[0, T]$,

$$
\begin{aligned}
\|X-Y\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{t}\right)}^{p} \leq & C \int_{0}^{t}\left(\left\|f\left(s, X_{s}\right)-f\left(s, Y_{s}\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d}\right)}^{p}+\left\|g\left(s, X_{s}\right)-g\left(s, Y_{s}\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times n}\right)}^{p}\right. \\
& \left.+\left\|h\left(s, X_{s}\right)-h\left(s, Y_{s}\right)\right\|_{L^{p}\left(\Omega, L^{p}(\nu)\right)}^{p}+\left\|h\left(s, X_{s}\right)-h\left(s, Y_{s}\right)\right\|_{L^{p}\left(\Omega, L^{2}(\nu)\right)}^{p}\right) d s \\
\leq & C L \int_{0}^{t}\left\|X_{s}-Y_{s}\right\|_{S^{p}(\Omega ; \mathcal{D})}^{p} d s \leq C L \int_{0}^{t}\|X-Y\|_{S^{p}\left(\Omega ; \mathcal{D}_{s}\right)}^{p} d s .
\end{aligned}
$$

and thus we have $\|X-Y\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{t}\right)}^{p}=0$ for every $t \in[0, T]$ from Grönwall's inequality.
Similarly, if $X$ is a solution to (2.19), from the integral representations, Kunita's inequality and the linear growth condition $\left(\mathbf{D}_{\mathbf{2}}\right)$ we have that

$$
\begin{aligned}
\|X\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{t}\right)}^{p} \leq & C\left\{\|\eta\|_{S^{p}(\Omega ; \mathcal{D})}^{p}+\int_{0}^{t}\left(\left\|f\left(s, X_{s}\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d}\right)}^{p}\right.\right. \\
& \left.\left.+\left\|g\left(s, X_{s}\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times n}\right)}^{p}+\left\|h\left(s, X_{s}\right)\right\|_{L^{p}\left(\Omega, L^{p}(\nu)\right)}^{p}+\left\|h\left(s, X_{s}\right)\right\|_{L^{p}\left(\Omega, L^{2}(\nu)\right)}^{p}\right) d s\right\} \\
\leq & C\left(\|\eta\|_{S^{p}(\Omega ; \mathcal{D})}^{p}+K\left(\int_{0}^{t} 1+\left\|X_{s}\right\|_{S^{p}(\Omega ; \mathcal{D})}^{p} d s\right)\right) \leq C\|\eta\|_{S^{p}(\Omega ; \mathcal{D})}^{p}+C K t+C K \int_{0}^{t}\|X\|_{S^{p}\left(\Omega ; \mathcal{D}_{s}\right)}^{p} d s,
\end{aligned}
$$

so applying Grönwall's inequality we obtain

$$
\|X\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{t}\right)}^{p} \leq\left(C\|\eta\|_{S^{p}(\Omega ; \mathcal{D})}^{p}+C K t\right) e^{C K t}
$$

for all $t \in[0, T]$.
Remark 2.1.12 (Path dependent SDEs). Suppose that for each $t \in[0, T]$ and every $\eta \in S_{a d}^{p}\left(\Omega, \mathcal{F}_{0} ; \mathcal{D}\right)$ it holds that,

$$
\begin{aligned}
f(t, \eta)(\omega) & =F(t, \eta(\omega)) \\
g(t, \eta)(\omega) & =G(t, \eta(\omega)) \\
h(t, \eta, \omega, \zeta) & =H(t, \eta(\omega), \zeta)
\end{aligned}
$$

$P$-a.s for some deterministic functionals

$$
\begin{aligned}
& F:[0, T] \times \mathcal{D} \rightarrow \mathbb{R}^{d}, \\
& G:[0, T] \times \mathcal{D} \rightarrow \mathbb{R}^{d \times m} \\
& H:[0, T] \times \mathcal{D} \rightarrow L^{2}(\nu) \cap L^{p}(\nu) .
\end{aligned}
$$

then the assumptions $\left(\mathbf{D}_{\mathbf{1}}\right)$ and $\left(\mathbf{D}_{\mathbf{2}}\right)$ hold whenever $F, G$ are Lipschitz continuous in the second variable, uniformly with respect to the first, and $H$ is Lipschitz continuous in the second variable, uniformly with respect to the first, using both norms $\|\cdot\|_{L^{2}(\nu)}$ and $\|\cdot\|_{L^{p}(\nu)}$.

### 2.1.3 $M^{p}$ framework

Now, consider equation

$$
\begin{align*}
d X(t) & =f\left(t, X_{t}, X(t)\right) d t+g\left(t, X_{t}, X(t)\right) d W(t)+\int_{\mathbb{R}_{0}} h\left(t, X_{t}, X(t)\right)(z) \tilde{N}(d t, d z) \\
\left(X_{0}, X(0)\right) & =(\eta, x) \tag{2.29}
\end{align*}
$$

Here (2.29) we have used the notation $f\left(\cdot, X_{t}, X(t)\right)$ to emphasize the structure of the product space of $M^{p}$. Now for each $t \in[0, T]$ we will require that $\left(X_{t}, X(t)\right)$ belongs to the space $L^{p}\left(\Omega, \mathcal{F}_{t} ; M^{p}\right)$ for some $p \in[2, \infty)$, that will be fixed throughout the section. Therefore, we introduce

$$
\begin{equation*}
\mathbf{L}_{p}^{\mathbb{F}}:=\left\{(t,(\psi, v)) \in[0, T] \times L^{p}\left(\Omega, \mathcal{F} ; M^{p}\right) \text { such that }(\psi, v) \in L^{p}\left(\Omega, \mathcal{F}_{t} ; M^{p}\right)\right\} \tag{2.30}
\end{equation*}
$$

In particular, we will require that:

$$
\begin{aligned}
f & \left.: \mathbf{L}_{p}^{\mathbb{F}} \rightarrow L^{p}\left(\Omega, \mathbb{R}^{d}\right)\right) \\
g & : \mathbf{L}_{p}^{\mathbb{F}} \rightarrow L^{p}\left(\Omega, \mathbb{R}^{d \times m}\right) \\
h & : \mathbf{L}_{p}^{\mathbb{F}} \rightarrow L^{p}\left(\Omega, L^{2}\left(\nu, \mathbb{R}^{d \times n}\right)\right)
\end{aligned}
$$

Moreover,

$$
(\eta, x) \in L^{p}\left(\Omega, \mathcal{F}_{0} ; M^{p}\right)
$$

To ensure that the integrals are well-defined, the following assumptions are imposed on the coefficient functionals $f, g$ and $h$.
Hypothesis 2.1.13 (Q). For $Y \in L_{a d}^{p}\left(\Omega ; L_{T}^{p}\right)$, the process

$$
[0, T] \times \Omega \times \mathbb{R}_{0} \ni,(t, \omega, z) \mapsto h\left(t, Y_{t}, Y(t)\right)(\omega)(z) \in \mathbb{R}^{d \times n}
$$

has a predictable version, and

$$
\begin{aligned}
& {[0, T] \times \Omega, \ni(t, \omega) \mapsto f\left(t, Y_{t}, Y(t)\right)(\omega) \in \mathbb{R}^{d}} \\
& {[0, T] \times \Omega, \ni(t, \omega) \mapsto g\left(t, Y_{t}, Y(t)\right)(\omega) \in \mathbb{R}^{d \times m}}
\end{aligned}
$$

have progressively measurable versions.
Definition 2.1.14. We say that $X \in L_{a d}^{p}\left(\Omega ; L_{T}^{p}\right)$ is a strong solution to (2.29) if for each $t \in[0, T]$

$$
\begin{align*}
X(t) & =x+\int_{0}^{t} f\left(s, X_{s}, X(s)\right) d s+\int_{0}^{t} g\left(s, X_{s}, X(s)\right) d W(s)+\int_{0}^{t} \int_{\mathbb{R}_{0}} h\left(s, X_{s}, X(s)\right)(z) \tilde{N}(d s, d z) \\
\left(X_{0}, X(0)\right) & =(\eta, x) \tag{2.31}
\end{align*}
$$

If the solution is unique, we will sometimes write ${ }^{\eta, x} X$ to denote the solution of (2.31) with initial data $\left(X_{0}, X(0)\right)=(\eta, x)$.

Proposition 2.1.15. Let $Y:[0, T] \times \Omega \rightarrow \mathbb{R}^{d}$ be a stochastic process with a.s. càdlàg sample paths. Then the associated $M^{p}$-valued segment process

$$
\begin{equation*}
[0, T] \times \Omega \ni(t, \omega) \mapsto\left(Y_{t}(\omega), Y(t, \omega)\right) \in M^{p} \tag{2.32}
\end{equation*}
$$

is a.s. càdlàg.
Observe that the property that the segment process is càdlàg whenever $Y$ is càdlàg, depends on the topology of the infinite dimensional space $M^{p}$. In general, such property does not hold if we replace $M^{p}$ with $\mathcal{D}$.

Proof of Proposition 2.1.15. It suffices to show that if $Y(\omega):[-r, T] \rightarrow \mathbb{R}^{d}$ is a càdlàg path, then the function

$$
\begin{equation*}
[0, T] \ni t \mapsto\left(Y_{t}(\omega), Y(t, \omega)\right) \in M^{p} \tag{2.33}
\end{equation*}
$$

is also càdlàg. The function (2.33) is right continuous. In fact, for every sequence $r_{k}, k \in \mathbb{N}$ with $r_{k}>0$ and $r_{k} \rightarrow 0$ as $k \rightarrow \infty$, we have that

$$
\begin{aligned}
\lim _{k \rightarrow \infty} & \left.\| Y_{t+r_{k}}(\omega)-Y_{t}(\omega), Y\left(t+r_{k}, \omega\right)-Y(t, \omega)\right) \|_{M^{p}}^{p} \\
& =\lim _{k \rightarrow \infty} \int_{-r}^{0}\left|Y\left(t+r_{k}+\beta, \omega\right)-Y(t+\beta, \omega)\right|^{p} d \beta+\lim _{k \rightarrow \infty}\left|Y\left(t+r_{k}, \omega\right)-Y(t, \omega)\right|^{p}=0
\end{aligned}
$$

by the dominated convergence theorem. Now given $t \in[0, T]$, we define $\left(Y_{t}^{-}(\omega), Y^{-}(t, \omega)\right) \in$ $M^{p}$ by

$$
Y_{t}^{-}(\theta, \omega)= \begin{cases}Y_{t}(\theta, \omega), & \theta \in[-r, 0) \\ \lim _{u \rightarrow 0^{-}} Y_{t}(u, \omega), & \theta=0\end{cases}
$$

Consider $r_{k}$ as above, we can use the dominated convergence theorem to observe that

$$
\begin{aligned}
\lim _{k \rightarrow \infty} & \left\|\left(Y_{t-r_{k}}(\omega)-Y_{t}^{-}(\omega), Y\left(t-r_{k}, \omega\right)-Y^{-}(t, \omega)\right)\right\|_{M^{p}}^{p} \\
& =\lim _{k \rightarrow \infty} \int_{-r}^{0}\left|Y\left(t-r_{k}+\beta, \omega\right)-Y^{-}(t+\beta, \omega)\right|^{p} d \beta+\lim _{k \rightarrow \infty}\left|Y\left(t-r_{k}, \omega\right)-Y^{-}(t, \omega)\right|^{p}=0
\end{aligned}
$$

and hence the function (2.33) has left limits.

## Existence and uniqueness

The $L^{p}\left(\Omega ; M^{p}\right)$-analogue of the hypotheses $\left(\mathbf{D}_{1}\right)$ and $\left(\mathbf{D}_{2}\right)$, are defined below.
Hypothesis 2.1.16. $\left(\mathbf{L}_{\mathbf{1}}\right)$ There exists $L>0$, such that whenever $t \in[0, T]$ and $\left(\eta_{1}, x_{1}\right),\left(\eta_{2}, x_{2}\right) \in L^{p}\left(\Omega, \mathcal{F}_{t} ; M^{p}\right)$, then

$$
\begin{aligned}
& \left\|f\left(t, \eta_{1}, x_{1}\right)-f\left(t, \eta_{2}, x_{2}\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d}\right)}^{p}+\left\|g\left(t, \eta_{1}, x_{1}\right)-g\left(t, \eta_{2}, x_{2}\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times n}\right)}^{p} \\
& \quad+\left\|h\left(t, \eta_{1}, x_{1}\right)-h\left(t, \eta_{2}, x_{2}\right)\right\|_{L^{p}\left(\Omega, L^{p}(\nu)\right)}^{p}+\left\|h\left(t, \eta_{1}, x_{1}\right)-h\left(t, \eta_{2}, x_{2}\right)\right\|_{L^{p}\left(\Omega ; L^{2}(\nu)\right)}^{p} \\
& \quad \leq L\left\|\left(\eta_{1}, x_{1}\right)-\left(\eta_{2}, x_{2}\right)\right\|_{L^{p}\left(\Omega ; M^{p}\right)}^{p}
\end{aligned}
$$

$\left(\mathbf{L}_{\mathbf{2}}\right)$ There exists $K>0$, such that whenever $t \in[0, T]$ and $(\eta, v) \in L^{p}\left(\Omega, \mathcal{F}_{t} ; M^{p}\right)$, then

$$
\begin{aligned}
& \|f(t, \eta, x)\|_{L^{p}\left(\Omega ; \mathbb{R}^{d}\right)}^{p}+\|g(t, \eta, x)\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times n}\right)}^{p} \\
& \quad+\|h(t, \eta, x)\|_{L^{p}\left(\Omega, L^{p}(\nu)\right)}^{p}+\|h(t, \eta, x)\|_{L^{p}\left(\Omega, L^{2}(\nu)\right)}^{p} \\
& \quad \leq K\left(1+\|(\eta, x)\|_{L^{p}\left(\Omega ; M^{p}\right)}^{p}\right)
\end{aligned}
$$

Theorem 2.1.17 (Existence and Uniqueness II). Consider (2.29) with $\mathcal{Q}$ satisfied.
(i) Let $(\eta, x) \in L^{p}\left(\Omega, \mathcal{F}_{0} ; M^{p}\right)$ such that $\eta$ is càdlàg $P$-a.s. and $X \in L_{a d}^{p}\left(\Omega ; L_{T}^{p}\right)$ be a strong solution to equation (2.29). Then the segment process

$$
\begin{equation*}
\Omega \times[0, T] \ni(t, \omega) \mapsto\left(X_{t}(\omega), X(t, \omega)\right) \in M^{p} \tag{2.34}
\end{equation*}
$$

has a càdlàg modification.
(ii) Suppose that assumption $\left(\mathbf{L}_{\mathbf{1}}\right)$ holds. If $X, Y \in L_{a d}^{p}\left(\Omega ; L_{T}^{p}\right)$ are strong solutions to (2.29), then $X=Y$.
(iii) Suppose that assumptions $\left(\mathbf{L}_{\mathbf{1}}\right)$ and $\left(\mathbf{L}_{\mathbf{2}}\right)$ hold. Then there exists a strong solution $X$ to equation (2.29). Moreover, there exists $D=D(K, p, T, d, m, n)>0$, such that

$$
\begin{equation*}
\|X\|_{L_{a d}^{p}\left(\Omega ; L_{t}^{p}\right)}^{p} \leq e^{D t}\left(D t+\|(\eta, x)\|_{L^{p}\left(\Omega ; M^{p}\right)}^{p}\right) \tag{2.35}
\end{equation*}
$$

whenever $t \leq T$.

Proof. (i) Recall that since $X$ is a strong solution of (2.29), it is a semimartingale on $[0, T]$ and hence it admits a modification which is càdlàg on $[0, T]$. Since $X_{0}=\eta$ is càdlàg, $X$ is càdlàg, on $[-r, T]$. By Proposition 2.1.15 (i) holds.
(ii,iii) The proof is based on the same argument as for the proof of Theorem 2.1.11. For the sake of brevity we do not write out the details. However, we remark that if one replaces the norms $\|\cdot\|_{S^{p}(\Omega ; \mathcal{D})}$ and $\|\cdot\|_{S_{a d}^{p}\left(\Omega ; \mathcal{D}_{t}\right)}$, with the norms $\|\cdot\|_{L^{p}\left(\Omega ; M^{p}\right)}$ and $\|\cdot\|_{\left.L_{a d}^{p}\left(\Omega ; L_{t}^{p}\right)\right)}$ respectively, then all the inequalities hold true, except for the choice of constants. As an example, we provide the following $M^{p}$ analogue of (2.26), namely

$$
\begin{align*}
\int_{0}^{T} & \left(\left\|f\left(t, X_{t}^{k}, X^{k}(t)\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d}\right)}^{p}+\left\|g\left(t, X_{t}^{k}, X^{k}(t)\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times n}\right)}^{p}\right. \\
& \left.+\left\|h\left(t, X_{t}^{k}, X^{k}(t)\right)\right\|_{L^{p}\left(\Omega, L^{p}(\nu)\right)}^{p}+\left\|h\left(t, X_{t}^{k}, X^{k}(t)\right)\right\|_{L^{p}\left(\Omega, L^{2}(\nu)\right)}^{p}\right) d t \\
& \leq \int_{0}^{T} K\left(1+\left\|\left(X_{t}^{k}, X^{k}(t)\right)\right\|_{L^{p}\left(\Omega ; M^{p}\right)}^{p}\right) d t \leq K T\left(1+(T+R)\left\|X^{k}\right\|_{L_{a d}^{p}\left(\Omega ; L_{t}^{p}\right)}^{p}\right)<\infty \tag{2.36}
\end{align*}
$$

This follows immediately by the assumption $\mathbf{L}_{2}$ and inequality (2.15)
Let us stress that when the initial value is càdlàg, then the setting of Section (2.1.2) is more general than the one in this section. In fact, the assumptions $\left(\mathbf{L}_{\mathbf{1}}\right)$ and $\left(\mathbf{L}_{\mathbf{2}}\right)$ imply assumptions $\left(\mathbf{D}_{\mathbf{1}}\right)$ and $\left(\mathbf{D}_{\mathbf{2}}\right)$, respectively.

### 2.1.4 Robustness SFDDEs

In the present section we study robustness of SFDDE to changes of the noise. In particular, we want to approximate the solution of an SFDDE $X$, with an approximate processes $X^{\epsilon}$, where $X^{\epsilon}$ are defined by substituting the integrals with respect to the small jumps with integrals with respect to scaled Brownian motions. We follow rather closely, the presentation in [BDNK11] for ordinary SDE's and remark that a related problem is also considered in [KT11]. In this paper we also include a new ingredient, by giving sufficient conditions which ensure that the approximations $X^{\epsilon}$ converge to $X$ in the $p$ 'th mean.

The main motivation for studying such robustness problem is that it is difficult to perform simulations of distributions corresponding to a Lévy process. Indeed, simulation of such distributions are often performed by neglecting the jumps below a certain size $\epsilon$. However, when needed to preserve the variation of the infinite activity Lévy process, a scaled Brownian motion is typically replacing the small jumps. Under some additional assumptions, it is
known that given a square integrable (1-dimensional) Lévy process with Lévy measure $\mu$ and compensated Poisson random measure $\widetilde{M}$, the expression

$$
\int_{|z|<\epsilon} z^{2} \mu(d z)^{-1 / 2} \int_{0}^{t} \int_{|z|<\epsilon} z \tilde{M}(d z, d s),
$$

converges in distribution to a standard Brownian motion $W$, as $\epsilon$ tends to 0 . We refer to [AR01, CR07] for more details on this topic. We remark that the robustness problem in this paper, does not rely on the above mentioned additional assumptions.

## The model

Fix $p \in[2, \infty)$. We want to consider the following dynamical systems with memory and jumps in the setting of Section 2.1.2:

$$
\begin{align*}
X(t) & =\eta(0)+\int_{0}^{t} f\left(s, X_{s}\right) d s+\int_{0}^{t} g\left(s, X_{s}\right) d B(s)+\int_{0}^{t} \int_{\mathbb{R}_{0}} h_{0}\left(s, X_{s}\right) \lambda(z) \tilde{N}(d s, d z), \quad t \in[0, T] \\
X_{0} & =\eta \in S^{p}(\Omega, \mathcal{D}) \tag{2.37}
\end{align*}
$$

Here,

$$
h_{0}: \mathbf{S}_{p}^{\mathbb{F}} \rightarrow L^{p}\left(\Omega, \mathbb{R}^{d \times k}\right)
$$

and

$$
\lambda \in L^{2}\left(\nu, \mathbb{R}^{k \times n}\right) \cap L^{p}\left(\nu, \mathbb{R}^{k \times n}\right)
$$

for some $k \in \mathbb{N}$. Observe that

$$
h:=h_{0} \lambda: \mathbf{S}_{p}^{\mathbb{F}} \rightarrow L^{p}\left(\Omega, L^{2}\left(\nu, \mathbb{R}^{d \times n}\right)\right)
$$

Example 2.1.2. Suppose that $n=k=d$ and that $h_{0}(t, \eta)$ and $\lambda$ are diagonal matrices. In particular that,

$$
h_{0}(t, \eta) \lambda(z)
$$

is a diagonal matrix with entries $h_{0}^{i, i}(t, \eta) \lambda_{i, i}(z)$ for $i=1, \ldots, n$. Then the component-wise form of the jump integral in the SFDDE (2.37) is given by

$$
\int_{0}^{t} \int_{\mathbb{R}_{0}} h_{0}^{i, i}\left(s, X_{s}\right) \lambda_{i, i}(z) \tilde{N}_{i}(d s, d z)
$$

If we let the delay parameter $r$ be equal to 0 , then this example reduces to the problem of robustness to model choice treated in [Khe12].

Now, let us impose the following assumptions on $f, g, h_{0}$ and $\lambda$ :
Hypothesis 2.1.18. (i) The coefficient functionals $f$ and $g$ are assumed to satisfy the assumptions $(\mathcal{P}),\left(\mathbf{D}_{\mathbf{1}}\right),\left(\mathbf{D}_{\mathbf{2}}\right)$ of Section 2.1.2.
(ii) Whenever $Y$ is a càdlàg adapted process on $[-r, T]$, then $h_{0}\left(t, Y_{t}\right)$ is predictable.Moreover, the functional $h_{0}$ satisfies the Lipschitz and linear growth conditions:

$$
\begin{aligned}
\left\|h_{0}\left(t, \eta_{1}\right)-h_{0}\left(t, \eta_{2}\right)\right\|_{L^{p}\left(\Omega, \mathbb{R}^{d \times k}\right)}^{p} & \leq L\left\|\eta_{1}-\eta_{2}\right\|_{S^{p}(\Omega ; \mathcal{D})}^{p} \\
\left\|h_{0}(t, \eta)\right\|_{L^{p}\left(\Omega, \mathbb{R}^{d \times k}\right)}^{p} & \leq K\left(1+\|\eta\|_{S^{p}(\Omega ; \mathcal{D})}^{p}\right)
\end{aligned}
$$

We claim now that the map $h:=h_{0} \lambda$ satisfies the assumptions $(\mathcal{P}),\left(\mathbf{D}_{\mathbf{1}}\right),\left(\mathbf{D}_{\mathbf{2}}\right)$ from Section 2.1.2. In fact observe that

$$
\begin{aligned}
& \left\|h\left(t, \eta_{1}\right)-h\left(t, \eta_{2}\right)\right\|_{L^{p}\left(\Omega, L^{p}(\nu)\right)}^{p}+\left\|h\left(t, \eta_{1}\right)-h\left(t, \eta_{2}\right)\right\|_{L^{p}\left(\Omega, L^{2}(\nu)\right)}^{p} \\
& =\sum_{j=1}^{n}\left\|\left(h_{0}\left(t, \eta_{1}\right)-h_{0}\left(t, \eta_{2}\right)\right) \lambda^{, j}\right\|_{L^{p}\left(\Omega, L^{p}\left(\nu_{j}\right)\right)}^{p}+\left\|\left(h_{0}\left(t, \eta_{1}\right)-h_{0}\left(t, \eta_{2}\right)\right) \lambda^{, j}\right\|_{L^{p}\left(\Omega, L^{2}\left(\nu_{j}\right)\right)}^{p} \\
& \leq\left\|h_{0}\left(t, \eta_{1}\right)-h_{0}\left(t, \eta_{2}\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times k}\right)}^{p} \sum_{j=1}^{n}\left(\left\|\lambda^{, j}\right\|_{L^{p}\left(\nu_{j}\right)}^{p}+\left\|\lambda^{, j}\right\|_{L^{2}\left(\nu_{j}\right)}^{p}\right) \\
& \leq L\left\|\eta_{1}-\eta_{2}\right\|_{S^{p}(\Omega ; \mathcal{D})}^{2}\left(\|\lambda\|_{L^{p}(\nu)}^{p}+\|\lambda\|_{L^{2}(\nu)}^{p}\right)
\end{aligned}
$$

Thus $h$ satisfies the Lipschitz assumption $\left(\mathbf{D}_{1}\right)$. A similar argument yields $h$ satisfies the linear growth assumption $\left(\mathbf{D}_{2}\right)$. Thus, by the existence and uniqueness Theorem 2.1.11, the following result holds.

Corollary 2.1.19. The equation (2.37) has a unique solution ${ }^{\eta} X$ in $S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)$. Moreover, there exists $D=D(K, \lambda, p, T, d, m, n)>0$, such that

$$
\begin{equation*}
E\left[\sup _{-r \leq s \leq t}\left|{ }^{\eta} X(s)\right|^{p}\right] \leq e^{D t}\left(D t+\|\eta\|_{S^{p}(\Omega ; \mathcal{D})}^{p}\right) \tag{2.38}
\end{equation*}
$$

for any $t \leq T$.

## The approximating model

Let us first introduce some notation. For any $\varepsilon \in(0,1)$, define $\lambda_{\varepsilon}(z) \in \mathbb{R}^{k \times n}$ by

$$
\lambda_{\varepsilon}(z)=1_{\{|z|<\varepsilon\}}(z) \lambda(z)
$$

for a.e. $z$. Now, let $B$ be an $n$-dimensional $\mathbb{F}$-adapted Brownian motion, independent of $\tilde{N}$. Independence of $B$ and $W$ is not required, (see e.g. [BDNK11]). We want to approximate equation (2.37) by replacing the integral with respect to the small jumps with an integral with respect to the Brownian motion $B$. More specifically, we will replace the integrators

$$
\begin{equation*}
\int_{\mathbb{R}_{0}} \lambda_{\varepsilon}^{i, j}(z) \tilde{N}^{j}(d t, d z) \tag{2.39}
\end{equation*}
$$

with the integrators

$$
\begin{equation*}
\Lambda^{i, j}(\varepsilon) d B^{j}(t) \tag{2.40}
\end{equation*}
$$

for $i=1, \ldots, k ; j=1, \ldots, n$. Here, $\Lambda(\epsilon)$ can be any bounded deterministic function with values in $\mathbb{R}^{k \times n}$ converging to 0 as $\varepsilon \rightarrow 0$. We choose to let

$$
\Lambda^{i, j}(\varepsilon)=\left\|\lambda_{\varepsilon}^{i, j}\right\|_{L^{2}\left(\nu_{j}\right)}
$$

This choice corresponds to what has previously been used in the literature, see e.g. [BDNK11]. A justification of this choice is considered in Remark 2.1.20 below. Notice now that

$$
|\Lambda(\varepsilon)|_{2}=\left\|\lambda_{\varepsilon}\right\|_{L^{2}\left(\nu_{j}\right)} .
$$

Remark 2.1.20. The choice $\Lambda^{i, j}(\epsilon)=\left\|\lambda_{\varepsilon}^{i, j}\right\|_{L^{2}\left(\nu_{j}\right)}$ above is reasonable in the sense that for a given predictable square integrable process $Y$, this change of integrator preserves the variance of the integrals, i.e.
$E\left[\left(\int_{0}^{t} \int_{\mathbb{R}_{0}} Y(s) \lambda_{\varepsilon}^{i, j}(z) \tilde{N}^{j}(d s, d z)\right)^{2}\right]=E\left[\int_{0}^{t} Y(s)^{2} d s\right]\left\|\lambda_{\varepsilon}^{i, j}\right\|_{L^{2}\left(\nu_{j}\right)}^{2}=E\left[\left(\int_{0}^{t} Y(s) \Lambda^{i, j}(\epsilon) d B^{j}(s)\right)^{2}\right]$,
for $i=1, \ldots, k ; j=1, \ldots, n$. From a financial terminology perspective where these models can be applied (see e.g. [AHMP07, BDNK11, CY99, CY07, KSW05b, KSW07b, KP07]), this choice of $\Lambda$, preserves the total volatilityof a process, when (2.39) is replaced by (2.40). However, this particular choice of $\Lambda$ is not necessary for the analysis, as we will see in Remark 2.1.23 below.

Now, we are ready to exploit the dynamics of the approximated processes $X^{\epsilon}$. Consider

$$
\begin{align*}
X^{(\epsilon)}(t)= & \eta(0)+\int_{0}^{t} f\left(s, X_{s}^{\epsilon}\right) d s+\int_{0}^{t} g\left(s, X_{s}^{\varepsilon}\right) d W(s) \\
& +\int_{0}^{t} h_{0}\left(s, X_{s}^{\epsilon}\right) \Lambda(\epsilon) d B(s)+\int_{0}^{t} \int_{\mathbb{R}_{0}} h_{0}\left(s, X_{s}^{\epsilon}\right)\left(\lambda(z)-\lambda_{\varepsilon}(s)\right) \tilde{N}(d s, d z)  \tag{2.41}\\
X_{0}^{(\epsilon)}= & \eta
\end{align*}
$$

Before proceeding to the main result of this section, we make the following observations regarding the functionals in the approximated equation (2.41):

- The functionals

$$
\begin{aligned}
& \eta \stackrel{g_{1}}{\longmapsto} h_{0}(t, \eta) \Lambda(\epsilon), \\
& \eta \stackrel{h_{1}}{\longmapsto} h_{0}(t, \eta)\left(\lambda-\lambda_{\varepsilon}\right),
\end{aligned}
$$

satisfy the corresponding hypotheses from Section 2.1.2

- The Lipschitz and linear growth constant appearing in assumptions ( $\mathbf{D}_{\mathbf{1}}$ ) and $\left(\mathbf{D}_{\mathbf{2}}\right)$ can be chosen independent of $\epsilon$. In particular, we can deduce the following linear growth estimate:

$$
\begin{aligned}
& \left\|h_{0}(t, \eta) \Lambda(\epsilon)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times n}\right)}^{p}+\left\|h_{0}(t, \eta)\left(\lambda-\lambda_{\varepsilon}\right)\right\|_{L^{p}\left(\Omega, L^{p}(\nu)\right)}^{p}+\left\|h_{0}(t, \eta)\left(\lambda-\lambda_{\varepsilon}\right)\right\|_{L^{p}\left(\Omega, L^{2}(\nu)\right)}^{p} \\
& \quad \leq\left\|h_{0}(t, \eta)\right\|_{L\left(\Omega ; \mathbb{R}^{d \times k}\right)}^{p} \sup _{\varepsilon \in(0,1)}|\Lambda(\epsilon)|^{p}+\left\|h_{0}(t, \eta)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times k}\right)}^{p}\|\lambda\|_{L^{p}(\nu)}^{p}+\left\|h_{0}(t, \eta)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times k}\right)}^{p}\|\lambda\|_{L^{2}(\nu)}^{p} \\
& \quad \leq K^{\prime}\left(1+\|\eta\|_{S^{p}(\Omega ; \mathcal{D})}^{p}\right) .
\end{aligned}
$$

A similar estimate holds for the Lipschitz condition $\left(\mathbf{D}_{\mathbf{1}}\right)$.
The following existence and uniqueness result immediately follows from Theorem 2.1.11.

Corollary 2.1.21. For each $\epsilon>0$, there exists a unique strong solution ${ }^{\eta} X^{\epsilon}$ to the equation (2.41). Moreover, there exists a $D=D(K, \lambda, p, T, d, m, n)>0$, independent of $\epsilon$, such that

$$
\begin{equation*}
E\left[\sup _{-r \leq s \leq t}\left|{ }^{\eta} X^{\epsilon}(s)\right|^{p}\right] \leq e^{D t}\left(D t+\|\eta\|_{S^{p}(\Omega ; \mathcal{D})}^{p}\right) \tag{2.42}
\end{equation*}
$$

for any $t \leq T$.
Now, we are ready to state the main result of the present section. This result guarantees that, when $\varepsilon$ tends to $0, X_{\varepsilon}$ converges to $X$ in $S_{a d}^{p}\left(\Omega ; \mathcal{D}_{T}\right)$.
Theorem 2.1.22 (Robustness). Suppose that $X$ satisfies equation (2.37) and $X^{\epsilon}$ satisfies equation (2.41). Then there exist a constant $A:=A(p, T, \eta, K, L, \lambda)>0$, independent of $\epsilon$, such that

$$
\begin{equation*}
E\left[\sup _{-r \leq s \leq t}\left|{ }^{\eta} X(s)-{ }^{\eta} X^{\epsilon}(s)\right|^{p}\right] \leq A e^{A t}\left(\left\|\lambda_{\varepsilon}\right\|_{L^{2}(\nu)}^{p}+\left\|\lambda_{\varepsilon}\right\|_{L^{p}(\nu)}^{p}\right) \tag{2.43}
\end{equation*}
$$

Proof. Writing out the integral representation of $X(s)$ and $X^{\epsilon}(s)$, we have that

$$
\begin{aligned}
X(s)-X^{\epsilon}(s) & =\int_{0}^{s} f\left(u, X_{u}\right)-f\left(u, X_{u}^{\epsilon}\right) d u+\int_{0}^{s} g\left(u, X_{u}\right)-g\left(u, X_{u}^{\epsilon}\right) d W(u) \\
& +\int_{0}^{s} \int_{\mathbb{R}_{0}^{d}}\left(h_{0}\left(u, X_{u}\right)-h_{0}\left(u, X_{u}^{\epsilon}\right)\right) \lambda(z)+h_{0}\left(u, X_{u}^{\epsilon}\right) \lambda_{\varepsilon}(z) \tilde{N}(d u, d z) \\
& -\int_{0}^{s} h_{0}\left(u, X_{u}^{\epsilon}\right) \Lambda_{p}(\epsilon) d B(u) \\
X_{0}-X_{0}^{\epsilon} & =0
\end{aligned}
$$

Let us first consider some estimates for the integrands of $\tilde{N}$ and $B$. Observe that

$$
\begin{aligned}
\|\left(h_{0}\left(u, X_{u}\right)\right. & \left.-h_{0}\left(u, X_{u}^{\epsilon}\right)\right) \lambda+h_{0}\left(u, X_{u}^{\epsilon}\right) \lambda_{\varepsilon} \|_{L^{p}\left(\Omega ; L^{p}(\nu)\right)} \\
& \leq \|\left(h_{0}\left(u, X_{u}\right)-h_{0}\left(u, X_{u}^{\varepsilon}\right)\left\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times k}\right)}\right\| \lambda\left\|_{L^{p}(\nu)}+\right\| h_{0}\left(u, X_{u}^{\epsilon}\right)\left\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times k}\right)}\right\| \lambda_{\varepsilon} \|_{L^{p}(\nu)}\right. \\
& \leq L^{1 / p}\left\|X_{u}-X_{u}^{\epsilon}\right\|_{S^{p}(\Omega ; \mathcal{D})}\|\lambda\|_{L^{p}(\nu)}+K^{1 / p}\left(1+\left\|X_{u}^{\epsilon}\right\|_{S^{p}(\Omega ; \mathcal{D})}\right)^{1 / p}\left\|\lambda_{\varepsilon}\right\|_{L^{p}(\nu)},
\end{aligned}
$$

and hence

$$
\begin{align*}
\|\left(h_{0}\left(u, X_{u}\right)\right. & \left.-h_{0}\left(u, X_{u}^{\epsilon}\right)\right) \lambda+h_{0}\left(u, X_{u}^{\epsilon}\right) \lambda_{\varepsilon} \|_{L^{p}\left(\Omega, L^{p}(\nu)\right)}^{p} \\
& \leq 2^{p-1}\left(L\left\|X_{u}-X_{u}^{\epsilon}\right\|_{S^{p}(\Omega ; \mathcal{D})}^{p}\|\lambda\|_{L^{p}(\nu)}^{p}+K\left(1+\left\|X_{u}^{\epsilon}\right\|_{S^{p}(\Omega ; \mathcal{D})}^{p}\right)\left\|_{L^{p}(\Omega)}\right\| \lambda_{\varepsilon} \|_{L^{p}(\nu)}^{p}\right) \tag{2.44}
\end{align*}
$$

In an analogous manner we have that

$$
\begin{align*}
\|\left(h_{0}\left(u, X_{u}\right)\right. & \left.-h_{0}\left(u, X_{u}^{\epsilon}\right)\right) \lambda+h_{0}\left(u, X_{u}^{\epsilon}\right) \lambda_{\varepsilon} \|_{L^{p}\left(\Omega, L^{2}(\nu)\right)}^{p} \\
& \leq 2^{p-1}\left(L\left\|X_{u}-X_{u}^{\epsilon}\right\|_{S^{p}(\Omega ; \mathcal{D})}^{p}\|\lambda\|_{L^{2}(\nu)}^{p}+K\left(1+\left\|X_{u}^{\epsilon}\right\|_{S^{p}(\Omega ; \mathcal{D})}^{p}\right)\left\|\lambda_{\varepsilon}\right\|_{L^{2}(\nu)}^{p}\right), \tag{2.45}
\end{align*}
$$

and that

$$
\left\|h_{0}\left(u, X_{u}^{\epsilon}\right) \Lambda(\varepsilon)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times n}\right)}^{p} \leq K\left(1+\left\|X_{u}^{\epsilon}\right\|_{S^{p}(\Omega ; \mathcal{D})}^{p}\right)|\Lambda(\varepsilon)|^{p}
$$

Using Lemma 2.1.8, the Lipschitz condition $\left(\mathbf{D}_{\mathbf{1}}\right)$, estimates (2.44), (2.45), and Corollary 2.1.21 we have that there exist a constant $D^{\prime}:=D^{\prime}(p, K, L, \lambda)$, independent of $\varepsilon$ such that

$$
\begin{aligned}
\alpha_{\varepsilon}(t): & =\mathbb{E}\left[\sup _{-r \leq s \leq t}\left|{ }^{\eta} X(s)-{ }^{\eta} X^{\epsilon}(s)\right|^{p}\right] \\
& \leq \int_{0}^{t}\left(\left\|f\left(u, X_{u}\right)-f\left(u, X_{u}^{\epsilon}\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d}\right)}^{p}+\left\|g\left(u, X_{u}\right)-g\left(u, X_{u}^{\epsilon}\right)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times n}\right)}^{p}\right. \\
& +\left\|\left(h_{0}\left(u, X_{u}\right)-h_{0}\left(u, X_{u}^{\epsilon}\right)\right) \lambda+h_{0}\left(u, X_{u}^{\epsilon}\right) \lambda_{\varepsilon}\right\|_{L^{p}\left(\Omega ; L^{p}(\nu)\right)}^{p} \\
& +\left\|\left(h_{0}\left(u, X_{u}\right)-h_{0}\left(u, X_{u}^{\epsilon}\right)\right) \lambda+h_{0}\left(u, X_{u}^{\epsilon}\right) \lambda_{\varepsilon}\right\|_{L^{p}\left(\Omega, L^{2}(\nu)\right)}^{p} \\
& \left.+\left\|h_{0}\left(u, X_{u}^{\epsilon}\right) \Lambda(\varepsilon)\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{d \times n}\right)}^{p}\right) d u \\
& \leq D^{\prime} \int_{0}^{t}\left(\left\|X_{u}-X_{u}^{\epsilon}\right\|_{S^{p}(\Omega ; \mathcal{D})}^{p}+\left(1+\left\|X_{u}^{\epsilon}\right\|_{S^{p}(\Omega ; \mathcal{D})}^{p}\right)\left(\left\|\lambda_{\varepsilon}\right\|_{L^{2}(\nu)}^{p}+\left\|\lambda_{\varepsilon}\right\|_{L^{p}(\nu)}^{p}+|\Lambda(\varepsilon)|^{p}\right)\right) d u \\
& \leq D^{\prime} \int_{0}^{t} \alpha_{\varepsilon}(u) d u+t D^{\prime}\left(1+e^{D t}\left(D t+\|\eta\|_{S^{p}(\Omega ; \mathcal{D})}^{p}\right)\right)\left(\left\|\lambda_{\varepsilon}\right\|_{L^{2}(\nu)}^{p}+\left\|\lambda_{\varepsilon}\right\|_{L^{p}(\nu)}^{p}+|\Lambda(\varepsilon)|^{p}\right)
\end{aligned}
$$

Now, set $B_{t}:=t D^{\prime}\left(1+e^{D t}\left(D t+\|\eta\|_{S^{p}(\Omega ; \mathcal{D})}^{p}\right)\right)$ which is a non-decreasing function in $t$ and hence by Grönwall's inequality, it follows that

$$
\alpha_{\varepsilon}(t) \leq B_{t} e^{D^{\prime} t}\left(\left\|\lambda_{\varepsilon}\right\|_{L^{2}(\nu)}^{p}+\left\|\lambda_{\varepsilon}\right\|_{L^{p}(\nu)}^{p}+|\Lambda(\varepsilon)|^{p}\right)
$$

Since $|\Lambda(\varepsilon)|^{p}=\left\|\lambda_{\varepsilon}\right\|_{L^{2}(\nu)}^{p}$, the result holds with $A:=\max \left\{2 B_{T}, D^{\prime}\right\}$.
Remark 2.1.23. We have chosen to scale the Brownian motions $B^{j}$ in the equation (2.41) for $X^{\epsilon}$ with $\Lambda^{i, j}(\epsilon):=\left\|\lambda_{\varepsilon}^{i, j}\right\|_{L^{2}\left(\nu_{j}\right)}$. However, if we return to (2.39)-(2.40), we could let $\Lambda_{\epsilon}$ be any $\mathbb{R}^{k \times n}$-valued function $\Lambda(\varepsilon) \geq 0, \varepsilon \geq 0$, bounded from above and converging to 0 as $\varepsilon \rightarrow 0$. Corollary 2.1.21 and Theorem 2.1.22 still hold, with the inequality (2.43) replaced by

$$
\begin{equation*}
E\left[\sup _{-r \leq s \leq t}\left|{ }^{\eta} X(s)-{ }^{\eta} X^{\epsilon}(s)\right|^{p}\right] \leq A^{\prime} e^{A^{\prime} t}\left(\left\|\lambda_{\varepsilon}\right\|_{L^{2}(\nu)}^{p}+\left\|\lambda_{\varepsilon}\right\|_{L^{p}(\nu)}^{p}+|\Lambda(\varepsilon)|^{p}\right) \tag{2.46}
\end{equation*}
$$

This can be easily seen by reexamining the proofs of Corollary 2.1.21 and Theorem 2.1.22.

## Kunita's inequality

In Section 2.1.2, we introduced a general version of Kunita's inequality, (Corollary 2.12 in [Kun04]). For $n=1$, this is a rewritten version of Corrolary 2.12 in [Kun04]). Below, we explain how to extend the result to general $n$.

Proof of Lemma 2.1.8. Notice that since norms on $\mathbb{R}^{n}$ are equivalent, it holds that

$$
\begin{gathered}
\sum_{j=1}^{n}\left|a_{j}\right|^{q} \leq C_{0}\left(\sum_{j=1}^{n}\left|a_{j}\right|\right)^{q}, \text { and } \\
\left(\sum_{j=1}^{n}\left|a_{j}\right|\right)^{q} \leq C_{1} \sum_{j=1}^{n}\left|a_{j}\right|^{q},
\end{gathered}
$$

for some constants $C_{0}, C_{1}$ depending only on $n$ and $q$. We may assume that $C_{0}>1$

$$
\begin{aligned}
& \sum_{j=1}^{n}\left\|H^{, j}(s)\right\|_{L^{2}\left(\nu_{j}, \mathbb{R}^{d}\right)}^{q}=\sum_{j=1}^{n}\left(\int_{\mathbb{R}_{0}}\left|H^{, j}(s, z)\right|^{2} \nu_{j}(d z)\right)^{\frac{q}{2}} \\
& \quad \leq C_{0}\left(\sum_{j=1}^{n} \int_{\mathbb{R}_{0}}\left|H^{, j}(s, z)\right|^{2} \nu_{j}(d z)^{\frac{1}{2}}\right)^{q}=C_{0}\|H(s)\|_{L^{2}\left(\nu, \mathbb{R}^{d}\right)}^{q}
\end{aligned}
$$

Then, if we write out "the columns wise" form of the $\tilde{N}$-integral, we obtain

$$
\begin{aligned}
\sup _{0 \leq u \leq t} & \left|\sum_{j=1}^{n} \int_{0}^{u} \int_{\mathbb{R}_{0}} H^{, j}(s, z) \tilde{N}(d s, d z)\right|^{q} \leq n^{q-1} \sup _{0 \leq u \leq t} \sum_{j=1}^{n}\left|\int_{0}^{u} \int_{\mathbb{R}_{0}} H^{, j}(s, z) \tilde{N}(d s, d z)\right|^{q} \\
& \leq n^{q-1} \sum_{j=1}^{n} \int_{0}^{t}\left\|H^{, j}(s)\right\|_{L^{q}\left(\Omega, L^{q}\left(\nu_{j}, \mathbb{R}^{d}\right)\right)}+\left\|H^{, j}(s)\right\|_{L^{q}\left(\Omega, L^{2}\left(\nu_{j}, \mathbb{R}^{d}\right)\right)} d s \\
& =n^{q-1} \int_{0}^{t} E\left[\sum_{j=1}^{n}\left\|H^{, j}(s)\right\|_{L^{q}\left(\nu_{j}, \mathbb{R}^{d}\right)}^{q}+\sum_{j=1}^{n}\left\|H^{, j}(s)\right\|_{L^{2}\left(\nu_{j}, \mathbb{R}^{d}\right)}^{q}\right] d s \\
& \leq n^{q-1} \int_{0}^{t} E\left[\|H(s)\|_{L^{q}\left(\nu, \mathbb{R}^{d \times n}\right)}^{q}+C_{0}\|H(s)\|_{L^{2}\left(\nu, \mathbb{R}^{d \times n}\right)}^{q}\right] d s \\
& \leq n^{q-1} C_{0} \int_{0}^{t}\|H(s)\|_{L^{q}\left(\Omega, L^{q}\left(\nu, \mathbb{R}^{d \times n}\right)\right)}^{q}+\|H(s)\|_{L^{q}\left(\Omega, L^{2}\left(\nu, \mathbb{R}^{d \times n}\right)\right)}^{q} d s
\end{aligned}
$$

### 2.2 Itô's formula

In this section we aim at deriving Itô's formula for the SFDDE's studied in Section 2.1.1, which we recall, have the form (2.7),

$$
\begin{aligned}
d X(t) & =f\left(t, X_{t}\right) d t+g\left(t, X_{t}\right) d W(t)+\int_{\mathbb{R}_{0}} h\left(t, X_{t}, z\right) \tilde{N}(d t, d z) \\
X_{0} & =\eta
\end{aligned}
$$

where $X_{t}$ is the segment of the process $X$ in $[t-r, t]$, with $r>0$ a finite delay, taking values in a suitable path space, and $X(t) \in \mathbb{R}^{d}$ the present value of the process $X$. For the whole section we work in the $M^{p}$-framework. See Section 2.1.3. Moreover, we assume that $f, g$ and $h$ are deterministic functionals, see Remark 2.1.12.

The main problem, when dealing with the SFDDE (2.7) is that the infinite dimensional process $\left(X_{t}\right)_{t \in[0, T]}$ fails, in general, to be a semimartingale and standard Itô calculus does not apply. In order to overcome this problem several approaches have been used in the literature.

The first attempts go back to [Moh98, YM05] where an Itô-type formula for continuous SFDDE was proved via Malliavin calculus. More recently, exploiting the concepts of horizontal derivative and vertical derivative, a path-wise Itô calculus for non-anticipative stochastic differential equation was derived in [CF10, CF13].

In [DGR14], an Itô formula for Banach-valued continuous processes was proved exploiting the calculus via regularisation, where an application to window processes (see [DGR14, Definition 1.4]) is also provided. Several works have followed studying Itô-type formulae for delay equations exploiting the calculus via regularisation and showing that the Banachvalued setting and the path-dependent setting can be in fact connected, see, e.g. [CDGR, CRa]. Eventually, the connection between the Banach space stochastic calculus and the path-wise calculus was made definitely clear in [CRb, FZ].

We remark that the literature on Itô formulae by the calculus via regularisation deals with equations driven by continuous noises. In this paper, we focus on the SFDDE's with jumps, thus extending the existing literature in this respect. We have chosen to consider the approach of the calculus via regularisation, first introduced in [RV95, RV96a], which was proved to be well-suited when dealing with infinite-dimensional processes or in the nonsemimartingale case, see e.g. [CDGR, CRb, CDGR11, DGR12, DGR14]. In particular, we prove an Itô formula for the $\operatorname{SFDDE}$ (2.7) with values in $M^{p}$ and we show that our result is coherent with those of [Moh98, YM05]. In the Appendix we provide a connection with the path-dependent calculus developed in [CF10, CF13].

Recall that, for a finite delay $r>0, L^{p}:=L^{p}\left([-r, 0] ; \mathbb{R}^{d}\right)$ endowed with the standard norm $\|\cdot\|_{L^{p}}, p \in[2, \infty)$. In what follows we implicitly identify the topological dual of $L^{p}$, i.e. $\left(L^{p}\right)^{*}$, with $L^{q}$ being $\frac{1}{p}+\frac{1}{q}=1$, via the natural isomorphism given by

$$
\begin{aligned}
J & : L^{q} \\
& \rightarrow\left(L^{p}\right)^{*} \\
g & \mapsto J(g)={ }_{q}\langle g, \cdot\rangle_{p},
\end{aligned}
$$

where $J(g)$ acts on $L^{p}$ as follows

$$
J(g)(f)={ }_{q}\langle g, f\rangle_{p}=\int_{-r}^{0} g(s) \cdot f(s) d s, \quad g \in L^{q}, \quad f \in L^{p}
$$

being • in the integral the usual scalar product in $\mathbb{R}^{d}$. It is well-known that $J$ is a continuous linear isomorphism and hence, with a slight abuse of notation, we just write $h \in\left(L^{p}\right)^{*}$ when we actually mean $J^{-1}(h) \in L^{q}$, i.e. $\left(L^{p}\right)^{*} \cong L^{q}$.

Moreover, we denote by $C^{1}\left(L^{p}\right)$ the space of once Fréchet differentiable, not necessarily linear, functionals $F: L^{p} \rightarrow \mathbb{R}$ with continuous derivative, that is $D F: L^{p} \rightarrow L\left(L^{p}, \mathbb{R}\right)$ where $L\left(L^{p}, \mathbb{R}\right)$ denotes the space of continuous linear operators from $L^{p}$ to $\mathbb{R}$. Now, since $F$ is $\mathbb{R}$-valued, we actually have that $L\left(L^{p}, \mathbb{R}\right)=\left(L^{p}\right)^{*}$. Hence we can regard $D F(f), f \in L^{p}$ as an element in $L^{q}$ via $J^{-1}$. In a summary, we identify $D F(f)$ with $J^{-1}(D F(f))$ and simply write $D F: L^{p} \rightarrow L^{q}$ so that

$$
D F(f)(g)={ }_{q}\langle D F(f), g\rangle_{p}=\int_{-r}^{0} D F(f)(s) \cdot g(s) d s, \quad f \in L^{p}, \quad g \in L^{q}
$$

where the first equality is, by an abuse of notation, meant as an identification.
Also, recall that $|\cdot|$ denotes the Euclidean norm in $\mathbb{R}^{d}$. Finally, recall that $M^{p}=L^{p} \times \mathbb{R}^{d}$ endowed with the standard product norm.

Let the SFDDE

$$
\left\{\begin{array}{l}
d X(t)=f\left(t, X_{t}, X(t)\right) d t+g\left(t, X_{t}, X(t)\right) d W(t)+\int_{\mathbb{R}_{0}} h\left(t, X_{t}, X(t)\right)(z) \tilde{N}(d t, d z)  \tag{2.47}\\
\left(X_{0}, X(0)\right)=(\eta, x) \in M^{p}
\end{array}\right.
$$

for $t \in[0, T], T<\infty$. We assume that $f:[0, T] \times M^{p} \rightarrow \mathbb{R}^{d}, g:[0, T] \times M^{p} \rightarrow \mathbb{R}^{d \times m}$ and $h:[0, T] \times M^{p} \times \mathbb{R}_{0} \rightarrow \mathbb{R}^{d \times n}$ satisfy Assumptions $\left(\mathbf{L}_{\mathbf{1}}\right)$ and $\left(\mathbf{L}_{\mathbf{2}}\right)$ so that Theorem 2.1.17 holds and equation (2.47) admits a unique strong solution.

In the sequel every process is indexed by the time $t \in[0, T]$ and following [DGR14], if necessary, we extend the process $X=(X(t))_{t \in[0, T]}$ to the positive real line as follows

$$
X(t):= \begin{cases}X(t) & \text { for } t \in[0, T] \\ X(T) & \text { for } t>T\end{cases}
$$

Next, we consider the definition of forward integral.
Definition 2.2.1. Let $X=\{X(s), s \in[0, T]\}$ and $Y=\{Y(s), s \in[0, T]\}$ two $\mathbb{R}^{d}$-valued process. For every $t \in[0, T]$ we define the forward integral of $Y$ w.r.t. $X$ by $\int_{0}^{t} Y(s) \cdot d X(s)$ as the following limit,

$$
\begin{equation*}
\int_{0}^{t} Y(s) \cdot d X(s):=\lim _{\epsilon \downarrow 0} \int_{0}^{t} Y(s) \cdot \frac{X(s+\epsilon)-X(s)}{\epsilon} d s \tag{2.48}
\end{equation*}
$$

where the convergence is uniformly on compacts in probability (ucp).
Similarly, let $X=\left\{X_{s}, s \in[0, T]\right\}$, and $Y=\left\{Y_{s}, s \in[0, T]\right\}$, be $L^{p}$-valued and $L^{q}$-valued processes, respectively. For every $t \in[0, T]$ we define the $L^{p}$-forward integral of $Y$ w.r.t. $X$ as the following limit,

$$
\begin{equation*}
\int_{0}^{t} \int_{-r}^{0} Y_{s}(\theta) \cdot d X_{s}(\theta):=\lim _{\epsilon \searrow 0} \int_{0}^{t} \int_{-r}^{0} Y_{s}(\theta) \cdot \frac{X_{s+\epsilon}(\theta)-X_{s}(\theta)}{\epsilon} d \theta d s \tag{2.49}
\end{equation*}
$$

where the convergence is uniformly on compacts in probability. We introduce the short-hand notation:

$$
\int_{0}^{t}{ }_{q}\left\langle Y_{s}, d X_{s}\right\rangle_{p}:=\int_{0}^{t} \int_{-r}^{0} Y_{s}(\theta) \cdot d X_{s}(\theta)
$$

Recall that a sequence of real-valued processes $\left\{X^{n}\right\}_{n \geq 1}$ converges to a process $X$ uniformly on compacts in probability (ucp), if for each $t \in[0, T]$ we have that

$$
\sup _{0 \leq s \leq t}\left|X_{s}^{n}-X_{s}\right| \rightarrow 0
$$

in probability. See e.g. [Pro05, p.57]. In this section, if not otherwise stated, any limit will be taken in the ucp sense.
Remark 2.2.2. Following [DGR14], in Definition 2.2 .1 we have considered the ucp limit. In fact the space of càdlàg functions is a metrizable space with the metric induced by the $u c p$ topology, see, e.g. [Pro05, p.57]. This implies that, being the approximating sequence in the right-hand-side of equation (2.48) càdlàg, the ucp convergence ensures that the limiting process, that is the forward integral, is also càdlàg.

Let us now introduce the notation we will use in the present work.
Definition 2.2.3. Let $F:[0, T] \times L^{p} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ a given function, we say that

$$
F \in C^{1,1,2}\left([0, T] \times L^{p} \times \mathbb{R}^{d}\right)
$$

if $F$ is continuously differentiable w.r.t. the first variable, Fréchet differentiable with continuous derivative w.r.t. the second variable, and twice continuously differentiable w.r.t. the third variable.

We thus denote by $\partial_{t}$ the derivative w.r.t. to time, $D_{i} F$ the Fréchet derivative w.r.t. the $i$-th component of the segment $X_{t}$ and $\partial_{i}$ the derivative w.r.t. the $i$-th component of the present state $X(t)$ and finally, $\partial_{i, j}$ the second order derivative w.r.t. the $i, j$-th component of $X(t)$.

We will then define the Fréchet gradient w.r.t. the segment as

$$
D:=\left(D_{1}, \ldots, D_{d}\right),
$$

the gradient w.r.t. the present state

$$
\nabla_{x}:=\left(\partial_{1}, \ldots, \partial_{d}\right)
$$

and the Hessian matrix w.r.t. the present state

$$
\nabla_{x}^{2}:=\left(\partial_{i, j}\right)_{i, j=1, \ldots, d}
$$

Definition 2.2.4. Let $\eta \in W^{1, p}\left([-r, 0] ; \mathbb{R}^{d}\right)=: W^{1, p}$, then we define by $\partial_{\theta, i} \eta$ and $\partial_{\theta, i}^{+} \eta$ the weak derivative and the right weak derivative, respectively, of the $i$-th component of $\eta$. Accordingly we define the gradient as

$$
\nabla_{\theta}:=\left(\partial_{\theta, 1}, \ldots, \partial_{\theta, d}\right), \quad \text { resp. } \nabla_{\theta}^{+}:=\left(\partial_{\theta, 1}^{+}, \ldots, \partial_{\theta, d}^{+}\right)
$$

Eventually, in proving Itô's formula, we will need the notion of modulus of continuity of operators between infinite-dimensional normed spaces.

Definition 2.2.5 (Modulus of continuity). Let $\left(Y_{1},\|\cdot\|_{Y_{1}}\right)$ and $\left(Y_{2},\|\cdot\|_{Y_{2}}\right)$ be two normed spaces and $F: Y_{1} \rightarrow Y_{2}$ a uniformly continuous function. We define the modulus of continuity of $F$ as

$$
\varpi(\epsilon):=\sup _{\left\|y-y^{\prime}\right\|_{Y_{1}} \leq \epsilon}\left\|F(y)-F\left(y^{\prime}\right)\right\|_{Y_{2}}, \quad \epsilon>0
$$

We thus have the following Itô's formula for SFDDE (2.47).

Theorem 2.2.6 (Itô's formula). Let $X$ be the solution to equation (2.47) and let $F:[0, T] \times$ $L^{p} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ such that $F \in C^{1,1,2}\left([0, T] \times L^{p} \times \mathbb{R}^{d}\right)$ and such that $D F(t, \eta, x) \in W^{1, q},(q$ such that $\frac{1}{p}+\frac{1}{q}=1$ ) for any $t \in[0, T], \eta \in L^{p}$ and $x \in \mathbb{R}^{d}$ and $\nabla_{\theta} D F(t, \cdot, x): L^{p} \rightarrow L^{q}$ is uniformly continuous. Then the following limit exists in the ucp sense,

$$
\begin{equation*}
\lim _{\epsilon \searrow 0} \frac{1}{\epsilon} \int_{0}^{t}{ }_{q}\left\langle D F\left(s, X_{s}, X(s)\right), X_{s+\epsilon}-X_{s}\right\rangle_{p} d s=: \int_{0}^{t}{ }_{q}\left\langle D F\left(s, X_{s}, X(s)\right), d X_{s}\right\rangle_{p} . \tag{2.50}
\end{equation*}
$$

Moreover, for $t \in[0, T]$, we have that

$$
\begin{align*}
& F\left(t, X_{t}, X(t)\right)=F\left(0, X_{0}, X(0)\right)+\int_{0}^{t} \partial_{t} F\left(s, X_{s}, X(s)\right) d s+\int_{0}^{t}{ }_{q}\left\langle D F\left(s, X_{s}, X(s)\right), d X_{s}\right\rangle_{p} \\
& +\int_{0}^{t} \nabla_{x} F\left(s, X_{s}, X(s)\right) \cdot d X(s)+\frac{1}{2} \int_{0}^{t} \operatorname{Tr}\left[g^{*}\left(s, X_{s}, X(s)\right) \nabla_{x}^{2} F\left(s, X_{s}, X(s)\right) g\left(s, X_{s}, X(s)\right)\right] d s \\
& +\int_{0}^{t} \int_{\mathbb{R}_{0}}\left(F\left(s, X_{s}, X(s)+h\left(s, X_{s}, X(s)\right)(z)\right)-F\left(s, X_{s}, X(s)\right)\right) N(d s, d z) \\
& -\int_{0}^{t} \int_{\mathbb{R}_{0}} \nabla_{x} F\left(s, X_{s}, X(s)\right) h\left(s, X_{s}, X(s)\right)(z) N(d s, d z) \tag{2.51}
\end{align*}
$$

holds, P-a.s., where we have denoted by $\operatorname{Tr}$ the trace and by $g^{*}$ the adjoint of $g$ and the fourth term in equation (2.51) has to be intended component-wise, that is

$$
\begin{aligned}
& \int_{0}^{t} \int_{\mathbb{R}_{0}}\left(F\left(s, X_{s}, X(s)+h\left(s, X_{s}, X(s)\right)(z)\right)-F\left(s, X_{s}, X(s)\right)\right) N(d s, d z) \\
& :=\sum_{i=1}^{n} \int_{0}^{t} \int_{\mathbb{R}_{0}}\left(F\left(s, X_{s}, X(s)+h^{\cdot, i}\left(s, X_{s}, X(s)\right)(z)\right)-F\left(s, X_{s}, X(s)\right)\right) N^{i}(d s, d z)
\end{aligned}
$$

Proof. Let $t \in[0, T]$. First, observe that for $\varepsilon>0$ small enough, we have

$$
\begin{align*}
& \frac{1}{\epsilon} \int_{0}^{t} F\left(s+\epsilon, X_{s+\epsilon}, X(s+\epsilon)\right)-F\left(s, X_{s}, X(s)\right) d s= \\
& \frac{1}{\epsilon} \int_{\epsilon}^{t+\epsilon} F\left(s, X_{s}, X(s)\right) d s-\frac{1}{\varepsilon} \int_{0}^{t} F\left(s, X_{s}, X(s)\right) d s=  \tag{2.52}\\
& =\frac{1}{\epsilon} \int_{t}^{t+\epsilon} F\left(s, X_{s}, X(s)\right) d s-\frac{1}{\epsilon} \int_{0}^{\epsilon} F\left(s, X_{s}, X(s)\right) d s
\end{align*}
$$

which, by the continuity of $F$ and $X_{s}$ and the right-continuity of $X(s), s \in[0, T]$, recalling remark 2.2.2 and arguing as in [BR, eq. (4.6)], converges ucp to

$$
F\left(t, X_{t}, X(t)\right)-F\left(0, X_{0}, X(0)\right)
$$

The first part of (4.70) can be rewritten as

$$
\begin{aligned}
\frac{1}{\epsilon} \int_{0}^{t} F(s+\epsilon, & \left.X_{s+\epsilon}, X(s+\epsilon)\right)-F\left(s, X_{s}, X(s)\right) d s \\
= & \underbrace{\frac{1}{\epsilon} \int_{0}^{t} F\left(s+\epsilon, X_{s+\epsilon}, X(s+\epsilon)\right)-F\left(s, X_{s+\epsilon}, X(s+\epsilon)\right) d s}_{J_{\epsilon}^{1}} \\
& +\underbrace{\frac{1}{\epsilon} \int_{0}^{t} F\left(s, X_{s+\epsilon}, X(s+\epsilon)\right)-F\left(s, X_{s+\epsilon}, X(s)\right) d s}_{J_{\epsilon}^{2}} \\
& +\underbrace{\frac{1}{\epsilon} \int_{0}^{t} F\left(s, X_{s+\epsilon}, X(s)\right)-F\left(s, X_{s}, X(s)\right) d s}_{J_{\epsilon}^{3}}
\end{aligned}
$$

Following the same arguments as in the proof of [DGR14, Theorem 5.2] we can show that

$$
\lim _{\epsilon \searrow 0} J_{\epsilon}^{1}=\int_{0}^{t} \partial_{t} F\left(s, X_{s}, X(s)\right) d s, \quad \text { ucp. }
$$

Let us now consider $J_{\epsilon}^{2}$. A straightforward application of [BR, Corollary 4.4] implies that

$$
\begin{aligned}
J_{\epsilon}^{2} \rightarrow & \int_{0}^{t} \nabla_{x} F\left(s, X_{s}, X(s)\right) \cdot d X(s) \\
& +\frac{1}{2} \int_{0}^{t} \operatorname{Tr}\left[g^{*}\left(s, X_{s}, X(s)\right) \nabla_{x}^{2} F\left(s, X_{s}, X(s)\right) g\left(s, X_{s}, X(s)\right)\right] d s \\
& +\int_{0}^{t} \int_{\mathbb{R}_{0}}\left(F\left(s, X_{s}, X(s)+h\left(s, X_{s}, X(s), z\right)\right)-F\left(s, X_{s}, X(s)\right)\right) N(d s, d z) \\
& -\int_{0}^{t} \int_{\mathbb{R}_{0}} \nabla_{x} F\left(s, X_{s}, X(s)\right) h\left(s, X_{s}, X(s), z\right) N(d s, d z), \quad \text { as } \epsilon \searrow 0 .
\end{aligned}
$$

Let us now show that

$$
\lim _{\epsilon \searrow 0} J_{\epsilon}^{3}=\int_{0}^{t}{ }_{q}\left\langle D F\left(s, X_{s}, X(s)\right), d X_{s}\right\rangle_{p} d s
$$

By an application of the infinite-dimensional version of Taylor's theorem of order one (see e.g. [Zei95, Ch. 4, Theorem 4.C]), we obtain

$$
\begin{align*}
& \frac{1}{\epsilon} \int_{0}^{t} F\left(s, X_{s+\epsilon}, X(s)\right)-F\left(s, X_{s}, X(s)\right) d s \\
= & \frac{1}{\epsilon} \int_{0}^{t} \int_{0}^{1}{ }_{q}\left\langle D F\left(s, X_{s}+\tau\left(X_{s+\epsilon}-X_{s}\right), X(s)\right), X_{s+\epsilon}-X_{s}\right\rangle_{p} d \tau d s \\
= & \frac{1}{\epsilon} \int_{0}^{t} \int_{0}^{1} \int_{-r}^{0} D F\left(s, X_{s}+\tau\left(X_{s+\epsilon}-X_{s}\right), X(s)\right)(\alpha) \cdot(X(s+\epsilon+\alpha)-X(s+\alpha)) d \alpha d \tau d s \\
= & -\int_{0}^{t} \underbrace{\frac{1}{\epsilon} \int_{0}^{1} \int_{-r}^{0}\left(D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)(\alpha+\epsilon)-D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)(\alpha)\right) \cdot X(s+\epsilon+\alpha) d \alpha d \tau d s}_{J_{\epsilon}^{3,1}} \\
& +\int_{0}^{t} \underbrace{\frac{1}{\epsilon} \int_{0}^{1} \int_{-r}^{0} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)(\alpha+\epsilon) \cdot X(s+\alpha+\epsilon) d \alpha d \tau d s}_{J_{\epsilon}^{3,2}} \\
& -\int_{0}^{t} \underbrace{\frac{1}{\epsilon} \int_{0}^{1} \int_{-r}^{0} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)(\alpha) \cdot X(s+\alpha) d \alpha d \tau d s}, \tag{2.53}
\end{align*}
$$

where we have denoted by $X_{s, s+\epsilon}^{\tau}:=X_{s}+\tau\left(X_{s+\epsilon}-X_{s}\right)$. We apply the change of variables
$g(\alpha)=\alpha+\epsilon$ to the first term of $J_{\epsilon}^{3,2}$ in Equation (2.53) in order to obtain

$$
\begin{aligned}
J_{\epsilon}^{3,2}= & \frac{1}{\epsilon} \int_{0}^{1} \int_{-r+\epsilon}^{\epsilon} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)(\alpha) \cdot X(s+\alpha) d \alpha d \tau \\
& -\frac{1}{\epsilon} \int_{0}^{1} \int_{-r}^{0} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)(\alpha) \cdot X(s+\alpha) d \alpha d \tau \\
= & \underbrace{\frac{1}{\epsilon} \int_{0}^{1} \int_{0}^{\epsilon} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)(\alpha) \cdot X(s+\alpha) d \alpha d \tau}_{J_{\epsilon}^{3,2,1}} \\
& -\underbrace{\frac{1}{\epsilon} \int_{0}^{1} \int_{-r}^{-r+\epsilon} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)(\alpha) \cdot X(s+\alpha) d \alpha d \tau}_{J_{\epsilon}^{3,2,2}}
\end{aligned}
$$

We thus have, from the continuity of $D F$ and $X_{s}$, that

$$
\lim _{\epsilon \searrow 0} J_{\epsilon}^{3,2,1}=D F\left(s, X_{s}, X(s)\right)(0) \cdot X(s), \quad \lim _{\epsilon \searrow 0} J_{\epsilon}^{3,2,2}=D F\left(s, X_{s}, X(s)\right)(-r) \cdot X(s-r)
$$

Let $\nabla_{\theta} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)$ denote a version of the weak derivative of $D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right) \in$ $W^{1, q}$. Consider $J_{\epsilon}^{3,1}$. Using the mean value-theorem and interchanging the order of integration by Fubini's theorem we have

$$
\begin{align*}
J_{\epsilon}^{3,1}= & \frac{1}{\epsilon} \int_{0}^{1} \int_{-r}^{0} \int_{\alpha}^{\alpha+\epsilon} \nabla_{\theta} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)(\beta) d \beta \cdot X(s+\epsilon+\alpha) d \alpha d \tau \\
= & \frac{1}{\epsilon} \int_{0}^{1} \int_{-r}^{-r+\epsilon} \int_{-r}^{\beta} \nabla_{\theta} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)(\beta) \cdot X(s+\epsilon+\alpha) d \alpha d \beta d \tau \\
& +\frac{1}{\epsilon} \int_{0}^{1} \int_{-r+\epsilon}^{0} \int_{\beta-\epsilon}^{\beta} \nabla_{\theta} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)(\beta) \cdot X(s+\epsilon+\alpha) d \alpha d \beta d \tau  \tag{2.54}\\
& +\frac{1}{\epsilon} \int_{0}^{1} \int_{0}^{\epsilon} \int_{\beta-\epsilon}^{0} \nabla_{\theta} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)(\beta) \cdot X(s+\epsilon+\alpha) d \alpha d \beta d \tau
\end{align*}
$$

Now, we add and subtract integral terms so that the second integral on the right-hand side of $(2.54)$ goes from $-r$ to 0 , that is

$$
\begin{align*}
J_{\epsilon}^{3,1} & =\frac{1}{\epsilon} \int_{0}^{1} \int_{-r}^{0} \int_{\beta-\epsilon}^{\beta} \nabla_{\theta} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)(\beta) \cdot X(s+\epsilon+\alpha) d \alpha d \beta d \tau \\
& +\frac{1}{\epsilon} \int_{0}^{1} \int_{0}^{\epsilon} \int_{\beta-\epsilon}^{0} \nabla_{\theta} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)(\beta) \cdot X(s+\epsilon+\alpha) d \alpha d \beta d \tau  \tag{2.55}\\
& -\frac{1}{\epsilon} \int_{0}^{1} \int_{-r}^{-r+\epsilon} \int_{\beta-\epsilon}^{-r} \nabla_{\theta} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)(\beta) \cdot X(s+\epsilon+\alpha) d \alpha d \beta d \tau .
\end{align*}
$$

Then, Lebesgue's differentiation theorem implies that the second and third integral on the right-hand side of (2.55) converge to 0 as $\epsilon \rightarrow 0$. Concerning the first integral on the
right-hand side of (2.55), we add and subtract the corresponding terms in order to have

$$
\begin{align*}
& \frac{1}{\epsilon} \int_{0}^{1} \int_{-r}^{0} \int_{\beta-\epsilon}^{\beta} \nabla_{\theta} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)(\beta) \cdot X(s+\epsilon+\alpha) d \alpha d \beta d \tau \\
& =\underbrace{\frac{1}{\epsilon} \int_{0}^{1} \int_{-r}^{0}\left(\nabla_{\theta} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)(\beta)-\nabla_{\theta} D F\left(s, X_{s}, X(s)\right)(\beta)\right) \cdot\left(\int_{\beta-\epsilon}^{\beta} X(s+\epsilon+\alpha) d \alpha\right) d \beta d \tau}_{J_{\epsilon}^{3,1,1}} \\
& +\underbrace{\frac{1}{\epsilon} \int_{0}^{1} \int_{-r}^{0} \nabla_{\theta} D F\left(s, X_{s}, X(s)\right)(\beta) \cdot\left(\int_{\beta-\epsilon}^{\beta} X(s+\epsilon+\alpha) d \alpha\right) d \beta d \tau}_{J_{\epsilon}^{3,1,2}} . \tag{2.56}
\end{align*}
$$

Using Hölder's inequality with exponents, $p, q \geq 2, \frac{1}{p}+\frac{1}{q}=1$ on $J_{\epsilon}^{3,1,1}$ we have

$$
\begin{aligned}
& \left|J_{\epsilon}^{3,1,1}\right| \\
& \leq \int_{0}^{1}\left\|\nabla_{\theta} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)-\nabla_{\theta} D F\left(s, X_{s}, X(s)\right)\right\|_{L^{q}} d \tau\left(\int_{-r}^{0}\left|\frac{1}{\epsilon} \int_{\beta}^{\beta+\epsilon} X_{s}(\alpha) d \alpha\right|^{p} d \beta\right)^{1 / p} \\
& \leq \int_{0}^{1}\left\|\nabla_{\theta} D F\left(s, X_{s, s+\epsilon}^{\tau}, X(s)\right)-\nabla_{\theta} D F\left(s, X_{s}, X(s)\right)\right\|_{L^{q}} d \tau\left\|M\left[X_{s}\right]\right\|_{L^{p}}
\end{aligned}
$$

where

$$
M\left[X_{s}\right](\beta):=\sup _{\epsilon>0} \frac{1}{\epsilon} \int_{\beta}^{\beta+\epsilon}\left|X_{s}(\alpha)\right| d \alpha
$$

is the Hardy-Littlewood maximal operator, which is a (non-linear) bounded operator from $L^{p}$ to $L^{p}, p>1$. Hence, we can apply Lebesgue's dominated convergence theorem and the fact that by Lebesgue's differentiation we have

$$
\lim _{\epsilon \searrow 0}\left(\int_{-r}^{0} \frac{1}{\epsilon} \int_{\beta-\epsilon}^{\beta}|X(s+\epsilon+\alpha)|^{p} d \alpha d \beta\right)^{1 / p}=\left\|X_{s}\right\|_{L^{p}}
$$

The above arguments in connection with the uniform continuity of $\nabla_{\theta} D F\left(s, X_{s}, X(s)\right)$ implies the following estimate for $J_{\epsilon}^{3,1,1}$ : there is a constant $C>0$ independent of $\epsilon$ such that

$$
\left|J_{\epsilon}^{3,1,1}\right| \leq C \varpi(\epsilon)\left\|X_{s}\right\|_{L^{p}} \rightarrow 0, \quad \text { as } \epsilon \rightarrow 0
$$

where $\varpi(\epsilon)$ denotes the modulus of continuity of $\nabla_{\theta} D F(s, \cdot, X(s))$ from Definition 2.2.5. Further, we can formally apply integration by parts to $J_{\epsilon}^{3,1,2}$ in order to obtain

$$
\begin{equation*}
J_{\epsilon}^{3,1,2}=\left.\frac{1}{\epsilon} D F\left(s, X_{s}, X(s)\right)(\beta) \cdot \int_{\beta-\epsilon}^{\beta} X_{s+\epsilon}(\alpha) d \alpha\right|_{-r} ^{0}-\int_{-r}^{0} D F\left(s, X_{s}, X(s)\right)(\beta) \cdot \frac{X_{s+\epsilon}(\beta)-X_{s}(\beta)}{\epsilon} d \beta \tag{2.57}
\end{equation*}
$$

Then it follows that

$$
J_{\epsilon}^{3,1,2} \rightarrow D F\left(s, X_{s}, X(s)\right)(-r) \cdot X(s-r)-D F\left(s, X_{s}, X(s)\right)(0) \cdot X(s)-{ }_{q}\left\langle D F\left(s, X_{s}, X(s)\right), d X_{s}\right\rangle_{p}
$$

as $\epsilon \searrow 0$. Altogether, we have finally shown that

$$
\lim _{\epsilon \searrow 0} J_{\epsilon}^{3}=\int_{0}^{t}{ }_{q}\left\langle D F\left(s, X_{s}, X(s)\right), d X_{s}\right\rangle_{p}
$$

This corresponds to (2.50). Hence, we conclude the proof.
In Section 2.5 it is shown, exploiting the results obtained in [FZ], that the Itô formula (2.51) is coherent with the Itô formula for path-dependent processes with jumps proved in [CF10], as well as the results obtained in [FZ].

Let us consider the forward integral

$$
\int_{0}^{t}{ }_{q}\left\langle D F\left(s, X_{s}, X(s)\right), d X_{s}\right\rangle_{p}
$$

introduced in Theorem 2.2.6, we want now to relate the forward integral to the operator introduced in [YM05]. In fact, since the right-derivative operator introduced in Definition 2.2 .4 is the infinitesimal generator of the left-shift semigroup introduced in [YM05], it can be shown that the forward integral does coincide, under some suitable regularity conditions, with the operator $\mathcal{S} F\left(s, X_{s}, X(s)\right)$ introduced in [YM05].
Proposition 2.2.7. Let $X$ be the solution to equation (2.47) and let $F:[0, T] \times L^{p} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ be such that $F \in C^{1,1,2}\left([0, T] \times L^{p} \times \mathbb{R}^{d}\right)$ and such that the forward integral defined in Equation (2.50) is well-defined as a limit in probability uniformly on compacts. Additionally, let us assume that $X_{s} \in W^{1, p}$ for every $s \in[0, T]$. Then
$\int_{0}^{t}{ }_{q}\left\langle D F\left(s, X_{s}, X(s)\right), d X_{s}\right\rangle_{p}=\int_{0}^{t}{ }_{q}\left\langle D F\left(s, X_{s}, X(s)\right), \nabla_{\theta}^{+} X_{s}\right\rangle_{p} d s=\int_{0}^{t} \mathcal{S} F\left(s, X_{s}, X(s)\right) d s$
holds P-a.s., where $\mathcal{S F}\left(s, X_{s}, X(s)\right)$ is the operator introduced in [YM05, Section. 9].
Proof. Let $X_{s} \in W^{1, p}$. From the fundamental theorem of calculus for absolutely continuous functions we have, $\mathbb{P}$-a.s.,

$$
\begin{aligned}
& \lim _{\epsilon \searrow 0}\left\langle D F\left(s, X_{s}, X(s)\right), \frac{X_{s+\epsilon}-X_{s}}{\epsilon}-\nabla_{\theta}^{+} X_{s}\right\rangle_{p} \\
& \lim _{\epsilon \searrow 0} \int_{-r}^{0} D F\left(s, X_{s}, X(s)\right)(\beta) \cdot\left(\frac{(X(s+\epsilon+\beta)-X(s+\beta))}{\epsilon}-\nabla_{\theta}^{+} X(s+\beta)\right) d \beta \\
& =\lim _{\epsilon \searrow 0} \int_{-r}^{0} D F\left(s, X_{s}, X(s)\right)(\beta) \cdot\left(\frac{1}{\epsilon} \int_{s+\beta}^{s+\beta+\epsilon} \nabla_{\theta} X(r) d r-\nabla_{\theta}^{+} X(s+\beta)\right) d \beta
\end{aligned}
$$

Now, by Lebesgue's dominated convergence theorem, which is justified by analogous arguments as for the convergence of (2.56), we finally get

$$
\lim _{\epsilon \searrow 0} \int_{-r}^{0} D F\left(s, X_{s}, X(s)\right)(\beta) \cdot\left(\frac{1}{\epsilon} \int_{s+\beta}^{s+\beta+\epsilon} \nabla_{\theta} X(r) d r-\nabla_{\theta}^{+} X(s+\beta)\right) d \beta=0
$$

Exploiting the standard definition of the Poisson random measure, we can now give another formulation of the Itô formula (2.2.6).

Theorem 2.2.8 (Itô's formula). Let the hypothesis of Theorem 2.2.6 hold, then

$$
\begin{align*}
& F\left(t, X_{t}, X(t)\right)=F\left(0, X_{0}, X(0)\right)+\int_{0}^{t}{ }_{q}\left\langle D F\left(s, X_{s}, X(s)\right), d X_{s}\right\rangle_{p} d s+ \\
& +\int_{0}^{t} \partial_{t} F\left(s, X_{s}, X(s)\right) d s+\int_{0}^{t} \nabla_{x} F\left(s, X_{s}, X(s)\right) \cdot d X(s) d s+ \\
& +\frac{1}{2} \int_{0}^{t} \int_{0}^{t} \operatorname{Tr}\left[g^{*}\left(s, X_{s}, X(s)\right) \nabla_{x}^{2} F\left(s, X_{s}, X(s)\right) g\left(s, X_{s}, X(s)\right)\right] d s+  \tag{2.59}\\
& +\sum_{s \leq t} F\left(s, X_{s}, X(s)\right)-F\left(s, X_{s}, X(s-)\right)-\Delta X(s) \cdot \nabla_{x} F\left(s, X_{s}, X(s)\right)
\end{align*}
$$

holds P-a.s., where the notation is as in Theorem 2.2.6 and $\Delta X(s)$ is the jump of the process $X$ at time $s$, namely

$$
\Delta X(s):=X(s)-X(s-)
$$

Proof. It immediately follows from Theorem 2.2.6 and [App09, Theorem 4.4.10].
Hereinafter, we state a crucial probabilistic property of the solution of SFDDE (2.7) which is needed for the derivation of Feynman-Kac's formula also stated below. As it is perceptible, the finite-dimensional process ${ }^{(\eta, x)} X(t), t \in[0, T],(\eta, x) \in M^{p}$ is not Markov, since the value of ${ }^{(\eta, x)} X(t)$ depends on the near past. Nevertheless, if we enlarge the state space and regard the process $X$ as a process of the segment, i.e. with infinite-dimensional state space, in the present case $M^{p}$, then such process is indeed Markovian.

The proof follows almost immediately given the fact that the Markov property of the solution is fully known for the case without jumps, i.e. $h=0$, see [Moh84, Theorem (III. 1.1)], which actually follows from measure theoretical properties of the driving noise and not path or distributional properties of it. More concretely, one would expect the Markov property of the solution to hold if, for instance, the driving noises have independent increments which is the case in our setting.

In order to state the Markov property one is compelled to look at solutions starting at time $t_{1} \geq 0$, that is we hereby consider ${ }^{\left(t_{1}, \eta, x\right)} X_{t}, t \geq t_{1},(\eta, x) \in M^{p}$, the segment of the solution starting in $(\eta, x)$ at times $t_{1} \geq 0$, i.e.

$$
\begin{aligned}
& { }^{\left(t_{1}, \eta, x\right)} X(t)=\eta(0)+\int_{t_{1}}^{t} f\left(s,{ }^{\left(t_{1}, \eta, x\right)} X_{s},{ }^{\left(t_{1}, \eta, x\right)} X(s)\right) d s+\int_{t_{1}}^{t} g\left(s,{ }^{\left(t_{1}, \eta, x\right)} X_{s},{ }^{\left(t_{1}, \eta, x\right)} X(s)\right) d W(s) \\
& +\int_{t_{1}}^{t} \int_{\mathbb{R}_{0}} h\left(s,{ }^{\left(t_{1}, \eta, x\right)} X_{s},{ }^{\left(t_{1}, \eta, x\right)} X(s), z\right) \widetilde{N}(d s, d z),
\end{aligned}
$$

for every $t \in\left[t_{1}, T\right]$ and ${ }^{\left(t_{1}, \eta, x\right)} X(t)=\eta\left(t-t_{1}\right)$ for every $t \in\left[t_{1}-t, t_{1}\right)$. Define further the family of operators

$$
\begin{aligned}
T_{t}^{t_{1}}: L^{2}\left(\Omega, \mathcal{F}_{t_{1}} ; M^{p}\right) & \longrightarrow L^{2}\left(\Omega, \mathcal{F}_{t} ; M^{p}\right) \\
(\eta, x) & \longmapsto\left({ }^{\left(t_{1}, \eta, x\right)} X_{t},{ }^{\left(t_{1}, \eta, x\right)} X(t)\right)
\end{aligned}
$$

We denote $T_{t}=T_{t}^{0}$. It turns out that, under hypotheses $\left(\mathbf{L}_{\mathbf{1}}\right)$ and $\left(\mathbf{L}_{\mathbf{2}}\right), T_{t}^{t_{1}}$ is Lipschitz continuous and the family of operators $\left\{T_{t}^{t_{1}}\right\}_{0 \leq t_{1} \leq t \leq T}$ defines a semigroup on $L^{2}\left(\Omega, M^{p}\right)$, i.e.

$$
T_{t_{2}}(\eta, x)=T_{t_{2}}^{t_{1}} \circ T_{t_{1}}(\eta, x)
$$

for every $0 \leq t_{1} \leq t_{2} \leq T$ and $(\eta, x) \in L^{2}\left(\Omega, \mathcal{F}_{0} ; M^{p}\right)$. The latter property can easily be obtained by showing that both sides of the identity solve the same SFDDE and the fact that solutions are unique, see [Moh84, Theorem (II. 2.2)] for the case $h=0$.

Theorem 2.2.9 (The Markov property). Assume hypotheses $\left(\mathbf{L}_{\mathbf{1}}\right)$ and $\left(\mathbf{L}_{\mathbf{2}}\right)$ hold and ${ }^{(\eta, x)} X(t), t \in[0, T],(\eta, x) \in M^{p}$ denotes the unique strong solution of the SFDDE (2.7). Then the random field

$$
\left\{\left({ }^{(\eta, x)} X_{t},{ }^{(\eta, x)} X(t)\right): t \in[0, T],(\eta, x) \in M^{p}\right\}
$$

describes a Markov process on $M^{p}$ with transition probabilities given by

$$
p\left(t_{1},(\eta, x), t_{2}, B\right)=\mathbb{P}\left(\omega \in \Omega, T_{t_{2}}^{t_{1}}(\eta, x)(\omega) \in B\right)
$$

for $0 \leq t_{1} \leq t_{2} \leq T,(\eta, x) \in M^{p}$ and Borel set $B \in \mathcal{B}\left(M^{p}\right)$. In other words, for any $(\eta, x) \in L^{2}\left(\Omega, \mathcal{F}_{0} ; M^{p}\right)$ and Borel set $B \in \mathcal{B}\left(M^{p}\right)$, the Markov property

$$
\mathbb{P}\left(T_{t_{2}}(\eta, x) \in B \mid \mathcal{F}_{t_{1}}\right)=p\left(t_{1}, T_{t_{1}}(\eta, x), t_{2}, B\right)=\mathbb{P}\left(T_{t_{2}}(\eta, x) \in B \mid T_{t_{1}}(\eta, x)\right)
$$

holds a.s. on $\Omega$.
Proof. we can see that for every $0 \leq t_{1} \leq t_{2} \leq T$ and every $(\eta, x) \in M^{p}$, the mapping $B \mapsto p\left(t_{1},(\eta, x), t_{2}, B\right)=\mathbb{P} \circ\left(T_{t_{2}}^{t_{1}}(\eta, x)\right)^{-1}(B), B \in \mathcal{B}\left(M^{p}\right)$ defines a probability measure on $M^{p}$, since the random variable $T_{t_{2}}^{t_{1}}(\eta, x): \Omega \rightarrow M^{p}$ is $\left(\mathcal{F}, \mathcal{B}\left(M^{p}\right)\right)$-measurable. We would then like to show that, if $0 \leq t_{1} \leq t_{2} \leq T$, then

$$
\begin{equation*}
\mathbb{P}\left(\omega \in \Omega: T_{t_{2}}(\eta, x)(\omega) \in B \mid \mathcal{F}_{t_{1}}\right)\left(\omega^{\prime}\right)=p\left(t_{1}, T_{t_{1}}(\eta, x)\left(\omega^{\prime}\right), t_{2}, B\right) \tag{2.60}
\end{equation*}
$$

for almost all $\omega^{\prime} \in \Omega$, every Borel set $B \in \mathcal{B}\left(M^{p}\right)$ and any $(\eta, x) \in L^{2}\left(\Omega, \mathcal{F}_{0} ; M^{p}\right)$. The right-hand side of (2.60) equals

$$
\int_{\Omega} 1_{B}\left(\left(T_{t_{2}}^{t_{1}}\left(T_{t_{1}}(\eta)\left(\omega^{\prime}\right)\right)\right)(\omega)\right) \mathbb{P}(d \omega)
$$

for almost all $\omega^{\prime} \in \Omega$. Hence, by the definition of conditional expectation, identity (2.60) is synonymous with

$$
\begin{equation*}
\int_{A} 1_{B}\left(T_{t_{2}}(\eta, x)(\omega)\right) \mathbb{P}(d \omega)=\int_{A} \int_{\Omega} 1_{B}\left(\left(T_{t_{2}}^{t_{1}}\left(T_{t_{1}}(\eta, x)\left(\omega^{\prime}\right)\right)\right)(\omega)\right) \mathbb{P}(d \omega) \mathbb{P}\left(d \omega^{\prime}\right) \tag{2.61}
\end{equation*}
$$

for all $A \in \mathcal{F}_{t_{1}}$ and all $B \in \mathcal{B}\left(M^{p}\right)$. In a summary, the main challenge is to verify relation (2.61) which is stated in quite general terms.

Let $\mathcal{G}_{t}, t \in[0, T]$ be the $\sigma$-algebra generated by $\left\{N((s, u], B), t<s \leq u \leq T, B \in \mathcal{B}\left(\mathbb{R}_{0}\right)\right\}$. The key steps in proving (2.61) according to [Moh84, Theorem (III. 1.1)] are the following. First, the family of operators $\left\{T_{t}\right\}_{t \in[0, T]}$ defines a semigroup on $L^{2}\left(\Omega, M^{p}\right)$. Secondly, the
$\sigma$-algebras $\mathcal{F}_{t}$ and $\mathcal{G}_{t}$ are independent for every $t \in[0, T]$, and $\left\{T_{t}^{t_{1}}(\eta, x)\right\}_{t \geq t_{1}}$ is adapted to $\left\{\mathcal{F}_{t} \cap \mathcal{G}_{t_{1}}\right\}_{t \geq t_{1}}$, being each $\mathcal{F}_{t} \cap \mathcal{G}_{t_{1}}$ independent of $\mathcal{F}_{t_{1}}$. Finally, a key point to prove (2.61) is that one can first prove

$$
\begin{equation*}
\int_{A} f\left(T_{t_{2}}(\eta, x)(\omega)\right) \mathbb{P}(d \omega)=\int_{A} \int_{\Omega} f\left(\left(T_{t_{2}}^{t_{1}}\left(T_{t_{1}}(\eta, x)\left(\omega^{\prime}\right)\right)\right)(\omega)\right) \mathbb{P}(d \omega) \mathbb{P}\left(d \omega^{\prime}\right) \tag{2.62}
\end{equation*}
$$

for any bounded continuous function $f: M^{p} \rightarrow \mathbb{R}$. Then one can use a limit argument to show the relation (2.61) for the case $f=1_{B}$ being $B$ just an open set of $M^{p}$ and eventually for any general indicator function on Borel sets. The argument which transfers (2.62) into the case $f=1_{B}$ for any open set $B$ in $M^{p}$ requires that the state space in consideration is separable so that $1_{B}$, being $B$ an open set of $M^{p}$, can be approximated by uniformly continuous partitions of unity $\left\{f_{m}\right\}_{m \in \mathbb{N}}, f_{m}: M^{p} \rightarrow \mathbb{R}$ such that $\lim _{m \rightarrow \infty} f_{m}=1_{B}$. All these properties above mentioned are indeed satisfied in our framework.

Exploiting Itô's formula from Theorem 2.2.6 together with the Markov property from Theorem 2.2.9, we can now prove a Feynman-Kac theorem for $M^{p}$-valued SFDDE's with jumps.

Theorem 2.2.10 (Feynman-Kac theorem). Let the hypothesis of Theorem 2.2.6 hold, then the following path-dependent partial integro-differential equation (PPIDE) holds

$$
\left\{\begin{align*}
\partial_{t} F(t, \eta, x) & ={ }_{q}\langle D F(s, \eta, x), d \eta\rangle_{p}+\nabla_{x} F(t, \eta, x) \cdot f(t, \eta)  \tag{2.63}\\
& +\frac{1}{2} \operatorname{Tr}\left[g(t, \eta, x) g^{*}(t, \eta, x) \nabla_{x}^{2} F(t, \eta, x)\right] \\
& +\int_{\mathbb{R}_{0}}\left(F(t, \eta, x+h(t, \eta, x)(z))-F(t, \eta, x)-\nabla_{x} F(t, \eta, x) h(t, \eta, x)(z)\right) \nu(d z), \\
F(T, \eta, x) & =\Phi(\eta, x),
\end{align*}\right.
$$

with $\Phi \in C^{1,2}\left(L^{p} \times \mathbb{R}^{d}\right)$, then we have

$$
\begin{equation*}
F(t, \eta, x):=\mathbb{E}\left[\Phi\left(X_{T}, X(T)\right) \mid X_{t}=\eta, X(t)=x\right], \quad t \in[0, T] \tag{2.64}
\end{equation*}
$$

where $\left(X_{t}, X(t)\right)$ solves the SFDDE (2.47). If further $\Phi \in C^{1,2}\left(L^{p} \times \mathbb{R}^{d}\right)$, then the converse holds true, as well.

Proof. We have to show that if a function $F:[0, T] \times L^{p} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ satisfies the PIDE (3.40), then we have that equation (2.64) holds. Let us assume $X$ is the unique solution to equation (2.47), as in Section 2.1.1 we will use the notation ${ }^{(\tau, \eta, x)} X$ to denote the process with initial time $\tau \in[0, T]$ and initial value $(\eta, x) \in M^{p}$. If $F$ satisfies equation (3.40) by Itô's formula (2.51) we have

$$
\begin{align*}
& F\left(T,{ }^{(\tau, \eta, x)} X_{T},{ }^{(\tau, \eta, x)} X(T)\right)-F(\tau, \eta, x) \\
& =\int_{\tau}^{T} \nabla_{x} F\left(s,{ }^{(\tau, \eta, x)} X_{s},{ }^{(\tau, \eta, x)} X(s)\right) \cdot g\left(s,{ }^{(\tau, \eta, x)} X_{s},{ }^{(\tau, \eta, x)} X(s)\right) d W(s) \\
& +\int_{\tau}^{T} \int_{\mathbb{R}_{0}}\left(F \left(s,{ }^{(\tau, \eta, x)} X_{s},{ }^{(\tau, \eta, x)} X(s)+h\left(s,{ }^{(\tau, \eta, x)} X_{s},{ }^{(\tau, \eta, x)} X(s)\right)(z) \tilde{N}(d s, d z)\right.\right.  \tag{2.65}\\
& \left.-\int_{\tau}^{T} \int_{\mathbb{R}_{0}} F\left(s,{ }^{(\tau, \eta, x)} X_{s},{ }^{(\tau, \eta, x)} X(s)\right)\right) \tilde{N}(d s, d z)
\end{align*}
$$

2.3 A nonlinear Kolmogorov equation for stochastic delay differential equations with jumps

Taking now the expectation, exploiting the fact that the right-hand side of equation (2.65) has null conditional expectation and using the terminal condition we have for any $0 \leq \tau<$ $t \leq T$,

$$
F(t, \eta, x)=\mathbb{E}\left[\Phi\left(X_{T}, X(T)\right) \mid X_{t}=\eta, X(t)=x\right]
$$

and the first implication is proved.
Conversely, let us now suppose equation (2.64) holds true, then from the Markov property from Theorem 2.2 .9 of the $M^{p}$-valued process and the tower rule for the conditional expectation, we have that for $0 \leq \tau<t \leq T$,

$$
\begin{aligned}
& \mathbb{E}\left[F\left(t, X_{t}, X(t)\right)-F\left(\tau, X_{\tau}, X(\tau)\right) \mid X_{\tau}=\eta, X(\tau)=x\right]= \\
& =\mathbb{E}\left[\mathbb{E}\left[\Phi\left(X_{T}, X(T)\right) \mid X_{t}, X(t)\right]-\mathbb{E}\left[\Phi\left(X_{T}, X(T)\right) \mid X_{\tau}, X(\tau)\right] \mid X_{\tau}, X(\tau)\right]= \\
& =\mathbb{E}\left[\Phi\left(X_{T}, X(T)\right) \mid X_{\tau}, X(\tau)\right]-\mathbb{E}\left[\Phi\left(X_{T}, X(T)\right) \mid X_{\tau}, X(\tau)\right]=0
\end{aligned}
$$

On the other side, we can apply Itô's formula (Theorem 2.2 .6 ) to the function $F$, then we have that for $0 \leq \tau<t \leq T$,

$$
\begin{aligned}
& F\left(t, X_{t}, X(t)\right)=F\left(\tau, X_{\tau}, X(\tau)\right)+\int_{\tau}^{t}{ }_{q}\left\langle D F\left(s, X_{s}, X(s)\right), d X_{s}\right\rangle_{p}+\int_{\tau}^{t} \partial_{t} F\left(s, X_{s}, X(s)\right) d s \\
& +\int_{\tau}^{t} \nabla_{x} F\left(s, X_{s}, X(s)\right) \cdot d X(s)+\frac{1}{2} \int_{\tau}^{t} \operatorname{Tr}\left[g^{*}\left(s, X_{s}, X(s)\right) \nabla_{x}^{2} F\left(s, X_{s}, X(s)\right) g\left(s, X_{s}, X(s)\right)\right] d s \\
& +\int_{\tau}^{t} \int_{\mathbb{R}_{0}}\left(F\left(s, X_{s}, X(s)+h\left(s, X_{s}, X(s)\right)(z)\right)-F\left(s, X_{s}, X(s)\right)\right) \nu(d z) d s \\
& -\int_{\tau}^{t} \int_{\mathbb{R}_{0}} \nabla_{x} F\left(s, X_{s}, X(s)\right) h\left(s, X_{s}, X(s)\right)(z) \nu(d z) d s \\
& +\int_{\tau}^{t} \int_{\mathbb{R}_{0}}\left(F\left(s, X_{s}, X(s)+h\left(s, X_{s}, X(s)\right)(z)\right)-F\left(s, X_{s}, X(s)\right)\right) \tilde{N}(d s, d z)
\end{aligned}
$$

Then taking conditional expectation the PPIDE (3.40) holds true.

### 2.3 A nonlinear Kolmogorov equation for stochastic delay differential equations with jumps

During recent years, an increasing attention has been paid to stochastic equations whose evolution depends not only on the present state, but also on the past history. In particular, it has been shown that memory effects cannot be neglected when dealing with many natural phenomena. As examples, let us mention the coupled atmosphere-ocean models, see, e.g., [BTR07], and their applications in describing climate changes in the environmental sciences setting, or the effect of time delay considering population dynamics, when suitable growth models are considered, see, e.g., [AF90]. Nevertheless, assumptions that will be made throughout the work are mainly taken into account having in mind concrete financial applications. For instance, in [KP07, Swi05] the authors pointed out how delay arises in commodity markets and energy markets, when it is necessary to take into account the impact of production and transportation. Similarly, delay naturally arises when dealing with financial instruments as, e.g., Asian options or lookback options, as studied in, e.g. [AHMP07, CY99, CDP15c, KSW07b, KSW04] and references therein.

For the mathematical foundations of the theory of stochastic functional delay differential equations (SFDDEs) we refer to [AHMP07], as well as to [Moh98] to many motivating examples concerning the treatment of equations with delay. In particular the monograph [AHMP07] represents an early and deep treatment of SFDDE's, where several results concerning existence and uniqueness of solutions to SFDDE's as well as regularity results are derived. The theory of delay equations has seen a renew attention recently, in particular in [CF10, CF13] an ad hoc stochastic calculus, known as functional Itô's calculus, has been derived, based on a suitable Itô's formula for delay equations. Also, in past few years several different works have appeared deriving fundamental results on delay equations based on semigroup theory and infinite dimensional analysis, see, e.g. [FZ], or based on the calculus via regularization, see, e.g. [CR15, FMT10]. Eventually, in [FZ, CR15], it has been shown that SFDDE's, path-dependent calculus and delay equations via semigroup theory, are in fact closely connected.

Having in mind possible financial applications, the aim of the present work is to extend some results concerning the non-linear Feynman-Kac formula for a forward-backward system with delay, where the driving noise is a non Gaussian Lévy process, using the theory of SFDDE's first introduced in [AHMP07]. It is worth to mention that, particularly during last decades, asset price dynamics and, more generally, financial instruments processes, have been widely characterized by trajectories showing sudden changes and ample jumps. It follows that the classical Black and Scholes picture has to be refined by allowing to consider random components constituted by both diffusive and jump components.

We thus consider the following $\mathbb{R}$-valued SFDDE with jumps

$$
\begin{equation*}
d X(t)=\mu(t, X(t+\cdot), X(t)) d t+\sigma(t, X(t+\cdot), X(t)) d W(t)+\int_{\mathbb{R}_{0}} \gamma(t, X(t+\cdot), X(t), z) \tilde{N}(d t, d z) \tag{2.66}
\end{equation*}
$$

where $W(t)$ is a standard Brownian motion, $\tilde{N}(d t, d z)$ is a compensated Poisson random measure with associated Lévy measure $\nu$. Also the notation $X(t+\cdot)$ means that the coefficients $\mu, \sigma$ and $\gamma$ depend not only on the present state, at time $t$, of the process $X$ but also on its past values. We consider the finite dimensional $\mathbb{R}$-valued process solution to (2.66) as an infinite dimensional stochastic process with values in a suitable path-space, by exploiting the concept of segment of a process $X$, see, e.g., [AHMP07, Moh98]. More precisely, in what follows we will denote by $r>0$ the maximum delay taken into account and $T<\infty$ a fixed finite time horizon. Thus, for an $\mathbb{R}$-valued stochastic process $X$, we indicate with $X(t)$ the value in $\mathbb{R}$ at time $t \in[0, T]$ and with $X_{t}$ the corresponding segment, i.e. the trajectory in the time interval $[t-r, t]$, that is $X_{t}(\cdot):[-r, 0] \rightarrow \mathbb{R}$ is such that $X_{t}(\theta):=X(t+\theta)$ for all $\theta \in[-r, 0]$.

Then equation (2.66) can be rewritten as $s$

$$
\begin{cases}\mathrm{d} X(t)= & \mu\left(t, X_{t}, X(t)\right) \mathrm{d} t+\sigma\left(t, X_{t}, X(t)\right) \mathrm{d} W(t)+\int_{\mathbb{R}_{0}} \gamma\left(t, X_{t}, X(t), z\right) \tilde{N}(\mathrm{~d} t, \mathrm{~d} z)  \tag{2.67}\\ \left(X_{0}, X(0)\right) & =(\eta(\theta), x)\end{cases}
$$

for all $t \in[0, T], \theta \in[-r, 0], x \in \mathbb{R}$ and $\eta$ a suitable $\mathbb{R}$-valued function on $[-r, 0]$.
Remark 2.3.1. In what follows we will only consider the 1 -dimensional case, the case of a $\mathbb{R}^{d}$-valued stochastic process, perturbed by a general $\mathbb{R}^{m}$-dimensional Wiener process and
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a $\mathbb{R}^{n}$-dimensional Poisson random measure, with $d>1, m>1$ and $n>1$, can be easily obtained from the present one.

In order to take into account the delay component, we study the equation (2.67) in the Delfour-Mitter space defined as follows $\mathcal{D}:=L^{2}([-r, 0] ; \mathbb{R}) \times \mathbb{R}$, endowed with the scalar product

$$
\left\langle\left(X_{t}, X(t)\right),\left(Y_{t}, Y(t)\right)\right\rangle_{M_{2}}=\left\langle X_{t}, Y_{t}\right\rangle_{L^{2}}+X(t) \cdot Y(t)
$$

and norm

$$
\begin{equation*}
\left\|\left(X_{t}, X(t)\right)\right\|_{M_{2}}^{2}=\left\|X_{t}\right\|_{L^{2}}^{2}+|X(t)|^{2}, \quad\left(X_{t},, X(t)\right) \in M_{2} \tag{2.68}
\end{equation*}
$$

where $\cdot$, resp. $|\cdot|$, stands for the scalar product in $\mathbb{R}$, resp. the absolute value, and $\langle\cdot, \cdot\rangle_{L^{2}}$, resp. $\|\cdot\|_{L^{2}}$, is the scalar product, resp. norm, in $L^{2}([-r, 0] ; \mathbb{R})=: L^{2}$. Note that the space $M^{2}$ is a separable Hilbert space, see, e.g., [BCDNR16]. The Delfour-Mitter space can be generalized to be a separable Banach space if we consider $p \in(1, \infty)$, equipped with the appropriate norm. In this work we will consider the case $p=2$.

Alternatively, we could consider the space $\mathbf{D}:=D([-r, 0] ; \mathbb{R})$ of càdlàgrandom variables, which is a non separable Banach space if endowed with the sup norm $\|\cdot\|_{\mathbf{D}}=\sup _{t \in[-r, 0]}|\cdot|$. In fact we have that $\mathbf{D} \subset M^{2}$, with continuous injection, hence, by choosing $M^{p}$ as state space, we decide to work on a more general space. Nevertheless, choosing $M^{2}$ as state space we cannot deal with the case of discrete delays, see, e.g., [BCDNR16, AHMP07]. The choice of taking $p=2$, and then to consider the Hilbert space $M^{2}$ instead of the general Banach space $M^{p}$, or even the Skorkhod space $\mathbf{D}$, is mainly due to the extensive use we will do of the Malliavin derivative. In fact Malliavin calculus provides a powerful tool to study general regularity properties of a process or, as in the present case, to obtain representation theorem under mild regularity assumptions for the process. Nevertheless its generalization to the infinite dimensional setting, in particular when the driving noise is a general Lévy process, is rather technical and the theory, to our best knowledge, is still not completely developed. For these reasons we will only focus in the present work on the particular case of the state space being a Hilbert space, and we leave the case of $\mathbf{D}$-valued random variable for future investigations.

Despite the fact that the process (2.67) exhibits memory effects, in [AHMP07] the author shows that, in the pure diffusive case, lifting the problem to consider a $\mathcal{D}$-value solution leads to obtain a solution which is a Markov process. Taking in mind latter results and in order to derive the Kolomogorov equation associated to equation (2.67), we will consider, following [FMT10, FT02, FT05], a classical $\mathbb{R}$-valued backward stochastic differential equation (BSDE), coupled with the forward equation equation (2.67), which evolves according to

$$
\left\{\begin{align*}
\mathrm{d} Y(t) & =\psi\left(t, X_{t}, X(t), Y(t), Z(t), \int_{\mathbb{R}_{0}} U(t, z) \delta(z) \nu(d z)\right) \mathrm{d} t  \tag{2.69}\\
& +Z(t) \mathrm{d} W(t)+\int_{\mathbb{R}_{0}} U(t, z) \tilde{N}(\mathrm{~d} t, \mathrm{~d} z) \\
Y(T) & =\phi\left(X_{T}, X(T)\right)
\end{align*}\right.
$$

where $\psi$ and $\phi$ are given suitable functions to be specified later on. We recall that a solution to equation (2.69) is a triplet $(Y, Z, U)$, where $Y$ is the state process, while $Z$ and $U$ are the control processes.

It is well known that, when the delay is not involved, there exists a Feynman-Kac representation theorem that connects the solution of the coupled forward-backward system
(2.67) and (2.69), to a deterministic semi-linear partial integro-differential equation, see, e.g., [Del13] for further details. When the delay is taken into consideration, previous result holds in the Brownian case, see, e.g., [FMT10, FT05]. In the present paper we extend latter results to the case previously introduced, namely taking into consideration a non Gaussian Lévy noise. In particular, exploiting notations already introduced, we will consider the following coupled forward-backward stochastic differential equation (FBSDE) with delay, for $t \in[\tau, T] \subset[0, T]$,

$$
\left\{\begin{align*}
\mathrm{d} X^{\tau, \eta, x}(t)= & \mu\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right) \mathrm{d} t+\sigma\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right) \mathrm{d} W(s)  \tag{2.70}\\
& +\int_{\mathbb{R}_{0}} \gamma\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t), z\right) \tilde{N}(\mathrm{~d} t, \mathrm{~d} z) \\
\left(X_{\tau}^{\tau, \eta, x}, X^{\tau, \eta, x}(\tau)\right)= & (\eta, x) \in \mathcal{D} \\
\mathrm{d} Y^{\tau, \eta, x}(t)= & \psi\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t), Y^{\tau, \eta, x}(t), Z^{\tau, \eta, x}(t), \tilde{U}^{\tau, \eta, x}(t)\right) \mathrm{d} t \\
& +Z^{\tau, \eta, x}(t) \mathrm{d} W(t)+\int_{\mathbb{R}_{0}} U^{\tau, \eta, x}(t, z) \tilde{N}(\mathrm{~d} t, \mathrm{~d} z) \\
Y^{\tau, \eta, x}(T) & \phi\left(X_{T}^{\tau, \eta, x}, X^{\tau, \eta, x}(T)\right)
\end{align*}\right.
$$

where we have denoted for short by

$$
\tilde{U}^{\tau, \eta, x}(t):=\int_{\mathbb{R}_{0}} U^{\tau, \eta, x}(t, z) \delta(z) \nu(d z)
$$

Moreover we have denoted by $X^{\tau, \eta, x}$ the value of the process with starting time $\tau \in[0, T]$ and initial value $(\eta, x) \in \mathcal{D}$. In what follows we omit the dependence on the initial value point $(\eta, x)$ and we assume that the process starts at time $\tau=0$, i.e. $X_{t}^{0, \eta, x}=: X_{t}$, if not stated otherwise. In order to simplify notation, most of the results will be proved taking $\tau=0$, the extension to the general case of $\tau \neq 0$ being straightforward.

We are going to connect the solution to the FBSDE (2.70) to the following partial integro-differential equation

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} u(t, \eta, x)+\mathcal{L}_{t} u(t, \eta, x)=\psi\left(t, \eta, x, u(t, \eta, x), \partial_{x} u(t, \eta, x) \sigma(t, \eta, x), \mathcal{J} u(t, \eta, x)\right)  \tag{2.71}\\
u(T, \eta, x)=\phi(\eta, x), \quad t \in[0, T], \quad(\eta, x) \in \mathcal{D}
\end{array}\right.
$$

where $\mathcal{L}_{t}$ is the infinitesimal generator of the forward $\mathcal{D}$-valued process in equation (2.156), $\partial_{x}$ is the derivative with respect to the present state $X(t)$ and $\mathcal{J}$ is the operator

$$
\mathcal{J} u(t, \eta, x):=\int_{\mathbb{R}_{0}}[u(t, \eta, x+\gamma(t, \eta, x, z))-u(t, \eta, x)] \delta(z) \nu(d z)
$$

In particular, we will consider a mild notion of solution to equation (2.71), so that we say that the function $u:[0, T] \times \mathcal{D} \rightarrow \mathbb{R}$ is a mild solution to equation (2.71) if there exist $C>0$ and $m \geq 0$, such that, for any $t \in[0, T]$ and any $\left(\eta_{1}, x_{1}\right),\left(\eta_{2}, x_{2}\right) \in \mathcal{D}, u$ satisfies

$$
\begin{align*}
& \left|u\left(t, \eta_{1}, x_{1}\right)-u\left(t, \eta_{2}, x_{2}\right)\right| \leq C\left|\left(\eta_{1}, x_{1}\right)-\left(\eta_{2}, x_{2}\right)\right|_{2}\left(1+\left|\left(\eta_{1}, x_{1}\right)\right|_{2}+\left|\left(\eta_{2}, x_{2}\right)\right|_{2}\right)^{m}  \tag{2.72}\\
& |u(t, 0,0)| \leq C
\end{align*}
$$

and the following equality holds true

$$
\begin{equation*}
u(t, \eta, x)=P_{t, T} \phi(\eta, x)+\int_{t}^{T} P_{t, s}\left[\psi\left(\cdot, u(s, \cdot), \partial_{x} u(s, \cdot) \sigma(s, \cdot), \mathcal{J} u(s, \cdot)\right](\eta, x) \mathrm{d} s\right. \tag{2.73}
\end{equation*}
$$
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for all $t \in[0, T]$, and $(\eta, x) \in \mathcal{D}, P_{t, s}$ being the Markov semigroup related to the equation (2.67). In particular, we considered a locally Lipschitz function $u:[0, T] \times \mathcal{D} \rightarrow \mathbb{R}$ with respect to the second variable with at most polynomial growth so that the derivative in equation (2.73) is to be defined as in [FT05, Section 4], see also section 2.3.3 of the present work.

If we define

$$
\begin{cases}Y^{\tau, \eta, x}(t) & :=u\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right) \\ Z^{\tau, \eta, x}(t) & :=\partial_{x} u\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right) \sigma\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right) \\ U^{\tau, \eta, x}(t, z) & :=u\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)+\gamma\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t), z\right)\right) \\ & -u\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right)\end{cases}
$$

then the triplet $\left(Y^{\tau, \eta, x}, Z^{\tau, \eta, x}, U^{\tau, \eta, x}\right)$ is the unique solution to the backward equation (2.69), where $\partial_{x}$ is the derivative with respect to the $\mathbb{R}$-valued present state $X(s)$ of $\left(X_{s}, X(s)\right), u$ being the mild solution to the following Kolmogorov equation

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} u(t, \eta, x)+\mathcal{L}_{t} u(t, \eta, x)=\psi\left(t, \eta, x, u(t, \eta, x), \partial_{x} u(t, \eta, x) \sigma(t, \eta, x), \mathcal{J} u(t, \eta, x)\right) \\
u(T, \eta, x)=\phi(\eta, x), \quad t \in[0, T], \quad(\eta, x) \in \mathcal{D}
\end{array}\right.
$$

The paper is organized as follows: in Section 2.3.1 we recall necessary notations also deriving results on the Malliavin derivative for Lévy processes that will be later used; Section 2.3.2 is devoted to the characterization of a FSFDE with delay, as well as to the characterization of the infinitesimal generator of the forward process; in Section 2.3.3 we describe our main results related to the study of the joint quadratic variation of the forward equation in (2.70) and a suitable function to be better specified later; in Section 2.3.4 we give the non-linear Feynman-Kac theorem that is later used to derive a deterministic representation to the FBSDE (2.70).

### 2.3.1 Notations and preliminaries

In this Section we introduce the notation used throughout the paper, also presenting basic definitions and main results related to the mathematical techniques involved in our approach.

Let us consider a probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \in[0, T]}, \mathbb{P}\right)$, where $\left\{\mathcal{F}_{t}\right\}_{t \in[0, T]}$ is the natural filtration jointly generated by the random variables $W(s)$ and $N(d s, d z)$, for all $z \in$ $\mathbb{R} \backslash\{0\}=: \mathbb{R}_{0}$ and for all $s \in[0, T]$, augmented by all $\mathbb{P}$-null sets, $W:=\{W(t), t \in[0, T]\}$ being a 1-dimensional Brownian motion, while $N$ is a 1-dimensional Poisson random measure, independent from $W$, with Lévy measure $\nu(d z)$ and associated compensated measure $\tilde{N}(d t, d z):=N(d t, d z)-\nu(d z) d t$. We will assume that the Lévy measure $\nu$ satisfies

$$
\int_{\mathbb{R}_{0}} \min \left\{1, z^{2}\right\} \nu(d z)<\infty \quad, \quad \int_{\mathbb{R}_{0}}|z|^{2} \nu(d z)<\infty
$$

we underline that the former condition is a standard assumption in the definition of a Lévy measure $\nu$, whereas the latter assumption implies that the process has a finite second moment, a natural assumption if one has in mind financial applications, see, e.g., [DNØP $\left.{ }^{+} 09\right]$.

In the following, we fix a delay $r>0$, we will use the notation $X(t)$ to denote the state at time $t$ of the real valued process $X$, whereas we use $X_{t}$ to denote the segment of the path
described by $X$ during the time interval $[t-r, t]$ with values in a suitable infinite dimensional path space. In particular, we refer to the couple

$$
\left((X(t+\theta))_{\theta \in[-r, 0]}, X(t)\right)=:\left(X_{t}, X(t)\right)
$$

From now on, we define $\mathcal{D}:=L^{2} \times \mathbb{R}:=L^{2}([-r, 0] ; \mathbb{R}) \times \mathbb{R}$ as the space of square integrable random variables, endowed with the scalar product

$$
\left\langle\left(X_{t}, X(t)\right),\left(Y_{t}, Y(t)\right)\right\rangle_{M_{2}}=\left\langle X_{t}, Y_{t}\right\rangle_{L^{2}}+X(t) \cdot Y(t)
$$

and norm

$$
\begin{equation*}
\left\|\left(X_{t}, X(t)\right)\right\|_{\mathcal{D}}^{2}=\left\|X_{t}\right\|_{L^{2}}^{2}+|X(t)|^{2} \tag{2.74}
\end{equation*}
$$

namely the Delfour-Mitter space, which is a separable Hilbert space, see, e.g., [AHMP07] and reference therein for details.

Furthermore, for any $p \in[2, \infty)$, we denote by $\mathcal{S}^{p}(t):=\mathcal{S}^{p}([0, t] ; \mathcal{D})$ and we say that a $\mathcal{D}$-valued stochastic process $\left(X_{s}, X(s)\right)_{s \in[0, t]}$ belongs to $\mathcal{S}^{p}(t)$ if

$$
\|X\|_{\mathcal{S}^{p}(t)}^{p}:=\mathbb{E}\left[\sup _{s \in[0, t]}\left\|\left(X_{s}, X(s)\right)\right\|_{\mathcal{D}}^{p}\right]<\infty
$$

We denote for short $\mathcal{S}^{p}:=\mathcal{S}^{p}(T)$. For the sake of simplicity, the following notation is used throughout the paper: $|\cdot|_{2}$ denotes the norm in $\mathcal{D}$ and $|\cdot|$ the absolute value in $\mathbb{R}$.
Remark 2.3.2. Let us stress that for the sake of brevity we will consider here a $\mathbb{R}$-valued stochastic process $X$, nevertheless any result that follows can be easily generalized to the case of an $\mathbb{R}^{d}$ - valued stochastic process. In particular we would have considered the Delfour-Mitter space $M^{2}\left([-r, 0] ; \mathbb{R}^{d}\right):=L^{2}\left([-r, 0] ; \mathbb{R}^{d}\right) \times \mathbb{R}^{d}$, see, e.g. [BCDNR16].

### 2.3.2 Forward stochastic functional differential equation with delay

This Section is devoted to the characterization of the delay equation (2.67). Some results are already established in literature, such as existence and uniqueness of solutions, whereas others are proved here for the first time.

As briefly said in Sec. 2.3.1, the main goal of this work is to focus on a stochastic functional delay differential equation (SFDDE) of the form

$$
\left\{\begin{array}{l}
\mathrm{d} X(t)=\mu\left(t, X_{t}, X(t)\right) \mathrm{d} t+\sigma\left(t, X_{t}, X(t)\right) \mathrm{d} W(t)+\int_{\mathbb{R}_{0}} \gamma\left(t, X_{t}, X(t), z\right) \tilde{N}(\mathrm{~d} t, \mathrm{~d} z)  \tag{2.75}\\
\left(X_{0}, X(0)\right)=(\eta, x) \in \mathcal{D}
\end{array}\right.
$$

for all $t \in[0, T]$. We will assume the functionals $\mu, \sigma$ and $\gamma$ fulfils the following assumptions.
Hypothesis 2.3.3. (A1) the coefficients

$$
\mu:[0, T] \times \mathcal{D} \rightarrow \mathbb{R}, \quad \sigma:[0, T] \times \mathcal{D} \rightarrow \mathbb{R}, \quad \gamma:[0, T] \times \mathcal{D} \times \mathbb{R}_{0} \rightarrow \mathbb{R}
$$

are continuous.
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 jumps(A2) There exists $K>0$ such that for all $t \in[0, T]$ and for all $\left(\eta_{1}, x_{1}\right),\left(\eta_{2}, x_{2}\right) \in \mathcal{D}$,

$$
\begin{aligned}
\mid \mu\left(t, \eta_{1}, x_{1}\right) & -\left.\mu\left(t, \eta_{2}, x_{2}\right)\right|^{2}+\left|\sigma\left(t, \eta_{1}, x_{1}\right)-\sigma\left(t, \eta_{2}, x_{2}\right)\right|^{2} \\
& +\int_{\mathbb{R}_{0}}\left|\gamma\left(t, \eta_{1}, x_{1}, z\right)-\gamma\left(t, \eta_{2}, x_{2}, z\right)\right|^{2} \nu(d z) \\
& \leq K\left|\left(\eta_{1}, x_{1}\right)-\left(\eta_{2}, x_{2}\right)\right|_{2}^{2}\left(1+\left|\left(\eta_{1}, x_{1}\right)\right|_{2}^{2}+\left|\left(\eta_{2}, x_{2}\right)\right|_{2}^{2}\right)
\end{aligned}
$$

Throughout the paper, we will look for strong solution to equation (2.75) in the following sense.

Definition 2.3.4. We say that $X:=\left(X_{t}, X(t)\right)_{t \in[0, T]}$ is a strong solution to equation (2.75) if for any $t \in[0, T] X$ is indistinguishably unique and $\left\{\mathcal{F}_{t}\right\}_{t \in[0, T]}$-adapted and it holds $\mathbb{P}$-a.s.

$$
\begin{aligned}
& X(t)=x+\int_{0}^{t} \mu\left(s, X_{s}, X(s)\right) d s+\int_{0}^{t} \sigma\left(s, X_{s}, X(s)\right) d W(s) \\
&+\int_{0}^{t} \int_{\mathbb{R}_{0}} \gamma\left(s, X_{s}, X(s), z\right) \tilde{N}(d s, d z) \\
& X_{0}=\eta
\end{aligned}
$$

In what follows we will denote by $\left(X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right)$ the $\mathcal{D}$-value of the process at time $t \in[\tau, T]$, with initial value $(\eta, x) \in \mathcal{D}$ at initial time $\tau \in[0, T]$. However, for the sake of brevity, in most of the results, we will avoid to state the dependence on the initial value $(\tau, \eta, x)$ writing for short $\left(X_{t}, X^{t}\right)$ instead of $\left(X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right)$.

Now we provide an existence and uniqueness result for equation (2.67).

Theorem 2.3.5. Suppose that $\mu, \sigma$ and $\gamma$ satisfy conditions $(A 1)-(A 2)$ in Assumptions 2.3.3. Then, for all $t \in[0, T]$ and $(\eta, x) \in \mathcal{D}$, there exists a unique strong solution to the $S F D D E$ (2.67) in $\mathcal{S}^{p}$ and there exists $C_{1}:=C_{1}(K, L, T, p)$ such that

$$
\begin{equation*}
\left\|X^{\eta, x}\right\|_{\mathcal{S}^{p}}^{p} \leq C_{1}\left(1+|(\eta, x)|_{2}^{p}\right) \tag{2.76}
\end{equation*}
$$

Moreover, the map $(\eta, x) \mapsto X^{\eta, x}$ is Lipschitz continuous from $\mathcal{D}$ to $\mathcal{S}^{p}$ and it exists $C_{2}:=$ $C_{2}(K, L, T)$ such that

$$
\begin{equation*}
\left\|X^{\eta_{1}, x_{1}}-X^{\eta_{2}, x_{2}}\right\|_{\mathcal{S}^{p}}^{p} \leq C_{2}\left|\left(\eta_{1}, x_{1}\right)-\left(\eta_{2}, x_{2}\right)\right|_{2}^{p} \tag{2.77}
\end{equation*}
$$

Proof. Existence and uniqueness of the solution to equation (2.75) are proved in [BCDNR16], as well as the estimate in equation (2.76).

As regards equation (2.77), exploiting the Burkholder-Davis-Gundy inequality, see, e.g. [App09, Section 4.4.], we have that, for any $t \in[0, T]$, denoting for short by $C$ several
positive constants,

$$
\begin{aligned}
& \left|X^{\eta_{1}, x_{1}}-X^{\eta_{2}, x_{2}}\right|_{\mathcal{S}^{p}}^{p}= \\
& \quad=\mathbb{E} \sup _{t \in[0, T]}\left|\left(X_{t}^{\eta_{1}, x_{1}}, X^{\eta_{1}, x_{1}}(t)\right)-\left(X_{t}^{\eta_{2}, x_{2}}, X^{\eta_{2}, x_{2}}(t)\right)\right|_{2}^{p} \leq \\
& \quad \leq C\left|\left(\eta_{1}, x_{1}\right)-\left(\eta_{2}, x_{2}\right)\right|_{2}^{p} \\
& +C\left[\int_{0}^{t}\left|\mu\left(s, X_{s}^{\eta_{1}, x_{1}}, X^{\eta_{1}, x_{1}}(s)\right)-\mu\left(s, X_{s}^{\eta_{2}, x_{2}}, X^{\eta_{2}, x_{2}}(s)\right)\right|^{p} d s\right. \\
& \\
& +\left(\int_{0}^{t}\left|\sigma\left(s, X_{s}^{\eta_{1}, x_{1}}, X^{\eta_{1}, x_{1}}(s)\right)-\sigma\left(s, X_{s}^{\eta_{2}, x_{2}}, X^{\eta_{2}, x_{2}}(s)\right)\right|^{2} d s\right)^{\frac{p}{2}} \\
& \left.\quad+\int_{0}^{t} \int_{\mathbb{R}_{0}}\left|\gamma\left(s, X_{s}^{\eta_{1}, x_{1}}, X^{\eta_{1}, x_{1}}(s), z\right)-\gamma\left(s, X_{s}^{\eta_{2}, x_{2}}, X^{\eta_{2}, x_{2}}(s), z\right)\right|^{p} \nu(d z) d s\right]
\end{aligned}
$$

so that from the Lipschitz continuity in assumption 2.3.3 $A 2$, it follows

$$
\begin{aligned}
& \mathbb{E} \sup _{t \in[0, T]}\left|\left(X_{t}^{\eta_{1}, x_{1}}, X^{\eta_{1}, x_{1}}(t)\right)-\left(X_{t}^{\eta_{2}, x_{2}}, X^{\eta_{2}, x_{2}}(t)\right)\right|_{2}^{p} \leq \\
& \leq C\left|\left(\eta_{1}, x_{1}\right)-\left(\eta_{2}, x_{2}\right)\right|_{2}^{p}+\int_{0}^{T} \sup _{s \in[0, q]}\left|\left(X_{s}^{\eta_{1}, x_{1}}, X^{\eta_{1}, x_{1}}(s)\right)-\left(X_{s}^{\eta_{2}, x_{2}}, X^{\eta_{2}, x_{2}}(s)\right)\right|_{2}^{p},
\end{aligned}
$$

and the claim follows from Grownall's inequality.
Remark 2.3.6. We want to stress that a result analogous to Thm. 2.3.5 can be obtained by replacing the Delfour-Mitter space $\mathcal{D}$ with the space $\mathbf{D}$ of càdlàgfunctions, with the corresponding sup norm $\|\cdot\|_{\mathbf{D}}=\sup _{t \in[-r, 0]}|\cdot|$, see e.g. [BCDNR16, RvG06].

When the SFDDE is driven by a Gaussian noise, a result analogous to Thm. 2.3.5 has been derived, in different and yet related setting, in [AHMP07, Moh98].

One of the major results, when one is to lift the delay equation into an infinite dimensional setting exploiting the notion of segment, is that one is able to recover the Markov property of the driving equation, see, e.g [Moh98, Theorem II.1], similarly equation (2.75) results to be an $\mathcal{D}$-valued Markov process.
Proposition 2.3.7. Let $X=\left\{\left(X_{t}, X(t)\right)\right\}_{t \in[0, T]}$ be the strong solution to equation (2.75), then the process $X$ is a Markov process in the sense that

$$
\mathbb{P}\left(\left(X_{t}, X(t)\right) \in B \mid \mathcal{F}_{s}\right)=\mathbb{P}\left(\left(X_{t}, X(t)\right) \in B \mid\left(X_{s}, X(s)\right)=(\eta, x)\right), \quad \mathbb{P}-\text { a.s. }
$$

for all $0 \leq s \leq t \leq T$ and for all $B$ a Borel set $B \in \mathcal{B}(\mathcal{D})$.
Proof. See, e.g. [BCDNR16, Th. 3.10], or also, see, e.g., [RvG06, Prop. 3.3] or [PZ07, Sec.9.6].

Having shown in Proposition 2.3.7 that $X$ is a $\mathcal{D}$-valued Markov process, we can therefore introduce the transition semigroup $P_{\tau, t}$, acting on the space of Borel bounded function on $\mathcal{D}$, denoted by $B_{b}(\mathcal{D})$, namely, we define

$$
\begin{equation*}
P_{\tau, t}: B_{b}(\mathcal{D}) \rightarrow B_{b}(\mathcal{D}), \quad P_{\tau, t}[\varphi](x):=\mathbb{E}\left[\varphi\left(X_{t}^{\tau, \eta, x}\right)\right], \quad \varphi \in B_{b}(\mathcal{D}) \tag{2.78}
\end{equation*}
$$

Concerning the infinitesimal generator we have the following proposition, we refer to [App09] to a deep introduction on Markov semigroups.

### 2.3 A nonlinear Kolmogorov equation for stochastic delay differential equations with jumps

Proposition 2.3.8. Let us consider equation (2.75) and a function $\varphi:[0, T] \times L^{2} \times \mathbb{R} \rightarrow \mathbb{R}$ which is differentiable with continuous derivative w.r.t. the first variable $t$, Fréchet differentiable with continuous Fréchet derivative w.r.t. the second variable $\eta$ and twice differentiable w.r.t. the third variable $x$. Also assume that $\eta \in W^{1,2}$.

We denote by $\partial_{t}$, resp. $D$, resp. $\partial_{x}$, the derivative w.r.t. the first variable, resp. the second variable, resp. the third variable. Also we will denote by $\partial_{\theta}$ the (weak) derivative of $\eta$.

Then the infinitesimal generator $\mathcal{L}_{t}$ of equation (2.75) is

$$
\begin{align*}
& \mathcal{L}_{t} \varphi(t, \eta, x)=\left\langle D \varphi(t, \eta, x), \partial_{\theta}^{+} \eta\right\rangle_{L^{2}} \\
& \quad+\partial_{x} \varphi(t, \eta, x) \mu(t, \eta, x)+\frac{1}{2} \partial_{x x} \varphi(t, \eta, x) \sigma^{2}(t, \eta, x) \\
& \quad+\int_{\mathbb{R}_{0}}\left(\varphi(t, \eta, x+\gamma(t, \eta, x, z))-\varphi(t, \eta, x)-\gamma(t, \eta, x, z) \partial_{x} \varphi(t, \eta, x)\right) \nu(d z) \tag{2.79}
\end{align*}
$$

where $\partial_{\theta}^{+}: W^{1,2} \subset L^{2} \rightarrow L^{2}$ is the right derivative in $L^{2}$.
Proof. The proof follows from a direct application of Itô's formula, see, e.g. [BCDNR16].
Similarly, proposition 2.3.8, can be proved alongside [YM05, Lemma 9.3]. Nevertheless, following [FMT10, FT02, FT05] we are not interested in a full characterization of the domain of the infinitesimal generator since this goes beyond the aim of the present work.

## Malliavin calculus for jump processes with delay

In this subsection we recall some definitions and main results concerning Malliavin operator and Skorokhod integral for jump processes. We will give fundamental definition in order to fix the notation and to recall the most effective result, we refer to [DNØP $\left.{ }^{+} 09, \mathrm{Pet06}, \mathrm{SUV} 07\right]$ for further references and proofs of some results. We will also derive some ad hoc results concerning the differentiability of SFDDE's, which will turn to be necessary in the rest of the paper. Topics covered in this Subsection largely follow $\left[\mathrm{DNOP}^{+} 09\right.$, Pet06] and, to a lesser extent, [DI10a, LSUV02, SUV07].

We would like to stress that, for the sake of brevity, we will state the results just for the jump component and we refer to [FT05, Moh98] for the Malliavin derivative for stochastic processes without jumps, namely in what follows we will set $D_{s, 0}=: D_{s}$.

We denote by $I_{n}(f)$ the $n$-fold iterated stochastic integral w.r.t. the random measure $\tilde{N}$, as

$$
\begin{equation*}
I_{n}\left(f_{n}\right):=\int_{\left([0, T] \times \mathbb{R}_{0}\right)^{n}} f\left(\left(t_{1}, z_{1}\right), \ldots,\left(t_{n}, z_{n}\right)\right) \tilde{N}\left(\mathrm{~d} t_{1}, \mathrm{~d} z_{1}\right) \ldots \tilde{N}\left(\mathrm{~d} t_{n}, \mathrm{~d} z_{n}\right) \in L^{2}(\Omega) \tag{2.80}
\end{equation*}
$$

where $\left.f \in L^{2}\left(\left([0, T] \times \mathbb{R}_{0}\right)^{n}\right)=L^{2}\left(\left([0, T] \times \mathbb{R}_{0}\right)^{n}\right), \otimes \nu(d z) d t\right)$ is a deterministic function.

Thus, every random variable $F \in L^{2}(\Omega)$ can be represented as an infinite sum of iterated integrals of the form (2.80). This representation is known as chaos expansion, see, e.g. $\left[\right.$ DNØP ${ }^{+}$09, Def. 12.1] or [Pet06, Th. 1].

Theorem 2.3.9. The stochastic Sobolev space $\mathcal{D}^{1,2}$ consists of $\mathcal{F}$-measurable random variable $F \in L^{2}(\Omega)$ such that, for $\left(f_{n}\right)_{n \geq 0}$, with $f_{n} \in L^{2}\left(\left([0, T] \times \mathbb{R}_{0}\right)^{n}\right)$, it holds

$$
\begin{equation*}
F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right) \tag{2.81}
\end{equation*}
$$

with the following norm

$$
\|F\|^{2}=\sum_{n=0}^{\infty} n n!\left\|I_{n}\left(f_{n}\right)\right\|_{L^{2}\left(\left([0, T] \times \mathbb{R}_{0}\right)^{n}\right)}^{2}
$$

Given the chaos expansion in equation (2.81), we can introduce the Malliavin derivative $D_{t, z}$ and its domain $\mathbb{D}^{1,2}$, see, e.g. [DNØP ${ }^{+} 09$, Def. 12.2].
Definition 2.3.10. Let us consider a random variable $F \in \mathcal{D}^{1,2}$, the Malliavin derivative is the operator $D: \mathcal{D}^{1,2} \subset L^{2}(\Omega) \rightarrow L^{2}\left(\Omega \times[0, T] \times \mathbb{R}_{0}\right)$ defined as

$$
\begin{equation*}
D_{t, z} F=\sum_{n=1}^{\infty} n I_{n-1}\left(f_{n}(\cdot, t, z)\right), F \in \mathcal{D}^{1,2}, z \neq 0 \tag{2.82}
\end{equation*}
$$

Since the operator $D$ is closable, see, e.g., $\left[\mathrm{DNOP}^{+} 09\right.$, Thm. 3.3 and Thm 12.6], we denote by $\mathcal{D}^{1,2}$ the domain of its closure.

The following result, see $\left[\mathrm{DNOP}^{+} 09\right.$, Thm. 12.8] for the proof, represents a chain rule for Malliavin derivative.

Theorem 2.3.11. Let $F \in \mathcal{D}^{1,2}$ and let $\phi$ be a real continuous function on $\mathbb{R}$. Suppose $\phi(F) \in L^{2}(\Omega)$ and $\phi\left(F+D_{t, z} F\right) \in L^{2}\left(\Omega \times[0, T] \times \mathbb{R}_{0}\right)$. Then, $\phi \in \mathcal{D}^{1,2}$ and

$$
\begin{equation*}
D_{t, z} \phi(F)=\phi\left(F+D_{t, z} F\right)-\phi(F) . \tag{2.83}
\end{equation*}
$$

Once the Malliavin derivative has been defined, we are able to introduce its adjoint operator, the Skorokhod integral, in particular next definition is taken from [DNØP ${ }^{+}$09, Def. 11.1], see, also [Pet06, Sec. 3] for details.

Definition 2.3.12. Let $\delta: L^{2}\left(\Omega \times[0, T] \times \mathbb{R}_{0}\right) \rightarrow L^{2}(\Omega)$ be the adjoint operator of the derivative $D$. The set of processes $h \in L^{2}\left(\Omega \times[0, T] \times \mathbb{R}_{0}\right)$ such that

$$
\left|\mathbb{E} \int_{0}^{T} \int_{\mathbb{R}_{0}} D_{s, z} F h_{t}(z) \nu(d z) d s\right| \leq C\|F\|
$$

for all $F \in \mathbb{D}^{1,2}$, form the domain of $\delta$, denoted by $\operatorname{dom} \delta$.
For every $h \in \operatorname{dom} \delta$ we define the Skorokhod integral as

$$
\delta(h):=\int_{0}^{T} \int_{\mathbb{R}_{0}} h_{t}(z) \tilde{N}(\hat{d} t, d z)
$$

for any $F \in \mathbb{D}^{1,2}$.

### 2.3 A nonlinear Kolmogorov equation for stochastic delay differential equations with

 jumpsDefinition 2.3.13. We denote by $\mathbb{L}^{1,2}$ the space of $\mathcal{F}$-adapted processes $h: \Omega \times[0, T] \times$ $\mathbb{R}_{0} \rightarrow \mathbb{R}$ such that $h_{t} \in \mathbb{D}^{1,2}$ and

$$
\begin{array}{r}
\mathbb{E} \int_{0}^{T} \int_{\mathbb{R}_{0}}\left|h_{t}(z)\right| \nu(d z) d t<\infty \\
\mathbb{E} \int_{\left([0, T] \times \mathbb{R}_{0}\right)^{2}}\left|D_{t, z} h_{s}(\zeta)\right| \nu(d \zeta) d s \nu(d z) d t<\infty .
\end{array}
$$

From Definition above, We have $\mathbb{L}^{1,2} \subset \operatorname{dom} \delta$. If $h \in \mathbb{L}^{1,2}$ and $D_{t, z} h \in \operatorname{dom} \delta$, then $\delta(h) \in \mathbb{D}^{1,2}$ and

$$
\begin{equation*}
D_{t, z} \delta(h)=h(z)+\delta\left(D_{t, z} h\right), \tag{2.84}
\end{equation*}
$$

see, e.g. [LSUV02]. Notice also that $\mathbb{L}^{1,2} \simeq L^{2}\left([0, T] ; \mathbb{D}^{1,2}\right)$.
Next result will needed in order to prove subsequent results, see, e.g. [Pet06, Prop. 6].
Proposition 2.3.14. Let $h_{t}$ be a predictable square integrable process. Then, if $h \in \mathbb{D}^{1,2}$, we have

$$
\begin{aligned}
D_{s, z} \int_{0}^{t} h_{\tau} d \tau & =\int_{s}^{t} D_{\tau, z} h_{\tau} d \tau \\
D_{s, z} \int_{0}^{t} h_{\tau} d W(\tau) & =\int_{s}^{t} D_{\tau, z} h_{\tau} d W(\tau) \\
D_{s, z} \int_{0}^{t} \int_{\mathbb{R}_{0}} h_{\tau} \tilde{N}(d \tau, d z) & =h_{s}+\int_{s}^{t} \int_{\mathbb{R}_{0}} D_{\tau, \zeta} h_{\tau} \tilde{N}(d \tau, d \zeta)
\end{aligned}
$$

The next is the main result of the current subsection concerning the differentiability of the SFDDE (2.75).

Theorem 2.3.15. Let us suppose that Assumptions 2.3.3 (A1)-(A2) hold and $X=\{X(t)\}_{t \in[-r, T]}$ is the solution to equation (2.75). Then, $X \in L^{2}\left([-r, T] ; \mathbb{D}^{1,2}\right)$ and, for every $s \in[0, T]$ and $z \in \mathbb{R}_{0}$, the stochastic process $\left\{D_{s, z} X(t): t \in[s, T]\right\}$ satisfies

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T} \int_{\mathbb{R}_{0}} \sup _{t \in[s, T]}\left|D_{s, z} X(t)\right|^{2} \nu(d z) d s<\infty \tag{2.85}
\end{equation*}
$$

In particular, for any $t \in[0, T], X(t) \in \mathbb{D}^{1,2}$ and it holds

$$
\left\{\begin{aligned}
D_{s, z} X(t) & =\gamma\left(s, X_{s}, X(s), z\right)+\int_{s}^{t} D_{s, z} \mu\left(u, X_{u}, X(u)\right) d u \\
& +\int_{s}^{t} D_{s, z} \sigma\left(u, X_{u}, X(u)\right) d W(u)+\int_{s}^{t} \int_{\mathbb{R}_{0}} D_{s, z} \gamma\left(u, X_{u}, X(u), \zeta\right) \tilde{N}(d u, d \zeta), \\
D_{s} X(t) & =0, \quad t \in[-r, s)
\end{aligned}\right.
$$

Moreover, for any $z \in \mathbb{R}_{0}$, there exists a measurable version of the two-parameter process

$$
D_{s, z} X_{t}=\left\{D_{s, z} X_{t}(\theta): s \in[0, T], \theta \in[-r, 0]\right\}
$$

Proof. We will use a standard Picard's approximation scheme, see, e.g. [DNØP ${ }^{+} 09$, Th. 17.2]. Let $X^{0}(t)=x$ and $X_{t}^{0}=\eta$, then set, for $n>0$,

$$
\begin{aligned}
X^{n+1}(t) & =x+\int_{0}^{t} \mu\left(s, X_{s}^{n}, X^{n}(s)\right) d s+\int_{0}^{t} \sigma\left(s, X_{s}^{n}, X^{n}(s)\right) d W(s) \\
& +\int_{0}^{t} \int_{\mathbb{R}_{0}} \gamma\left(s, X_{s}^{n}, X^{n}(s), z\right) \tilde{N}(d s, d z) \\
X_{0}^{n+1} & =\eta
\end{aligned}
$$

where we use the notation $X_{s}^{n}:=\left\{X^{n}(s+\theta)\right\}_{\theta \in[-r, 0]}$.
We are going to prove by induction over $n$ that $X^{n}(t) \in \mathbb{D}^{1,2}$ for any $t \in[0, T], D_{s, z} X(t)$ is a predictable process and that

$$
\xi_{n+1}(t) \leq C_{1}+C_{2} \int_{-r}^{t} \xi_{n}(s) d s
$$

where $C_{1}, C_{2}$ are some suitable constants and

$$
\xi_{n}(s):=\sup _{0 \leq s \leq t} \mathbb{E} \int_{\mathbb{R}_{0}} \sup _{s \leq \tau \leq t}\left|D_{s, z} X^{n}(\tau)\right|^{2} \nu(d z)<\infty
$$

For $n=0$ the above claim is trivially satisfied. Let us thus assume that the previous assumptions hold for $n$, we have to show that they hold also for $n+1$. Indeed we have that $\int_{0}^{t} \mu\left(s, X_{s}^{n}, X^{n}(s)\right) d s, \int_{0}^{t} \sigma\left(s, X_{s}^{n}, X^{n}(s)\right) d W(s)$ and $\int_{0}^{t} \gamma\left(s, X_{s}^{n}, X^{n}(s), z\right) \tilde{N}(d s, d z) \in \mathbb{D}^{1,2},$, and proposition 2.3.14 guarantees that

$$
\begin{aligned}
D_{s, z} \int_{0}^{t} \mu\left(s, X_{s}^{n}, X^{n}(s)\right) d s & =\int_{s}^{t} D_{\tau, z} \mu\left(\tau, X_{\tau}^{n}, X^{n}(\tau)\right) d \tau \\
D_{s, z} \int_{0}^{t} \sigma\left(s, X_{s}^{n}, X^{n}(s)\right) d W(s) & =\int_{s}^{t} D_{\tau, z} \sigma\left(\tau, X_{\tau}^{n}, X^{n}(\tau)\right) d W(\tau)
\end{aligned}
$$

and

$$
\begin{aligned}
D_{s, z} & \int_{0}^{t} \gamma\left(s, X_{s}^{n}, X^{n}(s), z\right) \tilde{N}(d s, d z)=\gamma\left(s, X_{s}^{n}, X^{n}(s), z\right) \\
& +\int_{s}^{t} \int_{\mathbb{R}_{0}} D_{\tau, \zeta} \gamma\left(\tau, X_{s}^{\tau}, X^{n}(\tau), \zeta\right) \tilde{N}(d \tau, d \zeta)
\end{aligned}
$$

for $s \leq t$. Consequently, for any $t \in[0, T], X^{n+1}(t) \in \mathbb{D}^{1,2}$ and

$$
\begin{align*}
D_{s, z} X^{n+1}(t) & =\gamma\left(s, X_{s}^{n}, X^{n}(s), z\right)+\int_{s}^{t} D_{\tau, z} \mu\left(\tau, X_{\tau}^{n}, X^{n}(\tau)\right) d \tau \\
& +\int_{s}^{t} D_{\tau, z} \sigma\left(\tau, X_{\tau}^{n}, X^{n}(\tau)\right) d W(\tau) \\
& +\int_{s}^{t} \int_{\mathbb{R}_{0}} D_{\tau, \zeta} \gamma\left(\tau, X_{s}^{\tau}, X^{n}(\tau), \zeta\right) \tilde{N}(d \tau, d \zeta) \tag{2.86}
\end{align*}
$$

### 2.3 A nonlinear Kolmogorov equation for stochastic delay differential equations with

 jumpsBy squaring both sides of equation (2.86), we have

$$
\begin{align*}
\left|D_{s, z} X^{n+1}(t)\right|^{2} & \leq 4\left|\gamma\left(s, X_{s}^{n}, X^{n}(s), z\right)\right|^{2}+\left|\int_{s}^{t} D_{\tau, z} \mu\left(\tau, X_{\tau}^{n}, X^{n}(\tau)\right) d \tau\right|^{2} \\
& +4\left|\int_{s}^{t} D_{\tau, z} \sigma\left(\tau, X_{\tau}^{n}, X^{n}(\tau)\right) d W(\tau)\right|^{2} \\
& +4\left|\int_{s}^{t} \int_{\mathbb{R}_{0}} D_{\tau, \zeta} \gamma\left(\tau, X_{s}^{\tau}, X^{n}(\tau), \zeta\right) \tilde{N}(d \tau, d \zeta)\right|^{2} \tag{2.87}
\end{align*}
$$

By exploiting Doob maximal inequality, stochastic Fubini's theorem and Itô isometry, we get

$$
\begin{align*}
& \mathbb{E} \int_{\mathbb{R}_{0}} \sup _{s \leq \tau \leq t}\left|D_{s, z} X^{n+1}(t)\right|^{2} \nu(d z) \leq C\left[\mathbb{E} \int_{\mathbb{R}_{0}}\left|\gamma\left(s, X_{s}^{n}, X^{n}(s), z\right)\right|^{2} \nu(d z)\right. \\
& \quad+\mathbb{E}\left|\int_{s}^{t} D_{\tau, z} \mu\left(\tau, X_{\tau}^{n}, X^{n}(\tau)\right) d \tau\right|^{2}+\mathbb{E}\left|\int_{s}^{t} D_{\tau, z} \sigma\left(\tau, X_{\tau}^{n}, X^{n}(\tau)\right) d W(\tau)\right|^{2} \\
& \left.\quad+\mathbb{E}\left|\int_{s}^{t} \int_{\mathbb{R}_{0}} D_{\tau, \zeta} \gamma\left(\tau, X_{s}^{\tau}, X^{n}(\tau), \zeta\right) \tilde{N}(d \tau, d \zeta)\right|^{2}\right]  \tag{2.88}\\
& \quad \leq C\left[\mathbb{E} \int_{\mathbb{R}_{0}}\left|\gamma\left(s, X_{s}^{n}, X^{n}(s), z\right)\right|^{2} \nu(d z)\right. \\
& \quad+\mathbb{E} \int_{s}^{t}\left|D_{\tau, z} \mu\left(\tau, X_{\tau}^{n}, X^{n}(\tau)\right)\right|^{2} d \tau+\mathbb{E} \int_{s}^{t}\left|D_{\tau, z} \sigma\left(\tau, X_{\tau}^{n}, X^{n}(\tau)\right)\right|^{2} d \tau \\
& \left.\quad+\mathbb{E} \int_{s}^{t} \int_{\mathbb{R}_{0}}\left|D_{\tau, \zeta} \gamma\left(\tau, X_{s}^{\tau}, X^{n}(\tau), \zeta\right)\right|^{2} \nu(d z) d \tau\right]
\end{align*}
$$

where we denote for short by $C>0$ a suitable constant.
Exploiting Assumptions 2.3.3 together with Theorem 2.3.11, we get

$$
\begin{align*}
& \mathbb{E} \int_{\mathbb{R}_{0}} \sup _{s \leq \tau \leq t}\left|D_{s, z} X^{n+1}(\tau)\right|^{2} \nu(d z) \leq \\
& \leq C_{1} \int_{s}^{t} \mathbb{E} \int_{\mathbb{R}_{0}}\left|\left(D_{s, z} X_{\tau}^{n}, D_{s, z} X^{n}(\tau)\right)\right|_{2}^{2} \nu(d z) d \tau+C_{2}\left(1+\mathbb{E}\left|\left(X_{\tau}^{n}, X^{n}(\tau)\right)\right|_{2}^{2}\right) \\
& \leq C_{1}\left(\mathbb{E} \int_{s}^{t} \int_{-r}^{0} \int_{\mathbb{R}_{0}}\left|D_{s, z} X^{n}(\tau+\theta)\right|^{2} \nu(d z) d \theta d \tau+\mathbb{E} \int_{s}^{t} \int_{\mathbb{R}_{0}}\left|D_{s, z} X^{n}(\tau)\right|^{2} d \nu(d z) \tau\right)+C_{3}(1+\lambda) \\
& \leq C_{1}\left(\mathbb{E} \int_{-r}^{0} \int_{s}^{t+\theta} \int_{\mathbb{R}_{0}}\left|D_{s, z} X^{n}(p)\right|^{2} \nu(d z) d p d \theta+\mathbb{E} \int_{s}^{t} \int_{\mathbb{R}_{0}}\left|D_{s, z} X^{n}(\tau)\right|^{2} \nu(d z) d \tau\right)+C_{3}(1+\lambda) \\
& \leq C_{4} \mathbb{E} \int_{s}^{t} \int_{\mathbb{R}_{0}}\left|D_{s, z} X^{n}(\tau)\right|^{2} \nu(d z) d \tau+C_{3}(1+\lambda) \tag{2.89}
\end{align*}
$$

where $C_{1}, C_{2}, C_{4}$ and $C_{4}$ denote some suitable constants and $\lambda$ is such that

$$
\lambda=\sup _{n} \mathbb{E} \sup _{-r \leq s \leq T}\left|X^{n}(s)\right|_{2}^{2}<\infty
$$

What is more, we obtain

$$
X^{n+1}=\left\{X^{n+1}(t)\right\}_{t \in[-r, T]} \in L^{2}(\Omega \times[-r, T])
$$

and for any $t, X^{n+1}(t) \in \mathbb{D}^{1,2}$, so that $X^{n+1} \in L^{2}\left(\Omega \times[-r, T] ; \mathbb{D}^{1,2}\right)$ and, for $p \leq s, D_{s, z} X^{n+1}(p)=$ 0.

It follows that, for any $z \in \mathbb{R}_{0}$, it exists a measurable version of the two-parameter process

$$
D_{s, z} X_{t}^{n+1}=\left\{D_{s, z} X_{t}^{n+1}(\theta): s \in[0, T], \theta \in[-r, 0]\right\}
$$

such that $D_{s, z} X_{t}^{n+1} \in L^{2}(\Omega \times[0, T] \times[-r, 0])$, see, e.g. [Moh98, Sec. 4].
Therefore, the inductive hypothesis is fulfilled by $X^{n+1}$ and

$$
\mathbb{E} \sup _{s \leq T}\left|X^{n}(s)-X(s)\right|^{2} \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

Finally, thanks to a discrete version of Gronwall's lemma, see, e.g. [DNØP ${ }^{+}$09, Th. 17.2] and applying equation (2.89), we have

$$
\sup _{n \geq 0} \mathbb{E} \int_{-r}^{T}\left|D_{s, z} X^{n}(\tau)\right|^{2} d \tau<\infty
$$

so that $X(t) \in \mathbb{D}^{1,2}$, see, e.g. [DNØP ${ }^{+} 09$, Th. 17.2].
By repeating the same reasoning as before, we have

$$
X=\{X(t)\}_{t \in[-r, T]} \in L^{2}(\Omega \times[-r, T]), X(t) \in \mathbb{D}^{1,2}
$$

for any $t$, so that $X \in L^{2}\left(\Omega \times[-r, T] ; \mathbb{D}^{1,2}\right)$. The proof is complete by observing that, for any $z \in \mathbb{R}_{0}$, there exists a measurable version of the two-parameter process

$$
D_{s, z} X_{t}=\left\{D_{s, z} X_{t}(\theta): s \in[0, T], \theta \in[-r, 0]\right\}
$$

such that $D_{s, z} X_{t} \in L^{2}(\Omega \times[0, T] \times[-r, 0])$.

### 2.3.3 Joint quadratic variation

In order to prove the main result of this work, which consists in giving an explicit FeynmanKac representation formula for a coupled forward-backward system with delay, we need first to prove a joint quadratic variation result. The main advantage of such an approach is to overcome difficulties that may arise in dealing with the Itô's formula in infinite dimension, since, in general, the process $X_{t}$ fails to be a semi-martingale, so we cannot rely in standard Itô calculus. Furthermore, we are able to relax hypothesis concerning the differentiability of the coefficients.

In particular, following [FMT10, FT05], we introduce a generalized covariation process. The definition of joint generalized quadratic variation we consider in the present paper has been first introduced in [RV95] and [RV93, RV96b] with the difference that they consider the limit to hold uniformly on compacts in probability. We have chosen here, following [FMT10, FT05], to consider the limit in probability because that the limiting procedure is easier with a stronger notion of convergence, such as the convergence in probability.

### 2.3 A nonlinear Kolmogorov equation for stochastic delay differential equations with jumps

Definition 2.3.16. Given a couple of $\mathbb{R}$-valued stochastic processes $(X(t), Y(t)), t \geq 0$, their joint quadratic variation on $[0, T]$, is given by

$$
\langle X(t), Y(t)\rangle_{\left[0, T^{\prime}\right]}:=p-\lim _{\epsilon \downarrow 0} C_{\left[0, T^{\prime}\right]}^{\epsilon}(X(t), Y(t)),
$$

where $p$ - lim denotes the limit to be taken in probability and

$$
\begin{equation*}
C_{\left[0, T^{\prime}\right]}^{\epsilon}(X(t), Y(t)):=\frac{1}{\epsilon} \int_{0}^{T^{\prime}}(X(t+\epsilon)-X(t))(Y(t+\epsilon)-Y(t)) \mathrm{d} t, \epsilon>0 \tag{2.90}
\end{equation*}
$$

with $0 \leq T^{\prime}+\epsilon<T$.
It is shown in [RV95, Prop. 1.1] the definition of joint quadratic variation coincides with the standard notion of quadratic variation, see, e.g. [App09].

Before stating our main result we are to better introduce a mild notion of derivative we will use throughout the paper. In what follows we will consider a function $u:[0, T] \times \mathcal{D} \rightarrow \mathbb{R}$, there exist $C>0$ and $m \geq 0$, such that, for any $t \in[0, T]$ and any $\left(\eta_{1}, x_{1}\right),\left(\eta_{2}, x_{2}\right) \in \mathcal{D}, u$ satisfies

$$
\begin{align*}
& \left|u\left(t, \eta_{1}, x_{1}\right)-u\left(t, \eta_{2}, x_{2}\right)\right| \leq C\left|\left(\eta_{1}, x_{1}\right)-\left(\eta_{2}, x_{2}\right)\right|_{2}\left(1+\left|\left(\eta_{1}, x_{1}\right)\right|_{2}+\left|\left(\eta_{2}, x_{2}\right)\right|_{2}\right)^{m}, \\
& |u(t, 0,0)| \leq C \tag{2.91}
\end{align*}
$$

that is we require the function $u$ to be Lipschitz continuous without requiring any further regularity concerning differentiability. Nevertheless, in what follows, we will use the notation of $\partial_{x}^{\sigma}$. In particular following [FT05] we will introduce a mild notion of derivative, that is the generalized directional gradient $\partial_{x}^{\sigma}$. When $u$ is sufficiently regular, it can be shown that the generalized directional gradient, in the direction $\sigma(t, \eta, x)$, of a function $u$, coincides with $\partial_{x} u(t, \eta, x) \sigma(t, \eta, x)$.

The definition, as well as the characterization of several properties, for the generalized directional gradient has been provided in [FT05]. We will only state the definition of generalized directional gradient, whereas we refer to [FT05] to a complete treatment of the topic. The definition of generalized directional gradient relies on the definition of generalized quadratic variation of the function $u$ with the Brownian motion $W$, introduced in [RV93, RV95], and denoted by $\left\langle u(\cdot, X ., X(\cdot), W(\cdot)\rangle_{\tau, t}, 0 \leq \tau<t \leq T\right.$.

In particular it has been shown in [FT05] that the following holds

$$
\begin{equation*}
\left\langle u(\cdot, X ., X(\cdot), W(\cdot)\rangle_{\tau, t}=\int_{\tau}^{t} \zeta\left(s, X_{s}, X(s)\right) d s\right. \tag{2.92}
\end{equation*}
$$

for $\zeta:[0, T] \times \mathcal{D} \rightarrow \mathbb{R}$ a suitable measurable map, see also [FMT10, FT02, FT05] for details. Under suitable hypothesis of regularity, in [FT05] the authors show that

$$
\begin{equation*}
\left\langle u(\cdot, X ., X(\cdot), W(\cdot)\rangle_{\tau, t}=\int_{\tau}^{t} \partial_{x} u\left(t, X_{s}, X(s)\right) \sigma\left(t, X_{s}, X(s)\right) d s, \quad \mathbb{P}-a . s .\right. \tag{2.93}
\end{equation*}
$$

where we denote by $\partial_{x}$ the derivative w.r.t. the present state. Hence, equation (2.92) can be considered as the definition of the generalized directional gradient of the function $u$ along the direction $\sigma$. We say that the map $\zeta:[0, T] \times \mathcal{D} \rightarrow \mathbb{R}$ belongs to the directional gradient
of $u$, or equivalently that $\zeta \in \partial_{x}^{\sigma}$, if equation (2.92) holds. Therefore, we use for short the notation $\partial_{x}^{\sigma} u$ to represent an element of the generalized directional gradient. Since this topic lies outside our goals, having been deeply studied in a more general setting in [FT05], we skip every technicality and invite the interested reader to refer to [FT05].

The following result represents the core of this paper.
Theorem 2.3.17. Let us assume that $u:[0, T] \times \mathcal{D} \rightarrow \mathbb{R}$ is locally Lipschitz w.r.t. the second variable and with at most polynomial growth, namely, there exist $C>0$ and $m \geq 0$, such that, for any $t \in[0, T]$ and any $\left(\eta_{1}, x_{1}\right),\left(\eta_{2}, x_{2}\right) \in \mathcal{D}$, $u$ satisfies

$$
\begin{align*}
& \left|u\left(t, \eta_{1}, x_{1}\right)-u\left(t, \eta_{2}, x_{2}\right)\right| \leq C\left|\left(\eta_{1}, x_{1}\right)-\left(\eta_{2}, x_{2}\right)\right|_{2}\left(1+\left|\left(\eta_{1}, x_{1}\right)\right|_{2}+\left|\left(\eta_{2}, x_{2}\right)\right|_{2}\right)^{m} \\
& |u(t, 0,0)| \leq C \tag{2.94}
\end{align*}
$$

Then, for every $(\eta, x) \in \mathcal{D}$ and $0 \leq \tau \leq T^{\prime} \leq T$, the process

$$
\left\{u\left(t, X_{t}^{(\tau, \eta, x)}, X^{\tau, \eta, x}(t)\right), t \in\left[\tau, T^{\prime}\right]\right\}
$$

admits a joint quadratic variation on the interval $\left[\tau, T^{\prime}\right]$ with

$$
J(t):=\int_{0}^{t} \int_{\mathbb{R}_{0}} z \tilde{N}(d s, d z)
$$

given by

$$
\begin{align*}
& \left\langle u\left(\cdot, X^{(\tau, \eta, x)}, X^{\tau, \eta, x}(\cdot)\right), J(\cdot)\right\rangle_{\left[\tau, T^{\prime}\right]}=\int_{\tau}^{T^{\prime}} \int_{\mathbb{R}_{0}} z\left[u \left(s, X_{s}^{(\tau, \eta, x)}, X^{\tau, \eta, x}(s)\right.\right.  \tag{2.95}\\
& \left.+\gamma\left(s, X_{s}^{\tau, \eta, x}, X^{\tau, \eta, x}(s), z\right)-u\left(s, X_{s}^{(\tau, \eta, x)}, X^{\tau, \eta, x}(s)\right)\right] N(\mathrm{~d} s, \mathrm{~d} z)
\end{align*}
$$

Remark 2.3.18. An analogous of [FT05, Prop. 4.4] is valid in the present case, that is the following representation holds

$$
\left\langle u\left(\cdot, X^{\tau, \eta, x}, X^{(\tau, \eta, x)}(\cdot)\right), W(\cdot)\right\rangle_{\left[\tau, T^{\prime}\right]}=\int_{\tau}^{T^{\prime}} \partial_{x}^{\sigma} u\left(s, X_{s}^{(\tau, \eta, x)}, X^{\tau, \eta, x}(s)\right) d s
$$

where $\partial_{x}^{\sigma}$ is the generalized directional gradient. Tha claim follows from [FT05] by observing that the Poisson random measure does not affect the result and the proof follows exactly the same steps as in [FT05].

Proof. Without loss of generality, we prove the result with $\tau=0$, as the case of a general initial time $\tau \neq 0$ can be proved by using the same techniques. Fix $(\eta, x) \in \mathcal{D}$ and a time horizon $T^{\prime} \in[0, T]$ and denote for brevity $X^{(0, \eta, x)}$ by $X$. In what follows we will denote with $\tilde{N}(\hat{d} t, d z)$ the Skorkhod integral.

In order to shorten the notation set

$$
v_{t}:=\left(u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right)-u\left(t, X_{t}, X(t)\right) \mathbb{1}_{\left[0, T^{\prime}\right]}(t),\right.
$$

and

$$
A^{\epsilon}:=\left\{(t, s) \in\left[0, T^{\prime}\right] \times\left[0, T^{\prime}\right]: 0 \leq t \leq T^{\prime}, t \leq s \leq t+\epsilon\right\}
$$

### 2.3 A nonlinear Kolmogorov equation for stochastic delay differential equations with jumps

Thanks to equation (2.94) and theorem 2.3.15, we have $v_{t} \in \mathbb{L}^{1,2}$, so that, for any $t$, $v_{t} \in \mathcal{D}^{1,2}$ and then $v_{t} \mathbb{1}_{A^{\epsilon}}(t, \cdot) \in L^{2}(\Omega \times[0, T])$. Furthermore, equation (2.84) implies that $v_{t}$ is Skorkhod integrable and from $\left[\mathrm{DNO}^{+} 09\right.$, Th. 12.11] we have

$$
\begin{align*}
\int_{0}^{T^{\prime}} \int_{\mathbb{R}_{0}} z v_{t} \mathbb{1}_{A^{\epsilon}}(t, s) \tilde{N}(\hat{d} t, d z) & =v_{t} \int_{0}^{T^{\prime}} \int_{\mathbb{R}_{0}} z \mathbb{1}_{A^{\epsilon}}(t, s) \tilde{N}(\hat{d t} t, d z) \\
& -\int_{0}^{T^{\prime}} \int_{\mathbb{R}_{0}} z D_{s, z} v_{t} \mathbb{1}_{A^{\epsilon}}(t, s) N(d s, d z)=: z_{t} \tag{2.96}
\end{align*}
$$

which holds since $z \in L^{2}(\Omega \times[0, T])$.
equation (2.96) implies, for a.a. $t \in\left[0, T^{\prime}\right]$,

$$
\begin{align*}
& u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right)-u\left(t, X_{t}, X(t)\right)\left(J_{t+\epsilon}-J_{t}\right) \\
& =u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right)-u\left(t, X_{t}, X(t)\right) \int_{t}^{t+\epsilon} \int_{\mathbb{R}_{0}} z \tilde{N}(d s, d z) \\
& =\int_{t}^{t+\epsilon} \int_{\mathbb{R}_{0}} z D_{s, z}\left(u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right)-u\left(t, X_{t}, X(t)\right)\right) N(d s, d z)  \tag{2.97}\\
& +\int_{t}^{t+\epsilon} \int_{\mathbb{R}_{0}} z\left(u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right)-u\left(t, X_{t}, X(t)\right)\right) \tilde{N}(d s, d z)
\end{align*}
$$

Let us integrate the right-hand side of equation (2.97) in $\left[0, T^{\prime}\right]$ w.r.t. $t$. By noticing that the left-hand side equals to $\epsilon C^{\epsilon}$, we write the right-hand side as follows

$$
\begin{align*}
& \int_{0}^{T^{\prime}} \int_{t}^{t+\epsilon} \int_{\mathbb{R}_{0}} z D_{s, z}\left(u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right)-u\left(t, X_{t}, X(t)\right)\right) N(d s, d z) d t \\
& +\int_{0}^{T^{\prime}} \int_{t}^{t+\epsilon} \int_{\mathbb{R}_{0}} z\left(u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right)-u\left(t, X_{t}, X(t)\right)\right) \tilde{N}(\hat{d s} s, d z) d t \\
& =\int_{0}^{T^{\prime}} \int_{t}^{t+\epsilon} \int_{\mathbb{R}_{0}} z D_{s, z}\left(u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right)-u\left(t, X_{t}, X(t)\right)\right) N(d s, d z) d t  \tag{2.98}\\
& +\int_{0}^{T^{\prime}+\epsilon} \int_{\mathbb{R}_{0}} \int_{(s-\epsilon)^{+}}^{s \wedge T^{\prime}} z\left(u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right)-u\left(t, X_{t}, X(t)\right)\right) d t \tilde{N}(\hat{d} s, d z) .
\end{align*}
$$

It remains to verify that $\int_{0}^{T^{\prime}} z v_{t} \mathbb{1}_{A^{\epsilon}}(t, \cdot) d t$ appearing in equation (2.98) is Skorokhod integrable. From the definition of Skorokhod integral, by using equation (2.96) for $G \in \mathcal{D}^{1,2}$ and the duality formula, see e.g. [DNØ${ }^{+} 09$, equation (12.14)], we have

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{T} \int_{\mathbb{R}_{0}} \int_{0}^{T} z v_{t} \mathbb{1}_{A^{\epsilon}}(t, s) d t D_{s, z} G \nu(d z) d s \\
& =\int_{0}^{T} \mathbb{E} \int_{0}^{T} \int_{\mathbb{R}_{0}} z v_{t} \mathbb{1}_{A^{\epsilon}}(t, s) D_{s, z} G \nu(d z) d s d t \\
& =\int_{0}^{T} \mathbb{E} G \int_{0}^{T} \int_{\mathbb{R}_{0}} z v_{t} \mathbb{1}_{A^{\epsilon}}(t, s) D_{s, z} \tilde{N}(\hat{d} s, d z) d t=\mathbb{E} G \int_{0}^{T} z_{t} d t
\end{aligned}
$$

so that $\int_{0}^{T^{\prime}} v_{t} \mathbb{1}_{A^{\epsilon}}(t, \cdot) d t$ is Skorokhod integrable. Hence,

$$
\begin{aligned}
& \int_{0}^{T} \int_{0}^{T} \int_{\mathbb{R}_{0}} z v_{t} \mathbb{1}_{A^{\epsilon}}(t, s) d t \tilde{N}(\hat{d s}, d z) \\
& \quad=\int_{0}^{T} z_{t} d t=\int_{0}^{T} \int_{0}^{T} \int_{\mathbb{R}_{0}} z v_{t} \mathbb{1}_{A^{\epsilon}}(t, s) \tilde{N}(\hat{d s} s, d z) d t
\end{aligned}
$$

Exploiting again equation (2.96) we have

$$
\begin{aligned}
\int_{0}^{T} \int_{0}^{T^{\prime}} & \int_{\mathbb{R}_{0}} z v_{t} \mathbb{1}_{A^{\epsilon}}(t, s) d t \tilde{N}(\hat{d s}, d z)=\int_{0}^{T} z v_{t}\left(J_{t+\epsilon}-J_{t}\right) \mathbb{1}_{[t, T]}(t) d t \\
& -\int_{0}^{T^{\prime}} \int_{0}^{T} \int_{\mathbb{R}_{0}} z D_{s, z} v_{t} \mathbb{1}_{A^{\epsilon}}(t, s) N(d s, d z) d t
\end{aligned}
$$

and then equation (2.98) is proved.
On the other hand, thanks to the chain rule 2.3.11, see also [ $\mathrm{DNO}^{+}$09, Th. 12.8], and from theorem 2.3.15 together with the adeptness property of the Malliavin derivative, i.e. $D_{s, z} X(t)=0$ if $s>t$, we have that, for a.a. $s \in[t, t+\epsilon]$,

$$
\begin{aligned}
D_{s, z} v_{t} & =D_{s, z}\left[u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right)-u\left(t, X_{t}, X(t)\right)\right] \\
& =D_{s, z}\left[u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right)\right] \\
& =u\left(t+\epsilon, X_{t+\epsilon}+D_{s, z} X_{t+\epsilon}, X(t+\epsilon)+D_{s, z} X(t+\epsilon)\right) \\
& -u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right)
\end{aligned}
$$

Now, we apply equation (2.98) and we get

$$
\begin{aligned}
& C^{\epsilon}=\frac{1}{\epsilon} \int_{0}^{T^{\prime}} \int_{t}^{t+\epsilon} \int_{\mathbb{R}_{0}} z\left[u\left(t+\epsilon, X_{t+\epsilon}+D_{s, z} X_{t+\epsilon}, X(t+\epsilon)+D_{s, z} X(t+\epsilon)\right) N(\hat{\mathrm{~d}} s, \mathrm{~d} z) \mathrm{d} t\right. \\
& \left.-\frac{1}{\epsilon} \int_{0}^{T^{\prime}} \int_{t}^{t+\epsilon} u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right)\right] N(\hat{\mathrm{~d}} s, \mathrm{~d} z) \mathrm{d} t \\
& +\frac{1}{\epsilon} \int_{0}^{T^{\prime}+\epsilon} \int_{\mathbb{R}_{0}} \int_{(s-\epsilon)^{+}}^{s \wedge T^{\prime}} z\left(u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right)-u\left(t, X_{t}, X(t)\right)\right) d t \tilde{N}(\hat{\mathrm{~d}} s, \mathrm{~d} z) .
\end{aligned}
$$

Let us consider separately the two terms

$$
\begin{aligned}
I_{1}^{\epsilon} & :=\frac{1}{\epsilon} \int_{0}^{T^{\prime}} \int_{t}^{t+\epsilon} \int_{\mathbb{R}_{0}} z\left[u\left(t+\epsilon, X_{t+\epsilon}+D_{s, z} X_{t+\epsilon}, X(t+\epsilon)+D_{s, z} X(t+\epsilon)\right) N(\hat{\mathrm{~d}} s, \mathrm{~d} z) \mathrm{d} t\right. \\
& \left.-\frac{1}{\epsilon} \int_{0}^{T^{\prime}} \int_{t}^{t+\epsilon} u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right)\right] N(\hat{\mathrm{~d}} s, \mathrm{~d} z) \mathrm{d} t \\
I_{2}^{\epsilon} & :=\frac{1}{\epsilon} \int_{0}^{T^{\prime}+\epsilon} \int_{\mathbb{R}_{0}} \int_{(s-\epsilon)^{+}}^{s \wedge T^{\prime}} z\left(u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right)-u\left(t, X_{t}, X(t)\right)\right) d t \tilde{N}(\hat{\mathrm{~d}} s, \mathrm{~d} z) .
\end{aligned}
$$

As regards $I_{2}^{\epsilon}$, the proof proceed exactly as in [FT05, Prop. 4.4.] or in [FMT10, Th. 3.1], for the sake of completeness we state the proof. We have to show that

$$
\frac{1}{\epsilon} \int_{0}^{T^{\prime}} v_{t} \mathbb{1}_{\left[A^{\epsilon}\right]}(t, s) \mathrm{d} t \rightarrow 0
$$

### 2.3 A nonlinear Kolmogorov equation for stochastic delay differential equations with jumps

in $\mathbb{L}^{1,2}$, since this implies $I_{2}^{\epsilon} \rightarrow 0$ in $L^{2}(\Omega)$, together with the boundedness of the Skorokhod integral. Thus, for a general $y \in \mathbb{L}^{1,2}$, we have

$$
T^{\epsilon}(y)_{s}=\frac{1}{\epsilon} \int_{0}^{T^{\prime}}\left(y_{t+\epsilon}-y_{t}\right) \mathbb{1}_{\left[A^{\epsilon}\right]}(t, s) d t=\frac{1}{\epsilon} \int_{(s-\epsilon) \vee t}^{s \wedge T}\left(y_{t+\epsilon}-y_{t}\right) d t
$$

so that we have to show that $T^{\epsilon}(y) \rightarrow 0$ in $\mathbb{L}^{1,2}$.
Let us recall the isomorphism

$$
L^{2}\left([0, T] ; \mathbb{D}^{1,2}(\mathbb{R})\right) \simeq \mathbb{L}^{1,2}
$$

Following [FT05], we have to show that $\left\|T^{\epsilon}\right\|_{\mathbb{L}^{1,2}}(\mathbb{R})$ is bounded uniformly w.r.t. $\epsilon$. In fact,

$$
\begin{aligned}
\left\|T^{\epsilon}(y)_{s}\right\|_{\mathbb{D}^{1,2}(\mathbb{R})}^{2} & \leq \frac{1}{\epsilon^{2}} \int_{0}^{T^{\prime}} \mathbb{1}_{\left[A^{\epsilon}\right]}(t, s) d t \int_{0}^{T^{\prime}}\left|y_{t+\epsilon}-y_{t}\right|_{\mathbb{D}^{1,2}(\mathbb{R})}^{2} \mathbb{1}_{\left[A^{\epsilon}\right]}(t, s) d t \\
& \leq \int_{0}^{T^{\prime}}\left|y_{t+\epsilon}-y_{t}\right|_{\mathbb{D}^{1,2}(\mathbb{R})}^{2} \mathbb{1}_{\left[A^{\epsilon}\right]}(t, s) d t \\
\left\|T^{\epsilon}(y)_{s}\right\|_{\mathbb{L}^{1,2}(\mathbb{R})}^{2} & =\int_{0}^{T^{\prime}}\left\|T^{\epsilon}(y)_{s}\right\|_{\mathbb{D}^{1,2}(\mathbb{R})}^{2} d s \\
& \leq \int_{0}^{T^{\prime}}\left|y_{t+\epsilon}-y_{t}\right|_{\mathbb{D}^{1,2}(\mathbb{R})}^{2} \int_{0}^{T^{\prime}} \mathbb{1}_{\left[A^{\epsilon}\right]}(t, s) d s d t \\
& \leq \int_{0}^{T^{\prime}}\left|y_{t+\epsilon}-y_{t}\right|_{\mathbb{D}^{1,2}(\mathbb{R})}^{2} d t \leq 2\|y\|_{\mathbb{L}^{1,2}(\mathbb{R})}^{2}
\end{aligned}
$$

so the claim follows, see, e.g. [FT05, Prop. 4.4.] or [FMT10, Th. 3.1].
As regards $I_{1}^{\epsilon}$, we have

$$
\begin{aligned}
I_{1}^{\epsilon} & =\frac{1}{\epsilon} \int_{0}^{T} \int_{t}^{t+\epsilon} \int_{\mathbb{R}_{0}} z u\left(t+\epsilon, X_{t+\epsilon}+D_{s, z} X_{t+\epsilon}, X(t+\epsilon)+D_{s, z} X(t+\epsilon)\right) N(\hat{\mathrm{~d}} s, \mathrm{~d} z) \mathrm{d} t \\
& \left.-\frac{1}{\epsilon} \int_{0}^{T} \int_{t}^{t+\epsilon} \int_{\mathbb{R}_{0}} z u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right)\right] N(\hat{\mathrm{~d}} s, \mathrm{~d} z) \mathrm{d} t:=K_{1}^{\epsilon}-K_{2}^{\epsilon} .
\end{aligned}
$$

Let us first prove that

$$
\begin{equation*}
K_{2}^{\epsilon} \rightarrow \int_{0}^{T^{\prime}} \int_{\mathbb{R}_{0}} z u\left(t, X_{t}, X(t)\right) N(\hat{\mathrm{~d}} t, \mathrm{~d} z), \quad \mathbb{P}-\text { a.s. } \tag{2.99}
\end{equation*}
$$

as $\epsilon \rightarrow 0$.
From assumption (2.94) on the function $u$ and the right-continuity of $X$, it follows from the Lebesgue differentiation theorem and the dominated convergence theorem that

$$
\begin{align*}
& \frac{1}{\epsilon} \int_{0}^{T^{\prime}} \int_{t}^{t+\epsilon} \int_{\mathbb{R}_{0}} z u\left(t+\epsilon, X_{t+\epsilon}, X(t+\epsilon)\right) N(\hat{\mathrm{~d}} s, \mathrm{~d} z) \mathrm{d} t \\
& =\int_{0}^{T^{\prime}+\epsilon} \int_{\mathbb{R}_{0}} z \frac{1}{\epsilon} \int_{s \vee \epsilon}^{(s+\epsilon) \wedge T^{\prime}} u\left(t, X_{t}, X(t)\right) d t N(\hat{\mathrm{~d}} s, d z)  \tag{2.100}\\
& \rightarrow \int_{0}^{T^{\prime}} \int_{\mathbb{R}_{0}} z u\left(s, X_{s}, X(s)\right) N(\hat{\mathrm{~d}} s, \mathrm{~d} z)
\end{align*}
$$

$\mathbb{P}$-a.s., as $\epsilon \rightarrow 0$.
Let us now prove that

$$
\begin{equation*}
K_{1}^{\epsilon} \rightarrow \int_{0}^{T^{\prime}} \int_{\mathbb{R}_{0}} z u\left(t, X_{t}, X(t)+\gamma\left(t, X_{t}, z\right)\right) N(\hat{\mathrm{~d}} t, \mathrm{~d} z) \tag{2.101}
\end{equation*}
$$

Theorem 2.3.15 assures

$$
\begin{align*}
D_{s, z} X(t+\epsilon)= & \gamma\left(s, X_{s}, X(s), z\right)+\int_{s}^{t+\epsilon} D_{s, z}\left[\mu\left(q, X_{q}, X(q)\right)\right] \mathrm{d} q \\
& +\int_{s}^{t+\epsilon} D_{s, z}\left[\sigma\left(q, X_{q}, X(q)\right)\right] \mathrm{d} W(q)  \tag{2.102}\\
& +\int_{s}^{t+\epsilon} \int_{\mathbb{R}_{0}} D_{s, z}\left[\gamma\left(q, X_{q}, X(q) \zeta\right)\right] \tilde{N}(\mathrm{~d} q, \mathrm{~d} \zeta)
\end{align*}
$$

Proceeding as above, we get

$$
\begin{align*}
& \frac{1}{\epsilon} \int_{0}^{T} \int_{t}^{t+\epsilon} \int_{\mathbb{R}_{0}} z u\left(t+\epsilon, X_{t+\epsilon}+D_{s, z} X_{t+\epsilon}\right) N(\hat{\mathrm{~d}} s, \mathrm{~d} z) \mathrm{d} t \\
& \quad=\int_{0}^{T^{\prime}+\epsilon} \int_{\mathbb{R}_{0}} z \frac{1}{\epsilon} \int_{(s-\epsilon)^{+}}^{s \wedge T^{\prime}} u\left(t+\epsilon, X_{t+\epsilon}+D_{s, z} X_{t+\epsilon}, X(t+\epsilon)\right.  \tag{2.103}\\
& \left.\quad+D_{s, z} X(t+\epsilon)\right) d t N(\hat{\mathrm{~d}} s, d z)
\end{align*}
$$

The continuity of $u$, together with the right-continuity of $X$, and the Lebesgue differentiation theorem provide that

$$
\begin{align*}
& \int_{\epsilon}^{T^{\prime}+\epsilon} \int_{\mathbb{R}_{0}} z \frac{1}{\epsilon} \int_{s \vee \epsilon}^{(s+\epsilon) \wedge T^{\prime}} u\left(t, X_{t}+D_{s, z} X_{t}, X(t)+D_{s, z} X(t)\right) d t N(\hat{\mathrm{~d}} s, d z) \\
& \rightarrow \int_{0}^{T^{\prime}} \int_{\mathbb{R}_{0}} z u\left(t, X_{t}+D_{t, z} X_{t}, X(t)+D_{t, z} X(t)\right) N(\hat{\mathrm{~d}} t, \mathrm{~d} z) \tag{2.104}
\end{align*}
$$

Moreover from theorem 2.3.15, together with the adaptedness of the Malliavin derivative, it follows that

$$
\begin{aligned}
D_{s, z} X(t+\theta) & =\gamma\left(s, X_{s}, z\right)+\int_{s}^{t+\theta} D_{s, z}\left[\mu\left(q, X_{q}\right)\right] \mathrm{d} q \\
& +\int_{s}^{t+\theta} D_{s, z}\left[\sigma\left(q, X_{q}\right)\right] \mathrm{d} W(q) \\
& +\int_{s}^{t+\theta} \int_{\mathbb{R}_{0}} D_{s, z}\left[\gamma\left(q, X_{q}, \zeta\right)\right] \tilde{N}(\mathrm{~d} q, \mathrm{~d} \zeta), \quad \theta \in[-r, 0] \\
D_{s, z} X(t+\theta) & =0, \quad s>t+\theta
\end{aligned}
$$

Exploiting thus the adaptedness of the Malliavin derivative, that is

$$
\begin{align*}
D_{t, z} X_{t}(\theta) & =D_{t, z} X(t+\theta)=0, \quad \text { for } \theta \in[-r, 0)  \tag{2.105}\\
D_{t, z} X(t) & =\gamma\left(t, X_{t}, X(t), z\right)
\end{align*}
$$

### 2.3 A nonlinear Kolmogorov equation for stochastic delay differential equations with jumps

so that substituting equation (2.105) into equation (2.104) we then get the claim and then equation (2.101) is proved. equation (2.95) thus follows and the proof is then complete.

### 2.3.4 Existence of mild solutions of Kolmogorov equation

The main goal of this section is to provide an existence and uniqueness result of a mild solution, whose meaning will be specified later, of a non-linear path-dependent partial integrodifferential equation. Such a solution is connected to a forward-backward system with delay of the form

$$
\left\{\begin{align*}
\mathrm{d} X^{\tau, \eta, x}(t)= & \mu\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right) \mathrm{d} t+\sigma\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right) \mathrm{d} W(s)  \tag{2.106}\\
& \quad+\int_{\mathbb{R}_{0}} \gamma\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t), z\right) \tilde{N}(\mathrm{~d} t, \mathrm{~d} z) \\
\left(X_{\tau}^{\tau, \eta, x}, X^{\tau, \eta, x}(\tau)\right)= & (\eta, x) \in \mathcal{D} \\
\mathrm{d} Y^{\tau, \eta, x}(t) & \psi\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t), Y^{\tau, \eta, x}(t), Z^{\tau, \eta, x}(t), \tilde{U}^{\tau, \eta, x}(t)\right) \mathrm{d} t \\
& \quad+Z^{\tau, \eta, x}(t) \mathrm{d} W(t)+\int_{\mathbb{R}_{0}} U^{\tau, \eta, x}(t, z) \tilde{N}(\mathrm{~d} t, \mathrm{~d} z) \\
= & \phi\left(X_{T}^{\tau, \eta, x}, X^{\tau, \eta, x}(T)\right)
\end{align*}\right.
$$

where we have set for short

$$
\tilde{U}^{\tau, \eta, x}(t):=\int_{\mathbb{R}_{0}} U^{\tau, \eta, x}(t, z) \delta(z) \nu(d z)
$$

In particular the solution to the SFDDE (2.156) is the quadruple ( $X, Y, Z, U$ ) taking values in $\mathcal{D} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}$. We refer to [Del13] for a detailed introduction to forward-backward system with jumps.

We now assume the following assumptions to hold.
Hypothesis 2.3.19.
(B1) The map $\psi:[0, T] \times \mathcal{D} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous and there exists $K>0$ and $m \geq 0$ such that

$$
\begin{aligned}
\mid \psi\left(t, \eta_{1}, x_{1}, y_{1}, z_{1}, u_{1}\right) & -\psi\left(t, \eta_{2}, x_{2}, y_{2}, z_{2}, u_{2}\right)|\leq K|\left(\eta_{1}, x_{1}\right)-\left.\left(\eta_{2}, x_{2}\right)\right|_{2} \\
& +K\left(\left|y_{1}-y_{2}\right|+\left|z_{1}-z_{2}\right|+\left|u_{1}-u_{2}\right|\right) \\
\mid \psi\left(t, \eta_{1}, x_{1}, y, z, u\right) & -\psi\left(t, \eta_{2}, x_{2}, y, z, u\right) \mid \\
& \leq K\left(1+\left|\left(\eta_{1}, x_{1}\right)\right|_{2}+\left|\left(\eta_{2}, x_{2}\right)\right|_{2}+|y|\right)^{m} \\
& \cdot(1+|z|+|u|)\left(\left|\left(\eta_{1}, x_{1}\right)-\left(\eta_{2}, x_{2}\right)\right|_{2}\right)
\end{aligned}
$$

for all $\left(t, \eta_{1}, x_{1}, y_{1}, z_{1}, u_{1}\right),\left(t, \eta_{2}, x_{2}, y_{2}, z_{2}, u_{2}\right) \in[0, T] \times \mathcal{D} \times \mathbb{R}^{3}$;
(B2) the $\operatorname{map} \phi: \mathcal{D} \rightarrow \mathbb{R}$ is measurable and there exist $K>0$ and $m \geq 0$ such that

$$
\left|\phi\left(\eta_{1}, x_{1}\right)-\phi\left(\eta_{2}, x_{2}\right)\right| \leq K\left(1+\left|\left(\eta_{1}, x_{1}\right)\right|_{2}+\left|\left(\eta_{2}, x_{2}\right)\right|_{2}\right)^{m}\left|\left(\eta_{1}, x_{1}\right)-\left(\eta_{2}, x_{2}\right)\right|_{2},
$$

for all $\left(\eta_{1}, x_{1}\right),\left(\eta_{2}, x_{2}\right) \in \mathcal{D}$;
(B3) there exists $K>0$ such that the function $\delta: \mathbb{R}_{0} \rightarrow \mathbb{R}$ satisfies

$$
|\delta(z)| \leq K \mid(1 \wedge|z|), \quad \delta(z) \geq 0, \quad z \in \mathbb{R}_{0}
$$

Remark 2.3.20. Following [Del13], we have chosen this particular form for the generator $\psi$ of the backward component in equation (2.156), due to the fact that it results to be convenient in many applications.

Remark 2.3.21. We want to stress that assumptions 2.3.19 imply that there exists a suitable constant $C>0$ such that

$$
\begin{aligned}
|\psi(t, \eta, x, y, z, u)| & \leq C\left(1+|(\eta, x)|_{2}^{m+1}+|y|+|z|+|u|\right), \\
|\phi(\eta, x)| & \leq C\left(1+|(\eta, x)|_{2}^{m+1}\right) .
\end{aligned}
$$

In what follows we will denote by $\mathbb{K}([0, T])$ the space of all triplet $(Y, Z, U)$ of predictable stochastic processes taking value in $\mathbb{R} \times \mathbb{R} \times \mathbb{R}$ and such that

$$
\begin{align*}
\|(Y, Z, U)\|_{\mathbb{K}}^{2} & :=\mathbb{E}\left[\sup _{t \in[0, T]}|Y(t)|^{2}\right]+\mathbb{E}\left[\int_{0}^{T}|Z(t)|^{2} \mathrm{~d} \tau\right] \\
& +\mathbb{E}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}}|U(t, z)|^{2} \nu(d z) d t\right]<\infty \tag{2.107}
\end{align*}
$$

The following Proposition ensures the existence and the uniqueness of the solution to the system (2.156), under suitable properties of the coefficients.

Proposition 2.3.22. Let us consider the coupled forward-backward system (2.156) which satisfies Assumptions 2.3.3 and Assumptions 2.3.19.

Then, the coupled forward-backward system admits a unique solution

$$
\left(X^{\tau, \eta, x}, Y^{\tau, \eta, x}, Z^{\tau, \eta, x}, U^{\tau, \eta, x}\right) \in \mathcal{S}^{p} \times \mathbb{K}([0, T])
$$

Eventually we have that the map

$$
(\tau, \eta, x) \mapsto\left(X^{\tau, \eta, x}, Y^{\tau, \eta, x}, Z^{\tau, \eta, x}, U^{\tau, \eta, x}\right)
$$

is continuous.
Proof. The existence and uniqueness of the solution to the forward component follows from theorem 2.3.5, since Assumptions 2.3.3 hold true by hypothesis, whereas for the existence and uniqueness of the backward component under Assumptions 2.3.19 follows [BBP97, Cor. 2.3] or [Del13, Thm. 4.1.3] .

The continuity of the map $(\tau, \eta, x) \mapsto X^{\tau, \eta, x}$ is guaranteed by theorem 2.3.5, whereas the continuity of $(\tau, \eta, x) \mapsto\left(Y^{\tau, \eta, x}, Z^{\tau, \eta, x}, U^{(\tau, \eta, x}\right)$ follows from [BBP97, Prop. 1.1].

Theorem 2.3.23. Let us consider the coupled forward-backward system (2.156) which satisfies Assumptions 2.3.3 and 2.3.19. Let us define the function $u:[0, T] \times \mathcal{D} \rightarrow \mathbb{R}$,

$$
u(t, \eta, x):=Y_{t}^{t, \eta, x}
$$

### 2.3 A nonlinear Kolmogorov equation for stochastic delay differential equations with

 jumpswith $t \in[0, T]$ and $(\eta, x) \in \mathcal{D}$..
Then, there exist $C>0$ and $m \geq 0$, such that, for any $t \in[0, T]$ and any $\left(\eta_{1}, x_{1}\right)$, $\left(\eta_{2}, x_{2}\right) \in \mathcal{D}, u$ satisfies

$$
\begin{align*}
& \left|u\left(t, \eta_{1}, x_{1}\right)-u\left(t, \eta_{2}, x_{2}\right)\right| \leq C\left|\left(\eta_{1}, x_{1}\right)-\left(\eta_{2}, x_{2}\right)\right|_{2}\left(1+\left|\left(\eta_{1}, x_{1}\right)\right|_{2}+\left|\left(\eta_{2}, x_{2}\right)\right|_{2}\right)^{m}, \\
& |u(t, 0,0)| \leq C \tag{2.108}
\end{align*}
$$

Moreover, for every $t \in[0, T]$ and $(\eta, x) \in \mathcal{D}$ we have $\mathbb{P}-$ a.s. and for a.e. $t \in[\tau, T]$

$$
\begin{align*}
Y^{\tau, \eta, x}(t) & =u\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right. \\
Z^{\tau, \eta, x}(t) & =\partial_{x}^{\sigma} u\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)=\right. \\
U^{\tau, \eta, x}(t, z) & =u\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)+\gamma\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t), z\right)\right)  \tag{2.109}\\
& -u\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right)
\end{align*}
$$

where $\partial_{x}^{\sigma}$ is the generalized directional gradient in the sense of equation (2.92).
Remark 2.3.24. Let us recall that, if $u$ is sufficiently regular, then

$$
Z^{(\tau, \eta, x)}(t)=\partial_{x} u\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right) \sigma\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right)
$$

Proof. The fact that $u(t, \eta, x):=Y_{t}^{t, \eta, x}$ satisfies (2.108) immediately follows from the continuity of the map

$$
(\tau, \eta, x) \mapsto\left(X^{\tau, \eta, x}, Y^{\tau, \tau, \eta, x}, Z^{\tau, \tau, \eta, x}, U^{\tau, \tau, \eta, x}\right)
$$

proved in proposition 2.3.22 together with assumptions 2.3.3.
The representation of $Y$ and $Z$ follow from [FMT10, Cor. 4.3]. As regards the process $U$, we use the standard notion of joint variation

$$
\begin{equation*}
\left\langle Y^{\tau, \eta, x}(\cdot), J(\cdot)\right\rangle_{[\tau, T]}=\int_{\tau}^{T} \int_{\mathbb{R}_{0}} z U^{\tau, \eta, x}(s, z) N(d s, d z) \tag{2.110}
\end{equation*}
$$

On the other hand, theorem 2.3.17 implies

$$
\begin{align*}
& \left\langle u\left(\cdot, X^{\tau, \eta, x}, X^{\tau, \eta, x}(\cdot)\right), J(\cdot)\right\rangle_{[\tau, T]} \\
& =\int_{\tau}^{T} \int_{\mathbb{R}_{0}} z\left(u\left(s, X_{s}^{\tau, \eta, x}, X^{\tau, \eta, x}(s)+\gamma\left(s, X_{s}^{\tau, \eta, x}, X^{\tau, \eta, x}(s), z\right)\right) N(d s, d z)\right. \\
& \left.-\int_{\tau}^{T} \int_{\mathbb{R}_{0}} z\left(u\left(s, X_{s}^{\tau, \eta, x}, X^{\tau, \eta, x}(s)\right)\right)\right) N(d s, d z) \tag{2.111}
\end{align*}
$$

By comparing equation (2.110) and equation (2.111), the thesis follows.

## The non-linear Kolmogorov equation

The present section is devoted to prove that the solution to the forward-backward system (2.156) can be connected to a solution, in a suitable sense, to a of path-dependent partial integro-differential equations on the space $\mathcal{D}$, driven by a suitable generator.

More precisely, let us consider the Markov process $\left(X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right)$ defined as the solution of equation (2.75), and the corresponding Markov generator $\mathbb{L}_{t}$ defined in (2.79).

The path-dependent partial-integro differential equation we want to investigate has the following form

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} u(t, \eta, x)+\mathbb{L}_{t} u(t, \eta, x)=\psi\left(t, \eta, x, u(t, \eta, x), \partial_{x}^{\sigma} u(t, \eta, x), \mathcal{J} u(t, \eta, x)\right)  \tag{2.112}\\
u(T, \eta, x)=\phi(\eta, x)
\end{array}\right.
$$

for all $t \in[0, T]$, and $(\eta, x) \in \mathcal{D}$, where $u:[0, T] \times \mathcal{D} \rightarrow, \mathbb{R}$ is an unknown function, $\psi$ and $\phi$ are two given functions such that $\psi:[0, T] \times \mathcal{D} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} \rightarrow, \mathbb{R}$ and $\psi: \mathcal{D} \rightarrow, \mathbb{R}, \partial_{x}^{\sigma} u$ is the generalized directional gradient and $\mathcal{J}$ is a functional acting as

$$
\mathcal{J} u(t, \eta, x)=\int_{\mathbb{R}_{0}}(u(t, \eta, x+\gamma(t, \eta, x, z))-u(t, \eta, x)) \delta(z) \nu(d z)
$$

In particular, we want to look for a mild solution of equation (2.151), according to the following definition.

Definition 2.3.25. Let us consider the partial integro-differential equation (2.151). A mild solution to equation (2.151) is a function $u:[0, T] \times \mathcal{D} \rightarrow, \mathbb{R}$ if there exist $C>0$ and $m \geq 0$, such that, for any $t \in[0, T]$ and any $\left(\eta_{1}, x_{1}\right),\left(\eta_{2}, x_{2}\right) \in \mathcal{D}, u$ satisfies

$$
\begin{align*}
& \left|u\left(t, \eta_{1}, x_{1}\right)-u\left(t, \eta_{2}, x_{2}\right)\right| \leq C\left|\left(\eta_{1}, x_{1}\right)-\left(\eta_{2}, x_{2}\right)\right|_{2}\left(1+\left|\left(\eta_{1}, x_{1}\right)\right|_{2}+\left|\left(\eta_{2}, x_{2}\right)\right|_{2}\right)^{m}  \tag{2.113}\\
& |u(t, 0,0)| \leq C
\end{align*}
$$

and the following identity hold true

$$
\begin{equation*}
u(t, \eta, x)=P_{t, T} \phi(\eta, x)+\int_{t}^{T} P_{t, s}\left[\psi\left(\cdot, u(s, \cdot), \partial_{x}^{\sigma} u(s, \cdot), \mathcal{J} u(s, \cdot)\right](\eta, x) \mathrm{d} s\right. \tag{2.114}
\end{equation*}
$$

for all $t \in[0, T]$, and $(\eta, x) \in \mathcal{D}$ and where $P_{t, s}$ is the Markov semigroup for equation (2.67) introduced in equation (2.78).
Theorem 2.3.26. Assume that Assumptions 2.3.3 and Assumptions 2.3.19 hold true. Then, the path-dependent partial integro-differential equation (2.151) admits a unique mild solution $u$, in the sense of definition 2.3.25. In particular, the mild solution $u$ coincide with the function $u$ introduced in teorem 2.3.23.

Proof. In what follows, as above, we will denote for short

$$
\tilde{U}^{\tau, \eta, x}(s):=\int_{\mathbb{R}_{0}} U^{\tau, \eta, x}(s, z) \delta(z) \nu(d z)
$$

Let us consider the backward stochastic differential equation in equation (2.156), namely,

$$
\begin{aligned}
Y^{t, \eta, x}(t) & =\phi\left(X_{T}^{t, \eta, x}, X^{t, \eta, x}(T)\right)+\int_{t}^{T} \psi\left(X_{s}^{t, \eta, x}, X^{t, \eta, x}(s), Y^{t, \eta, x}(s), Z^{t, \eta, x}(s), \tilde{U}^{t, \eta, x}(s)\right) \mathrm{d} s \\
& +\int_{t}^{T} Z^{t, \eta, x}(s) \mathrm{d} W(s)+\int_{t}^{T} \int_{\mathbb{R}_{0}} U^{t, \eta, x}(s, z) \tilde{N}(\mathrm{~d} s, \mathrm{~d} z)
\end{aligned}
$$

### 2.3 A nonlinear Kolmogorov equation for stochastic delay differential equations with

 jumpsTaking the expectation and exploiting equation (2.152), then $Y$ satisfies equation (2.153).
In order to show the uniqueness let $u(t, \eta, x), 0 \leq \tau \leq t \leq T$, be a mild solution of equation (2.151), so that

$$
\begin{aligned}
& u(t, \eta, x)=\mathbb{E}\left[\phi\left(X_{T}^{t, \eta, x}, X^{t, \eta, x}(T)\right)\right] \\
& \quad+\mathbb{E}\left[\int_{t}^{T} \psi\left(X_{s}^{t, \eta, x}, X^{t, \eta, x}(s), Y^{t, \eta, x}(s), Z^{t, \eta, x}(s), \tilde{U}^{t, \eta, x}(s)\right) \mathrm{d} s\right] .
\end{aligned}
$$

By recalling that $X_{t}^{(\tau, \eta, x)}$ is a Markov process, and denoting by $\mathbb{E}^{t}$ the conditional expectation w.r.t. the filtration $\mathbb{F}_{t}$, we can write

$$
\begin{aligned}
& u\left(t, X_{t}^{t, \eta, x}, X^{t, \eta, x}(t)\right)=\mathbb{E}^{t}\left[\phi\left(X_{T}^{t, \eta, x}, X^{t, \eta, x}(T)\right)\right] \\
& +\mathbb{E}^{t}\left[\int_{\tau}^{T} \psi\left(X_{s}^{t, \eta, x}, X^{t, \eta, x}(s), Y^{t, \eta, x}(s), Z^{t, \eta, x}(s), \tilde{U}^{t, \eta, x}(s)\right) d s\right] \\
& -\mathbb{E}^{t}\left[\int_{\tau}^{t} \psi\left(X_{s}^{\tau, \eta, x}, X^{\tau, \eta, x}(s), Y^{\tau, \eta, x}(s), Z^{\tau, \eta, x}(s), \tilde{U}^{\tau, \eta, x}(s)\right) \mathrm{d} s\right] .
\end{aligned}
$$

We set, for short,

$$
\begin{aligned}
& \xi:=\phi\left(X_{T}^{t, \eta, x}, X^{t, \eta, x}(T)\right) \\
& +\int_{\tau}^{T} \psi\left(X_{s}^{t, \eta, x}, X^{t, \eta, x}(s), Y^{t, \eta, x}(s), Z^{t, \eta, x}(s), \tilde{U}^{t, \eta, x}(s)\right) \mathrm{d} s
\end{aligned}
$$

Thanks to the representation theorem of martingales, see [App09, Thm. 5.3.5], there exist two predictable processes $\bar{Z} \in L^{2}(\Omega \times[0, T])$ and $\bar{U} \in L^{2}\left(\Omega \times[0, T] \times \mathbb{R}_{0}\right)$ such that

$$
\begin{aligned}
& u\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right)=u(\tau, \eta, x) \\
& \quad+\int_{\tau}^{t} \bar{Z}^{\tau, \eta, x}(s) \mathrm{d} W(s)+\int_{\tau}^{t} \int_{\mathbb{R}_{0}} \bar{U}^{\tau, \eta, x}(s, z) \tilde{N}(\mathrm{~d} s, \mathrm{~d} z) \\
& \quad-\int_{\tau}^{t} \psi\left(X_{s}^{\tau, \eta, x}, X^{\tau, \eta, x}(s), Y^{\tau, \eta, x}(s), Z^{\tau, \eta, x}(s), \tilde{U}^{\tau, \eta, x}(s)\right) \mathrm{d} s
\end{aligned}
$$

By applying theorem 2.3.17, we have

$$
\begin{aligned}
& u\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right)=\phi\left(X_{T}^{\tau, \eta, x}, X^{\tau, \eta, x}(T)\right)+ \\
& -\int_{t}^{T} \sigma\left(s, X_{s}^{\tau, \eta, x}, X^{\tau, \eta, x}(s)\right) \partial_{x} u\left(s, X_{s}^{\tau, \eta, x}, X^{\tau, \eta, x}(s)\right) \mathrm{d} W(s) \\
& -\int_{t}^{T} \int_{\mathbb{R}_{0}}\left[\left(u\left(s, X_{s}^{\tau, \eta, x}, X^{\tau, \eta, x}(s)+\gamma\left(s, X_{s}^{\tau, \eta, x}, X^{\tau, \eta, x}(s), z\right), z\right)\right)\right. \\
& \left.\left.-u\left(s, X_{s}^{\tau, \eta, x}, X^{\tau, \eta, x}(s)\right)\right)\right] \tilde{N}(\mathrm{~d} s, \mathrm{~d} z) \\
& +\int_{t}^{T} \psi\left(X_{s}^{\tau, \eta, x}, X^{\tau, \eta, x}(s), Y^{\tau, \eta, x}(s), Z^{\tau, \eta, x}(s), \tilde{U}^{\tau, \eta, x}(s)\right) \mathrm{d} s
\end{aligned}
$$

By comparing last equation with the backward component of equation (2.156), we note that $\left(Y^{\tau, \eta, x}(t), Z^{\tau, \eta, x}(t), U^{\tau, \eta, x}(t, z)\right)$ and the following three functions

$$
\begin{aligned}
& u\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right) \\
& \partial_{x}^{\sigma}\left(u\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right)\right), \\
& u\left(t, X_{s}^{\tau, \eta, x}, X^{\tau, \eta, x}(s)+\gamma\left(s, X_{s}^{\tau, \eta, x}, X^{\tau, \eta, x}(s), z\right)\right)-u\left(t, X_{s}^{\tau, \eta, x}, X^{\tau, \eta, x}(s)\right)
\end{aligned}
$$

solve the same equation. Therefore, due to the uniqueness of the solution, we have that

$$
Y^{\tau, \eta, x}(t)=u\left(t, X_{t}^{\tau, \eta, x}, X^{\tau, \eta, x}(t)\right)
$$

Setting $\tau=t$, we obtain $Y^{(\tau, \eta, x)}(t)=u(t, \eta, x)$ and the proof is complete.

### 2.4 Financial applications

During recent years an increasing attention has been devoted to the study of stochastic differential equations with delay (SDDEs), which are equations defining the dynamic of a stochastic process whose time evolution depends on the past history of the process itself. Delay equations arise naturally in many fields of applied mathematics, see, e.g., [IKS03] and references therein, spanning from engineering to biology, from computer science to finance, etc. Concerning the latter type of applications, SDDEs can be used, e.g., to price a wide class of so-called path-dependent options, or to characterize financial market with memory, see, e.g., [AHMP07, CDPMZ16, KSW05a, KSW07a, KP07] and references therein for further details.

Even if we do not aim to give a complete survey of problems, solutions and method related to the study of SDDE's, we would like to recall at least some of the most relevant approaches recently proposed to analyse such kind o stochastic differential equations. In particular in [FZ] an infinite dimensional approach based on semigroup theory has been used, providing a deterministic Kolmogorov equation associated to a SDDE driven by a Brownian motion. In [CF10, CF13] a new type of path-dependent calculus has been derived ad hoc, introducing new types of derivatives, namely the horizontal derivative and the vertical derivative, which are then used in dealing with path-dependent stochastic equations. In [FPS00] latter results have been used in the computation of the greeks for various types of path-dependent options.

In what follows we will exploit a different approach, first introduced in [Moh84] and then developed in [Moh98, YM05], which is based on the theory of stochastic functional delay differential equations (SFDDEs), in particular in the light of [BCDNR16] where SFDDEs with jumps have been introduced. We would also like to mention that in [FZ] a connection between the three previously cited approaches, has been provided.

We recall that in [BCDNR16, CDPO16] existence and uniqueness results for SFDDEs have been shown together with a suitable related Itô-Döblin formula. Moreover, in [CDPO16], a non-linear Feynman-Kac theorem for SFDDEs arising from a forward-backward system with delay under mild assumptions of regularity is provided. Latter result is particularly useful in financial applications, thanks to the mild assumptions needed on differentiability. In the present work we start from the latter property, and we exploit the mild notion of gradient first introduced in [FT05] in order to connect a forward-backward system with delay to an infinite dimensional partial integro-differential equation (PIDE) whose solution is only required to be Lipschitz. Such mild regularity request is rather advantageous
in financial applications, where typical payoff functions are Lipschitz, without being also differentiable.

In particular we will exploit previously cited result in order to derive a set of infinite dimensional PIDE to price a rather general class of stochastic volatility models with jumps arising in finance. In particular we will focus our attention on continuously monitored Asian options, even if analogous results hold for discretely monitored Asian options as well as for other type of path-dependent options, often referred as exotic options, such as the realized volatility options, the variance swap options, etc., see, e.g., $\left[\mathrm{R}^{+} 91\right.$, WDH93] for a general introduction to exotic options. It is worth to mention that a similar approach can be extended to market models with memory effect, see, e.g., [KSW05a, KSW07a, KP07, Swi07], or to time changed stochastic volatility models, see, e.g., [CGMY03, HS11], the latter subject being the object of our future works.

The present paper is organized as follows: in section 2.3 we introduce the main theoretical results derived in [BCDNR16, CDPO16] also providing the main non-linear Feynman-Kac theorem; in Sec. 2.5.1 we introduce the financial setting also showing some related example of possible payoffs; in Sec. 2.4.1 we derive the infinite dimensional pricing PIDE for the Bates models, see [Bat96], whereas in Sec. 2.4.1 we derive the same result for the Barndorff-Nielsen-Shephard (BNS) model, see later for its definition, with respect to two different specifications for the stochastic law of the volatility process, namely the Gaussian Inverse law and the Variance Gamma law.

### 2.4.1 Path-dependent derivative pricing in stochastic volatility models with jumps

Let us consider an asset $S$ evolving under the risk-neutral probability (RNP) $\mathbb{Q}$ as

$$
\begin{equation*}
S(t)=e^{(\rho-q) t+X(t)} \tag{2.115}
\end{equation*}
$$

being $\rho>0$ the fixed deterministic interest rate of a given riskless asset, e.g., a certain Bank account, and $q>0$ the dividend yield. We will denote by $X$ the discounted $\log$ return of the asset $S$ whose evolution will be stated later on. We will assume that the volatility of the process $S$ is described by a second, stochastic, process $V$, so that we will be interested in studying the couple $(X, V)$, which defines what is usually called a stochastic volatility model (SVM). For the sake of simplicity, in what follows we will state our results in the risk-neutral world characterized by the RNP $\mathbb{Q}$, so that we will not take into account the problem of choosing a particular risk neutral measure. Let us underline that, since we will consider SVM with jumps, the related markets fail to be complete, hence we lost the uniqueness of the RNM, see, e.g., [BMB05, H§, HS09] for detailed discussions concerning the topic of identify the right RNM , in the present setting.

We are interested in pricing path-dependent options and, in particular, we will focus on considering Asian options, even if many other types of path-dependent options such as the realized volatility options, or the variance swap options can be treated by our approach as well.

Being the payoff of such type of options path-dependent, in general we are not allowed to exploit standard results based on the Markov property of the underlying process, instead we will use the theory developed in Sec. 2.3, considering the process of interest as an infinite dimensional process taking values in a suitable path-space. The latter idea will allow to recover the Markov property of the couple $(X, V)$, as an infinite dimensional process. In
particular, according to the notation introduced in Se. 2.3, we will set the maximum delay taken into account to be $r=T, T<\infty$ being the maturity time and we will consider the solution to take values in the infinite dimensional space $M^{2}:=L^{2}\left([-T, 0] ; \mathbb{R}^{2}\right) \times \mathbb{R}^{2}$. Moreover, introducing an appropriate backward stochastic differential equations (BSDE), and also by means of the recovered Markov property, we can establish a Feynman-Kac representation theorem for the path-dependent pricing PIDE.

In what follows we will not specify a particular form for the terminal payoff function. In fact the pricing PIDE we are interested in, still remains valid for different type of pathdependent options. Therefore we treat a representative case of the latter class of options, namely we study the Asian type options, setting $K>0$ to be the fixed strike price, $S$ to be the asset price, and $X=\log S$ to be the log return of the asset price, see, e.g. [BBP97], while possible payoffs are
(i) arithmetic average floating strike call

$$
\Phi\left(S(T), S_{T}\right)=\max \left\{S(T)-\frac{1}{T} \int_{0}^{T} S(s) d s, 0\right\}
$$

(ii) arithmetic average fixed strike call

$$
\Phi\left(S(T), S_{T}\right)=\max \left\{\frac{1}{T} \int_{0}^{T} S(s) d s-K, 0\right\}
$$

(iii) geometric average floating strike call

$$
\Phi\left(X(T), X_{T}\right)=\max \left\{e^{S(T)}-e^{\frac{1}{T} \int_{0}^{T} X(s) d s}, 0\right\}
$$

(iv) arithmetic average fixed strike call

$$
\Phi\left(X(T), X_{T}\right)=\max \left\{e^{\frac{1}{T} \int_{0}^{T} X(s) d s}-K, 0\right\}
$$

Let us notice that the above payoff function are Lipschitz in the sense of Assumption 2.3.19, but they fail to be differentiable, so that such type of options perfectly fits the setting developed in Sec. 2.3. In what follows, we will derive the pricing PIDE for general path-dependent options written in some relevant stochastic volatility models used in finance, nevertheless our approach can be extended to other SVM, and related results can be generalized in order to consider multidimensional underlyings as well as multiscale market models.

## The Bates model

The Bates model has been introduced in [Bat96] and it is perhaps the most simple SVM with jumps, moreover, provided suitable choices for its parameters, we can use it to recover the Heston model as well as the Merton jump model. In the sequel we will use the notation introduced throughout the previous sections.

Let us consider an asset $S(t)$ whose dynamics is described by eq. (2.115), and let us assume that the discounted $\log$ price $X$ evolves according to the following equation

$$
\begin{equation*}
d X(t)=-\left(\kappa(1)+\frac{1}{2} V(t)\right) d t+\sqrt{V(t)} d W^{1}(t)+d Z(t) \tag{2.116}
\end{equation*}
$$

while the volatility $V$ is defined by

$$
\begin{equation*}
d V(t)=\lambda(\theta-V(t)) d t+\zeta \sqrt{V(t)} d W^{2}(t) \tag{2.117}
\end{equation*}
$$

where $\lambda, \theta$ and $\zeta$ are fixed, positive parameters, $W^{1}$ and $W^{2}$ are two Brownian motion with correlation $\rho \in[-1,1]$, and

$$
Z(t)=\sum_{i=1}^{N_{t}} J_{i}
$$

is assumed to be independent of both $W^{1}$ and $W^{2}, N$ being a Poisson process with intensity $\mu$, while the random variables $J_{i}$ are as follows $J_{i} \sim \mathcal{N}(\gamma, \delta)$. In the present setting we have that the Lévy measure $\nu(d z)$ of $Z$ is

$$
\nu(d z)=\frac{\mu}{\delta \sqrt{2 \pi}} e^{-\frac{(z-\gamma)^{2}}{2 \delta^{2}}} d z
$$

and its cumulant generating function reads as follows

$$
\kappa(\xi)=\log \mathbb{E} e^{\xi Z(1)}=\mu\left(e^{\gamma \xi+\frac{\delta^{2} \xi^{2}}{2}}-1\right)
$$

Remark 2.4.1. Let us note that from equations (2.116) and (2.117), we can recover the Heston model setting $\mu=0$, as well as the Merton jump model, taking $\zeta=0$.
Proposition 2.4.2. Let us consider an asset $S(t)=e^{(\rho-q) t+X(t)}$ where the log return $X$ evolves according to eq. (2.116), and the volatility $V$ evolves according to eq. (2.117). Let us also consider a path-dependent options with a terminal payoff at maturity $T$ given by a (possibly path-dependent) function $\Phi$ satisfying assumptions 2.3.19. The the fair price $u(t, x, v, \eta)$ is the mild solution to the pricing PIDE

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x, v, \eta)+\mathcal{L}_{t} u(t, x, v, \eta)=(\rho-q) u(t, x, v, \eta)  \tag{2.118}\\
u(T, x, v, \eta)=\Phi(x, v, \eta)
\end{array}\right.
$$

where the infinitesimal generator of the triple $(X, V, \mathcal{A})$, is

$$
\begin{aligned}
\mathcal{L}_{t} u(t, x, v, \eta) & =\int_{0}^{T} \partial_{s} \eta D_{\eta}(s) u(t, x, v, \eta(s)) d s+\frac{1}{2} v \partial_{x, x} u(t, x, v, \eta)+ \\
& +\frac{1}{2} \zeta v \partial_{v, v} u(t, x, v, \eta)+\rho \zeta v \partial_{x, v} u(t, x, v, \eta)+ \\
& -\left(\kappa(1)+\frac{1}{2} v\right) \partial_{x} u(t, x, v, \eta)+\lambda(\theta-v) \partial_{v} u(t, x, v, \eta)+ \\
& +\int_{0}^{\infty}(u(t, x+z, v, \eta, \omega)-u(t, x, v, \eta, \omega)) \nu(d z)= \\
& =\int_{0}^{T} \partial_{s} \eta(s) D_{\eta} u(t, x, v, \eta(s)) d s+\frac{1}{2} v \partial_{x, x} u(t, x, v, \eta)+ \\
& +\frac{1}{2} \zeta v \partial_{v, v} u(t, x, v, \eta)+\rho \zeta v \partial_{x, v} u(t, x, v, \eta)+ \\
& -\left(\mu\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right)+\frac{1}{2} v\right) \partial_{x} u(t, x, v, \eta)+\lambda(\theta-v) \partial_{v} u(t, x, v, \eta)+ \\
& +\int_{0}^{\infty}(u(t, x+z, v, \eta)-u(t, x, v, \eta)) \frac{\mu}{\delta \sqrt{2 \pi}} e^{-\frac{(z-\gamma)^{2}}{2 \delta^{2}}} d z
\end{aligned}
$$

Proof. Let us consider a general derivative whose payoff, possibly path-dependent, is given by

$$
\begin{equation*}
Y(t, x, v, \eta)=\mathbb{E}\left[e^{-(\rho-q)(T-t)} \Phi\left(X(T), X_{T}\right) \mid X(t)=x, V(t)=v, X_{t}=\eta\right] \tag{2.119}
\end{equation*}
$$

If we introduce the discounted option price $e^{-(\rho-q) t} Y(t)$, then applying the Itô-Döblin formula we have

$$
d Y(t)=e^{(\rho-q) t} d\left(e^{-(\rho-q) t} Y(t)\right)+(\rho-q) Y(t) d t
$$

so that the process $Y$ is a solution to the following BSDE

$$
\begin{align*}
Y(t) & =\Phi\left(X(T), X_{T}\right)+\int_{t}^{T}(\rho-q) Y(s) d s+ \\
& -\int_{t}^{T} Z(s) d W(s)-\int_{t}^{T} \int_{\mathbb{R}_{0}} U(s, z) \tilde{N}(d s, d z) \tag{2.120}
\end{align*}
$$

which satisfies assumptions 2.3.19, hence there exists a unique solution $(Y, Z, U) \in \mathbb{K}([0, T])$ to the eq. (2.120).

Let us then consider the forward-backward system

$$
\begin{cases}d X(t) & =-\left(\kappa(1)+\frac{1}{2} V(t)\right) d t+\sqrt{V(t)} d W^{1}(t)+d Z(t)  \tag{2.121}\\ d V(t) & =\lambda(\theta-V(t)) d t+\zeta \sqrt{V(t)} d W^{2}(t) \\ \left(X(0), V(0), X_{0}\right) & =(x, v, \eta) \in M^{2} \\ d Y(t) & =(\rho-q) Y(t) d t-Z(t) d W(t)-\int_{\mathbb{R}_{0}} U(t, z) \tilde{N}(d t, d z) \\ Y(T) & =\Phi\left(X(T), X_{T}\right)\end{cases}
$$

then, applying Th. 2.5.5, we have that the unique solution $(X, V, \mathcal{A}, Y, Z, U)$ to the forward backward system (2.121), is given by the mild solution to the deterministic path-dependent PIDE (2.127).

Remark 2.4.3. Let us notice that even if the forward equation for the $\log$ price does not satisfies Lipschitz assumption 2.3.3, due to the square root appearing in the volatility, nevertheless its existence and uniqueness is proven in [Bat96].

We have not specified any particular payoff function for the option to be priced, however we easily have that the payoff functions introduced in 2.4.1 fits into assumptions 2.3.19 so that the above theorem holds for this particular type of options. For instance, in the case of a geometric average floating strike option we have that the path-component $\mathcal{A}:=$ $\int_{0}^{T} X(s) d s$. As briefly said above, in the present setting we can derive the pricing PIDE also for other notable type of path-dependent options just taking into account the different path-component. For instance, if we are to treat a realized volatility options or variance swap options we would have to consider $\mathcal{A}:=\int_{0}^{T} V(s) d s$, so that eq. (2.119) would read

$$
Y(t, x, v, \eta)=\mathbb{E}\left[e^{-r(T-t)} \Phi\left(X(T), X_{T}\right) \mid X(T)=x, V(T)=v, V_{T}=\eta\right]
$$

## The Barndorff-Nielsen-Shephard model

In what follows we consider a second relevant SVM which is widely used in finance, namely the Barndorff-Nielsen-Shephard (BNS) model, see [BNNS+ 02, BN97, BMB05, HS11, HS09, NV03] for a complete treatment of it.

Let us consider the discounted $\log$ price $X$ evolving as

$$
\begin{equation*}
d X(t)=-\left(\kappa(\rho)+\frac{1}{2} V(t)\right) d t+\sqrt{V(t)} d W^{1}(t)+d L_{\lambda}(t) \tag{2.122}
\end{equation*}
$$

and let us assume that the volatility $V$ is a mean-reverting Ornestein-Uhlenbeck process driven by a pure-jump subordinator $L$ with Lévy measure

$$
\begin{equation*}
d V(t)=-\lambda V(t) d t+\rho d L_{\lambda}(t) \tag{2.123}
\end{equation*}
$$

where $\lambda>0$ is a fixed positive parameter, and $\rho<0$ is the correlation parameter. As in Sec. 2.4.1 we have denoted by $\kappa$ the cumulant generating function, that is

$$
\kappa(\xi)=\log \mathbb{E} e^{\xi L(1)}
$$

We will now focus on two particular laws under which the volatility process is assumed to evolve.

## The Inverse Gaussian law

We first consider the BNS model introduced above with the further assumption that the stationary distribution of the volatility process $V$ follows an inverse Gaussian law of parameter $\gamma$ and $\delta$, that is $V \sim I G(\gamma, \delta)$, see, e.g., [BN97], then the associated Lévy measure of the subordinator $L$, becomes

$$
\begin{equation*}
\nu(d z)=\frac{\gamma}{2 \sqrt{2 \pi}} e^{-\frac{3}{2}}(1+\delta z) e^{-\frac{1}{2} \delta z} d z \tag{2.124}
\end{equation*}
$$

see, e.g., [BN97, BMB05].
Proposition 2.4.4. Let us consider an asset $S(t)=e^{(\rho-q) t+X(t)}$ where the log return $X$ evolves according to the eq. (2.122), and the volatility $V$ evolves according to the eq. (2.123). We further assume that $V \sim I G(\gamma, \delta)$, so that the Lévy measure is as in eq. (2.124).

Let us then consider a path-dependent options with a terminal payoff at maturity $T$ given by a (possibly path-dependent) function $\Phi$ satisfying assumptions 2.3.19. then the fair price $u(t, x, v, \eta)$ is the mild solution to the pricing PIDE

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x, v, \eta)+\mathcal{L}_{t} u(t, x, v, \eta)=(\rho-q) u(t, x, v, \eta)  \tag{2.125}\\
u(T, x, v, \eta)=\Phi(x, v, \eta)
\end{array}\right.
$$

where the infinitesimal generator of the triple $(X, V, \mathcal{A})$, is

$$
\begin{aligned}
\mathcal{L}_{t} u(t, x, v, \eta) & =\int_{0}^{T} \partial_{s} \eta(s) D_{\eta} u(t, x, v, \eta(s)) d s+\frac{1}{2} v \partial_{x, x} u(t, x, v, \eta)+ \\
& -\left(\kappa(\rho)+\frac{1}{2} v\right) \partial_{x} u(t, x, v, \eta)+\lambda(\theta-v) \partial_{v} u(t, x, v, \eta)+ \\
& +\int_{0}^{\infty}(u(t, x+z, v+\rho z, \eta)-u(t, x, v, \eta)) \nu(d z)= \\
& =\int_{0}^{T} \partial_{s} \eta(s) D_{\eta} u(t, x, v, \eta(s)) d s+\frac{1}{2} v \partial_{x, x} u(t, x, v, \eta)+ \\
& -\left(\kappa(\rho)+\frac{1}{2} v\right) \partial_{x} u(t, x, v, \eta)+\lambda(\theta-v) \partial_{v} u(t, x, v, \eta)+ \\
& +\int_{0}^{\infty}(u(t, x+z, v+\rho z)-u(t, x, v, \eta)) \frac{\gamma}{2 \sqrt{2 \pi}} e^{-\frac{3}{2}-\frac{1}{2} \delta z}(1+\delta z) z
\end{aligned}
$$

Proof. The proof is analogous to the one given for Prop. 2.4.5.

## The Variance Gamma law

We consider in the present subsection the BNS model introduced above with the further assumption that the stationary distribution of the volatility process $V$ follows a variance gamma law, with parameters $\gamma$ and $\delta$, that is $V \sim \Gamma(\gamma, \delta)$. In the present setting the Lévy measure of $L$ becomes

$$
\begin{equation*}
\nu(d z)=\delta \gamma e^{\delta z} d z \tag{2.126}
\end{equation*}
$$

see, e.g., [BMB05, MS90].

Proposition 2.4.5. Let us consider an asset $S(t)=e^{(\rho-q) t+X(t)}$ where the log return $X$ evolves according to the eq. (2.122) and the volatility $V$ evolves according to the eq. (2.123). We further assume that $V \sim \Gamma(\gamma, \delta)$, so that the Lévy measure is as in eq. (2.126).

Let us then consider a path-dependent options with a terminal payoff at maturity $T$ given by a (possibly path-dependent) function $\Phi$ satisfying assumptions 2.3.19. Then the fair price $u(t, x, v, \eta)$ is the mild solution to the pricing PIDE

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x, v, \eta)+\mathcal{L}_{t} u(t, x, v, \eta)=(\rho-q) u(t, x, v, \eta)  \tag{2.127}\\
u(T, x, v, \eta)=\Phi(x, v, \eta)
\end{array}\right.
$$

where the infinitesimal generator of the triple $(X, V, \mathcal{A})$, is

$$
\begin{aligned}
\mathcal{L}_{t} u(t, x, v, \eta) & =\int_{0}^{T} \partial_{s} \eta(s) D_{\eta} u(t, x, v, \eta(s)) d s+\frac{1}{2} v \partial_{x, x} u(t, x, v, \eta)+ \\
& -\left(\kappa(\rho)+\frac{1}{2} v\right) \partial_{x} u(t, x, v, \eta)+\lambda(\theta-v) \partial_{v} u(t, x, v, \eta)+ \\
& +\int_{0}^{\infty}(u(t, x+z, v+\rho z, \eta)-u(t, x, v)) \nu(d z)= \\
& =\int_{0}^{T} \partial_{s} \eta(s) D_{\eta} u(t, x, v, \eta(s)) d s+\frac{1}{2} v \partial_{x, x} u(t, x, v, \eta)+ \\
& -\left(\kappa(\rho)+\frac{1}{2} v\right) \partial_{x} u(t, x, v, \eta)+\lambda(\theta-v) \partial_{v} u(t, x, v, \eta)+ \\
& +\int_{0}^{\infty}(u(t, x+z, v+\rho z, \eta)-u(t, x, v, \eta)) \delta \gamma e^{\delta z} d z
\end{aligned}
$$

Proof. The proof follows as in Prop. 2.4.5.

### 2.4.2 Application to option pricing in market with memory

Recent years have seen an increasing attention towards the study of delay differential equations (DDE), mainly because of the large number of their applications ranging from mathematical biology to mathematical finance, see, e.g., [Kua93, Moh98]. Concerning financial applications, examples are given, e.g., in [KP07] where it has been shown how, due to some inherent factors such as time to transport, delay is a key factor to be taken into account in commodity markets, while in [AHMP07, CY07, KSW07b] applications to markets with delay and to option pricing in such markets have been provided, and in [KSW05b, KSW05a, SX11] stochastic volatility models with delays are treated.

We would like to stress that the aforementioned applications can be treated in our framework. In particular, to the best of our knowledge, very few applications concerning DDE with jumps has been provided. The aim of the current section is to give possible applications of DDE paying particular attention to the problem of pricing a contingent claim in a delayed market with jumps.

In what follows we will denote by $\mathcal{D}:=\mathcal{D}([-r, 0], \mathbb{R})$ the space of the $\mathbb{R}$-valued càdlàgfunctions on $[-r, 0]$ endowed with the norm $\|\cdot\|_{\mathcal{D}}:=\sup _{\theta \in[-r, 0]}|\cdot|$, and by $M_{p}:=$ $L^{p}([-r, 0], \mathbb{R}) \times \mathbb{R}$, for $p \geq 2$, endowed with the norm $\|(\cdot, \cdot)\|_{M_{p}([-r, 0], \mathbb{R})}^{p}:=\|\cdot\|_{L^{p}([-r, 0], \mathbb{R})}+|\cdot|$.

Let us consider a positive maturity time $T<\infty$, a fixed delay $r \geq 0$, and a market composed by one riskless bond $B$ and one risky asset $S$, the case of $d$ risky assets being easily derived from the current example.

We assume that the bank account $B$ satisfies the following delayed deterministic linear equation

$$
\left\{\begin{array}{l}
d B(t)=R\left(t, B_{t}\right) d t, \quad t \in[0, T]  \tag{2.128}\\
B_{0}=b
\end{array}\right.
$$

for a suitable functional $R:[0, T] \times \mathcal{D} \rightarrow \mathbb{R}$, while for the risky asset $S:=\{S(t): t \geq 0\}$,
we consider its price at time $t \geq 0$ determined by

$$
\begin{cases}d S(t) & =S\left(t_{-}\right)\left[\mu\left(t, S_{t}\right) d t+\sigma\left(t, S_{t}\right) d W(t)+\int_{\mathbb{R}_{0}} \gamma\left(t, S_{t}\right) \tilde{N}(t)\right], \quad t \in[0, T]  \tag{2.129}\\ S_{0} & =s \in S^{p}\left(\mathcal{F}_{0}\right)\end{cases}
$$

with $\mu, \sigma: \mathbf{S}_{p} \rightarrow L^{p}(\Omega ; \mathbb{R})$ and $\gamma: \mathbf{S}_{p} \rightarrow L^{p}\left(\Omega ; L^{2}(\mathbb{R})\right)$ some suitable functional which will be specified later. Furthermore we have denoted by $B_{t}$, resp. $S_{t}$, the segment of the process $B$, resp. $S$, i.e. $B_{t}=\{B(t+\theta)\}_{\theta \in[-r, 0]}$, resp. $S_{t}=\{S(t+\theta)\}_{\theta \in[-r, 0]}$. The space $\mathcal{D}$ can be replaced with $M_{p}$, just taking into account that existence and uniqueness of a solution to eq. (2.129) does not hold for discrete delay. In particular we would like to stress that in the present setting the functionals $\mu, \sigma$ and $\gamma$ are allowed to be stochastic processes by themselves, namely they can have the general form

$$
f\left(t, S_{t}\right)=\bar{\mu}\left(t, S_{t}\right) d t+\bar{\sigma}\left(t, S_{t}\right) d W^{1}(t)+\int_{\mathbb{R}_{0}} \bar{\gamma}\left(t, S_{t}\right) \tilde{N}^{1}(d t, d z), \quad f=\mu, \sigma, \gamma
$$

for some suitable functional $\bar{\mu}, \bar{\sigma}$ and $\bar{\gamma}$.
The present section is structured as follows: in Sec. 2.1.1 we give some examples of delays that can be treated in our frameworks and related concrete models, then, in Sec. 4.2.4, we give a concrete example of a market model with jumps and provide a bound for the price of a European call option when the underlying exhibits a delay.

Let us consider a market model with delay, our main goal being to provide an upper and a lower bound for the price of a European call option written on a delayed underlying.

Let us thus assume that the bank account $B$ satisfies the following delayed deterministic linear equation

$$
\left\{\begin{array}{l}
d B(t)=R\left(B_{t}\right) d t, \quad t \geq 0  \tag{2.130}\\
B_{0}=b \in \mathcal{C}([-r, 0] ; \mathbb{R})
\end{array}\right.
$$

with $b \in \mathcal{C}([-r, 0] ; \mathbb{R})$, while $R:[0, T] \times \mathcal{C}([-r, 0] ; \mathbb{R}) \rightarrow \mathbb{R}$ is a deterministic linear and continuous functional that can be represented as

$$
R\left(B_{t}\right)=\int_{-r}^{0} B(t+\theta) \xi(d \theta)
$$

for $\xi$ a non-decreasing finite Borel measure on $[-r, 0]$ such that $\xi(0)-\xi(-r)>0$.
We will further assume, following [CY07], that it exists a unique positive real constant $\rho$ such that the solution to eq. (5.85) takes the particular form

$$
\begin{equation*}
B(t)=b(0) e^{\rho t}, \quad t \geq 0 \tag{2.131}
\end{equation*}
$$

and $\rho$ satisfies

$$
\rho=\int_{-r}^{0} e^{\rho \theta} \xi(d \theta)
$$

we refer to [CY07, Prop. 2.5] for a proof of the existence and uniqueness of such $\rho$.
Let us further consider an asset $S$ whose price evolves according to eq. (2.132). In particular let us consider some deterministic time homogeneous functionals $\mu, \sigma$ and $\gamma_{0}$ $: \mathcal{D} \rightarrow \mathbb{R}$ satisfying Lipschitz continuous and linear growth assumptions.

Furthermore let $\lambda: \mathbb{R}_{0} \rightarrow \mathbb{R}$ be such that $\lambda \in \mathcal{L}^{2}(\nu)$. We will assume that the asset price $S$ evolves according with the discrete delay introduced in (ii), namely, for $t \in[0, T]$, we have

$$
\begin{cases}d S(t) & =S\left(t_{-}\right)\left[\mu(S(t-a)) d t+\sigma(S(t-b)) d W(t)+\int_{\mathbb{R}_{0}} \gamma(S(t-c))(z) \tilde{N}(t)\right]  \tag{2.132}\\ S_{0} & =s \in \mathcal{D}\end{cases}
$$

with $a, b$ and $c \in[-r, 0)$ and $\gamma(S)(z):=\gamma_{0}(S) \lambda(z)$. In what follows we will omit to specify the dependence of $\gamma(S)$ by $z$, writing for short $\gamma(S)$ instead of $\gamma(S)(z)$.
Proposition 2.4.6. For any initial process $s \in \mathcal{D}$ there exists a unique solution to eq. (2.132). If we further assume that $s(0)>0$ and $\gamma(S) \geq-1$, then $S(t)>0$ a.s., for any $t \in[0, T]$.
Proof. The existence and uniqueness of the solution immediately follows from the assumptions on the functional $\mu, \sigma, \gamma_{0}$ and $\lambda$ and from Section 2.1.

An explicit form for the solution can be retrieved, following [AHMP07], via iterated steps. Let us in particular denote by

$$
d X(t)=\mu(S(t-a)) d t+\sigma(S(t-b)) d W(t)+\int_{\mathbb{R}_{0}} \gamma(S(t-c)) \tilde{N}(t)
$$

then eq. (2.132) can be written in a more compact form as

$$
\begin{cases}d S(t) & =S\left(t_{-}\right) d X(t), t \in[0, T] \\ S_{0} & =s \in \mathcal{D}\end{cases}
$$

Let us now set $l:=\min \{a, b, c\}$, then, for any $t \in[0, l]$, we have

$$
X(t)=\int_{0}^{t} \mu(s(q-a)) d q+\int_{0}^{t} \sigma(s(q-b)) d W(q)+\int_{0}^{t} \int_{\mathbb{R}_{0}} \gamma(s(q-c)) \tilde{N}(q)
$$

a solution to eq. (2.132) can be explicitly computed via Itô's lemma as

$$
\begin{align*}
S(t) & =s(0) e^{\int_{0}^{t} \mu(s(q-a)) d q} e^{\int_{0}^{t} \sigma(s(q-b)) d W(q)-\frac{1}{2} \int_{0}^{t} \sigma(s(q-b))^{2} d q} \times \\
& \times e^{\int_{0}^{t} \int_{\mathbb{R}_{0}} \ln (1+\gamma(s(q-c))) \tilde{N}(q)-\int_{0}^{t} \int_{\mathbb{R}_{0}}(\gamma(s(q-c))-\ln (1+\gamma(s(q-c)))) \nu(d z) d q} . \tag{2.133}
\end{align*}
$$

If we then assume $s(0)>0$ and from the fact that $\gamma \geq-1$ we have that, for any $t \in[0, l]$, the solution $S$ is well defined and it holds $S(t)>0$.

Eventually by iteration we can compute the solution for any $t \in[k l,(k+1) l \wedge T]$, $k=1,2, \ldots$.

In what follows we will price a given contingent claim written on the underlying defined by (2.132). In particular it is well known that in a standard Black-Scholes model, where the prices evolve according to a pure diffusive process, and under suitable assumptions on the coefficients, completeness of the model holds. Thus we have a unique (risk neutral) measure $\mathbb{Q}$ equivalent to the real world measure $\mathbb{P}$, and such that the discounted stock price process $e^{-\rho t} S$ is a $\mathbb{Q}$-martingale. Unfortunately the same does not hold in the present case where the driving process is a general, possibly discontinuous, martingale.

Such a drawback can be tackled exploiting the Girsanov theorem for general Lévy processes, see, e.g., [DNØP ${ }^{+}$09], namely

Theorem 2.4.7 (Girsanov). Let $\theta(t, z) \leq 1, t \in[0, T], z \in \mathbb{R}_{0}$ and $u(t), t \in[0, T]$ be $\mathbb{F}$-predictable processes such that

$$
\begin{gather*}
\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(|\log (1+\theta(t, z))|+\theta^{2}(t, z)\right) \nu(d z) d t<\infty, P-\text { a.s. }  \tag{2.134}\\
\int_{0}^{T} u^{2}(t) d t<\infty, P-\text { a.s. } \tag{2.135}
\end{gather*}
$$

Let

$$
\begin{align*}
M(t):=\exp & \left\{\int_{0}^{t} u(s) d W(s)-\frac{1}{2} \int_{0}^{t} u^{2}(s)+\int_{0}^{t} \int_{\mathbb{R}_{0}}(\log (1-\theta(s, z))+\theta(s, z)) \nu(d z) d s\right. \\
& \left.+\int_{0}^{t} \int_{\mathbb{R}_{0}} \log (1-\theta(s, z)) \tilde{N}(d s, d z)\right\}, t \in[0, T] . \tag{2.136}
\end{align*}
$$

Define a measure $Q$ on $\mathcal{F}$ by

$$
d Q(\omega)=M(T, \omega) d P(\omega)
$$

Assume that $Z$ satisfies the Novikov condition so that $Q$ is a probability measure on $(\Omega, \mathcal{F})$. Define

$$
\tilde{N}_{Q}(d t, d z)=\theta(t, z) \nu(d x) d t+\tilde{N}(d t, d z)
$$

and

$$
d W_{Q}(t)=u(t) d t+d W(t)
$$

Then $\tilde{N}_{Q}(\cdot, \cdot)$ and $W_{Q}(\cdot)$ are compensated Poisson measure of $N(\cdot, \cdot)$ Brownian motion under $Q$, respectively.

By Girsanov theorem 2.4.7, we have that our setting is characterized by an infinite number of possible choices of equivalent measure $\mathbb{Q}$, depending on the particular form for the process $\theta$. In what follows, in order to stress the dependence of the measure $\mathbb{Q}$ on the process $\theta$, we will denote by $W^{\theta}$, resp. $\tilde{N}^{\theta}$, the Brownian motion, resp. the Poisson compensated random measure, under the measure $\mathbb{Q}^{\theta}$.

Let us now consider two suitable processes $u$ and $\theta$ satisfying the assumptions (2.134)(2.135) of Th. 2.4.7 such that the stock price $S$, under $\mathbb{Q}^{\theta}$, evolves according to

$$
d S(t)=S\left(t_{-}\right)\left[\rho d t+\sigma(S(t-b)) d W^{\theta}(t)+\int_{\mathbb{R}_{0}} \gamma(S(t-c)) \tilde{N}^{\theta}(d t, d z)\right]
$$

whose solution can be explicitly computed as in eq. (5.17) via Itô's formula. Note that the discounted stock price $\tilde{S}(t):=e^{-\rho t} S(t)$ is a $\mathbb{Q}^{\theta}$-martingale.

Thus the price of a contingent claim written on the underlying $S$ depends on the choice of the process $\theta$ that we use in order to define the new equivalent measure $\mathbb{Q}^{\theta}$. In particular let us denote by $\Gamma$ the set of measure $\mathbb{Q}^{\theta}$ equivalent to the real world measure $\mathbb{P}$, and such that $u$ and $\theta$ satisfy assumptions (2.134)-(2.135) of Th. 2.4.7 and the discounted stock price $S$ is a $\mathbb{Q}^{\theta}$-martingale. Our aim is to give an upper and lower bound for the price $P(t)$ at
time $t \in[0, T]$ of a contingent claim written on the asset $S$ evolving according to (2.132), namely

$$
P^{\theta}(t) \in\left[\inf _{\mathbb{Q}^{\theta} \in \Gamma} P^{\theta}(t), \sup _{\mathbb{Q}^{\theta} \in \Gamma} P^{\theta}(t)\right]
$$

In what follows we will use for short the notation $\mathbb{E}_{t}^{\theta}$ to denote the conditional expectation w.r.t. $\mathcal{F}_{t}$ evaluated under the measure $\mathbb{Q}^{\theta}$, namely

$$
\mathbb{E}_{t}^{\theta}[\cdot]:=\mathbb{E}^{\theta}\left[\cdot \mid \mathcal{F}_{t}\right]
$$

Theorem 2.4.8. Let us fix a measure $\mathbb{Q}^{\theta} \in \Gamma$ and let us define

$$
C^{\theta}(t):=\mathbb{E}_{t}^{\theta}\left[e^{-\rho(T-t)} \Phi(S(T)]\right.
$$

the price at time $t \in[0, T]$ of a European contingent claim $C$ with terminal payoff $\Phi(S):=$ $(S(T)-K)^{+}$, written on the underlying $S$ evolving according to eq. (2.132).

Then for any $t \in[0, T]$ and any $\mathbb{Q}^{\theta} \in \Gamma$ we have

$$
C^{\theta}(t) \in\left[P_{D B S}(t), S(t)\right]
$$

where we have denoted by $P_{D B S}$ the delayed Black-Scholes price computed in [AHMP07].
Proof. Applying the Feynman-Kac theorem for jump processes, see, e.g., [BJ00], we have that the fair price of a European contingent claim can be retrieved solving the following deterministic problem

$$
\left\{\begin{align*}
\partial_{t} C^{\theta}(t, S)= & -\frac{1}{2} \sigma(S(t-b))^{2} S^{2} \partial_{S S} C^{\theta}(t, S)-\rho S \partial_{S} C^{\theta}(t, S)+\rho C^{\theta}(t, S)+  \tag{2.137}\\
& +\int_{\mathbb{R}_{0}}\left[C^{\theta}\left(t, S(1+\gamma(S(t-c)))-C^{\theta}(t, S)-S \gamma(S(t-c)) \partial_{S} C^{\theta}(t, S)\right](1-\theta) \nu(d z)\right. \\
C^{\theta}(T, S)= & (S(T)-K)^{+}
\end{align*}\right.
$$

where we have denoted for short by $\partial_{t}$, resp. $\partial_{S}$, resp. $\partial_{S S}$, the partial derivative w.r.t. $t$, resp. the partial derivative w.r.t. $S$, resp. the second order partial derivative w.r.t. $S$.

However, as stressed in [AHMP07], we cannot a priori apply the Feynman-Kac theorem for any $t \in[0, T]$. In fact if $t<m$, with $m:=\min \{b, c\}$, we have that the solution to the deterministic problem (2.137) is anticipating w.r.t. the filtration $\mathcal{F}_{t}$. However previous deterministic representation is still valid for any $t \in[T-m, T]$.

Let us then denote by

$$
\begin{aligned}
\mathcal{L}_{D B S} C^{\theta}(t, S) & =-\frac{1}{2} \sigma(S(t-b))^{2} S^{2} \partial_{S S} C^{\theta}(t, S)-\rho S \partial_{S} C^{\theta}(t, S)+\rho C^{\theta}(t, S) \\
\mathcal{L}_{J} C^{\theta}(t, S) & =\int_{\mathbb{R}_{0}}\left[C^{\theta}\left(t, S(1+\gamma(S(t-c)))-C^{\theta}(t, S)-S \gamma(S(t-c)) \partial_{S} C^{\theta}(t, S)\right](1-\theta(t, z)) \nu(d z)\right.
\end{aligned}
$$

the delayed Black-Scholes operator introduced in [AHMP07, eq. (11)], resp. the jump operator, see, e.g., [BJ00].

We have that $0 \leq \Phi(S) \leq S$, hence for any $t$ it holds $0 \leq C(t, S) \leq S$. Exploiting now the fact that $\theta(t, z) \leq 1$ and $\gamma \geq-1$, and from the convexity of $C$, we have that, for any $t \in[T-m, T], \mathcal{L}_{J} C(t, S) \geq 0$. Therefore the minimum is achieved when $C$ solves

$$
\begin{equation*}
\partial_{t} C(t, S)=\mathcal{L}_{D B S} C(t, S) \tag{2.138}
\end{equation*}
$$

whose solution $C(t, S), t \in[T-m, T]$, is the delayed Black-Scholes price $P_{D B S}(t)$ computed explicitly in [AHMP07, Th. 4]. We have thus proved the lower bound, namely

$$
C^{\theta}(t, S) \geq P_{D B S}(t), \quad t \in[T-m, T]
$$

The claim for any $t \in[0, T]$ can be now achieved via iteration. In particular, for $t \in$ $[T-2 m, T-m]$ we have that the price $C(t, S)$ solves the deterministic problem (2.138) with terminal condition $C(T-m, S)=P_{D B S}(T-m)$ explicitly computed in the previous step. The solution of such an equation is given in [AHMP07, Th. 4] in terms of the conditional expectation w.r.t. $\mathcal{F}_{t}, t \in[T-2 m, T-m]$. Iteratively proceeding, for any $t \in[T-(k+1) m \vee 0, T-k m], k=1,2 \ldots$, and exploiting the conditional expectation tower rule, we have that

$$
C^{\theta}(t, S) \geq P_{D B S}(t), \quad t \in[0, T]
$$

where $P_{D B S}(t)$ is the delayed Black-Scholes formula given in [AHMP07, Th. 4], and the upper bound immediately follows from the estimate $\Phi(S) \leq S$.

Remark 2.4.9. The interval for the price of a European put option can be computed similarly or equivalently exploiting the Put-Call parity.
Remark 2.4.10. Previous result can be extended to any contingent claim with convex terminal payoff $\Phi$ such that $0 \leq \Phi(S) \leq S$ and the function $g(S):=S-\Phi(S)$ is bounded, see, e.g., [BJ00].

Although we have provided an interval for the fair price of a European option, the problem of finding a price, and thus an hedging strategy, is only partially solved. In fact Th. 2.4.8 shows that the cost of superhedging a contingent claim in this type of market is too high, since the cost of superhedging would be the highest price that ensures absence of arbitrage, that is $S(0)$.

Thus alternative solution has to be found. One would be to chose only one among all the feasible martingale measures $\mathbb{Q}^{\theta} \in \Gamma$, but how to choose the most natural measure $\mathbb{Q}^{\theta}$ in Th. 2.4.7 in order to compute the fair price of a given contingent claim.
Remark 2.4.11. A first trivial choice would be $\theta=0$, which can be easily seen to satisfies assumption of Th. 2.4.7. In particular this choice of the process $\theta$ has been used by Merton in [Mer76]. Therefore in this particular setting we have that the deterministic problem (2.137) becomes

$$
\left\{\begin{align*}
\partial_{t} C^{0}(t, S)= & -\frac{1}{2} \sigma(S(t-b))^{2} S^{2} \partial_{S S} C^{0}(t, S)-\rho S \partial_{S} C^{0}(t, S)+\rho C^{0}(t, S)+  \tag{2.139}\\
& +\int_{\mathbb{R}_{0}}\left[C^{0}\left(t, S(1+\gamma(S(t-c)))-C^{0}(t, S)-S \gamma(S(t-c)) \partial_{S} C^{0}(t, S)\right] \nu(d z)\right. \\
C^{0}(T, S)= & (S-K)^{+}, t \in[T-m, T]
\end{align*}\right.
$$

It is easy to see that $C^{0}$ belongs to the interval $\left[P_{D B S}(t), S(t)\right]$.

### 2.5 Connection with path-dependent calculus

In what follows we provide a connection between Itô's formula (2.2.6) and the path-dependent Itô's formula given in [CF10, CF13] which relies on the concepts of vertical and horizontal derivative, there introduced. Let us first set the notation we use in the current section.

Let $(\Omega, \mathcal{F}, P)$ be the probability space with $\Omega=\mathcal{D}\left([0, T], \mathbb{R}^{d}\right)$ endowed with the $P$ augmented (right-continuous) filtration $\left\{\mathcal{F}_{t}\right\}_{t \in[0, T]}$ generated by the canonical process $Y$ : $[0, T] \times \Omega \rightarrow \mathbb{R}^{d}, Y(t, \omega)=\omega(t)$ and here $\mathcal{F}:=\mathcal{F}_{T}$. In this setting we define, for every $\omega \in \Omega$ and $t \in[0, T], \omega_{t}:=\{\omega(s), 0 \leq s \leq t\} \in \mathcal{D}([0, t])$, the trajectory up to time $t$. A stochastic process is a function $\varphi:[0, T] \times \Omega \rightarrow \mathbb{R}^{d},(t, \omega) \mapsto \varphi(t, \omega)$. In addition, we say $\varphi$ is non-anticipative if it is defined on $\mathcal{D}\left([0, t] ; \mathbb{R}^{d}\right)$, i.e. $\varphi(t, \omega)=\varphi\left(t, \omega_{t}\right):=\varphi_{t}\left(\omega_{t}\right)$.

Let $\varphi=\left\{\varphi_{t}, t \in[0, T]\right\}$ be a non-anticipative stochastic process and $\left\{e_{i}\right\}_{i=1}^{d} \subset \mathbb{R}^{d}$ the canonical basis, we define the so-called vertical derivative as the following (path-wise) limit

$$
\mathcal{D}^{V, i} \varphi_{t}\left(\omega_{t}\right)=\lim _{h \rightarrow 0} \frac{\varphi_{t}\left(\omega_{t}^{h e_{i}}\right)-\varphi_{t}\left(\omega_{t}\right)}{h}
$$

where $\omega_{t}^{h e_{i}}(s):=\omega_{t}(s)+h e_{i} 1_{\{t\}}(s)$, for every $s \in[0, t]$. Here, $\omega_{t}^{h e_{i}}$ means adding a jump of size $h$ at time $t$ on the direction of $e_{i}$ and hence the name. We then define the vertical gradient of $\varphi_{t}$ as

$$
\mathcal{D}^{V} \varphi_{t}=\left(\mathcal{D}^{V, 1} \varphi_{t}, \ldots, \mathcal{D}^{V, d} \varphi_{t}\right)
$$

Furthermore, we define the horizontal derivative as the following (path-wise) limit

$$
\mathcal{D}^{H} \varphi_{t}\left(\omega_{t}\right)=\lim _{h \searrow 0} \frac{\varphi_{t+h}\left(\omega_{t, h}\right)-\varphi_{t}\left(\omega_{t}\right)}{h},
$$

where $\omega_{t, h}(s):=\omega_{t}(s) 1_{[0, t]}(s)+\omega_{t}(t) 1_{(t, t+h]}(s)$, for every $s \in[0, t+h]$. Here, $\omega_{t, h}$ is the extension of the trajectory $\omega_{t}$ on $[0, t]$ to $[0, t+h]$ by an horizontal line of length $h$ at $\omega_{t}(t)$ and hence the name.

We consider a functional $F:[0, T] \times \mathcal{D}\left([0, T] ; \mathbb{R}^{d}\right) \rightarrow \mathbb{R}$ which will act on processes $\varphi_{t}$. We say $F$ is non-anticipative if

$$
F(t, \psi)=F\left(t, \psi_{t}\right)=: F_{t}\left(\psi_{t}\right)
$$

for every non-anticipative stochastic process $\psi_{t}$. Next, we state an Itô formula for $F_{t}\left(\psi_{t}\right)$ where $F_{t}$ is a non-anticipative functional which is once horizontally and twice vertically differentiable. This result is taken from [CF10, Proposition 6].

Theorem 2.5.1 (Functional Itô's formula). Consider an $\mathbb{R}^{d}$-valued non-anticipative stochastic process $\varphi_{t}$ which admits the following càdlàg semimartingale representation

$$
\varphi_{t}=\varphi_{0}+\int_{0}^{t} \mu(s) d s+\int_{0}^{t} \sigma(s) d W(s)+\int_{0}^{t} \int_{\mathbb{R}_{0}} \gamma(s-, z) \tilde{N}(d s, d z)
$$

for processes $\mu:[0, T] \rightarrow \mathbb{R}^{d}, \sigma:[0, T] \rightarrow \mathbb{R}^{d \times m}$ and $\gamma:[0, T] \times \mathbb{R}_{0} \rightarrow \mathbb{R}^{d \times n}$ such that $\int_{0}^{T} E\left[|\mu(s)|+\|\sigma(s)\|^{2}+\int_{\mathbb{R}_{0}}\|\gamma(s, z)\|^{2} \nu(d z)\right] d s<\infty$ being $\|\cdot\|$ a matrix norm.

Let $F$ be a once horizontally and twice vertically differentiable non-anticipative functional satisfying some technical continuity conditions on $F$ (see [CF10, Proposition 6]), $\mathcal{D}^{V} F_{t}$,
$\mathcal{D}^{V} \mathcal{D}^{V} F_{t}$ and $\mathcal{D}^{H} F_{t}$. Then for any $t$ the following functional Itô formula holds P-a.s.

$$
\begin{align*}
F_{t}\left(\varphi_{t}\right) & =F_{0}\left(\varphi_{0}\right)+\int_{(0, t]} \mathcal{D}^{H} F_{s}\left(\varphi_{s_{-}}\right) d s+\int_{(0, t]} \mathcal{D}^{V} F_{s}\left(\varphi_{s_{-}}\right) d X(s) \\
& +\int_{(0, t]} \frac{1}{2} \operatorname{Tr}\left[\sigma^{*}(s) \mathcal{D}^{V} \mathcal{D}^{V} F_{s}\left(\varphi_{s_{-}}\right) \sigma(s)\right] d s \\
& +\int_{(0, t]} \int_{\mathbb{R}_{0}} \mathcal{D}^{V} F_{s}\left(\varphi_{s_{-}}\right)\left(F_{s}\left(\varphi_{s_{-}}+\gamma(s-, z) 1_{\{s\}}\right)-F_{s}\left(\varphi_{s_{-}}\right)-\gamma(s-, z)\right) N(d s, d z) \tag{2.140}
\end{align*}
$$

To be able to show that the path-dependent Itô's formula (2.149) and the Itô's formula from Theorem 2.2.6 do coincide we need first to connect the two settings. Such a link can be established following [FZ], where the following operators are considered:

- the restriction operator, for every $t \in[0, r]$

$$
\begin{aligned}
& M_{t}: \mathcal{D}\left([-r, 0], \mathbb{R}^{d}\right) \rightarrow \mathcal{D}\left([0, t], \mathbb{R}^{d}\right) \\
& M_{t}(f)(s)=f(s-t), \quad s \in[0, t)
\end{aligned}
$$

- the backward extension operator, for every $t \in(0, r)$

$$
\begin{aligned}
& L_{t}: \mathcal{D}\left([0, t], \mathbb{R}^{d}\right) \rightarrow \mathcal{D}\left([-r, 0], \mathbb{R}^{d}\right) \\
& L_{t}(f)(s)=f(0) \mathbb{1}_{[-r,-t)}(s)+f(t+s) \mathbb{1}_{[-t, 0)}(s), \quad s \in[-r, 0)
\end{aligned}
$$

Let us consider a non-anticipative functional $b:[0, T] \times \mathcal{D}\left([0, T] ; \mathbb{R}^{d}\right) \rightarrow \mathbb{R}, b(t, \psi)=$ $b\left(t, \psi_{t}\right)=: b_{t}\left(\psi_{t}\right)$ for any non-anticipative stochastic process $\psi$, then one can define a different functional $\widehat{b}$ on $[0, T] \times \mathcal{D}\left([-r, 0] ; \mathbb{R}^{d}\right) \times \mathbb{R}^{d}$ as

$$
\widehat{b}\left(t, X_{t}, X(t)\right):=b_{t}\left(\tilde{M}_{t} X_{t}\right), \quad\left(X_{t}, X(t)\right) \in \mathcal{D}\left([-r, 0] ; \mathbb{R}^{d}\right) \times \mathbb{R}^{d}
$$

with

$$
\tilde{M}_{t} X_{t}(s):= \begin{cases}M_{t}\left(X_{t}\right)(s) & \text { if } s \in[0, t) \\ X_{t}(s) & \text { if } s=t\end{cases}
$$

The converse holds true as well, in fact let us consider a given functional $\widehat{b}$ on $[0, T] \times$ $\mathcal{D}\left([-r, 0] ; \mathbb{R}^{d}\right)$, then we can obtain a corresponding functional $b_{t}$ on $\mathcal{D}\left([0, t] ; \mathbb{R}^{d}\right)$ as

$$
\begin{equation*}
b_{t}\left(\varphi_{t}\right):=\widehat{b}\left(t, L_{t} \varphi_{t}, \varphi_{t}(t)\right), \quad \varphi_{t} \in \mathcal{D}\left([0, t] ; \mathbb{R}^{d}\right) \tag{2.141}
\end{equation*}
$$

see [FZ] for details.
We can now show how the vertical and horizontal derivatives can be written in terms of the Fréchet derivative $D$ and the derivative with respect to the present state. Part of the next theorem was already established in [FZ, Theorem 6.1].

Proposition 2.5.2. Consider a function $F:[0, T] \times \mathcal{D}\left([-r, 0] ; \mathbb{R}^{d}\right) \rightarrow \mathbb{R}$ and let us define $u_{t}: \mathcal{D}\left([0, t] ; \mathbb{R}^{d}\right) \rightarrow \mathbb{R}$ as above in (2.160) $u_{t}\left(X_{t}\right):=F\left(t, L_{t} X_{t}, X(t)\right)$. Then the $i$-th vertical
derivative $\mathcal{D}^{V, i}$ of $u_{t}$ coincides with the derivative with respect to the present state $X^{i}(t)$ of $F$, namely

$$
\begin{equation*}
\mathcal{D}^{V, i} u_{t}\left(X_{t}\right)=\partial_{x_{i}} F\left(t, L_{t} X_{t}, X(t)\right) \tag{2.142}
\end{equation*}
$$

Furthermore, we have

$$
\begin{equation*}
u_{t}\left(X_{t}^{h^{i}}\right)-u_{t}\left(X_{t}\right)=F\left(t, L_{t} X_{t}, X(t)+h^{i}\left(t, L_{t} X_{t}, X(t)\right)-F\left(t, L_{t} X_{t}, X(t)\right)\right. \tag{2.143}
\end{equation*}
$$

If we assume that $X_{t} \in W^{1, p}$, then

$$
\begin{equation*}
\mathcal{D}^{H} u_{t}\left(X_{t}\right)=\partial_{t} F\left(t, L_{t} X_{t}, X(t)\right)+\left\langle D F\left(t, L_{t} X_{t}, X(t)\right), \nabla_{\theta}^{+} L_{t} X_{t}\right\rangle_{\mathcal{D}} \tag{2.144}
\end{equation*}
$$

holds, where the notation is given in Section 2.2.
Proof. Concerning (2.161) we have

$$
\begin{align*}
\mathcal{D}^{V, i} u_{t}\left(X_{t}\right) & =\lim _{h \rightarrow 0} \frac{1}{h}\left(u_{t}\left(X_{t}^{h}\right)-u_{t}\left(X_{t}\right)\right)=\lim _{h \rightarrow 0} \frac{1}{h}\left(F\left(t, L_{t} X_{t}^{h}, X^{h}(t)\right)-F\left(t, L_{t} X_{t}, X(t)\right)\right) \\
& =\lim _{h \rightarrow 0} \frac{1}{h}\left(F\left(t, X(t)+h, L_{t} X_{t}^{h}\right)-F\left(t, X(t), L_{t} X_{t}\right)\right)=\partial_{i} F\left(t, X(t), L_{t} X_{t}\right) \tag{2.145}
\end{align*}
$$

For what concerns (2.143), proceeding as in (2.145), we immediately have

$$
\begin{aligned}
u_{t}\left(X_{t}^{h^{i}}\right)-u_{t}\left(X_{t}\right) & =F\left(t, L_{t} X_{t}^{h^{i}}, X^{h^{i}}(t)\right)-F\left(t, L_{t} X_{t}, X(t)\right)= \\
& =F\left(t, X(t)+h^{i}, L_{t} X_{t}^{h^{i}}\right)-F\left(t, X(t), L_{t} X_{t}\right)
\end{aligned}
$$

We refer to [FZ, Theorem 6.1] for a proof of equation (2.162)
In the framework of this section, exploiting the previous Propositionosition we have that, for suitable regular coefficients, Itô's formula from Theorem 2.2.6 and the path-dependent Itô's formula in Theorem 2.5.4 coincide. In particular let us consider a process $X$ evolving according to

$$
\left\{\begin{array}{l}
d X_{t}=f\left(t, X_{t}\right) d t+g\left(t, X_{t}\right) d W(t)+\int_{\mathbb{R}_{0}} h\left(t, X_{t}, z\right) \tilde{N}(d t, d z)  \tag{2.146}\\
X_{0}=\eta
\end{array}\right.
$$

for some suitably regular enough coefficients $f, g$ and $h$. Then proceeding as above we have that Equation (2.146) can be written as a path dependent process

$$
\left\{\begin{array}{l}
d X_{t}=\hat{f}_{t}\left(X_{t}\right) d t+\hat{g}_{t}\left(X_{t}\right) d W(t)+\int_{\mathbb{R}_{0}} \hat{h}_{t}\left(X_{t}\right) \tilde{N}(d t, d z) \\
X_{0}=\eta
\end{array}\right.
$$

with $\hat{f}_{t}, \hat{g}_{t}$ and $\hat{h}_{t}$ defined as in (2.160). Then we have the following result.
Theorem 2.5.3. Let $F:[0, T] \times M^{p} \rightarrow \mathbb{R}, F \in C^{1,1,2}\left([0, T] \times \mathcal{D} \times \mathbb{R}^{d}\right)$ and let us define $u_{t}: \mathcal{D}\left([0, t] ; \mathbb{R}^{d}\right) \rightarrow \mathbb{R}$ as in (2.160) $u_{t}\left(X_{t}\right):=F\left(t, L_{t} X_{t}, X(t)\right)$. Then Itô's formula from Theorem 2.2.6 and the path dependent Itô's formula from Theorem 2.5.4 coincide.

Proof. It is straightforward from Proposition 2.5.6 exploiting the backward extension operator $L_{t}$ and eventually using Itô's formula from Theorem 2.2.6 and the path-dependent Itô formula from Theorem 2.5.4.

During last years an increasing interest has been devoted to the study of stochastic delay differential equations (SDDE's), particularly in the framework of mathematical finance and concerning, e.g., the analysis of markets with memory, path-dependent options, trading in presence of asymmetric information, etc.

The standard approach to SDDE's, first introduced in [Moh84], consists in considering the so called segment of the $\mathbb{R}$-valued stochastic process of interest in order to introduce a suitable infinite dimensional path-space $E$ as, e.g., $E:=\mathbb{R} \times L^{p}([-r, 0] ; \mathbb{R})$ or $E: C([-r, 0] ; \mathbb{R}), r>0$ being the maximum delay allowed. Latter approach turns the original setting into an infinite dimensional one allowing to successfully treat a large class of problems both theoretical and of applied nature, see, e.g., [FZ, FMT10, Moh84]. Recently in [BCDNR16, CDPO16] the above framework has been extended to the case of jump processes, providing also a suitable infinite dimensional Itô's formula for SDDE exploiting the calculus via regularization that has proved to be extremely powerful when one is to prove an infinite dimensional Itô's formula, see, e.g. [CRb] and reference therein.

A different approach is given by the path-wise calculus, see, e.g., [CF10, CF13, Dup09], where DDSEs are studied exploiting the notions of vertical derivative and horizontal derivative. One of the main result obtained within the latter framework concerns the well-posedness of a path-wise counterpart of the standard Itô's formula which allows to obtain an ample class of fundamental results in a rather straightforward manner. In what follows we will use the just mentioned technique to avoid the standard approach in order to provide an explicit expression for the infinitesimal generator of the process of interest.

### 2.5.1 Pathwise derivatives and functional Itô's formula

In what follows we recall basic notions about pathwise Itô calculus following [CF10, CF13, Dup09]. Without loss of generality, we consider the one dimensional case from which the $\mathbb{R}^{d}, d>1$, case can be easily derived.

Let us fix a finite time $T>0$ and a filtered probability space $\left(\Omega, \mathcal{F}, \mathcal{F}_{t \in[0, T]}, \mathbb{P}\right)$. For any $t \in[0, T]$ we will denote by $\mathcal{D}_{t}:=\mathcal{D}([0, t] ; \mathbb{R})$ the set of right continuous and with left-hand limits, or càdlàg, $\mathbb{R}$-valued processes that are $\mathcal{F}_{t}$-adapted. In what follows for each process $\varphi_{t} \in \mathcal{D}_{t}$ we will employ the notation $\varphi(t):=\varphi_{t}(s) \mathbb{1}_{[s=t]}$ to denote the present value of the path $\varphi_{t} \in \mathcal{D}_{t}$, moreover we set $\mathcal{D}:=\bigcup_{t \in[0, T]} \mathcal{D}_{t}$.

Let $\varphi_{t} \in \mathcal{D}$ and $u: \mathcal{D} \rightarrow \mathbb{R}$, then we say that $u$ is vertically differentiable at $\varphi_{t} \in \mathcal{D}$, and we indicate such derivative by $\nabla^{V} u_{t}\left(\varphi_{t}\right)$, if the following limit exist

$$
\begin{equation*}
\lim _{h \rightarrow 0} \frac{u_{t}\left(\varphi_{t}^{h}\right)-u_{t}\left(\varphi_{t}\right)}{h}, \quad \varphi_{t}^{h}(s):=\varphi_{t}(s)+h \mathbb{1}_{[s=t]}(s) \tag{2.147}
\end{equation*}
$$

any higher order vertical derivative is analogously defined. We say that $u$ is horizontally differentiable at $\varphi_{t} \in \mathcal{D}$ and we indicate such derivative by $\nabla^{H} u\left(\varphi_{t}\right)$, if the following limit exist

$$
\lim _{h \rightarrow 0_{+}} \frac{u_{t}\left(\varphi_{t, h}\right)-u_{t}\left(\varphi_{t}\right)}{h}, \quad \varphi_{t, h}(s):=\varphi(s) \mathbb{1}_{[0, t]}(s)+\varphi(t) \mathbb{1}_{[t, t+h]}(s) \in \mathcal{D}_{t+h}
$$

We refer to [CF10, CF13, Dup09] for further details about previously introduced derivatives.

Equivalently we denote by $\mathcal{C}^{1,2}(\mathcal{D})$ the space of functions $u: \mathcal{D} \rightarrow \mathbb{R}$ that are continuous on $\mathcal{D}$ and admit continuous and bounded first and second order vertical derivative and first order horizontal derivative, see, e.g., [CF10, CF13] for details.

Let us recall the functional version of the Itô's formula, see, e.g., [CF10, Prop. 5], which plays a crucial role for stating our main result

Theorem 2.5.4 (Functional Itô's formula). [CF10, Prop. 5] Let $\left(\Omega, \mathcal{F}_{t}, \mathcal{F}_{t \in[0, T]}, \mathbb{P}\right)$ be a filtered probability space and let $\varphi_{t} \in \mathcal{D}$ be a $\mathbb{R}$ - valued semimartingale with representation

$$
\begin{equation*}
\varphi_{t}=\varphi_{0}+\int_{0}^{t} \mu(s) d s+\int_{0}^{t} \sigma(s) d W(s)+\int_{0}^{t} \int_{\mathbb{R}_{0}} \gamma(s, z) \tilde{N}(d s, d z) \tag{2.148}
\end{equation*}
$$

where $\mu, \sigma$ and $\gamma$ are suitable stochastic processes, and let $F_{t}$ with $F_{t}: \mathcal{D} \rightarrow \mathbb{R}$, be a nonanticipative functional such that $F \in \mathcal{C}^{1,2}(\mathcal{D})$. Then for any $t \in[0, T]$ the following change of variable formula holds true:

$$
\begin{align*}
F_{t}\left(\varphi_{t}\right) & =F_{0}\left(\varphi_{0}\right)+\int_{0}^{t} \nabla^{H} F_{s}\left(\varphi_{s_{-}}\right) d s+\int_{0}^{t} \nabla^{V} F_{s}\left(\varphi_{s_{-}}\right) d X(s)+\int_{0}^{t} \frac{1}{2} \sigma^{2}(s) \nabla^{V} F_{s}\left(\varphi_{s_{-}}\right) d s+ \\
& +\int_{0}^{t} \int_{\mathbb{R}_{0}}\left(F_{s}\left(\varphi_{s_{-}}^{\gamma}\right)-F_{s}\left(\varphi_{s_{-}}\right)-\gamma(s, z) \nabla^{V} F_{s}\left(\varphi_{s_{-}}\right)\right) N(d s, d z) \tag{2.149}
\end{align*}
$$

$W$ being a $\mathbb{R}$ - valued Wiener process, while $N$ is a $\mathbb{R}$ - valued Poisson measure with $\tilde{N}$ its compensated measure and $\nu$ its compensator.

### 2.5.2 The nonlinear Feynman-Kac formula and the connection with PPIDE

In the present section we will consider the following path-dependent forward-backward system

$$
\begin{cases}\mathrm{d} X^{\varphi_{\tau}}(t) & =\mu_{t}\left(X_{t}^{\varphi_{\tau}}\right) \mathrm{d} t+\sigma_{t}\left(X_{t}^{\varphi_{\tau}}\right) \mathrm{d} W(s)+\int_{\mathbb{R}_{0}} \gamma_{t}\left(X_{t}^{\varphi_{\tau}}, z\right) \tilde{N}(\mathrm{~d} t, \mathrm{~d} z), \quad t \in[\tau, T] \subset[0, T]  \tag{2.150}\\ X_{\tau}^{\varphi_{\tau}} & =\varphi_{\tau} \in \mathcal{D} \\ \mathrm{d} Y^{\varphi_{\tau}}(t) & =f\left(X_{t}^{\varphi_{\tau}}, Y^{\varphi_{\tau}}(t), Z^{\varphi_{\tau}}(t), \int_{\mathbb{R}_{0}} U^{\varphi_{\tau}}(t, z) \delta\left(X^{\varphi_{\tau}}(t), z\right) \nu(d z)\right) \mathrm{d} t+ \\ & +Z^{\varphi_{\tau}}(t) \mathrm{d} W(t)+\int_{\mathbb{R}_{0}} U^{\varphi_{\tau}}(t, z) \tilde{N}(\mathrm{~d} t, \mathrm{~d} z) \\ Y^{\varphi_{\tau}}(T) & =\phi\left(X_{T}^{\varphi_{\tau}}\right)\end{cases}
$$

with $\mu, \sigma, \gamma, f, \delta$ and $\phi$ some regular enough given functions. We refer assume that they satisfy suitable regularity conditions, such as Lipschitz continuity and at most linear growth at infinity. We will not prove the existence and uniqueness of a solution to the system (2.150) since it goes beyond the aim of the present work, we refer instead to [Kel14]. Also above we have denoted by $X^{\varphi_{\tau}}$ the value of the process $X$ with initial value $\varphi_{\tau}$ at initial time $\tau$.

The main goal of the present section is to show that, as standard in a Markovian setting, the solution to (2.150) can be retrieved as a solution of the following path-dependent partial
integro-differential equation (PPIDE)

$$
\left\{\begin{array}{l}
\nabla^{H} u_{t}\left(\varphi_{t}\right)+\mathbb{L}_{t} u_{t}\left(\varphi_{t}\right)=f\left(\phi, u_{t}\left(\varphi_{t}\right), \nabla^{V} u_{t}\left(\varphi_{t}\right) \sigma\left(\varphi_{t}\right), \mathcal{J} u_{t}\left(\varphi_{t}\right)\right)  \tag{2.151}\\
u_{t}\left(\varphi_{T}\right)=\phi\left(\varphi_{T}\right), \quad \varphi_{T} \in \mathcal{D}
\end{array}\right.
$$

for all $\varphi_{t} \in \mathcal{D}$, where $u_{t}: \mathcal{D} \rightarrow \mathbb{R}$ is an unknown function, $\mathcal{J}$ is a functional defined by

$$
J u_{t}\left(\varphi_{t}\right):=\int_{\mathbb{R}_{0}}\left(u_{t}\left(\varphi_{t}^{\gamma}\right)-u_{t}\left(\varphi_{t}\right)\right) \delta\left(\varphi_{t}, z\right) \nu(d z)
$$

and $u_{t}\left(\varphi_{t}^{\gamma}\right)$ is defined as in equation (2.147), $\mathcal{L}$ is the infinitesimal generator of the forward component in (2.150), i.e.
$\mathcal{L}_{t} u_{t}\left(\varphi_{t}\right):=\mu_{t}\left(\varphi_{t}\right) \nabla^{V} v\left(\varphi_{t}\right)+\sigma_{t}^{2}\left(\varphi_{t}\right)\left(\varphi_{t}\right) \nabla^{V V} u_{t}\left(\varphi_{t}\right)+\int_{\mathbb{R}_{0}}\left(u_{t}\left(\varphi_{t}^{\gamma}\right)-u_{t}\left(\varphi_{t}\right)-\gamma_{t}\left(\varphi_{t}, z\right) \nabla^{V} u_{t}\left(\varphi_{t}\right)\right) \nu(d z)$,
while $\nabla^{H}$ and $\nabla^{V}$ are the horizontal and vertical derivatives introduced in Sec. (2.5.1). We refer to [Kel14] for a complete treatment of forward-backward system of the form (2.151).

Theorem 2.5.5. Let us consider $u \in C^{1,2}(\mathcal{D})$ solution to (2.151) satisfying

$$
\left|u_{t}\left(\varphi_{t}\right)\right|+\left|\nabla^{V} u_{t}\left(\varphi_{t}\right)\right| \leq C\left(1+\left|\varphi_{t}\right|\right)
$$

then the triplet

$$
\begin{align*}
Y^{\varphi_{\tau}}(t) & :=u_{t}\left(X_{t}^{\varphi_{\tau}}\right) \quad \text { for every } t \in[\tau, T] \\
Z^{\varphi_{\tau}}(t) & :=\nabla^{V} u_{t}\left(X_{t}^{\varphi_{\tau}}\right) \sigma\left(X_{t}^{\varphi_{\tau}}\right) \text { for a.e. } t \in[\tau, T],  \tag{2.152}\\
U^{\varphi_{\tau}}(t, z) & :=u_{t}\left({ }^{\gamma} X_{t}^{\varphi_{\tau}}\right)-u_{t}\left(X_{t}^{\varphi_{\tau}}\right) \text { for a.e. } t \in[\tau, T]
\end{align*}
$$

with

$$
{ }^{\gamma} X_{t}^{\varphi_{\tau}}=\left(X^{\varphi_{\tau}}(t)+\gamma\left(X_{t}^{\varphi_{\tau}}, z\right), X_{t}^{\varphi_{\tau}}\right),
$$

is the unique solution to the backward component in eq. (2.150).
Moreover the following representation holds

$$
\begin{equation*}
u_{t}\left(\varphi_{t}\right)=\mathbb{E}\left[\phi\left(X_{T}^{\varphi_{\tau}}\right)\right]+\int_{t}^{T} \mathbb{E}\left[f\left(X_{s}^{\varphi_{\tau}}, Y^{\varphi_{\tau}}(s), Z^{\varphi_{\tau}}(s), \int_{\mathbb{R}_{0}} U^{\varphi_{\tau}}(s, z) \delta\left(X^{\varphi_{\tau}}(t), z\right) \nu(\mathrm{d} z)\right)\right] \mathrm{d} s \tag{2.153}
\end{equation*}
$$

Proof. By the pathwise Itô's formula (2.149), we have

$$
\begin{align*}
u_{T}\left(X_{T}^{\varphi_{\tau}}\right)= & u_{t}\left(X_{t}^{\varphi_{\tau}}\right)+\int_{t}^{T} \nabla^{H} u_{s}\left(X_{s_{-}}^{\varphi_{\tau}}\right) d s+\frac{1}{2} \int_{t}^{T} \nabla^{V V} u_{s}\left(X_{s_{-}}^{\varphi_{\tau}}\right) \sigma^{2}\left(X_{s_{-}}^{\varphi_{\tau}}\right) d s \\
& +\int_{t}^{T} \nabla^{V} u_{s}\left(X_{s_{-}}^{\varphi_{\tau}}\right) \mu\left(X_{s_{-}}^{\varphi_{\tau}}\right) d s+\int_{t}^{T} \int_{\mathbb{R}_{0}} \nabla^{V} u_{s}\left(X_{s_{-}}^{\varphi_{\tau}}\right) \gamma\left(X_{s_{-}}^{\varphi_{\tau}}\right) \tilde{N}(d s, d z)  \tag{2.154}\\
& +\int_{t}^{T} \nabla^{V} u\left(X_{s_{-}}^{\varphi_{\tau}}\right) \sigma\left(X_{s_{-}}^{\varphi_{\tau}}\right) d W(s) \\
& +\int_{t}^{T} \int_{\mathbb{R}_{0}}\left(u_{s}\left({ }^{\gamma} X_{s_{-}}^{\varphi_{\tau}}\right)-u_{s}\left(X_{s_{-}}^{\varphi_{\tau}}\right)-\gamma\left(s, X_{s_{-}}^{\varphi_{\tau}}\right) \nabla^{V} u_{s}\left(X_{s_{-}}^{\varphi_{\tau}}\right)\right) N(d s, d z),
\end{align*}
$$

furthermore since $u$ solves eq. (2.151), then

$$
\begin{align*}
\phi\left(X_{T}^{\varphi_{\tau}}\right)= & u_{t}\left(X_{t}^{\varphi_{\tau}}\right)-\int_{t}^{T} f\left(X_{s_{-}}^{\varphi_{\tau}}, u\left(X_{s_{-}}^{\varphi_{\tau}}\right), \nabla^{V} u\left(X_{s_{-}}^{\varphi_{\tau}}\right) \sigma\left(X_{s_{-}}^{\varphi_{\tau}}\right), \mathcal{J} u\left(X_{s_{-}}^{\varphi_{\tau}}\right)\right) d s \\
& +\int_{t}^{T} \nabla^{V} u\left(X_{s_{-}}^{\varphi_{\tau}}\right) \sigma\left(X_{s_{-}}^{\varphi_{\tau}}\right) d W(s)+\int_{t}^{T} \int_{\mathbb{R}_{0}} u\left({ }^{\gamma} X_{s_{-}}^{\varphi_{\tau}}\right)-u\left(X_{s_{-}}^{\varphi_{\tau}}\right) \tilde{N}(d s, d z), \tag{2.155}
\end{align*}
$$

therefore $\left(Y^{\varphi_{\tau}}(t), Z^{\varphi_{\tau}}(t), U^{\varphi_{\tau}}(t, z)\right)$, see eq. (2.152), is the unique solution to the backward component in (2.150), while eq. (2.153) is retrieved taking the expectation in eq. (2.155).

### 2.5.3 Comparison with the representation given in [CDPO16]

In what follows we show how present setting can be connected to functional one used, e.g., in [BCDNR16, CDPO16]. In particular we will denote by $\mathfrak{D}=\mathcal{D}([-r, 0] ; \mathbb{R})$ the space of real-valued càdlàgfunctions on $[-r, 0]$. When endowed with the norm $\|\cdot\|_{\mathfrak{D}}=\sup _{s \in[-r, 0]}|\cdot|$. We have that $\left(\mathfrak{D},\|\cdot\|_{\mathfrak{D}}\right)$ is a non separable Banach space. Also we will use the notation $X(t)$ in order to indicate the present state of the process $X$ at time $t$ whereas $X_{t}$ denote the path in $\mathfrak{D}$. Let us further fix an initial time $\tau \in[0, T)$, in what follows we will use the index $\tau$ in order to indicate the starting time $\tau \in[0, T)$ and $x \in \mathfrak{D}$ to indicate the initial value.

We will thus consider the following delayed forward-backward system

$$
\left\{\begin{align*}
\mathrm{d} X^{\tau, x}(t) & =\hat{\mu}\left(t, X_{t}^{\tau, x}, X^{\tau, x}(t)\right) \mathrm{d} t+\hat{\sigma}\left(t, X_{t}^{\tau, x}, X^{\tau, x}(t)\right) \mathrm{d} W(s)+  \tag{2.156}\\
& +\int_{\mathbb{R}_{0}} \hat{\gamma}\left(t, X_{t}^{\tau, x}, X^{\tau, x}(t), z\right) \tilde{N}(\mathrm{~d} t, \mathrm{~d} z), \quad t \in[\tau, T] \subset[0, T] \\
& =x \in \mathfrak{D}, \\
X_{\tau}^{\tau, x} & =\hat{f}\left(t, X_{t}^{\tau, x},, X^{\tau, x}(t), Y^{\tau, x}(t), Z^{\tau, x}(t), \int_{\mathbb{R}_{0}} U^{\tau, x}(t, z) \hat{\delta}\left(X_{t}^{\tau, x}, X^{\tau, x}(t), z\right) \nu(d z)\right) \mathrm{d} t+ \\
\mathrm{d} Y^{\tau, x}(t) & +Z^{\tau, x}(t) \mathrm{d} W(t)+\int_{\mathbb{R}_{0}} U^{\tau, x}(t, z) \tilde{N}(\mathrm{~d} t, \mathrm{~d} z) \\
Y^{\tau, x}(T) & =\hat{\phi}\left(X_{T}^{\tau, x}\right)
\end{align*}\right.
$$

where $\hat{\mu}, \hat{\sigma}, \hat{\gamma}, \hat{f}, \hat{\delta}$ and $\hat{\phi}$ are some given regular enough functions satisfying a suitable Lipschitz condition and linear growth at infinity, so that existence and uniqueness of a solution to (2.156) follows from [BCDNR16, CDPO16], we refer to [BCDNR16, CDPO16] for a complete characterization of the aforementioned coefficients in order to guarantee the existence and uniqueness of (2.156).

In particular, following the approach provided in [FZ], it can be shown that eq. (2.156) can be connected to eq. (2.150) exploiting the following operators
the restriction operator

$$
\begin{equation*}
M_{t}: D([-r, 0] ; \mathbb{R}) \rightarrow D([0, t) ; \mathbb{R}) \quad, \quad M_{t}(f)(s)=f(s-t), \quad s \in[0, t) \tag{2.157}
\end{equation*}
$$

the backward extension operator

$$
\begin{align*}
& L_{t}: D([0, t) ; \mathbb{R}) \rightarrow D([-r, 0] ; \mathbb{R}) \\
& L_{t}(f)(s)=f(0) \mathbb{1}_{[-r,-t]}(s)+f(t+s) \mathbb{1}_{[-t, 0)}(s), \quad s \in[-r, 0), \quad s \in[0, t), \tag{2.158}
\end{align*}
$$

Let us consider a given functional $b \in \mathcal{D}$, one can define a different functional $\hat{b}$ on $[0, T] \times \mathfrak{D}$ as

$$
\begin{equation*}
\hat{b}\left(t, X_{t}\right):=b_{t}\left(\tilde{M}_{t} X_{t}\right), \quad X_{t} \in \mathfrak{D} \tag{2.159}
\end{equation*}
$$

with

$$
\tilde{M}_{t} X_{t}(s):= \begin{cases}M_{t} X_{t}(s) & \text { if } s \in[0, t) \\ X_{t}(s) & \text { if } s=t\end{cases}
$$

The converse holds true as well, in fact let us consider a given functional $\hat{b}$ on $\mathfrak{D}$, then we can obtain a corresponding functional $b$ on $\mathcal{D}$ as

$$
\begin{equation*}
b_{t}\left(\varphi_{t}\right):=\hat{b}\left(t, L_{t} \varphi_{t}, \varphi(t)\right), \quad\left(\varphi_{t}, \varphi(t)\right) \in \mathcal{D} \tag{2.160}
\end{equation*}
$$

see [FZ] for details.
Next result shows that the representation given in theorem 2.5.5 coincide with the results obtained in [BCDNR16, CDPO16]. In what follows, we will use the notation introduced in [BCDNR16]. In particular given a function $v:[0, T] \times \mathfrak{D} \times \mathbb{R} \rightarrow \mathbb{R}$, we will denote by $\partial_{t} v(t, \eta, x)$ the classical $\mathbb{R}$-dimensional derivative w.r.t. to the first variable, that is the time-variable, $D v(t, \eta, x)$ will be the Fréchet derivative w.r.t. the second variable, that is $\eta \in D([-r, 0) ; \mathbb{R})$, and by $\partial_{x} v(t, \eta, x)$ the classical $\mathbb{R}$-dimensional derivative w.r.t. the third variable, that is the present value $x \in \mathbb{R}$. Also we will denote by $\partial_{\theta} \eta, \eta \in C^{1}:=$ $C^{1}([-r, 0) ; \mathbb{R})$ the weak derivative in distributional sense. Eventually we will denote by $\langle\cdot, \cdot\rangle_{\mathfrak{D}}$ the pairing in $\mathfrak{D}$. Any other notation is as already introduced.
Proposition 2.5.6. Let us consider two given function $u: \mathcal{D} \rightarrow \mathbb{R}$ and $v:[0, T] \times \mathfrak{D} \times \mathbb{R} \rightarrow \mathbb{R}$ such that $u_{t}(\varphi)=v\left(t, \varphi(t), L_{t} \varphi\right)$, where $L_{t}$ is the backward extension operator defined in (2.158). Then we have that the vertical derivative $\nabla^{V}$ of $u$ coincide with the derivative w.r.t. the present state $\varphi(t)$ of $v$, namely

$$
\begin{equation*}
\nabla^{V} u_{t}\left(\varphi_{t}\right)=\partial_{x} v\left(t, L_{t} \varphi_{t}, \varphi(t)\right) \tag{2.161}
\end{equation*}
$$

and we have that it holds

$$
\begin{equation*}
u\left(\varphi_{t}^{\gamma}\right)=v\left(t, L_{t} \varphi_{t}, \varphi(t)+\gamma\right)-v\left(t, L_{t} \varphi_{t}, \varphi(t),\right) \tag{2.162}
\end{equation*}
$$

Also we have that, if $L_{t} \varphi_{t} \in C^{1}$, it holds

$$
\begin{equation*}
\nabla^{H} u_{t}\left(\varphi_{t}\right)=\partial_{t} v\left(t, L_{t} \varphi_{t}, \varphi(t)\right)+\left\langle D v\left(t, L_{t} \varphi_{t}, \varphi(t)\right), \partial_{\theta} L_{t} \varphi_{t}\right\rangle_{\mathfrak{D}} \tag{2.163}
\end{equation*}
$$

Proof. Following [FZ, Theorem 6.1], we have

$$
\begin{aligned}
\nabla_{x} u_{t}(\varphi) & =\lim _{h \rightarrow 0} \frac{1}{h}\left(u\left(t, \varphi^{h}\right)-u(t, \varphi)\right)=\lim _{h \rightarrow 0} \frac{1}{h}\left(v\left(t, L_{t} \varphi_{t}^{h}, \varphi^{h}(t)\right)-u\left(t, L_{t} \varphi_{t}, \varphi(t),\right)\right) \\
& =\lim _{h \rightarrow 0} \frac{1}{h}\left(v\left(t, L_{t} \varphi_{t}^{h}, \varphi(t)+h\right)-u\left(t, L_{t} \varphi_{t}, \varphi(t)\right)\right)=\frac{\partial}{\partial \varphi(t)} u\left(t, L_{t} \varphi_{t}, \varphi(t)\right)
\end{aligned}
$$

Equation follows also from [FZ, Theorem 6.1] whereas equation (2.162) it immediately follows from eq. (2.147) taking into account eq. (2.158).

Theorem 2.5.7. Let us consider two given function $u: \mathcal{D} \rightarrow \mathbb{R}$ and $v:[0, T] \times \mathfrak{D} \times \mathbb{R} \rightarrow \mathbb{R}$ such that $u_{t}\left(\varphi_{t}\right)=v\left(t, L_{t} \varphi_{t}, \varphi(t)\right)$, where $L_{t}$ is the backward extension operator defined in (2.158). Then the representation given in theorem 2.5.5 and the representation given in [CDPO16, Th. 5.5] coincide.
Proof. It immediately follows from Prop. 2.5.6.

## Part II

## Infinite dimensional analysis and network models

## 3 Infinite dimensional analysis

Section 3.1 is taken from [CDP15a], Section 3.2 is taken from [BCP15] and Section 3.3 is taken from [CDP16c].


#### Abstract

We first study a particular class of forward rate problems, related to the Vasicek model, where the driving equation is a linear Gaussian stochastic partial differential equation. We thus give an existence and uniqueness results of the related mild solution in infinite dimensional setting, then we study the related Ornstein-Uhlenbeck semigroup with respect to the determination of a unique invariant measure for the associated Heath-Jarrow-Morton-Musiela model.

Thus we are concerned with existence and uniqueness of solution for the the optimal control problem governed by the stochastic FitzHugh-Nagumo equation, with and without recovery variable, driven by a Gaussian noise. First order conditions of optimality are also obtained.


### 3.1 Invariant measure for the Vasicek model in the Heath-Jarrow-Morton-Musiela framework

A typical problem in financial mathematics consists in determining the right price a certain financial product has to have from both the buyer and the seller point of view. Between the huge plethora of such contracts there are those related to forward rates determining the price a buyer has to pay now to purchase some type of financial asset at a later date. In the latter scenario buyers and sellers underwrite a contract to finalize a sales transaction on a determined future (maturity) date, for a specific price, hence they reach a legal agreement on what is called a future (contract), namely they sign a Forward rate agreement (FRA). Suppose we have to deal with a future with maturity time $T>0$, hence the price of the related FRA depends on the actual time $t \in[0, T)$ we choose to enter in the investment. A standard way to formalize the latter is to define the forward rate $F(t, T)$ as the annual interest rate on a FRA starting at t and ending at T, namely the pre-agreed (fixed) interest rate on a FRA. It follows that we can consider the function $t \mapsto F(t, T)$ which determines the so called forward curve describing the time evolution of forward rates that share the same maturity date. Such type of curves can be used to manage portfolio risk, to determine
the present value of future returns linked to specific financial instrument, to analyse price fluctuations of raw materials against seasonal effects, to determine the time value of money against future inflation/deflation periods, to reveals commodity prices based on demand expectations and related managing expenses, to fix the interest rate at which banks borrow large amounts of money from each other as in the LIBOR (London Interbank Offered Rate) case, etc. There exists a huge amount of techniques used to study forward curve, e.g. bootstrapping techniques, see, e.g. [HW06], splines methods, see, e.g. [NS87, Wag97], etc. , each of which has has own pros and cons. Moreover, starting form the seminal work of Musiela, see [Mus93], a growing attention has been given to approaches based on infinite dimensional (stochastic) analysis. In particular during the last decade, see, e.g., [Con05, Fil01, Var99], a well structured theory for forward rates has been developed in the framework, see, e.g., [DPZ14], of the theory of stochastic partial differential equations (SPDEs) taking values in separable Hilbert spaces. In such approaches a fundamental issue consists in determining the right Hilbert space to work with, so that the related developed mathematical model could have a concrete financial meaning. In the present work we will focus our attention on the asymptotic behaviour of the instantaneous forward rate, see, e.g., [SN88], in the setting developed in [Fil01], where the main issue is the consistency problem related to the driving SPDE. In particular we provide a better and more general financial interpretation of results similar to those given in [Var99], where the author underlines that the chosen Hilbert spaces do not seem to be the appropriate ones for a concrete financial characterization of the developed theoretical results.

Namely we study a particular class of forward rate, where the driving equation is a linear Gaussian stochastic partial differential equation. In particular let $\beta(t), t \geq 0$, be a standard Brownian motion on the real line on the filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t}, \mathbb{P}\right), \mathcal{F}_{t}$ being the $\sigma$-algebra generated by $\beta(s)$ with $s \leq t$, and let $r_{t}$ represents the interest rate which behaves according to a Vasicek model, i.e.

$$
r_{t}=r_{0}+\int_{0}^{t} \kappa\left(\theta-r_{s}\right) d s+\int_{0}^{t} \sigma_{v a s} d \beta(s)
$$

for some real constants $\sigma_{v a s}, \theta, \kappa$ and $r_{0}$. The associated Heath-Jarrow-Morton-Musiela (HJMM) model, developed in [Mus93] as a generalization of the standard Heath-JarrowMorton (HJM) model, satisfies the following stochastic equation

$$
\left\{\begin{array}{l}
\frac{\partial f}{\partial t}(t, \tau)=\frac{\partial f}{\partial \tau}(t, \tau)+g(\tau)+\sigma(\tau) \frac{\partial \beta}{\partial t}(t), \quad \tau \geq 0  \tag{3.1}\\
f(0, \tau)=f_{0}(\tau), \quad \tau \geq 0
\end{array}\right.
$$

where $g, \sigma: \mathbb{R}_{+} \rightarrow \mathbb{R}$ are given deterministic functions and $f_{0}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ is the actual market forward rate at initial ime $t=0$, see, e.g. [CT07, Fil01, Sch04], for details about its rigorous derivation. Following the approach developed in [DPZ14], see also [DP06], eq. (3.1) can be rewritten as an Ornstein-Uhlenbeck (OU) equation in a suitable Hilbert space $H_{\omega}$ which will be later specified, see sec.3.1.1, namely

$$
\left\{\begin{array}{l}
d f_{t}=\left(A f_{t}+g\right) d t+\sigma d W_{t}  \tag{3.2}\\
f_{0}=x \in H_{\omega}
\end{array}\right.
$$

where $W_{t}$ is a Wiener process on the real line, $A: D(A) \subset H_{\omega} \rightarrow H_{\omega}$ with

$$
D(A)=\left\{\varphi \in H_{\omega}: \varphi^{\prime} \in H_{\omega},\right\}, \quad A \varphi=\varphi^{\prime}
$$

is an unbounded operator whose domain will be specified later in sec.3.1.1, while $g$ and $\sigma$ are deterministic functions, independent of $t$, belonging to the space $H_{\omega}$, namely

$$
\begin{equation*}
\sigma(\tau):=\sigma_{v a s} e^{-\kappa \tau}, \quad g(\tau):=\frac{\sigma_{v a s}^{2}}{\kappa} e^{-\kappa \tau}\left(1-e^{-\kappa \tau}\right) \tag{3.3}
\end{equation*}
$$

Exploiting the theory developed in [DP12, DPZ96, DPZ14], in [Var99] it is shown that there exists an invariant measure for the above described Hilbert space valued forward rate problem, but such an invariant measure is not uniquely determined.

In order to obtain a uniqueness result we first take into account the rescaled semigroup $e^{t A^{n}}:=e^{t A-\frac{t}{n}}$, also perturbing the drift term $g$ by a suitable coefficient. Then we will show that the operator $A^{n}$, for every $n \geq 1$, generates a strongly continuous semigroup of negative type, so that, see, e.g., [DPZ96], it admits a unique invariant measure on the suitably chosen Hilbert space $H_{\omega}$. Such an approach is linked to the one developed in [Teh05], where it is shown that every HJMM-model admits a family of invariant measures parametrized by the distribution of the long rate. In particular we provide a uniquely determined extension of the Ornstein-Uhlenbeck (OU) semigroup of interest to a strongly continuous semigroup of contraction on the space $L^{2}\left(H_{\omega}, \mu\right)$, for a suitable measure $\mu$ on the state space $H_{\omega}$, also giving an explicit expression for its infinitesimal generator, hence providing the well posedeness of the associated Kolmogorov equation.

The work is structured as follows, we will first give existence and uniqueness results of a mild solution to eq. (3.1), then we will introduce the related transition semigroup $R_{t}$, the Ornstein-Uhlenbeck semigroup or OU semigroup for short, with an associated infinite family of invariant measures, since we do not have a uniqueness result. Then, considering the rescaled semigroup generated by $A^{n}=A-\frac{1}{n}$, we will show that, denoting by $R_{t}^{n}$ the OU semigroup of the rescaled equation, a unique invariant measure $\mu^{n}$ does exist for $R_{t}^{n}$. We shall then prove that the OU semigroup $R_{t}^{n}$ can be uniquely extended to a strongly continuous semigroup of contraction on the space $L^{2}\left(H_{\omega}, \mu^{n}\right)$ of square integrable functions $\varphi: H_{\omega} \rightarrow \mathbb{R}$ with respect to the unique invariant measure $\mu^{n}$, and we give an explicit expression for the infinitesimal generator $L_{2}^{n}$ of $R_{t}^{n}$ on $L^{2}\left(H_{\omega}, \mu^{n}\right)$, also providing a convergence result for $R_{t}^{n}$ to $R_{t}$.

### 3.1.1 Preliminary results

## Infinite dimensional framework

A deep treatment of forward rate taking values in infinite dimensional Hilbert space has been developed in [Fil01] and [Var95], where particular attention has been given to the choice of the right Hilbert space that has to be chosen in order to effectively model the forward rates structures of interest. In [Var95], the author noticed that the choice of a weighted $L^{2}$ space as well as the one of a weighted Sobolev space $W^{1,2}$, fails to give an effective financial characterization of forward rates. In order to outdo such a drawback, we chose to develop our approach in the state space introduced in [Fil01]. In what follows we introduce the main definitions and results needed to establish the mathematical framework of our study, see [Fil01, §3] for details. In particular we consider the Heath-Jarrow-MortonMusiela framework (HJMM), see, e.g., [CT07, Mus93, Sch04], for a detailed introduction to HJMM models and Musiela parametrization. Let us denote by $f_{t}(\tau)$ the forward curve at time $t \in \mathbb{R}_{+}:=[0,+\infty]$ with time to maturity $\tau \in \mathbb{R}_{+}$.

In [Fil01] it is underlined that, since the forward curve is obtained by smoothing data, it is reasonable to assume both that $\int_{\mathbb{R}_{+}}\left|f_{t}^{\prime}(\tau)\right|^{2} d \tau<\infty$, and that the interest rate today for a loan starting in 10 years does not differ much from a loan starting in 10 years and one day, hence we assume that the forward curve flattens for big time to maturity and that it can be modelled by penalizing its irregularities of for large $\tau$, namely

$$
\int_{\mathbb{R}_{+}}\left|f_{t}(\tau)\right|^{2} \omega(\tau) d \tau<\infty
$$

$\omega(\tau)$ being a decreasing penalizing function to be properly chosen. In [Fil01] the following specification of $H_{\omega}$ has been proposed

Definition 3.1.1 (Def. 3.1 [Fil01]). Let be $\omega: \mathbb{R}_{+} \rightarrow[0, \infty)$ a non decreasing $C^{1}$-function s.t.

$$
\omega^{-\frac{1}{3}} \in L^{1}\left(\mathbb{R}_{+}\right)
$$

we write

$$
\begin{equation*}
\|\varphi\|_{\omega}:=|\varphi(\infty)|^{2}+\int_{\mathbb{R}_{+}}\left|\varphi^{\prime}(\tau)\right|^{2} \omega(\tau) d \tau \tag{3.4}
\end{equation*}
$$

and define

$$
H_{\omega}:=\left\{\varphi \in L_{l o c}^{1}\left(\mathbb{R}_{+}\right): \exists \varphi^{\prime} \in L_{l o c}^{1}\left(\mathbb{R}_{+}\right) \text {and }\|\varphi\|_{\omega}<\infty\right\}
$$

Remark 3.1.2. It is worth to mention that in [Fil01], the author suggests to replace the norm (3.4) by the equivalent norm

$$
\|\varphi\|_{\omega}:=|\varphi(0)|^{2}+\int_{\mathbb{R}_{+}}\left|\varphi^{\prime}(\tau)\right|^{2} \omega(\tau) d \tau
$$

anyhow, as noted in [Teh05], since we will focus our attention on the limit at infinity of the forward curve, the norm defined by eq. (3.4) turns to be a more convenient choice.

With respect to previous definition 3.1.1, we have
Theorem 3.1.3 (Th. 3.2 [Fil01]). The space $\left(H_{\omega},\|\cdot\|_{\omega}\right)$ in Def. 3.1.1 is a infinite dimensional, separable Hilbert space.

Moreover we also have
Corollary 3.1.4 (Cor. 3.6 [Fil01]). We have

$$
D(A)=\left\{\varphi \in H_{\omega}: \varphi^{\prime} \in H_{\omega}\right\}, \quad A \varphi=\varphi^{\prime}
$$

In what follows we will consider a weight function $\omega$ of the form $\omega(\tau):=e^{\kappa \tau}$, other choices could be made in the class of functions $\omega_{1}$ satisfying the assumptions in Def. 3.1.1 and such that

$$
\exists T \in \mathbb{R}_{+} \quad \text { s.t. } \quad \forall \tau \geq T \quad \omega(\tau) \geq \omega_{1}(\tau)
$$
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## Markov semigroups

Let us indicate by $H_{\omega}$ the infinite dimensional separable Hilbert space introduced in Def. 3.1.1 equipped with the scalar product $\langle\cdot, \cdot\rangle$ with associated norm denoted by $|\cdot|$. In what follows We will state some definition and well known results concerning Markov semigroups which we will use later on.

Let $C_{b}\left(H_{\omega}\right)$, resp. $\quad B_{b}\left(H_{\omega}\right)$, the space of uniformly continuous and bounded, resp. bounded, functions $\varphi: H_{\omega} \rightarrow \mathbb{R}$, endowed with the $\sup$ norm $\|\cdot\|_{\infty}$

$$
\|\varphi\|_{\infty}:=\sup _{x \in H_{\omega}} \varphi(x), \quad \varphi \in C_{b}\left(H_{\omega}\right), \quad\left(\text { resp. } \quad B_{b}\left(H_{\omega}\right)\right)
$$

and let us denote by $C_{b}^{*}\left(H_{\omega}\right)$, resp. $B_{b}^{*}\left(H_{\omega}\right)$, its topological dual, while we indicate by $\mathcal{L}\left(C_{b}(H)\right)$, resp. $\mathcal{L}\left(B_{b}\left(H_{\omega}\right)\right)$, the space of linear and bounded operators from $C_{b}\left(H_{\omega}\right)$, resp. $B_{b}\left(H_{\omega}\right)$, into itself equipped with the standard operator norm

$$
\|T\|:=\sup _{\varphi \neq 0} \frac{\|T \varphi\|_{\infty}}{\|\varphi\|_{\infty}}, \quad \varphi \in C_{b}\left(H_{\omega}\right), \quad\left(\text { resp. } \quad B_{b}\left(H_{\omega}\right)\right)
$$

and $M\left(H_{\omega}\right)$ is the space of all probability measure on $H_{\omega}$.
Definition 3.1.5 (Probability kernel). Let $H_{\omega}$ be a Hilbert space, a probability kernel $p(\cdot, \cdot)$ on $H_{\omega}$ is a mapping

$$
[0,+\infty] \times H_{\omega} \rightarrow M\left(H_{\omega}\right), \quad(t, x) \mapsto p_{t, x}
$$

such that
(i) $p_{t+s, x}(A)=\int_{H_{\omega}} p_{s, y}(A) p_{t, x}(d y)$, for all $t, s \geq 0, x \in H, A \in \mathcal{B}\left(H_{\omega}\right)$;
(ii) $p_{x}(A):=p_{0, x}(A)=\mathbb{1}_{[A]}(x)$, for all $x \in H_{\omega}, A \in \mathcal{B}\left(H_{\omega}\right)$.

Given a probability kernel we can define a semigroup of linear operators $P_{t}$ on the space $B_{b}\left(H_{\omega}\right)$ of Borel bounded functions on $H_{\omega}$, as follows
Definition 3.1.6 (Markov semigroup). A Markov semigroup $P_{t}$ on $B_{b}\left(H_{\omega}\right)$ is a mapping

$$
[0, \infty) \rightarrow \mathcal{L}\left(B_{b}\left(H_{\omega}\right)\right), \quad t \mapsto P_{t}
$$

such that
(i) $P_{0}=1, P_{t+s}=P_{t} P_{s}$;
(ii) for any $t \geq 0$ and $x \in H_{\omega}$ exists a probability kernel $p_{t, x}(\cdot) \in M\left(H_{\omega}\right)$ s.t.

$$
P_{t} \varphi(x)=\int_{H_{\omega}} \varphi(x) p_{t, x}(d y), \quad \forall \varphi \in B_{b}\left(H_{\omega}\right)
$$

(iii) for any $\varphi \in C_{b}\left(H_{\omega}\right)$, resp. $B_{b}\left(H_{\omega}\right)$, and $\forall x \in H_{\omega}$ the mapping $t \mapsto P_{t} \varphi(x)$ is continuous, resp. of Borel type.

A Markov semigroup $P_{t}$ is said to be
Feller : $\varphi \in C_{b}\left(H_{\omega}\right) \Rightarrow P_{t} \varphi \in C_{b}\left(H_{\omega}\right)$, for all $t \geq 0$;
strong Feller : $\varphi \in B_{b}\left(H_{\omega}\right) \Rightarrow P_{t} \varphi \in C_{b}\left(H_{\omega}\right)$, for all $t \geq 0 ;$

Definition 3.1.7 (Invariant measure). A probability measure $\mu$ in $H_{\omega}$ is said to be invariant for the Markov semigroup $P_{t}$ if

$$
\begin{equation*}
\int_{H_{\omega}} P_{t} \varphi(x) \mu(d x)=\int_{H_{\omega}} \varphi(x) \mu(d x), \quad \forall t>0, \varphi \in C_{b}\left(H_{\omega}\right) \tag{3.5}
\end{equation*}
$$

Denoting by $M\left(H_{\omega}\right)$ the space of all probability measures on $\left(H, \mathcal{B}\left(H_{\omega}\right)\right)$, there is natural embedding of $M\left(H_{\omega}\right)$ into $C_{b}^{*}\left(H_{\omega}\right)$, see, e.g., [DP06], indeed for any $\mu \in M\left(H_{\omega}\right)$ we can defined $F_{\mu}(\varphi) \in C_{b}^{*}\left(H_{\omega}\right)$ by

$$
F_{\mu}(\varphi):=\int_{H_{\omega}} \varphi(x) \mu(d x)
$$

so that $\mu$ turns to be identifiable with $F_{\mu}$, moreover, if $P_{t}$ is of Feller type, we can read eq. (3.5) as

$$
P_{t}^{*} F_{\mu}=F_{\mu}, \quad t \geq 0
$$

where

$$
\left\langle\varphi, P_{t}^{*} F_{\mu}\right\rangle=\left\langle P_{t} \varphi, F_{\mu}\right\rangle, \quad \varphi \in C_{b}\left(H_{\omega}\right), F_{\mu} \in C_{b}^{*}\left(H_{\omega}\right)
$$

If an invariant measure $\mu$ exists, we are interested in the asymptotic behaviour, as $T \rightarrow$ $\infty$, of the following quantity

$$
\begin{equation*}
M(T) \varphi(x):=\frac{1}{T} \int_{0}^{T} P_{t} \varphi(x) d t, \quad \varphi \in L^{2}\left(H_{\omega}, \mu\right), x \in H, T>0 \tag{3.6}
\end{equation*}
$$

Let us denote by $\Delta$ the linear subspace of $L^{2}(H, \mu)$ of all stationary points of $P_{t}$, namely

$$
\Delta:=\left\{\varphi \in L^{2}\left(H_{\omega}, \mu\right): P_{t} \varphi=\varphi, \forall t \geq 0\right\}
$$

The following, due to Von Neumann, is a fundamental result that ensures the existence of the limit in eq. (3.6)

Theorem 3.1.8 (Th. 3.11 [DP12]). Let $P_{t}$ be a Markov semigroup and let $\mu$ be an invariant measure for $P_{t}$, and consider the following quantity

$$
M(T) \varphi(x)=\frac{1}{T} \int_{0}^{T} P_{t} \varphi(x) d t, \quad \varphi \in L^{2}\left(H_{\omega}, \mu\right), x \in H, T>0
$$

then the following limit exits

$$
\lim _{T \rightarrow \infty} M(T) \varphi=: M_{\infty} \varphi, \quad \text { in } L^{2}\left(H_{\omega}, \mu\right)
$$

moreover $M_{\infty}\left(L^{2}\left(H_{\omega}, \mu\right)\right)=\Delta$ and $\int_{H} M_{\infty} \varphi(x) \mu(d x)=\int_{H} \mu(d x)$.
Definition 3.1.9 (Ergodic measure). Let $P_{t}$ be a Markov semigroup, then an invariant measure $\mu$ for $P_{t}$ is said to be ergodic if

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} P_{t} \varphi d t=M_{\infty} \varphi=\bar{\varphi}, \quad \varphi \in L^{2}\left(H_{\omega}, \mu\right) \tag{3.7}
\end{equation*}
$$

where $\bar{\varphi}:=\int_{H_{\omega}} \varphi(x) \mu(d x)$.
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In the case of $\mu$ being ergodic we will say that the temporal average of $P_{t} \varphi$ coincides with the spatial average of $\varphi$.

Definition 3.1.10 (Strongly mixing). Let $P_{t}$ be a Markov semigroup, then an invariant measure $\mu$ for $P_{t}$ is said to be strongly mixing if

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P_{t} \varphi=\bar{\varphi}, \quad \varphi \in L^{2}\left(H_{\omega}, \mu\right), \mu \text { a.e. } \tag{3.8}
\end{equation*}
$$

### 3.1.2 The Heat-Jarrow-Morton-Musiela SPDE

As pointed out in the introduction, we are interested in the study of the $H_{\omega}$-valued OU eq. of the form

$$
\left\{\begin{array}{l}
d f_{t}=\left(A f_{t}+g\right) d t+\sigma d W_{t}  \tag{3.9}\\
f_{0}=x \in H_{\omega}
\end{array}\right.
$$

where $W_{t}$ is a Wiener process on the real line, $A: D(A) \subset H_{\omega} \rightarrow H_{\omega}$ with

$$
D(A)=\left\{\varphi \in H_{\omega}: \varphi^{\prime} \in H_{\omega},\right\}, \quad A \varphi=\varphi^{\prime}
$$

is an unbounded operator, and $g$ and $\sigma$ are $t$-independent, deterministic functions belonging to $H_{\omega}$, and defined by

$$
\begin{equation*}
\sigma(\tau)=\sigma_{v a s} e^{-\kappa \tau}, \quad g(\tau)=\frac{\sigma_{v a s}^{2}}{\kappa} e^{-\kappa \tau}\left(1-e^{-\kappa \tau}\right) \tag{3.10}
\end{equation*}
$$

Remark 3.1.11. Let us notice that, following the infinite dimensional approach developed in [DPZ14], eq. (3.9) can be rewritten as follows

$$
\left\{\begin{array}{l}
d X_{t}=\left(A X_{t}+g(t)\right) d t+\sqrt{Q} d W_{t} \\
X_{0}=x \in H
\end{array}\right.
$$

with $\sqrt{Q} \in \mathcal{L}(U, H)$, while $W_{t}$ is a Wiener process on $U$ being a generic Hilbert space which has to be appropriately chosen according with the particular model we are dealing with.

In what follows we shall chose $U:=\mathbb{R}$ since $\sigma \in H_{\omega}$ is a deterministic function and the infinite dimensional problem comes form a one-dimensional noise. In particular $\sqrt{Q} \in$ $\mathcal{L}\left(\mathbb{R}, H_{\omega}\right)$ acts as

$$
\begin{equation*}
(\sqrt{Q} \alpha)(\tau)=\alpha \sigma(\tau), \quad \sigma \in H_{\omega}, \tau \in \mathbb{R}_{+}, \alpha \in \mathbb{R} \tag{3.11}
\end{equation*}
$$

Following [DP12] we will denote the space of mean square continuous processes $F$ : $[0, T] \rightarrow L^{2}\left(\Omega, \mathcal{F}, \mathbb{P} ; H_{\omega}\right)$ adapted to $W_{t}$ for any $t$ and taking values in $H_{\omega}$, as follows

$$
C_{W}\left([0, T] ; L^{2}\left(\Omega, \mathcal{F}, \mathbb{P} ; H_{\omega}\right)\right)=: C_{W}\left([0, T] ; H_{\omega}\right)
$$

The space $C_{W}\left([0, T] ; H_{\omega}\right)$ equipped with the norm

$$
\|F\|_{C_{W}\left([0, T] ; H_{\omega}\right)}:=\left(\sup _{t \in[0, T]} \mathbb{E}|F(t)|^{2}\right)^{\frac{1}{2}}
$$

is a Banach space.

Definition 3.1.12. Given a filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t}, \mathbb{P}\right)$ and an $\mathcal{F}_{t}-$ adapted cylindrical Wiener process $W_{t}$, a mild solution to eq. (3.9) is a mean square continuous $H_{\omega}$ - valued process adapted to $W_{t}$, such that for any $t \geq 0$ it holds

$$
\begin{equation*}
f_{x, t}=e^{t A} x+\int_{0}^{t} e^{(t-s) A} g d s+\int_{0}^{t} e^{(t-s) A} \sigma d W_{s}, \quad t \geq 0 \tag{3.12}
\end{equation*}
$$

where the last term in eq. (4.59) is called stochastic convolution, often denoted by

$$
W_{t}^{A}:=\int_{0}^{t} e^{(t-s) A} \sigma d W_{s}
$$

Theorem 3.1.13. Eq. (3.9) admits a unique mild solution $f \in C_{W}\left([0, T], H_{\omega}\right), T>0$, of the form

$$
\begin{equation*}
f_{x, t}=e^{t A} x+\int_{0}^{t} e^{(t-s) A} g d s+\int_{0}^{t} e^{(t-s) A} \sigma d W_{s}, \quad t \geq 0 \tag{3.13}
\end{equation*}
$$

moreover for any given $t>0$, the mild solution (3.13) of eq. (3.9) is Gaussian with law $\mathcal{N}\left(e^{t A} x+G_{t}, Q_{t}\right)$, where the covariance operator $Q_{t}$ reads as follow

$$
\begin{equation*}
Q_{t}:=\int_{0}^{t} e^{s A} Q e^{s A^{*}} d s \tag{3.14}
\end{equation*}
$$

with $Q:=\sigma \sigma^{*}$, while $G_{t}$ is given by

$$
\begin{equation*}
G_{t}:=\int_{0}^{t} e^{(t-s) A} g d s \tag{3.15}
\end{equation*}
$$

Furthermore for any given $T \in \mathbb{R}_{+}$, we have that $f \in C_{W}\left([0, T] ; H_{\omega}\right)$.
Let us notice that we have previously denoted by $\sigma^{*}$ the adjoint operator associated to $\sqrt{Q}$ defined in eq. (3.11), exploiting the standard definition of the adjoint operator, namely, given $\sqrt{Q} \in \mathcal{L}\left(\mathbb{R}, H_{\omega}\right.$, we define the adjoint operator $\sqrt{Q}^{*} \in \mathcal{L}\left(H_{\omega}, \mathbb{R}\right)$ as the unique operator such that the following holds

$$
\langle\sqrt{Q} \alpha, \varphi\rangle_{H_{\omega}}=\left\langle\alpha, \sqrt{Q}^{*} \varphi\right\rangle_{\mathbb{R}}, \quad \forall \alpha \in \mathbb{R}, \forall, \varphi \in H_{\omega}
$$

analogously, we have defined by $A^{*}$ the adjoint operator of $A$. In order to prove Th. 3.1.13 we first need some auxiliary results concerning the covariance operator $Q_{t}$, the function $g$ and the operator $A$.
Proposition 3.1.14. The operator $A: D(A) \subset H_{\omega} \rightarrow H_{\omega}$ generates a strongly continuous semigroup of contractions on the Hilbert space $H_{\omega}$.
Proof. For the proof that $A$ generates a strongly continuous semigroup on $H_{\omega}$ we refer to [Fil01, Th.3.2]. Let us then prove that the semigroup $e^{t A}$ is infact a contraction on $H_{\omega}$, namely $\left\|e^{t A}\right\| \leq 1$. Since for any $f \in H_{\omega}$ it holds

$$
\left|e^{t A} f\right|=c^{2}+\int_{\mathbb{R}_{+}}\left|f^{\prime}(\tau+t)\right|^{2} e^{\omega \tau} d \tau \leq c^{2}+\int_{\mathbb{R}_{+}}\left|f^{\prime}(\tau)\right|^{2} e^{\omega \tau} d \tau=|f|
$$

it follows that

$$
\left\|e^{t A} f\right\|=\sup _{f \neq 0} \frac{\left|e^{t A} f\right|}{|f|} \leq \sup _{f \neq 0} \frac{|f|}{|f|}=1
$$

and thus the claim.
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Proposition 3.1.15. For any $t>0$ the operator

$$
Q_{t}:=\int_{0}^{t} e^{s A} Q e^{s A^{*}} d s
$$

is a positive defined operator of trace class from the Hilbert space $H_{\omega}$ into itself, moreover the following holds

$$
\sup _{t \geq 0} \operatorname{Tr} Q_{t}<\infty
$$

Proof. For a proof that $f_{x, t} \sim \mathcal{N}\left(e^{t A} x+G_{t}, Q_{t}\right)$ we refer to [DPZ14], hence we are left with the proof that the operator $Q_{t} \in \mathcal{L}_{1}^{+}\left(H_{\omega}\right)$, where $\mathcal{L}_{1}^{+}\left(H_{\omega}\right)$ is the space of trace class positive defined operators, see, e.g., [DP12], for details. Let us denote by $\left\{e_{k}\right\}_{k}$ a basis for the Hilbert space $H_{\omega}$, then applying [Var95, Lemma 8.5], we have

$$
\begin{aligned}
\operatorname{Tr} Q_{t} & =\sum_{k=0}^{\infty}\left\langle Q_{t} e_{k}, e_{k}\right\rangle=\int_{0}^{t} \sum_{k=0}^{\infty}\left\langle e^{s A} Q e^{s A^{*}} e_{k}, e_{k}\right\rangle d s \\
& =\int_{0}^{t} \sum_{k=0}^{\infty}\left\langle\left(e^{s A} \sigma\right)\left(e^{s A} \sigma\right)^{*} e_{k}, e_{k}\right\rangle d s \\
& =\int_{0}^{t} \sum_{k=0}^{\infty}\left\langle\left\langle e^{s A} \sigma, e_{k}\right\rangle e^{s A} \sigma, e_{k}\right\rangle d s=\int_{0}^{t} \sum_{k=0}^{\infty}\left\langle e^{s A} \sigma, e_{k}\right\rangle\left\langle e^{s A} \sigma, e_{k}\right\rangle d s \\
& =\int_{0}^{t}\left\langle e^{s A} \sigma, e^{s A} \sigma\right\rangle d s
\end{aligned}
$$

which implies that $\operatorname{Tr} Q_{t}=\int_{0}^{t}\left|e^{s A} \sigma\right|^{2} d s$, and since

$$
\left|e^{s A} \sigma\right|^{2}=\int_{\mathbb{R}_{+}} \sigma_{v a s} \kappa e^{-2 \kappa(\tau+s)} e^{\kappa \tau} d \tau=\sigma_{v a s} e^{-2 \kappa s} \int_{\mathbb{R}_{+}} \kappa e^{-\kappa \tau} d \tau=\sigma_{v a s} e^{-2 \kappa s}
$$

we get

$$
\operatorname{Tr} Q_{t}=\int_{0}^{t}\left|e^{s A} \sigma\right|^{2} d s=\int_{0}^{t} \sigma_{v a s} e^{-2 \kappa s} d s<\infty
$$

so that the operator $Q_{t}$ is of trace class and actually the following stronger result holds

$$
\begin{equation*}
\sup _{t \geq 0} \operatorname{Tr} Q_{t}=\lim _{t \rightarrow \infty} \int_{0}^{t}\left|e^{s A} \sigma\right|^{2} d s=\int_{\mathbb{R}_{+}} \sigma_{v a s} e^{-2 \kappa s} d s<\infty \tag{3.16}
\end{equation*}
$$

Proposition 3.1.16. The functions $\sigma:=\sigma_{v a s} e^{-\kappa \tau}, g:=\frac{\sigma_{v a s}^{2}}{\kappa} e^{-\kappa \tau}\left(1-e^{-\kappa \tau}\right)$, and $G_{t}:=$ $\int_{0}^{t} e^{(t-s) A} g d s$, all belong to $H_{\omega}$.

Proof. It clearly holds that

$$
\lim _{\tau \rightarrow \infty} \sigma(\tau)=\lim _{\tau \rightarrow \infty} g(\tau)=\lim _{\tau \rightarrow \infty} G(\tau)=0
$$

furthermore $\sigma, \sigma^{\prime}, g, g^{\prime}, G, G^{\prime}$ are all elements of $L_{l o c}^{1}\left(\mathbb{R}_{+}\right)$, hence we are left to prove that $|\iota|<\infty, \iota=\sigma, g, G$. We have

$$
\begin{aligned}
& |\sigma|=\int_{\mathbb{R}_{+}} \kappa^{2} \sigma_{\text {vas }}^{2} e^{-2 \kappa \tau} e^{\kappa \tau} d \tau=\int_{\mathbb{R}_{+}} \kappa^{2} \sigma_{\text {vas }}^{2} e^{-\kappa \tau} d \tau<\infty \\
& |g|=\int_{\mathbb{R}_{+}} \sigma_{\text {vas }}^{4}\left(4 e^{-4 \kappa \tau}+e^{-2 \kappa \tau}-4 e^{-3 \kappa \tau}\right) e^{\kappa \tau} d \tau<\int_{\mathbb{R}_{+}} \sigma_{v a s}^{4} e^{-\kappa \tau} d \tau<\infty
\end{aligned}
$$

moreover, for any $t>0$, the following holds

$$
\begin{aligned}
G_{t}(\tau) & =\int_{0}^{t} e^{(t-s) A} g(\tau) d s=\int_{\tau}^{\tau+t} g(x) d x \\
& =-\frac{\sigma_{v a s}^{2}}{2 \kappa^{2}}\left(2 e^{-\kappa(t+\tau)}-2 e^{-\kappa \tau}-e^{-2 \kappa(t+\tau)}-e^{-2 \kappa \tau}\right) \leq \frac{3 \sigma_{v a s}^{2}}{2 \kappa^{2}}=G_{\infty}(\tau)
\end{aligned}
$$

so that

$$
\left|G_{t}\right|<\frac{3 \sigma_{v a s}^{2}}{2 \kappa^{2}}<\infty
$$

Proposition 3.1.17. For any given $T>0$, we have that $W_{t}^{A} \in C_{W}\left([0, T] ; H_{\omega}\right), \forall t \in[0, T]$. Furthermore, for any $m \in \mathbb{N}$, it holds

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \geq 0}\left|W_{t}^{A}\right|^{2 m}\right] \leq C_{m, T} \tag{3.17}
\end{equation*}
$$

where $C_{m, T}$ is a positive constant depending on $m$ and $T$.
Proof. Let us first prove that $\forall t \geq 0 W_{t}^{A} \in C_{W}\left([0, T] ; H_{\omega}\right)$. With no loss of generality we can take $t>s>0$, and we have

$$
W_{t}^{A}-W_{s}^{A}=\underbrace{\int_{0}^{s}\left(e^{(t-u) A}-e^{(s-u) A}\right) \sigma d W_{s}}_{I_{1}}+\underbrace{\int_{s}^{t} e^{(t-u) A} \sigma d W_{s}}_{I_{2}}
$$

where $I_{1}$ and $I_{2}$ are independent random variables, hence

$$
\mathbb{E}\left|I_{1}+I_{2}\right|^{2}=\mathbb{E} I_{1}^{2}+\mathbb{E} I_{2}^{2}-2 \mathbb{E} I_{1} \mathbb{E} I_{2}=\mathbb{E} I_{1}^{2}+\mathbb{E} I_{2}^{2}
$$

the last equality being implied by the fact that the stochastic integral has zero mean. Therefore, by the Itô isometry, we get

$$
\begin{aligned}
\mathbb{E}\left|W_{t}^{A}-W_{s}^{A}\right|^{2} & =\mathbb{E} I_{1}^{2}+\mathbb{E} I_{2}^{2} \\
& =\int_{0}^{s}\left(e^{(t-u) A}-e^{(s-u) A}\right)^{2} \sigma^{2} d u+\int_{s}^{t} e^{2(t-u) A} \sigma^{2} d u
\end{aligned}
$$

and taking the limit as $t \rightarrow s$, we have

$$
\lim _{t \rightarrow s} \mathbb{E}\left|W_{t}^{A}-W_{s}^{A}\right|^{2}=0
$$
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hence $W_{t}^{A} \in C_{W}\left([0, T] ; H_{\omega}\right)$ and the stochastic convolution $W_{t}^{A}$ is continuous $\mathbb{P}$-a.s. Concerning the estimate stated by eq. (3.17), we have that for any $u \in(0,1)$, the following holds

$$
\int_{0}^{\infty} s^{-u} \operatorname{Tr}\left[e^{s A} Q e^{s A^{*}}\right] d s=\int_{0}^{\infty} s^{-u}\left|e^{s A} \sigma\right|^{2} d s
$$

where

$$
\left|e^{s A} \sigma\right|^{2}=\int_{0}^{\infty} \sigma_{v a s} \kappa e^{-2 \kappa(\tau+s)} e^{\kappa \tau} d \tau=\sigma_{v a s} \xi e^{-\kappa s}
$$

then we get

$$
\int_{0}^{\infty} s^{-u}\left|e^{s A} \sigma\right|^{2} d s=\int_{0}^{\infty} \sigma_{v a s} e^{-\kappa s} s^{-u}<\infty
$$

and the claim follows from [DPZ96, Th. 5.2.6].
Proof of Th. 3.1.13 . Exploiting Prop.3.1.17, we have that $f_{x, t} \in C_{W}\left([0, T] ; H_{\omega}\right)$, where $f_{x, t}$ is the solution to the OU eq. (3.9). Moreover using propositions 3.1.14, 3.1.15 and 3.1.16, we obtain that, for any given $t>0$, the Gaussian measure $N_{e^{t A} x+G_{t}, Q_{t}}$ is well defined on the Hilbert space $H_{\omega}$, see, e.g., [DPZ14], hence it follows, by contraction mapping principle, see [DPZ14, Th. 5.4], that there exists a unique mild solution to eq. (3.9) and it is given by eq. (3.13).

## The Ornstein-Uhlenbeck semigroup

Let us consider the Ornstein-Uhlenbeck (OU) process (3.9). We have previously shown that the solution $f_{x, t}$ of the problem represented by eq. (3.9) is normally distributed, i.e. $f_{x, t} \sim \mathcal{N}\left(e^{t A} x+G_{t}, Q_{t}\right)$. Let us then define the Ornstein-Uhlenbck (OU) semigroup, in the sense of definition 3.1.6, as follows

$$
\begin{equation*}
R_{t} \varphi(x)=\mathbb{E} \varphi\left(f_{x, t}\right)=\int_{H_{\omega}} \varphi(y) N_{e^{t A} x+G_{t}, Q_{t}}(d y), \varphi \in B_{b}\left(H_{\omega}\right), t \geq 0, x \in H_{\omega} \tag{3.18}
\end{equation*}
$$

where we have denoted by $N_{a, Q}$ the infinite dimensional Gaussian measure with mean $a$ and covariance operator $Q$, see, e.g., [DPZ14] for a detailed treatment of the topic. By an appropriate change of variable, expression in eq. (3.18) can be rewritten as follows

$$
\begin{equation*}
R_{t} \varphi(x)=\int_{H_{\omega}} \varphi\left(e^{t A} x+y\right) N_{G_{t}, Q_{t}}(d y), \quad \varphi \in B_{b}\left(H_{\omega}\right), t \geq 0, x \in H_{\omega} \tag{3.19}
\end{equation*}
$$

Definition 3.1.18. Let us denote by $\mathcal{E}\left(H_{\omega}\right)$ the space of exponential functions, namely

$$
\mathcal{E}\left(H_{\omega}\right):=\operatorname{span}\left\{\Re e \varphi_{h}(x), \Im m \varphi_{h}(x), \text { where } \varphi_{h}(x)=e^{i\langle h, x\rangle}: h, x \in H_{\omega}\right\}
$$

then the following holds
Proposition 3.1.19. The space $\mathcal{E}\left(H_{\omega}\right)$ is stable under the action of the semigroup $R_{t}$, namely $R_{t} \mathcal{E}\left(H_{\omega}\right) \subset \mathcal{E}\left(H_{\omega}\right)$.

Proof. For any given $h, x \in H_{\omega}$, by eq. (3.19), we have

$$
\begin{align*}
R_{t} \varphi_{h}(x) & =\int_{H_{\omega}} e^{i\left\langle e^{t A} x+y, h\right\rangle} N_{G_{t}, Q_{t}}(d y)=e^{i\left\langle e^{t A} x, h\right\rangle} \int_{H_{\omega}} e^{i\langle y, h\rangle} N_{G_{t}, Q_{t}}(d y) \\
& =e^{i\left\langle e^{t A} x, h\right\rangle} e^{i\left\langle G_{t}, h\right\rangle-\frac{1}{2}\left\langle Q_{t} h, h\right\rangle}=e^{i\left\langle G_{t}, h\right\rangle-\frac{1}{2}\left\langle Q_{t} h, h\right\rangle} e^{i\left\langle x, e^{t A^{*}} h\right\rangle}  \tag{3.20}\\
& =e^{i\left\langle G_{t}, h\right\rangle-\frac{1}{2}\left\langle Q_{t} h, h\right\rangle} \varphi_{e^{t A^{*}} h}(x) \in \mathcal{E}\left(H_{\omega}\right) .
\end{align*}
$$

Moreover he OU semigroup $R_{t}$ is Feller, in the sense of Def. 3.1.6, indeed we have
Proposition 3.1.20. For all $t \geq 0$, the $O U$ semigroup $R_{t}$ defined by eq. (3.19) is Feller and the following estimate holds

$$
\begin{equation*}
\left\|R_{t} \varphi\right\|_{0} \leq\|\varphi\|_{0}, \quad t \geq 0, \varphi \in C_{b}\left(H_{\omega}\right) \tag{3.21}
\end{equation*}
$$

Proof. For any given $t>0$, let us consider $\varphi \in C_{b}^{1}\left(H_{\omega}\right)$, then we have

$$
\forall \epsilon>0, \exists \delta(\epsilon): \forall x, z \in H_{\omega}|x-z|<\delta(\epsilon) \Rightarrow|\varphi(x)-\varphi(z)|<\epsilon
$$

hence, for an appropriate constant $C$, if we set $\delta:=\frac{\epsilon}{C}$, by the mean value theorem, we obtain

$$
\begin{aligned}
\left|R_{t} \varphi(x)-R_{t} \varphi(z)\right| & \leq \int_{H_{\omega}}\left|\varphi\left(e^{t A} x+y\right)-\varphi\left(e^{t A} z+y\right)\right| N_{G_{t}, Q_{t}}(d y) \\
& \leq \int_{H_{\omega}}\left|e^{t A} x+y-e^{t A} z-y \| \varphi^{\prime}(\xi)\right| N_{G_{t}, Q_{t}}(d y) \\
& \leq e^{t A}\left|x-z \| \varphi^{\prime}(\xi)\right| \leq C \delta(\epsilon)=\epsilon
\end{aligned}
$$

therefore since $C_{b}^{1}\left(H_{\omega}\right) \stackrel{d}{\subset} C_{b}\left(H_{\omega}\right)$, we get that $R_{t} \varphi \in C_{b}\left(H_{\omega}\right)$, and estimate (3.21) easily follows.

Exploiting Prop. 3.1.15, the following theorem is a byproduct of [DPZ96, Th.9.3.1], see also [Var99, Th.5],

Theorem 3.1.21. Let us assume that
(i) $\sup _{t \geq 0} \int_{0}^{t} e^{s A} Q e^{s A^{*}} d s<\infty$;
(ii) $\exists \bar{g} \in D(A)$ s.t. $A \bar{g}+g=0$ and there exists an invariant measure $\nu$ for the equation

$$
\begin{equation*}
d Z_{t}=A Z_{t} d t \tag{3.22}
\end{equation*}
$$

the problem stated in eq. (3.9) admits invariant measures which are all of the form $\nu *$ $\mathcal{N}\left(\bar{g}, Q_{\infty}\right)$, for $Q_{\infty}:=\int_{0}^{\infty} e^{t A} Q e^{t A^{*}} d t$.

Furthermore from [Teh05], we also have that
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Proposition 3.1.22. Let us consider the functions

$$
\bar{g}(\tau)=-\int_{0}^{\tau} g(s) d s, \quad g_{0}=\int_{\mathbb{R}_{+}} g(s) ; d s
$$

then for any $b \in \mathbb{R}$, we have that the measure $\lambda_{b}:=\delta_{\bar{b}} * N_{\bar{g}+g_{0}, Q_{\infty}}=N_{\bar{g}+g_{0}+\bar{b}, Q_{\infty}}$, where $\delta_{a}$ is Dirac mass centred at $a$ and $\bar{b} \in H_{\omega}$ is the constant function with value $b \in \mathbb{R} \bar{b}(\tau):=b \mathbb{1}_{[\tau \geq 0]}$, is an invariant measure for the semigroup $R_{t}$ on $C_{b}\left(H_{\omega}\right)$.

Previous results show that the problem stated by eq. (3.9) does not have a unique invariant measure with respect to the space $H_{\omega}$. In particular for any $\bar{b} \in H_{\omega}$ as defined in Prop. 3.1.22, the measure $\left\{\lambda_{b}\right\}_{b}:=\delta_{\bar{b}} * N_{\bar{g}+g_{0}, Q_{\infty}}$ is still an invariant measure. In Sec. 3.1.3 we will show that the measure $\mu:=N_{\bar{g}+g_{0}+c, Q_{\infty}}$ can be chosen as the natural invariant measure associated to eq. (3.9) with respect to the space $H_{\omega}$.

### 3.1.3 An approximation problem

Recalling the results given in Sec. 3.1.2, we know that the problem stated by eq. (3.9) admits an infinite number of invariant measures in the Hilbert space $H_{\omega}$. We will now consider an approximation problem related to the one established in eq. (3.9) and such that it generates a sequence of solutions, uniquely determined at each step, which converges to the solution of eq. (3.9), for any $t>0$, allowing us to select the most natural exponent within the set of invariant measures given in Prop. 3.1.22. Let us then consider the OU eq. of the form

$$
\left\{\begin{array}{l}
d f_{t}^{n}=\left(A^{n} f_{t}^{n}+g^{n}\right) d t+\sigma d W_{t}  \tag{3.23}\\
f_{0}^{n}=x \in H_{\omega}
\end{array}\right.
$$

where $A^{n}:=A-\frac{1}{n}, n \in \mathbb{N}_{0}:=\mathbb{N} \backslash\{0\}$ is the rescaled semigroup, while $g^{n}:=g+\frac{1}{n} \bar{c}$, and where we have defined $\lim _{\tau \rightarrow \infty} x(\tau)=c<\infty$ and $c \mathbb{1}_{[\tau \geq 0]}=: \bar{c}(\tau) \in H_{\omega}$, and $\sigma$ is as in eq. (3.10), then we have

Proposition 3.1.23. For any $n \in \mathbb{N}$, the operator $A^{n}:=A-\frac{1}{n}$ generates a strongly continuous semigroup of strict contraction of negative type over the Hilbert space $H_{\omega}$, in particular, we have that $e^{t A^{n}}:=e^{t A} e^{-\frac{1}{n} t}$, and $D(A)=D\left(A^{n}\right)$, furthermore $e^{t A^{n}} f \rightarrow e^{t A} f$ as $n \rightarrow \infty$, for all $f \in H_{\omega}$, uniformly for $t \in[0, T]$.
Proof. Given $n \in \mathbb{N}$, the operator $A^{n}$ generates the rescaled semigroup $e^{t A^{n}}:=e^{-t \frac{1}{n}} e^{t A}$, which is strongly continuous on $H_{\omega}$ since $e^{t A}$ is strongly continuous on $H_{\omega}$, see, e.g., [EN00b, §1]. Furthermore, exploiting Prop. 3.1.14, we have that $e^{t A}$ is a contraction on $H_{\omega}$, see, e.g., [Fil01], therefore it has growth bound $\gamma_{0}=0$, the growth bound being defined as follows

$$
\gamma_{0}:=\inf \left\{\gamma \in \mathbb{R}: \exists M>1:\left\|e^{t A}\right\| \leq M e^{\gamma t}, \quad \forall t \geq 0\right\}
$$

see, e.g., [EN00b], therefore $e^{t A^{n}}$ has strictly negative growth bound given by $\gamma_{0}=-\frac{1}{n}$, $n \in \mathbb{N}_{0}$, so that $e^{t A^{n}}$ is a $C_{0}$-semigroup of contractions of negative type on the Hilbert space $H_{\omega}$, see also [EN00b] for details about rescaled semigroup. In particular, since $A^{n}:=A-\frac{1}{n}$, we have that, for any $n \in \mathbb{N}_{0}, D(A)=D\left(A^{n}\right)$ and $A^{n} f \rightarrow A f$, as $n \rightarrow \infty$, for all $f \in D(A)$, indeed

$$
\left|A^{n} f-A f\right|=\left|f^{\prime}-\frac{1}{n} f-f^{\prime}\right|=-\frac{1}{n}|f| \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty, \quad \forall f \in D(A)
$$

moreover, by Trotter-Kato theorem, see, e.g., [EN00b, Th. 4.8], it follows that $e^{t A^{n}} f \rightarrow e^{t A} f$ as $n \rightarrow \infty$, for all $f \in H_{\omega}$, uniformly for $t \in[0, T], T>0$.

Lemma 3.1.24. The adjoint operators $A^{*}$ and $\left(A^{n}\right)^{*}$ generate strongly continuous semigroups, moreover we have that $\lim _{n \rightarrow \infty}\left(A^{n}\right)^{*} \rightarrow A^{*}$.

Proof. Recalling that the weak and weak* topologies coincide on a separable Hilbert space, and since both $A$ and $A^{n}$ generate a strongly continuous semigroup on $H_{\omega}$, then also $A^{*}$ and $\left(A^{n}\right)^{*}$ generate a strongly continuous semigroup, moreover we have

$$
\lim _{n \rightarrow \infty}\left\langle f,\left(A^{n}\right)^{*} g\right\rangle=\lim _{n \rightarrow \infty}\left\langle A^{n} f, g\right\rangle=\langle A f, g\rangle=\left\langle f, A^{*} g\right\rangle
$$

Analogously to what is stated in 3.1.2, we have the following existence and uniqueness result

Theorem 3.1.25. The problem stated by (3.23) admits a unique mild solution $f \in C_{W}\left([0, T] ; H_{\omega}\right)$, which is given by

$$
\begin{equation*}
f_{x, t}^{n}=e^{t A^{n}} x+\int_{0}^{t} e^{(t-s) A^{n}} g d s+c\left(1-e^{-\frac{t}{n}}\right)+\int_{0}^{t} e^{(t-s) A^{n}} \sigma d W_{s}, \quad t \geq 0 \tag{3.24}
\end{equation*}
$$

Proof. Analogously to what has been shown in the proof of Th. 3.1.13, we exploit results given by propositions 3.1.15, 3.1.16 and 3.1.17. Since Prop. 3.1.23 implies that $A^{n}$ generates a strongly continuous semigroup, then, for any $n \in \mathbb{N}$, we have that $\frac{1}{n} c \in H_{\omega}$ and exploiting the fact that the constant function $c$ is invariant under the translation semigroup $e^{t A}$, we have

$$
\int_{0}^{t} e^{(t-s) A^{n}} \frac{\bar{c}}{n} d s=\int_{0}^{t} e^{-\frac{s}{n}} e^{s A} \frac{\bar{c}}{n} d s=\bar{c} \int_{0}^{t} \frac{1}{n} e^{-\frac{s}{n}} d s=\bar{c}\left(1-e^{-\frac{t}{n}}\right)
$$

so that eq. (3.24) follows.

In particular for any $t>0$, the solution of eq. (3.24) is distributed as $\mathcal{N}\left(e^{t A^{n}} x+G_{t}^{n}, Q_{t}\right)$ with $G_{t}^{n}:=G_{t}+\bar{c}\left(1-e^{-\frac{t}{n}}\right)$, with $G_{t}$ as in eq. (4.58), and the operator $Q_{t}$ given as in eq. (3.14). Furthermore $f \in C_{W}\left([0, T] ; H_{\omega}\right)$, for any $T \in \mathbb{R}_{+}$.

Proposition 3.1.26. Let be $x \in H_{\omega}$ and $n \in \mathbb{N}$. Then we have that, for any $T \geq 0$,

$$
\lim _{n \rightarrow \infty} f_{x, t}^{n}=f_{x, t} \quad \text { in } \quad C_{W}\left([0, T] ; H_{\omega}\right)
$$

namely

$$
\lim _{n \rightarrow \infty} \sup _{t \in[0, T]} \mathbb{E}\left|f_{x, t}^{n}-f_{x, t}\right|=0
$$

where $f_{x, t}^{n}$ is the solution to eq. (3.23) and $f_{x, t}$ is the solution to eq. (3.9).
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Proof. For any $n \in \mathbb{N}$ we have

$$
\begin{aligned}
f_{x, t}-f_{x, t}^{n} & =\underbrace{e^{t A} x-e^{t A^{n}} x}_{I_{1}}+\underbrace{\int_{0}^{t}\left(e^{(t-s) A}-e^{(t-s) A^{n}}\right) g d s}_{I_{2}} \\
& +\underbrace{\bar{c}\left(1-e^{-\frac{t}{n}}\right)}_{I_{3}}+\underbrace{\int_{0}^{t}\left(e^{(t-s) A}-e^{(t-s) A^{n}}\right) \sigma d W_{s}}_{I_{4}}, \quad t \geq 0
\end{aligned}
$$

but $I_{1}, I_{2}$ and $I_{3}$ are deterministic quantities and the stochastic integral has zero mean, so that we have

$$
\mathbb{E}\left|I_{1}+I_{2}+I_{3}+I_{4}\right|^{2}=\left(I_{1}+I_{2}+I_{3}\right)^{2}+\mathbb{E} I_{4}^{2}
$$

therefore, by Prop. 3.1.23, since $e^{t A^{n}} f \rightarrow e^{t A} f$, for any $f, \in H_{\omega}$ as $n \rightarrow \infty$, uniformly in $t \in[0, T]$, and also exploiting the dominated convergence theorem, for any $T<\infty$, we have

$$
\begin{aligned}
\left|I_{1}\right| & \leq \sup _{t \in[0, T]}\left|e^{t A} x-e^{t A^{n}} x\right|:=\mathcal{I}_{1} \rightarrow 0 \text { as } n \rightarrow \infty \\
\left|I_{2}\right| & \leq \int_{0}^{T}\left|\left(e^{(T-s) A}-e^{(T-s) A^{n}}\right) g\right| d s:=\mathcal{I}_{2} \rightarrow 0 \text { as } n \rightarrow \infty \\
\left|I_{3}\right| & \leq \bar{c}\left(1-e^{-\frac{T}{n}}\right):=\mathcal{I}_{3} \rightarrow 0 \text { as } n \rightarrow \infty \\
\mathbb{E}\left|I_{4}\right|^{2} & \leq \int_{0}^{T}\left(e^{(t-s) A}-e^{(t-s) A^{n}}\right)^{2} \sigma^{2} d s:=\mathcal{I}_{4} \rightarrow 0 \text { as } n \rightarrow \infty
\end{aligned}
$$

The latter implies that

$$
\sup _{t \in[0, T]} \mathbb{E}\left|f_{x, t}-f_{x, t}^{n}\right|^{2} \leq\left(\mathcal{I}_{1}+\mathcal{I}_{2}+\mathcal{I}_{3}\right)^{2}+\mathcal{I}_{4} \rightarrow 0 \text { as } n \rightarrow \infty
$$

for any $T<\infty$, and taking the limit $T \rightarrow \infty$, we obtain

$$
\begin{gathered}
\left|I_{1}\right| \leq \sup _{t \in \mathbb{R}_{+}}\left|e^{t A} x-e^{t A^{n}} x\right| \leq x(\infty)=c \\
\left|I_{2}\right| \leq \int_{\mathbb{R}_{+}}\left|\left(e^{(T-s) A}-e^{(T-s) A^{n}}\right) g\right| d s \leq 0 \\
\left|I_{3}\right| \leq \lim _{T \rightarrow \infty} \bar{c}\left(1-e^{-\frac{T}{n}}\right)=\bar{c} \\
\mathbb{E}\left|I_{4}\right|^{2} \leq \int_{\mathbb{R}_{+}}\left(e^{(t-s) A}-e^{(t-s) A^{n}}\right)^{2} \sigma^{2} d s \leq 0
\end{gathered}
$$

hence

$$
\lim _{t \rightarrow \infty} \mathbb{E}\left|f_{x, t}-f_{x, t}^{n}\right|^{2} \leq \bar{c}-\bar{c}=0
$$

where the last inequality follows from the dominated convergence theorem.
Let us now consider the approximated OU-process (3.23), then the rescaled (OU) semigroup, in the sense of definition 3.1.6, is defined as follows

$$
R_{t}^{n} \varphi(x):=\mathbb{E} \varphi\left(f_{x, t}^{n}\right)=\int_{H_{\omega}} \varphi(y) N_{e^{t A^{n} x+G_{t}^{n}, Q_{t}}}(d y), \quad \varphi \in B_{b}\left(H_{\omega}\right), t \geq 0, x \in H_{\omega}
$$

or, changing variable, we can also write

$$
\begin{equation*}
R_{t}^{n} \varphi(x)=\int_{H_{\omega}} \varphi\left(e^{t A^{n}} x+y\right) N_{G_{t}^{n}, Q_{t}}(d y), \quad \varphi \in B_{b}\left(H_{\omega}\right), t \geq 0, x \in H_{\omega} \tag{3.25}
\end{equation*}
$$

Proposition 3.1.27. The linear operator

$$
Q_{\infty}^{n} x:=\int_{0}^{\infty} e^{t A^{n}} Q e^{t\left(A^{n}\right)^{*}} x d t, \quad x \in H_{\omega}
$$

is well defined, trace class operator from $H_{\omega}$ into itself.
Proof. We have that

$$
\begin{align*}
Q_{\infty}^{n} x & =\sum_{k=1}^{\infty} \int_{0}^{1} e^{(s+k-1) A^{n}} Q e^{(s+k-1)\left(A^{n}\right)^{*}} x d s  \tag{3.26}\\
& =\sum_{k=1}^{\infty} e^{(k-1) A^{n}} Q_{1} e^{(k-1)\left(A^{n}\right)^{*}} x, \quad x \in H_{\omega}
\end{align*}
$$

therefore

$$
\operatorname{Tr} Q_{\infty} \leq \sum_{k=1}^{\infty} e^{-\frac{2}{n}(k-1)} \operatorname{Tr} Q_{1}<\infty
$$

where the boundedness of $\operatorname{Tr} Q_{1}$ follows from Prop. 3.1.15, taking $t=1$.
Proposition 3.1.28. For every $n \in \mathbb{N}$, let $\bar{g}^{n}, g_{0}^{n}$ be defined as follows

$$
\begin{equation*}
\bar{g}^{n}(\tau)=-\int_{0}^{\tau} e^{-\frac{1}{n}(s-\tau)} g(s) d s, g_{0}^{n}=\int_{\mathbb{R}_{+}} e^{-\frac{1}{n}(s-\tau)} g(s) d s \tag{3.27}
\end{equation*}
$$

then the vector $\bar{g}^{n}+g_{0}^{n}+\bar{c} \in H_{\omega}$.
Proof. By a direct computation, we obtain that

$$
\bar{g}^{n}+g_{0}^{n}+\bar{c}=\frac{\sigma_{v a s}^{2}}{\kappa} \frac{n}{n \kappa+1} e^{-\kappa \tau}-\frac{\sigma_{v a s}^{2}}{\kappa} \frac{2 n}{2 n \kappa+1} e^{-2 \kappa \tau}+\bar{c},
$$

so that $\lim _{\tau \rightarrow \infty} \bar{g}^{n}+g_{0}^{n}+\bar{c}=c<\infty$. Eventually it holds

$$
\left|\bar{g}^{n}+g_{0}^{n}+\bar{c}\right|=c+\int_{\mathbb{R}_{+}}\left(-\sigma_{v a s}^{2} \frac{n}{n \kappa+1} e^{-\kappa \tau}+2 \sigma_{v a s}^{2} \frac{2 n}{2 n \kappa+1} e^{-2 \kappa \tau}\right)^{2} e^{\kappa \tau} d \tau<\infty
$$

and the claim follows.
Proposition 3.1.29. There exists a unique invariant measure $\mu^{n}$ for the $O U$ transition semigroup $R_{t}^{n}$ on the Hilbert space $H_{\omega}$. In particular we have $\mu^{n}:=N_{\bar{g}^{n}+g_{0}^{n}+\bar{c}, Q_{\infty}^{n}}$, with

$$
\bar{g}^{n}(\tau)=-\int_{0}^{\tau} e^{-\frac{1}{n}(s-\tau)} g(s) d s, \quad g_{0}^{n}=\int_{\mathbb{R}_{+}} e^{-\frac{1}{n}(s-\tau)} g(s) d s
$$

and $c=\lim _{\tau \rightarrow \infty} x(\tau)$. Furthermore, for any $\varphi \in C_{b}\left(H_{\omega}\right)$ and any $x \in H_{\omega}$, we have that $R_{t}^{n}$ is strongly mixing, namely

$$
\begin{equation*}
\lim _{t \rightarrow \infty} R_{t}^{n} \varphi(x)=\int_{H} \varphi(y) \mu^{n}(d y) \tag{3.28}
\end{equation*}
$$
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Proof. Propositions 3.1.27, Prop. 3.1.28 imply that $\bar{g}^{n}+g_{0}^{n}+\bar{c} \in H_{\omega}$ and $Q_{\infty}^{n} \in \mathcal{L}_{1}^{+}\left(H_{\omega}\right)$, hence the measure $\mu^{n}$ is well defined, moreover such a measure is the unique invariant measure associated to eq. (3.9) on the space $H_{\omega}$ and it is explicitly given by $\mu^{n}=N_{\bar{g}^{n}+g_{0}^{n}+\bar{c}, Q_{\infty}^{n}}$. Indeed, assuming that $\mu^{n}=N_{\bar{g}^{n}+g_{0}^{n}+\bar{c}, Q_{\infty}^{n}}$, then if $\forall t \geq 0, \varphi \in C_{b}\left(H_{\omega}\right)$, it holds

$$
\begin{equation*}
\int_{H_{\omega}} \varphi(x) \mu^{n}(d x)=\int_{H_{\omega}} R_{t}^{n} \varphi(x) \mu^{n}(d x) \tag{3.29}
\end{equation*}
$$

then we have that $\mu^{n}$ is in fact an invariant measure for eq. (3.9). By density of $\mathcal{E}\left(H_{\omega}\right)$ in $C_{b}\left(H_{\omega}\right)$, it is sufficient to prove eq. (3.29) for exponential functions, then, by eq. (3.20), we have that eq. (3.29) reads as

$$
\begin{equation*}
\int_{H_{\omega}} \varphi_{h}(x) \mu^{n}(d x)=\int_{H_{\omega}} e^{i\left\langle G_{t}^{n}, h\right\rangle-\frac{1}{2}\left\langle Q_{t}^{n} h, h\right\rangle} \varphi_{e^{t\left(A^{n}\right)^{*}} h}(x) \mu^{n}(d x) \tag{3.30}
\end{equation*}
$$

and since the characteristic function of a Gaussian measure of mean $a$ and covariance $Q$ is given by

$$
\hat{N_{a, Q}}(h)=e^{i\langle a, h\rangle-\frac{1}{2}\langle Q h, h\rangle}
$$

we have that eq. (3.30) holds if and only if

$$
\begin{equation*}
\hat{\mu}^{n}(h)=e^{i\left\langle G_{t}^{n}, h\right\rangle-\frac{1}{2}\left\langle Q_{t}^{n} h, h\right\rangle} \hat{\mu}^{n}\left(e^{t\left(A^{n}\right)^{*}} h\right), \tag{3.31}
\end{equation*}
$$

that explicitly reads as

$$
\begin{equation*}
e^{i\left\langle\bar{g}^{n}+g_{0}^{n}+\bar{c}, h\right\rangle-\frac{1}{2}\left\langle Q_{\infty}^{n} h, h\right\rangle}=e^{i\left\langle G_{t}^{n}, h\right\rangle-\frac{1}{2}\left\langle Q_{t}^{n} h, h\right\rangle} e^{i\left\langle\bar{g}^{n}+g_{0}^{n}+\bar{c}, e^{t\left(A^{n}\right)^{*}} h\right\rangle-\frac{1}{2}\left\langle Q_{\infty}^{n} e^{t\left(A^{n}\right)^{*}} h, e^{t\left(A^{n}\right)^{*}} h\right\rangle}, \tag{3.32}
\end{equation*}
$$

and, by the monotonicity of the exponential, $\forall h \in H_{\omega}$, eq. (3.32) reads as follow

$$
\begin{align*}
& i\left\langle\bar{g}^{n}+g_{0}^{n}+\bar{c}, h\right\rangle-\frac{1}{2}\left\langle Q_{\infty}^{n} h, h\right\rangle=  \tag{3.33}\\
& =i\left\langle G_{t}^{n}, h\right\rangle-\frac{1}{2}\left\langle Q_{t}^{n} h, h\right\rangle+i\left\langle\bar{g}^{n}+g_{0}^{n}+\bar{c}, e^{t\left(A^{n}\right)^{*}} h\right\rangle-\frac{1}{2}\left\langle Q_{\infty}^{n} e^{t\left(A^{n}\right)^{*}} h, e^{t\left(A^{n}\right)^{*}} h\right\rangle,
\end{align*}
$$

which implies

$$
\begin{align*}
& i\left\langle\bar{g}^{n}+g_{0}^{n}+\bar{c}, h\right\rangle-\frac{1}{2}\left\langle Q_{\infty}^{n} h, h\right\rangle= \\
& =i\left\langle G_{t}^{n}, h\right\rangle-\frac{1}{2}\left\langle Q_{t}^{n} h, h\right\rangle+i\left\langle e^{t A^{n}}\left(\bar{g}^{n}+g_{0}^{n}+\bar{c}\right), h\right\rangle-\frac{1}{2}\left\langle e^{t A^{n}} Q_{\infty}^{n} e^{t\left(A^{n}\right)^{*}} h, h\right\rangle \tag{3.34}
\end{align*}
$$

We have that, for any $t \geq 0$, it holds

$$
\begin{align*}
Q_{\infty}^{n} & =\int_{0}^{\infty} e^{s A^{n}} Q e^{s\left(A^{n}\right)^{*}} d s=\int_{0}^{t} e^{s A^{n}} Q e^{s\left(A^{n}\right)^{*}} d s+\int_{t}^{\infty} e^{s A^{n}} Q e^{s\left(A^{n}\right)^{*}} d s=  \tag{3.35}\\
& =Q_{t}^{n}+\int_{0}^{\infty} e^{(x+t) A^{n}} Q e^{(x+t)\left(A^{n}\right)^{*}} d s=Q_{t}^{n}+e^{t A^{n}} Q_{\infty}^{n} e^{t\left(A^{n}\right)^{*}}
\end{align*}
$$

furthermore we have

$$
\begin{align*}
G_{t}^{n} & =\int_{0}^{t} e^{(t-s) A^{n}} g(\tau) d s+\bar{c}\left(1-e^{-\frac{t}{n}}\right)  \tag{3.36}\\
& =\int_{0}^{t+\tau} e^{-\frac{1}{n}(s-\tau)} g(s) d s-\int_{0}^{\tau} e^{-\frac{1}{n}(s-\tau)} g(s) d s+\bar{c}\left(1-e^{-\frac{t}{n}}\right)
\end{align*}
$$

so that it follows

$$
\begin{align*}
& G_{t}^{n}+e^{t A^{n}}\left(\bar{g}^{n}+g_{0}^{n}+\bar{c}\right)=\int_{0}^{t+\tau} e^{-\frac{1}{n}(s-\tau)} g(s) d s-\int_{0}^{\tau} e^{-\frac{1}{n}(s-\tau)} g(s) d s+ \\
& -\int_{0}^{t+\tau} e^{-\frac{1}{n}(s-\tau)} g(s) d s+\int_{\mathbb{R}_{+}} e^{-\frac{1}{n}(s-\tau)} g(s) d s+\bar{c}+\bar{c} e^{-\frac{1}{n} t}-\bar{c} e^{-\frac{1}{n} t}  \tag{3.37}\\
& =\bar{g}^{n}+g_{0}^{n}+\bar{c}
\end{align*}
$$

Exploiting identities (3.37) and (3.35), we have that eq. (3.34) holds true and eq. (3.29) follows. The uniqueness is implied by eq. (3.31), taking the limit $t \rightarrow \infty$ and by the uniqueness of the Fourier transform, so that we get

$$
\hat{\mu}^{n}(h)=e^{i\left\langle G_{\infty}^{n}, h\right\rangle-\frac{1}{2}\left\langle Q_{\infty}^{n} h, h\right\rangle}=e^{i\left\langle\bar{g}^{n}+g_{0}^{n}+\bar{c}, h\right\rangle-\frac{1}{2}\left\langle Q_{\infty}^{n} h, h\right\rangle} .
$$

Let us then prove that $\mu^{n}$ is strongly mixing. Let $\varphi_{h} \in \mathcal{E}\left(H_{\omega}\right)$, then we have

$$
\begin{aligned}
\lim _{t \rightarrow \infty} R_{t}^{n} \varphi_{h}(x) & =\lim _{t \rightarrow \infty} e^{i\left\langle e^{t A^{n}} h, x\right\rangle+i\left\langle G_{t}^{n}, h\right\rangle-\frac{1}{2}\left\langle Q_{t}^{n} h, h\right\rangle} \\
& =e^{i\left\langle G_{t}^{n}, h\right\rangle-\frac{1}{2}\left\langle Q_{\infty}^{n} h, h\right\rangle}=\int_{H_{\omega}} \varphi_{h}(x) \mu^{n}(d x),
\end{aligned}
$$

and the result follows since $\mathcal{E}\left(H_{\omega}\right)$ is dense in $C_{b}\left(H_{\omega}\right)$.
Moreover we have the following convergence result
Proposition 3.1.30. Let $\mu^{n}$ be the unique invariant measure for eq. (3.23) on $H_{\omega}$, then the sequence $\left\{\mu^{n}\right\}_{n \in \mathbb{N}}$ converges, as $n \rightarrow \infty$, to the invariant measure $\mu$ for eq. (3.9) on $H_{\omega}$, $\mu$ being defined as $N_{\bar{g}+g_{0}+\bar{c}, Q_{\infty}}$ with

$$
\bar{g}(\tau)=-\int_{0}^{\tau} g(s) d s, \quad g_{0}=\int_{\mathbb{R}_{+}} g(s) d s
$$

moreover $\mu \in\left\{\lambda_{b}\right\}_{b}$.
Proof. Let us consider the Fourier transform $\hat{\mu}^{n}$ and $\hat{\mu}$. Then we have

$$
\lim _{n \rightarrow \infty} \hat{\mu}^{n}=e^{i\left\langle\bar{g}^{n}+g_{0}^{n}+\bar{c}, h\right\rangle-\frac{1}{2}\left\langle Q_{\infty}^{n} h, h\right\rangle}=e^{i\left\langle\bar{g}+g_{0}+\bar{c}, h\right\rangle-\frac{1}{2}\left\langle Q_{\infty} h, h\right\rangle}=\hat{\mu}
$$

and propositions 3.1.28, 3.1.27, imply that

$$
\begin{aligned}
\bar{g}^{n}+g_{0}^{n}+\bar{c} & =\frac{\sigma_{v a s}^{2}}{\kappa} \frac{n}{n \kappa+1} e^{-\kappa \tau}-\frac{\sigma_{v a s}^{2}}{\kappa} \frac{2 n}{2 n \kappa+1} e^{-2 \kappa \tau} \\
& +\bar{c} \rightarrow \frac{\sigma_{v a s}^{2}}{\kappa} e^{-\kappa \tau}-\frac{\sigma_{v a s}^{2}}{\kappa} e^{-2 \kappa \tau}+\bar{c}=\bar{g}+g_{0}+\bar{c} \\
Q_{\infty}^{n} & =\int_{0}^{\infty} e^{t A^{n}} Q e^{t\left(A^{n}\right)^{*}} x d t \rightarrow \int_{0}^{\infty} e^{t A} Q e^{t A^{*}} x d t=Q_{\infty}
\end{aligned}
$$

where the limits follow by the convergence $e^{t A^{n}} \rightarrow e^{t A}$, for $n \rightarrow \infty$ as stated in Prop. 3.1.23. In particular by density of $\mathcal{E}\left(H_{\omega}\right)$ into $C_{b}\left(H_{\omega}\right)$, we have that the result holds for any bounded and continuous functions, so that $\mu^{n} \rightarrow \mu$ weakly, as $n \rightarrow \infty$.

### 3.1 Invariant measure for the Vasicek model in the Heath-Jarrow-Morton-Musiela framework

The transition semigroup in $L^{2}\left(H_{\omega}, \mu\right)$
Proposition 3.1.31. Let be $\mu^{n}$ the invariant measure in Prop. (3.1.29), then the semigroup $R_{t}^{n}$ admits a unique extension to a strongly continuous semigroup of contractions in $L^{2}\left(H_{\omega}, \mu^{n}\right)$.

Proof. By Holder inequality and from the invariance of $\mu^{n}$, we have that

$$
\int_{H_{\omega}}\left|R_{t}^{n} \varphi_{h}(x)\right|^{2} \mu^{n}(d x) \leq \int_{H_{\omega}} R_{t}^{n}\left|\varphi_{h}\right|^{2}(x) \mu^{n}(d x)=\int_{H_{\omega}}\left|\varphi_{h}(x)\right|^{2} \mu^{n}(d x)
$$

and since $C_{b}\left(H_{\omega}\right) \stackrel{d}{\subset} L^{2}\left(H_{\omega}, \mu^{n}\right)$, see, e.g., [DP06], $R_{t}^{n}$ is uniquely extendible to $L^{2}\left(H, \mu^{n}\right)$, therefore

$$
\left\|R_{t}^{n} \varphi_{h}\right\|_{L^{2}\left(H_{\omega}, \mu^{n}\right)} \leq\left\|\varphi_{h}\right\|_{L^{2}\left(H_{\omega}, \mu^{n}\right)}, \quad t \geq 0, \varphi_{h}(x) \in L^{2}\left(H_{\omega}, \mu^{n}\right)
$$

and strong continuity follows from dominated convergence theorem.
With a slight abuse of notation, we still denote the previously determined extension by $R_{t}^{n}$, and its generator by $L_{2}^{n}$ with associated domain given by $D\left(L_{2}^{n}\right)$. Even if we do not know the domain $D\left(L_{2}^{n}\right)$ we are able to give an explicit form for the core of the infinitesimal generator $L_{n}^{2}$, see, e.g., [EN00b, Def. 1.6] for details on the core for an operator. Since for any $h \in H_{\omega}$ we have that

$$
\varphi_{h}(x) \in D\left(L_{2}^{n}\right) \Leftrightarrow h \in D\left(\left(A^{n}\right)^{*}\right)
$$

then we introduce the following space

$$
\mathcal{E}_{A^{n}}\left(H_{\omega}\right):=\operatorname{span}\left\{\Re e \varphi_{h}(x), \Im m \varphi_{h}(x), \varphi_{h}(x)=e^{i\langle h, x\rangle}: h \in D\left(\left(A^{n}\right)^{*}\right)\right\} \subset \mathcal{E}\left(H_{\omega}\right)
$$

Lemma 3.1.32. For any $n \in \mathbb{N}$, we have that $\mathcal{E}_{A}\left(H_{\omega}\right)=\mathcal{E}_{A^{n}}\left(H_{\omega}\right)$. Furthermore for any $n \in \mathbb{N}$ we have that $\mathcal{E}_{A}\left(H_{\omega}\right) \stackrel{d}{\subset} L^{2}\left(H_{\omega}, \mu^{n}\right)$.

Proof. Prop. 3.1.23 implies that that $D(A)=D\left(A^{n}\right)$, hence $\mathcal{E}_{A}\left(H_{\omega}\right)=\mathcal{E}_{A^{n}}\left(H_{\omega}\right)$, while the density result is assured by, e.g., [DP12, DPZ14].

Let us notice that we also have that, for any $n \in \mathbb{N}_{0}, \mathcal{E}_{A}(H)$ is stable for $R_{t}^{n}$ and furthermore that it is dense in $L^{p}\left(H_{\omega}, \mu^{n}\right)$ by [EN00b, Prop. 1.7], moreover the following holds

Theorem 3.1.33. Let be $R_{t}^{n}$ be the strongly continuous semigroup of contraction on $L^{2}\left(H_{\omega}, \mu^{n}\right)$ introduced in Prop. 3.1.31 whereas $\mu^{n}$ is the unique invariant measure introduced in Prop. 3.1.29, then we have that $\mathcal{E}_{A}\left(H_{\omega}\right)$ is a core for $L_{2}^{n}$. Moreover, for every $x \in H_{\omega}, \varphi \in$ $\mathcal{E}_{A^{n}}\left(H_{\omega}\right)$, the infinitesimal generator $L_{2}^{n}$ is of the form

$$
L_{2}^{n} \varphi(x)=\frac{1}{2} \operatorname{Tr}\left[Q D^{2} \varphi(x)\right]+\left\langle x,\left(A^{n}\right)^{*} D \varphi(x)\right\rangle+\langle g, D \varphi(x)\rangle
$$

where we have denoted by $D$ and $D^{2}$, respectively the Fréchet derivative and the second order Fréchet derivative.

Proof. The stability of $\mathcal{E}_{A}\left(H_{\omega}\right)$ under $R_{t}^{n}$ comes from eq. (3.20), namely

$$
R_{t}^{n} \mathcal{E}_{A}\left(H_{\omega}\right) \subset \mathcal{E}_{A}\left(H_{\omega}\right)
$$

The density of $\mathcal{E}_{A}\left(H_{\omega}\right)$ into $L^{2}\left(H, \mu^{n}\right)$ follows since $C_{b}\left(H_{\omega}\right) \stackrel{d}{\subset} L^{p}\left(H_{\omega}, \mu^{n}\right), \mathcal{E}\left(H_{\omega}\right)$ is dense in $C_{b}\left(H_{\omega}\right)$, and by the dominated convergence theorem, while $\mathcal{E}_{A}\left(H_{\omega}\right)$ is a core for $L_{2}^{n}$ by [EN00b, Prop. 1.7]. Explicitly computing the infinitesimal generator $L_{2}^{n}$ we obtain that if $h \in D\left(A^{*}\right)$, then, $\forall x \in H_{\omega}, \varphi_{h} \in \mathcal{E}_{A^{n}}\left(H_{\omega}\right)$, we have

$$
\begin{aligned}
L_{2}^{n} & =\lim _{t \downarrow 0} \frac{1}{t}\left(R_{t}^{n} \varphi_{h}-\varphi_{h}\right)=\lim _{t \downarrow 0} \frac{1}{t}\left(e^{i\left\langle G_{t}^{n}, h\right\rangle-\frac{1}{2}\left\langle Q_{t}^{n} h, h\right\rangle} \varphi_{e^{t\left(A^{n}\right)^{*} h}}(x)-\varphi_{h}\right) \\
& =\lim _{t \downarrow 0} \frac{1}{t}\left(i\left\langle G_{t}^{n}, h\right\rangle-\frac{1}{2}\left\langle Q_{t}^{n} h, h\right\rangle+i\left\langle e^{t\left(A^{n}\right)^{*}} h-h, x\right\rangle\right) \varphi_{h}(x) \\
& =\frac{1}{2} \operatorname{Tr}\left[Q D_{x}^{2} \varphi_{h}(x)\right]+\left\langle x,\left(A^{n}\right)^{*} D_{x} \varphi_{h}(x)\right\rangle+\left\langle g, D_{x} \varphi_{h}(x)\right\rangle .
\end{aligned}
$$

We have proven in Prop. 3.1.22 that the semigroup $R_{t}$ on $C_{b}\left(H_{\omega}\right)$ admits an infinite family of invariant measures of the form $\delta_{b} * \mu$. In particular it means that $R_{t}$ can be extended, even if not uniquely, following Prop. 3.1.31, to a strongly continuous semigroup on $L^{2}\left(H_{\omega}, \lambda_{b}\right)$ for any $\lambda_{b}$ of the form $\lambda_{b}=\delta_{b} * \mu$, with the same techniques employed in 3.1.3. In particular we have that Thm. 3.1.33 holds also for $R_{t}$ on the space $L^{2}\left(H_{\omega}, \lambda_{b}\right)$, with $\lambda_{b}$ an invariant measure of the form given in Prop. 3.1.22, indeed we have that $\mathcal{E}_{A}\left(H_{\omega}\right)$ is still a core for $L_{2}$, where $L_{2}$ is the infinitesimal generator for the semigroup $R_{t}$ over any space $L^{2}\left(H_{\omega}, \lambda_{b}\right)$ and, analogously to what has been made in Thm. 3.1.33, we have that $L_{2}$ is

$$
L_{2} \varphi(x)=\frac{1}{2} \operatorname{Tr}\left[Q D^{2} \varphi(x)\right]+\left\langle x, A^{*} D \varphi(x)\right\rangle+\langle g, D \varphi(x)\rangle, \quad x \in H_{\omega}, \varphi \in \mathcal{E}_{A}\left(H_{\omega}\right)
$$

The following proposition aims at showing that the most natural invariant measure for the semigroup $R_{t}$ to consider is the measure $\mu$, since it is the unique invariant measure for the rescaled semigroup $R_{t}^{n}$, which converges to $R_{t}$ for any $\varphi_{h}(x) \in \mathcal{E}_{A}\left(H_{\omega}\right)$.

Proposition 3.1.34. We have that $R_{t}^{n} \varphi_{h}(x) \rightarrow R_{t} \varphi_{h}(x)$ as $n \rightarrow \infty$, for any $\varphi_{h} \in \mathcal{E}_{A}\left(H_{\omega}\right)$, uniformly for $t \geq 0$.

Proof. By Thm. 3.1.33 we have that, for any $k \in \mathbb{N}_{0}, \mathcal{E}_{A}\left(H_{\omega}\right)$ is a core for the semigroup $R_{t}^{k}$, hence, for any $\varphi_{h}(x) \in \mathcal{E}_{A}\left(H_{\omega}\right)$, we have that

$$
R_{t}^{k} \varphi_{2 h}(x)=e^{i\left\langle G_{t}^{k}, 2 h\right\rangle-\frac{1}{2}\left\langle Q_{t}^{k} h, 2 h\right\rangle} \varphi_{e^{t\left(A^{k}\right)^{*}} 2 h}(x) \in \mathcal{E}_{A}\left(H_{\omega}\right)
$$

and the same holds for $R_{t}$, so that we have

$$
R_{t} \varphi_{2 h}(x)=e^{i\left\langle G_{t}, 2 h\right\rangle-\frac{1}{2}\left\langle Q_{t} h, 2 h\right\rangle} \varphi_{e^{t A^{*}} 2 h}(x) \in \mathcal{E}_{A}\left(H_{\omega}\right)
$$

By Prop. 3.1.23 and Lemma 3.1.24, we have that for, any $h \in H_{\omega}, e^{t A^{k}} h \rightarrow e^{t A} h$ and $e^{t\left(A^{k}\right)^{*}} h \rightarrow e^{t A^{*}} h$, therefore by the dominated convergence theorem, it holds that for any
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fixed $m \in \mathbb{N}_{0}$, we have

$$
\begin{align*}
& \lim _{k \rightarrow \infty} \int_{H_{\omega}} e^{i\left\langle G_{t}^{k}, 2 h\right\rangle-\frac{1}{2}\left\langle Q_{t}^{k} h, 2 h\right\rangle} \varphi_{e^{t\left(A^{k}\right)^{*}} 2 h}(x) \mu^{m}(d x)= \\
& \quad=\int_{H_{\omega}} e^{i\left\langle G_{t}, 2 h\right\rangle-\frac{1}{2}\left\langle Q_{t} 2 h, 2 h\right\rangle} \mu^{m}(d x) \tag{3.38}
\end{align*}
$$

conversely, for any fixed $k \in \mathbb{N}_{0}$, Prop. 3.1.30 implies that

$$
\begin{align*}
\lim _{m \rightarrow \infty} & \int_{H_{\omega}} e^{i\left\langle G_{t}^{k}, 2 h\right\rangle-\frac{1}{2}\left\langle Q_{t}^{k} h, 2 h\right\rangle} \varphi_{e^{t\left(A^{k}\right)^{*} 2 h}}(x) \mu^{m}(d x)=  \tag{3.39}\\
& =\int_{H_{\omega}} e^{i\left\langle G_{t}^{k}, 2 h\right\rangle-\frac{1}{2}\left\langle Q_{t}^{k} h, 2 h\right\rangle} \varphi_{e^{t\left(A^{k}\right)^{*} 2 h}}(x) \mu(d x)
\end{align*}
$$

therefore, exploiting both eq. (3.38) and eq. (3.39), we have that, for any $\varphi_{h}(x) \in \mathcal{E}_{A}\left(H_{\omega}\right)$,

$$
\begin{aligned}
\lim _{k \rightarrow \infty} \lim _{m \rightarrow \infty}\left\|R_{t}^{k} \varphi_{h}(x)\right\|_{L^{2}\left(H_{\omega}, \mu^{m}\right)} & =\lim _{m \rightarrow \infty} \lim _{k \rightarrow \infty}\left\|R_{t}^{k} \varphi_{h}(x)\right\|_{L^{2}\left(H_{\omega}, \mu^{m}\right)} \\
& =\left\|R_{t} \varphi_{h}(x)\right\|_{L^{2}\left(H_{\omega}, \mu\right)}
\end{aligned}
$$

and the uniform convergence for $t \geq 0$ follows from the uniform convergence in $t$ of $e^{t A^{n}} \rightarrow$ $e^{t A}$ proved in Prop. 3.1.23.

Exploiting the result given by Prop. 3.1.34 we are in position to select a specific invariant measure among the infinite $\left\{\lambda_{b}\right\}_{b}$, uniquely extendible to the OU semigroup $R_{t}$ to $L^{2}\left(H_{\omega}, \mu\right)$. In particular, defining

$$
u(t, x):=\mathbb{E} \varphi\left(f_{x, T}\right) \mid \mathcal{F}_{t}, \quad \varphi \in L^{2}\left(H_{\omega}, \mu\right)
$$

we have that $u$ solves the following backward Kolmogorov equation

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}(x, t)+\frac{1}{2} \operatorname{Tr}\left[Q D^{2} \varphi(x)\right]+\langle A x+g, D \varphi(x)\rangle \\
u(T, \cdot)=\varphi(\cdot)
\end{array} .\right.
$$

In what follows we consider a specific case of latter extension result, particularly useful when dealing with financial applications. Let us define

$$
u(t, x):=\mathbb{E} e^{\int_{t}^{T}-V\left(f_{x, s}\right) d s} \varphi\left(f_{x, T}\right) \mid \mathcal{F}_{t}, \quad \varphi \in L^{2}\left(H_{\omega}, \mu\right)
$$

then $u$ solves

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}(x, t)+\frac{1}{2} \operatorname{Tr}\left[Q D^{2} \varphi(x)\right]+\langle A x+g, D \varphi(x)\rangle-V(x) u(x, t)  \tag{3.40}\\
u(T, \cdot)=\varphi(\cdot)
\end{array}\right.
$$

with $V \in C_{b}\left(H_{\omega}\right)$ being the so called discounting process, while $\varphi$ represents the final payoff of a financial contract. In particular the solution $u(0, x)$ of eq. (3.40) is the so called fair price of a contingent claim with terminal value $\varphi$.

### 3.1.4 Conclusions

Since there exists an infinite number of invariant measures associated to the problem stated by eq. (3.9), see, e.g., [Teh05, Var99], the semigroup $R_{t}$ can not be uniquely extended to a strongly continuous semigroup on a suitable weighted $L^{2}$ space. Nevertheless we have proven that, when properly rescaled, the original Ornstein-Uhlenbeck eq. (3.9) can be studied via a series of approximating problems represented by eq. (3.23) whose solutions uniformly converge to the solution of eq. (3.9) and such that there exists an associated, unique invariant measure for each approximating step, see Prop. 3.1.29. Therefore, following the approach given in [DP12, DPZ96], we can uniquely extend the approximated OU semigroup $R_{t}^{n}$ to a strongly continuous semigroup over the space of square integrable functions with respect to the above mentioned unique invariant measure, see Prop. 3.1.31, besides an explicit representation for both the associated semigroup core and the respective infinitesimal generator, it is shown. Exploiting previous results, we have also proven that, among the infinite number of invariant measure associated to eq. (3.9), it is possible to select one candidate which turns to be the natural choice. Latter result is of particular relevance when we are dealing with problems coming from the mathematical finance arena and, as an example, this is the case represented by the so called Heath-Jarrow-Morton model used to describe the time behaviour of both interest rate curve and instantaneous forward rate curve.

### 3.2 Optimal control of stochastic FitzHugh-Nagumo equation

Consider here the reaction-diffusion equation

$$
\left\{\begin{array}{l}
d X(t, \xi)-\Delta_{\xi} X(t, \xi) d t+f(X(t, \xi)) d t=\sqrt{Q} d W(t)+F(t, \xi) d t(t, \xi) \in[0, T] \times \mathcal{O}  \tag{3.41}\\
\left.X(t, \xi)\right|_{\partial \mathcal{O}}=0, \quad t \in[0, T] \\
X(0, \xi)=x(\xi), \quad \xi \in \mathcal{O}, \quad x \in L^{2}(\mathcal{O})
\end{array}\right.
$$

in a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, where $f(u)=u(u-a)(u-b), \forall u \in \mathbb{R}, \mathcal{O} \subset \mathbb{R}^{d}$, $d=1,2,3$ is a bounded and open set with smooth boundary $\partial \mathcal{O}, W(t)$ is a cylindrical Wiener process and $Q \in \mathcal{L}\left(L^{2}(\mathcal{O}), L^{2}(\mathcal{O})\right)$ (the space of linear and continuous operator from $L^{2}(\mathcal{O})$ into itself equipped with the operator norm) is a self-adjoint positive operator with $\operatorname{Tr} Q<\infty$. Here $a, b \in L^{\infty}([0, T] \times \mathcal{O})$ and $x \in L^{2}(\mathcal{O})$ are given. Also $F \in L^{2}([0, T] \times \mathcal{O})$. We shall denote by $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ the natural filtration induced by $W(t)$. Equation (3.102) can be rewritten as follows

$$
\left\{\begin{array}{l}
d X(t)+A X(t) d t+f(X(t)) d t=\sqrt{Q} d W(t)+F(t) d t, \quad t \in[0, T]  \tag{3.42}\\
X(0)=x, \quad x \in L^{2}(\mathcal{O})
\end{array}\right.
$$

$A$ being the Laplace operator $-\Delta_{\xi}$ with domain $D(A):=H_{0}^{1}(\mathcal{O}) \cap H^{2}(\mathcal{O})$. In the special case $a, b \in \mathbb{R},(3.102)$ is the dimensionless form of the celebrated FitzHugh-Nagumo equation, see, e.g., [ADP11] and reference therein, perturbed by a coloured Gaussian noise $\sqrt{Q} \dot{W}$. Its deterministic counterpart has been introduced by FitzHugh (1922-2007) and Nagumo, see [Fit61, NAY62] in order to model the conduction of electrical impulses in a nerve axon. In particular $X$ is the nerve membrane potential and $F:=-V+I$ where $V$ is the ion concentration and $I$ is the applied current. The Gaussian perturbation is the effect of
random input currents in neurons and their source is the random opening or closing of ion channels, see, e.g. [Tuc92]. In 2-D and 3-D equation (3.102) is relevant in statistical mechanics where it is called Ginzburg-Landau equation and also in phase transition models of Ginzburg-Landau type, see, e.g. [Die97]. We would like to underline that nonlinear potential of the form $f(u)=u(u-a)(u-b)$ arising here are specific for diffusion processes in excitable media or for phase transition.

In what follows we will study the optimal control problem for (3.102) providing an existence and uniqueness result as well as the first order necessary conditions for optimality, namely the maximum principle. In Sec. 3.2 .1 we shall prove the well-posedness of problem (3.102), see $\left[\mathrm{BMZ}^{+} 08\right]$ for other results of this type.

The existence of a solution to optimal control problem ( P ) will be proved under suitable conditions on time interval $[0, T]$ and the cost functional in Sec. 3.2.1. It should be mentioned that there exists a large literature concerning the optimal control problems governed by the deterministic FitzHugh-Nagumo equation, see, e.g., [CRT13, KW13], while to the best of our knowledge, the stochastic case that we are interested in, lacks of such results. The motivation is that existence of an optimal control for the stochastic problem we consider here is quite a delicate problem which cannot be solved with standard optimization arguments which require the weak lower semicontinuity of cost functional in the control basic space and a more subtle argument based on Eckelands's variational principle was used. The existence result we obtain here is the main novelty of this work. To prove the existence of an optimal control an essential property of nonlinear function $f$ is that it is ultimately monotonically increasing, that is outside a bounded interval.

We shall use the basic notions and standard notation $L^{p}(\mathcal{O}), 1 \leq p \leq \infty$ and $H^{k}(\mathcal{O})$, $k=1,2, H_{0}^{1}(\mathcal{O})$ for spaces of Lebesgue $p$-integrable functions on $\mathcal{O}$ and respectively, Sobolev spaces on $\mathcal{O}$. The norm in $L^{p}(\mathcal{O})$ will be denoted by $|\cdot|_{p}=\|\cdot\|_{L^{p}(\mathcal{O})}$ and the scalar product in $L^{2}(\mathcal{O})$ by $\langle\cdot, \cdot\rangle_{2}$. Given a Banach space $Y$ we shall denote by $|\cdot|_{Y}$ its norm. By $C([0, T] ; Y)$ we denote the space of $Y$-valued continuous functions on $[0, T]$ and by $L^{p}([0, T] ; Y)$ the space of $p$-integrable $Y$-valued functions on $[0, T]$. By $W^{1, p}([0, T] ; Y), 1 \leq p \leq \infty$ we shall denote the space of absolutely continuous functions $u:[0, T] \rightarrow Y$ such that $\frac{d \bar{u}}{d t} \in L^{p}([0, T] ; Y)$.

We shall use the standard notations, see, e.g. [DP12], for spaces of processes defined in probability space $\left(\Omega, \mathcal{F}, \mathbb{P},\left(\mathcal{F}_{t}\right)_{t \geq 0}, W\right) . \quad C_{W}\left([0, T] ; L^{2}(\mathcal{O})\right)$ is the space of all $L^{2}(\mathcal{O})$-valued $\left(\mathcal{F}_{t}\right)_{t \geq 0}$-adapted process such that $u \in C\left([0, T] ; L^{2}\left(\Omega, L^{2}(\mathcal{O})\right)\right)$. Similarly, $L_{W}^{2}\left([0, T] ; H_{0}^{1}(\mathcal{O})\right)$ is the space of all $\left(\mathcal{F}_{t}\right)_{t \geq 0}$-adapted processes $u \in L^{2}\left([0, T] ; L^{2}\left(\Omega, H_{0}^{1}(\mathcal{O})\right)\right)$.

We denote by $W_{A}$ the stochastic convolution defined by

$$
W_{A}(t):=\int_{0}^{t} e^{-(t-s) A} \sqrt{Q} d W(s), \quad \forall t \geq 0
$$

In the following we shall assume that

$$
\begin{equation*}
\mathbb{E} \sup _{(t, \xi) \in[0, T] \times \mathcal{O}}\left|W_{A}(t, \xi)\right|^{2 m}<\infty, m \in[1,2] . \tag{3.43}
\end{equation*}
$$

Sufficient conditions for (3.43) to hold are given in [DP12, Th.2.13]. We refer to [BP12] for standard results on convex analysis which will be used in the following.

### 3.2.1 Existence for equation (3.102)

Definition 3.2.1. We say that the function $X \in C_{W}\left([0, T] ; L^{2}(\mathcal{O})\right)$ is called a mild solution to (3.102) if $X(t):[0, T] \rightarrow L^{2}(\mathcal{O})$ is continuous $\mathbb{P}$-a.s., $\forall t \in[0, T]$ and it satisfies the stochastic integral equation

$$
X(t)=e^{-A t} x-\int_{0}^{t} e^{-(t-s) A}(f(X(s))-F(s)) d s+W_{A}(t), \quad \forall t \in[0, T]
$$

Theorem 3.2.2. Assume that assumption (3.43) holds and that $x \in H_{0}^{1}(\mathcal{O})$. Then there exists a unique solution $X$ to (3.102) which satisfies

$$
X \in C_{W}\left([0, T] ; H_{0}^{1}(\mathcal{O})\right) \cap L_{W}^{2}\left([0, T] ; H^{2}(\mathcal{O})\right) \cap L^{2}\left(\Omega ; C\left([0 . T] ; H_{0}^{1}(\mathcal{O})\right)\right)
$$

We note in particular that assumption (3.43) holds if $Q=A^{-\frac{\gamma}{2}}$, with $\gamma>\frac{d}{2}-1$, see, e.g., [DP12, Prop.4.3].

If we define the stochastic process $y:=X-W_{A}$, then equation (3.102) reduces to the random parabolic equation

$$
\left\{\begin{array}{l}
y_{t}(t, \xi)-\Delta_{\xi} y(t, \xi)+y^{3}(t, \xi)+f_{1}(t, \xi) y^{2}(t, \xi)+f_{2}(t, \xi) y(t, \xi)=f_{3}(t, \xi) \text { in }[0, T] \times \mathcal{O},  \tag{3.44}\\
y(t, \xi)=0 \text { in }[0, T] \times \partial \mathcal{O} \\
y(0, \xi)=y_{0}(\xi), \xi \in \mathcal{O}
\end{array}\right.
$$

where $f_{1}, f_{2} \in L^{\infty}([0, T] \times \mathcal{O}), f_{3} \in L^{2}([0, T] \times \mathcal{O})$ are $\left(\mathcal{F}_{t}\right)_{t \geq 0}$-adapted $L^{2}(\mathcal{O})$-valued processes on $[0, T]$. More precisely $f_{1}=a+3 W_{A}, f_{2}=b+3 W_{A}^{2}+2 W_{A}, f_{3}=-W_{A}^{3}-9 W_{A}^{2}-$ $b W_{A}+F$.

The following proposition states an existence and uniqueness result for equation (3.44)
Proposition 3.2.3. Assume $x \in H_{0}^{1}(\mathcal{O})$. Then there is a unique solutions to equation (3.44) satisfying $\mathbb{P}-$ a.s.

$$
\begin{equation*}
y \in C\left([0, T] ; H_{0}^{1}(\mathcal{O})\right) \cap L^{2}\left([0, T] ; H^{2}(\mathcal{O})\right) \tag{3.45}
\end{equation*}
$$

Moreover the process $t \mapsto y(t)$ is $\left(\mathcal{F}_{t}\right)_{t \geq 0}$-adapted.
Proof. Let us consider, for fixed $\omega \in \Omega$, the set

$$
\begin{equation*}
K=\left\{y \in C\left(\left[0, T^{*}\right] ; L^{2}(\mathcal{O})\right):\|y\|_{L^{\infty}\left(\left[0, T^{*}\right] ; H_{0}^{1}(\mathcal{O})\right)} \leq R, \quad 0 \leq T^{*} \leq T\right\} \tag{3.46}
\end{equation*}
$$

where $R$ is a positive real constant and $T^{*}$ has to be chosen later on.
The set $K$ is closed in $C\left(\left[0, T^{*}\right] ; L^{2}(\mathcal{O})\right)$ and therefore it is a complete metric space when equipped with the metric

$$
\begin{equation*}
\rho(y, v)=\sup _{t \in\left[0, T^{*}\right]}|y(t)-v(t)|_{2} \tag{3.47}
\end{equation*}
$$

Let $z \in K$ and let us consider the operation $F: K \rightarrow K$ defined by $F z=y$, where $y$ is solution to

$$
\left\{\begin{array}{l}
y_{t}(t, \xi)-\Delta_{\xi} y(t, \xi)+y^{3}(t, \xi)=-f_{1}(t, \xi) z^{2}(t, \xi)-f_{2}(t, \xi) z(t, \xi)+f_{3}(t, \xi) \text { in }[0, T] \times \mathcal{O},  \tag{3.48}\\
y(0, \xi)=x(\xi) \text { in } \mathcal{O}, \\
y(t, \xi)=0, \quad(t, \xi) \in[0, T] \times \partial \mathcal{O}
\end{array}\right.
$$

By standard existence and uniqueness results, see, e.g., [Bar10], problem (3.48) has a unique solution

$$
\begin{aligned}
& y \in C\left(\left[0, T^{*}\right] ; H_{0}^{1}(\mathcal{O})\right) \cap L^{2}\left(\left[0, T^{*}\right] ; H^{2}(\mathcal{O})\right), \quad \mathbb{P}-\text { a.s. } \\
& y_{t} \in L^{2}\left([0, T] ; L^{2}(\mathcal{O})\right), \quad \mathbb{P}-\text { a.s. }
\end{aligned}
$$

and by the Sobolev embedding theorem the following estimate holds

$$
\begin{align*}
& \|y(t)\|_{H_{0}^{1}(\mathcal{O})}^{2}+\int_{0}^{t}\left|\Delta_{\xi} y(s)\right|_{2}^{2} d s+\int_{0}^{t}|y(s)|_{6}^{6} d s \leq \\
& \leq C_{1}\left(\int_{0}^{t} \int_{\mathcal{O}}\left(f_{1}^{2} z^{4}+f_{2}^{2} z^{2}+f_{3}^{2}\right) d \xi d s+\|x\|_{H_{0}^{1}(\mathcal{O})}^{2}\right) \tag{3.49}
\end{align*}
$$

By multiplying (3.48) by $y$, respectively $\Delta y$, and integrating on $(0, t) \times \mathcal{O}$ it also follows that

$$
\begin{align*}
& \|y\|_{C\left(\left[0, T^{*}\right] ; H_{0}^{1}(\mathcal{O})\right)}^{2}+\int_{0}^{t}\left(|y(s)|_{6}^{6}+|y(s)|_{H^{2}(\mathcal{O})}^{2}\right) d s \leq \\
& \leq C_{2} \int_{0}^{t} \int_{\mathcal{O}}\left(|z|^{4}+|z|^{2}+1\right) d \xi d s \leq C_{3} T^{*}\left(R^{4}+R^{2}+1\right) \tag{3.50}
\end{align*}
$$

because $\|y\|_{H^{2}(\mathcal{O})} \leq C\|\Delta y\|_{2}$ and by the Sobolev embedding theorems $H_{0}^{1}(\mathcal{O}) \subset L^{6}(\mathcal{O})$. This yields

$$
\|y\|_{C\left(\left[0, T^{*}\right], H_{0}^{1}(\mathcal{O})\right)} \leq C_{3} \sqrt{T^{*}\left(R^{4}+R^{2}+1\right)}
$$

and so for $T^{*}$ small enough we have that $y=F z \in K$. Hence $F$ maps $K$ into itself. Moreover $F$ is a contraction on $K$ under the metric (3.47). Indeed we have by (3.48)

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}|y(t)-\bar{y}(t)|_{2}^{2}+\|y(t)-\bar{y}(t)\|_{H_{0}^{1}(\mathcal{O})}^{2} \leq C \int_{\mathcal{O}}(|z-\bar{z}||y-\bar{y}|(|z|+|\bar{z}|+1)) d \xi \leq \\
& \leq C\left(|z(t)-\bar{z}(t)|_{2}|y(t)-\bar{y}(t)|_{3}\left(|z(t)|_{6}+|\bar{z}(t)|_{6}+1\right)\right), \quad \text { a.e. } \quad t \in[0, T]
\end{aligned}
$$

the last being implied by the Hölder inequality, namely, $\left|\int_{\mathcal{O}} u v z\right| \leq|u|_{2}|v|_{3}|z|_{6}$, therefore, we have

$$
\begin{align*}
& |y(t)-\bar{y}(t)|_{2}^{2}+\int_{0}^{t}\|y(s)-\bar{y}(s)\|_{H_{0}^{1}(\mathcal{O})}^{2} d s \\
& \leq C(R+1)\left(\int_{0}^{t}|z(s)-\bar{z}(s)|_{2}^{2} d s\right)^{\frac{1}{2}}\left(\int_{0}^{t}|y(s)-\bar{y}(s)|_{3}^{2} d s\right)^{\frac{1}{2}} \leq  \tag{3.51}\\
& \leq \frac{C^{2}}{4}(R+1)^{2} \int_{0}^{t}|z(s)-\bar{z}(s)|_{2}^{2} d s+\int_{0}^{t}|y(s)-\bar{y}(s)|_{H_{0}^{1}(\mathcal{O})}^{2} d s
\end{align*}
$$

so that

$$
\rho(y, \bar{y}) \leq \frac{C}{2}(R+1) T^{*} \rho(z, \bar{z})
$$

and taking $T^{*}<\frac{2}{C(R+1)}$, we have that $F$ is a contraction on $K$. Then by the Banach fixed point theorem on $\left[0, T^{*}\right]$, there is exists a unique solution $y$ to (3.48) providing that $T^{*} \in[0, T]$ is sufficiently small.

Let us now show by contradiction, that such a solution exists on a fixed interval $[0, T]$. Indeed if $\left[0, T^{*}\right]$ is the maximal interval on which $y$ exists, by (3.48) we have, as mentioned above, that the following estimate holds

$$
\begin{align*}
& \|y(t)\|_{H_{0}^{1}(\mathcal{O})}^{2}+\int_{0}^{t}\left(\|y(s)\|_{H^{2}(\mathcal{O})}^{2}+|y(s)|_{6}^{6}\right) d s \leq  \tag{3.52}\\
& \leq C \int_{0}^{t}\left(|y(s)|_{4}^{4}+|y(s)|_{2}^{2}+\left\|f_{3}\right\|_{2}^{2}\right) d s, \quad \forall t \in\left[0, T^{*}\right]
\end{align*}
$$

Taking into account that

$$
|y|_{2}^{2}+|y|_{4}^{4} \leq \epsilon|u|_{6}^{6}+C_{\epsilon}, \quad \forall \epsilon>0,
$$

we get by (3.52) that

$$
\|u(t)\|_{H_{0}^{1}(\mathcal{O})}+\int_{0}^{t}\|u(s)\|_{H^{2}(\mathcal{O})}^{2} d s+\int_{0}^{t}|u(s)|_{6}^{6} d s \leq C, \quad \forall t \in\left[0, T^{*}\right]
$$

where $C$ is independent of $T^{*}$. Therefore we also have that

$$
\left|\frac{d}{d t} y(t)\right|_{2} \leq C_{1}, \quad \forall t \in\left[0, T^{*}\right]
$$

and the limit $\lim _{t \rightarrow T^{*}} y(t)=y\left(T^{*}\right)$ exists with $u\left(T^{*}\right) \in H_{0}^{1}(\mathcal{O})$. Then we can apply the above local existence result, extending $y$ as a solution to (3.44) on $\left[T^{*}, T^{*}+\delta\right]$, which contradicts the assumption that $\left[0, T^{*}\right]$ is the maximal interval of existence, hence $T^{*}=T$.

Since the right hand side of (3.105) where $z=y$ is in $L^{2}\left(0, T ; L^{2}(\mathcal{O})\right)$, we infer that

$$
\begin{equation*}
y \in C\left([0, T] ; H_{0}^{1}(\mathcal{O})\right) \cap L^{2}\left([0, T] ; H^{2}(\mathcal{O})\right), \quad \mathbb{P}-\text { a.s. } \tag{3.53}
\end{equation*}
$$

moreover, since the contraction principle implies that the limit $y=\lim _{n \rightarrow \infty} y_{n}$ belongs to $C\left([0, T] ; L^{2}(\mathcal{O})\right)$, where $y_{n}=F\left(y_{n-1}\right)$ are $\left(\mathcal{F}_{t}\right)_{t \geq 0}$-adapted, we can conclude that $y$ is in fact an $\left(\mathcal{F}_{t}\right)_{t \geq 0}$-adapted process and so $y$ satisfies (3.45), as claimed.

Proof of Theorem 3.3.3(continued). We set $X:=y+W_{A}$, where $y$ is the solution to (3.44) given by Proposition 3.2.3, that is

$$
\left\{\begin{array}{l}
y_{t}-\Delta y+y^{3}+a y^{2}+b y+3 W_{A} y^{2}+3 W_{A} y^{2}+2 W_{A} y=F-W_{A}^{3}-a W_{A}^{2}-b W_{A} \text { in }[0, T] \times \mathcal{O},  \tag{3.54}\\
y=0 \text { on }[0, T] \times \partial \mathcal{O} \\
y(0, \xi)=x(\xi), \xi \in \mathcal{O}
\end{array}\right.
$$

By assumption (3.43) on $W_{A}$ we see that

$$
\begin{align*}
& \mathbb{E} \sup _{(t, \xi) \in[0, T] \times \mathcal{O}}\left(\left|f_{1}\right|^{2 m}+\left|f_{2}\right|^{2 m}\right)<\infty, \quad m=1,2,  \tag{3.55}\\
& \mathbb{E}\left\|f_{3}\right\|_{L^{2}([0, T] \times \mathcal{O})<\infty} .
\end{align*}
$$

Taking into account (3.54) and (3.44) we get that

$$
\begin{equation*}
y \in L^{2}\left(\Omega ; C\left([0, T] ; L^{2}(\mathcal{O})\right) \cap L_{W}^{2}\left([0, T] ; H_{0}^{1}(\mathcal{O}) \cap H^{2}(\mathcal{O})\right)\right) \tag{3.56}
\end{equation*}
$$

which implies (3.45) as claimed.

### 3.2.2 The optimal control of stochastic FitzHugh-Nagumo equation

Let $U$ be a real Hilbert space with the norm $|\cdot|_{U}$ and $B \in L\left(U ; L^{2}(\mathcal{O})\right)$. We shall denote by $\mathcal{U}$ the space of all $\left(\mathcal{F}_{t}\right)_{t \geq 0}$-adapted processes $u:[0, T] \rightarrow U$ s.t. $\mathbb{E} \int_{0}^{T}|u(t)|_{U}^{2} d t<\infty$. The space $\mathcal{U}$ is a Hilbert space with the norm $|u|_{\mathcal{U}}=\left(\mathbb{E} \int_{0}^{T}|u(t)|_{U}^{2} d t\right)^{\frac{1}{2}}$ and scalar product

$$
\langle u, v\rangle_{\mathcal{U}}=\left(\mathbb{E} \int_{0}^{T}\langle u(t), v(t)\rangle_{U} d t\right)^{\frac{1}{2}}, \quad \forall u, v \in \mathcal{U}
$$

where $\langle\cdot, \cdot\rangle_{U}$ is the scalar product of $U$.
Consider the functions $g, g_{0}: \mathbb{R} \rightarrow \mathbb{R}$ and $\left.\left.h: U \rightarrow \overline{\mathbb{R}}:=\right]-\infty, \infty\right]$, which satisfy the following conditions
(i) $g, g_{0} \in C^{1}\left(L^{2}(\mathcal{O})\right)$ and $D g, D g_{0} \in \operatorname{Lip}\left(L^{2}(\mathcal{O}) ; L^{2}(\mathcal{O})\right)$ (where $D$ stands for the Fréchet differential) and $\operatorname{Lip}\left(L^{2}(\mathcal{O}) ; L^{2}(\mathcal{O})\right)$ is the the space of Lipschitz continuous function from $L^{2}(\mathcal{O})$ to $L^{2}(\mathcal{O})$ with the norm defined denoted $\|\cdot\|_{\text {Lip(L2}(\mathcal{O}))}$.
(ii) $h$ is convex, lower-semicontinuous and $(\partial h)^{-1} \in \operatorname{Lip}(U)$ where $\partial h: U \rightarrow U$ is the subdifferential of $h$ (see, e.g. [BP12, p. 82]). Moreover assume that $\exists \alpha_{1}>0$ and $\alpha_{2} \in \mathbb{R}$ s.t. $h(u) \geq \alpha_{1}|u|_{U}^{2}+\alpha_{2}, \forall u \in U$. We set $L=\left\|(\partial h)^{-1}\right\|_{\text {Lip }(U)}$ (Here $\operatorname{Lip}(U)$ is the space of Lipschitz operators on $U$.

We consider the following optimal control problem

$$
\begin{equation*}
\text { Minimize } \mathbb{E} \int_{0}^{T}(g(X(t))+h(u(t))) d t+\mathbb{E} g_{0}(X(T)) \tag{P}
\end{equation*}
$$

subject to $u \in \mathcal{U}$ and

$$
\left\{\begin{array}{l}
d X(t)-\Delta_{\xi} X(t) d t+f(X(t)) d t=\sqrt{Q} d W(t)+B u(t) d t+f_{0} d t, \text { in }[0, T] \times \mathcal{O}  \tag{3.57}\\
X=0 \text { on }[0, T] \times \partial \mathcal{O} \\
X(0)=x \text { in } \mathcal{O}
\end{array}\right.
$$

where $f_{0} \in L^{\infty}([0, T] \times \mathcal{O})$.
In the following we shall assume both (3.55) and $\operatorname{Tr}[Q A]<\infty$, where $A$ is as above the Laplace operator with domain $H_{0}^{1}(\mathcal{O}) \cap H^{2}(\mathcal{O})$.

Theorem 3.2.4. Let $x \in H_{0}^{1}(\mathcal{O})$. Then there exists $C^{*}>0$ independent of $x$ such that for $L T+\left\|D g_{0}\right\|_{\text {Lip }\left(L^{2}(\mathcal{O})\right)}<C^{*}$ there is a unique solution $\left(u^{*}, X^{*}\right)$ to problem (P).

Proof. The proof is based on Ekeland's variational principle already used in a similar deterministic context (See, e.g. [BI99]). Namely, we consider the function $\Psi: \mathcal{U} \rightarrow \overline{\mathbb{R}}$ defined by

$$
\Psi(u)=\mathbb{E} \int_{0}^{T}\left(g\left(X^{u}(t)\right)+h(u(t))\right) d t+\mathbb{E} g_{0}\left(X^{u}(T)\right)
$$

where $X^{u}$ is the solution to (3.57). It is easily seen by (3.44) that $\Psi$ is lower-semicontinuous and $\Psi(u) \rightarrow+\infty$ as $|u|_{\mathcal{U}} \rightarrow+\infty$.

If $\Psi$ is weakly lower continuous on $\mathcal{U}$ this is sufficient for the existence of a minimum of $\Psi$ on $\mathcal{U}$. In the deterministic case, that is, if $Q=0$ the weak lower continuity of $\Psi$ is a direct consequence of compactness of the map $u \mapsto X^{u}$ from $\mathcal{U}$ to $C\left([0, T] ; L^{2}(\mathcal{O})\right)$ which is not the case here, that is, this map is not compact from $\mathcal{U}$ to $L^{2}\left(\Omega ; C\left([0, T] ; L^{2}(\mathcal{O})\right)\right)$. So the existence in problem (P) does not follows by standard minimization techniques. However, by the Ekeland variational principle, see, e.g., [Eke74], there is a sequence $\left\{u_{\epsilon}\right\} \subset \mathcal{U}$ such that

$$
\begin{align*}
& \Psi\left(u_{\epsilon}\right) \leq \inf \{\Psi(u) ; u \in \mathcal{U}\}+\epsilon, \\
& \Psi\left(u_{\epsilon}\right) \leq \Psi(u)+\sqrt{\epsilon}\left|u_{\epsilon}-u\right|_{\mathcal{U}}, \quad \forall u \in \mathcal{U} \tag{3.58}
\end{align*}
$$

In other words,

$$
u_{\epsilon}=\arg \min _{u \in \mathcal{U}}\left\{\Psi(u)+\sqrt{\epsilon}\left|u_{\epsilon}-u\right|_{\mathcal{U}}\right\}
$$

Hence $\left(X^{u_{\epsilon}}, u_{\epsilon}\right)$ is a solution to the optimal control problem

$$
\begin{align*}
& \min \left\{\mathbb { E } \int _ { 0 } ^ { T } \left(g\left(X^{u}(t)+h(u(t))\right) d t+\mathbb{E} g_{0}\left(X^{u}(T)\right)+\right.\right. \\
&\left.+\sqrt{\epsilon}\left(\mathbb{E} \int_{0}^{T}\left|u(t)-u_{\epsilon}(t)\right|_{U}^{2} d t\right)^{\frac{1}{2}} ; u \in \mathcal{U}\right\} \tag{3.59}
\end{align*}
$$

The latter means that for all $v \in \mathcal{U}$ and $\lambda>0$

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{T}\left(g\left(X^{u_{\epsilon}+\lambda v}(t)+h\left(\left(u_{\epsilon}+\lambda v\right)(t)\right)\right) d t+\mathbb{E} g_{0}\left(X^{u_{\epsilon}+\lambda v}(T)\right)+\right. \\
& +\lambda \sqrt{\epsilon}\left(\mathbb{E} \int_{0}^{T}|v(t)|_{U}^{2} d t\right)^{\frac{1}{2}} \leq \\
& \leq \mathbb{E} \int_{0}^{T}\left(g\left(X_{\epsilon}(t)\right)+h\left(u_{\epsilon}(t)\right)\right) d t+\mathbb{E} g_{0}\left(X_{\epsilon}(T)\right)
\end{aligned}
$$

This yields

$$
\begin{align*}
& \mathbb{E} \int_{0}^{T}\left\langle D g\left(X_{\epsilon}(t)\right), Z^{v}(t)\right\rangle_{2} d t+\mathbb{E} \int_{0}^{T} h^{\prime}\left(u_{\epsilon}(t), v(t)\right) d t+ \\
& +\mathbb{E}\left\langle D g_{0}\left(X_{\epsilon}(T)\right), Z^{v}(T)\right\rangle_{2}+\sqrt{\epsilon}\left(\mathbb{E} \int_{0}^{T}|v(t)|_{U}^{2} d t\right)^{\frac{1}{2}} \leq 0, \quad \forall v \in \mathcal{U} \tag{3.60}
\end{align*}
$$

where $Z^{v}$ solves the system in variations associated with (3.57), that is

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} Z^{v}-\Delta Z^{v}+f^{\prime}\left(X_{\epsilon}\right) Z^{v}=B v \text { in }[0, T] \times \mathcal{O}  \tag{3.61}\\
Z^{v}(0)=0 \text { in } \mathcal{O} \\
Z^{v}=0 \text { on }[0, T] \times \partial \mathcal{O}
\end{array}\right.
$$

and $h^{\prime}: U \times U \rightarrow \mathbb{R}$ is the directional derivatives of $h$, see, e.g., [BP12, p.81], namely

$$
h^{\prime}\left(u_{\epsilon}, v\right)=\lim _{\lambda \downarrow 0} \frac{h\left(u_{\epsilon}+\lambda v\right)-h\left(u_{\epsilon}\right)}{\lambda}, \quad \forall v \in U .
$$

We associate with (3.57) the dual stochastic backward equation

$$
\left\{\begin{array}{l}
d p_{\epsilon}+\Delta p_{\epsilon} d t-f^{\prime}\left(X_{\epsilon}\right) p_{\epsilon} d t=\kappa_{\epsilon} \sqrt{Q} d W(t)+D g\left(X_{\epsilon}\right) d t \text { in }[0, T] \times \mathcal{O}  \tag{3.62}\\
p_{\epsilon}(T)=-D g_{0}\left(X_{\epsilon}(T)\right) \text { in } \mathcal{O} \\
p_{\epsilon}=0 \text { on }[0, T] \times \partial \mathcal{O}
\end{array}\right.
$$

It is well-known that equation (3.108) has a unique solution $\left(p_{\epsilon}, \kappa_{\epsilon}\right)$ satisfying

$$
\begin{aligned}
& p_{\epsilon} \in L_{W}^{\infty}\left([0, T] ; L^{2}(\mathcal{O})\right) \cap L_{W}^{2}\left([0, T] ; H_{0}^{1}(\mathcal{O})\right) \\
& k_{\epsilon} \in L_{W}^{2}\left([0, T] ; L^{2}(\mathcal{O})\right)
\end{aligned}
$$

(See, e.g., [FT02, Prop. 4.3] or [Tes96]). By Itô's formula we have

$$
d\left\langle p_{\epsilon}, Z^{v}\right\rangle_{2}=\left\langle d p_{\epsilon}, Z^{v}\right\rangle_{2}+\left\langle p_{\epsilon}, d Z^{v}\right\rangle_{2}
$$

and this yields

$$
\mathbb{E} \int_{0}^{T}\left\langle D g\left(X_{\epsilon}(t)\right), Z^{v}(t)\right\rangle_{2} d t+\mathbb{E}\left\langle D g_{0}\left(X_{\epsilon}(T)\right), Z^{v}(T)\right\rangle_{2}=0
$$

and substituiting in (5.25), we obtain, $\forall v \in \mathcal{U}$, the following inequality

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{T} h^{\prime}\left(u_{\epsilon}(t), v(t)\right) d t+\sqrt{\epsilon}\left(\mathbb{E} \int_{0}^{T}|v(t)|_{U}^{2} d t\right)^{\frac{1}{2}} \leq \\
& \leq \mathbb{E} \int_{0}^{T}\left\langle B^{*} p_{\epsilon}(t), v(t)\right\rangle_{U} d t
\end{aligned}
$$

Let $G(u):=\mathbb{E} \int_{0}^{T} h(u(t)) d t$, then its subdifferential $\partial G: \mathcal{U} \rightarrow \mathcal{U}$, evaluated in $u_{\epsilon}$ is given by

$$
\partial G\left(u_{\epsilon}\right)=\left\{v^{*} \in \mathcal{U}:\left\langle v, v^{*}\right\rangle_{\mathcal{U}} \leq \mathbb{E} \int_{0}^{T} h^{\prime}\left(u_{\epsilon}(t), v(t)\right) d t, \forall v \in \mathcal{U}\right\}
$$

(See, e.g., [BP12, p.81]). Then we infer that

$$
u_{\epsilon}(t)=(\partial h)^{-1}\left(B^{*} p_{\epsilon}(t)+\sqrt{\epsilon} \tilde{\theta}_{\epsilon}\right), t \in[0, T], \quad \mathbb{P}-a . s .
$$

where $\tilde{\theta}_{\epsilon} \in \mathcal{U}$ and $\left|\tilde{\theta}_{\epsilon}\right|_{\mathcal{U}} \leq 1, \forall \epsilon>0$.
Therefore, we have shown that

$$
\begin{align*}
& u_{\epsilon}=(\partial h)^{-1}\left(B^{*} p_{\epsilon}+\theta_{\epsilon}\right),\left\|\theta_{\epsilon}\right\|_{L^{2}([0, T] \times \Omega ; U)} \leq \sqrt{\epsilon} \\
& d p_{\epsilon}+\Delta p_{\epsilon} d t-f^{\prime}\left(X_{\epsilon}\right) p_{\epsilon} d t=D g_{\epsilon}\left(X_{\epsilon}\right) d t+\kappa_{\epsilon} \sqrt{Q} d W(t) \text { in }[0, T] \times \mathcal{O}  \tag{3.63}\\
& p_{\epsilon}(T)=-D g_{0}\left(X_{\epsilon}(T)\right) \text { in } \mathcal{O} \\
& p_{\epsilon}=0 \text { in }[0, T] \times \partial \mathcal{O}
\end{align*}
$$

By (3.104) and by assumptions (ii) it follows also that $\left\{u_{\epsilon}\right\}_{\epsilon>0}$ is bounded in $\mathcal{U}$. Moreover, by (3.57) we have that

$$
\left\{\begin{array}{l}
d X_{\epsilon}(t)-\Delta X_{\epsilon}(t) d t+f\left(X_{\epsilon}(t)\right) d t=\sqrt{Q} d W(t)+f_{0} d t+B u_{\epsilon}(t) d t, \text { in }[0, T] \times \mathcal{O}  \tag{3.64}\\
X_{\epsilon}=0 \text { on }[0, T] \times \partial \mathcal{O} \\
X_{\epsilon}(0)=x \text { in } \mathcal{O}
\end{array}\right.
$$

which by (3.105), assumption (ii) and exploiting the Itô formula, implies that

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T}\left(\left|X_{\epsilon}(t)\right|_{2}^{2}+\left|\nabla X_{\epsilon}(t)\right|_{2}^{2}+L^{-1}\left|u_{\epsilon}(t)\right|_{U}^{2}\right) d t \leq C, \quad \forall \epsilon>0 \tag{3.65}
\end{equation*}
$$

Moreover by (3.64) and (3.104), again using the Itô formula applied to $|X|_{2}^{2}$, we have that $\forall \epsilon>0$

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left|X_{\epsilon}(t)\right|_{2}^{2}+\mathbb{E} \int_{0}^{T}\left|X_{\epsilon}(t)\right|_{H_{0}^{1}(\mathcal{O})}^{2} d t+\mathbb{E} \int_{0}^{T}\left|X_{\epsilon}(t)\right|_{2}^{4} d t \leq  \tag{3.66}\\
& \leq C\left(1+|x|_{2}^{2}\right)
\end{align*}
$$

If we now apply the Itô formula in (3.64) to the function $X \rightarrow \frac{1}{2}|X|_{H_{0}^{1}(\mathcal{O})}^{2}$, taking into account that $\operatorname{Tr}[Q A]<\infty$ and that

$$
-\int_{\mathcal{O}} f\left(X_{\epsilon}\right) \Delta X_{\epsilon} d \xi \geq a b \int_{\mathcal{O}}\left|\nabla X_{\epsilon}\right|^{2} d \xi-\int_{\mathcal{O}}\left|\Delta X_{\epsilon}\right|\left|X_{\epsilon}\right|^{2} d \xi
$$

we obtain by (3.111) that

$$
\begin{equation*}
\mathbb{E} \sup _{t \in[0, T]}\left|X_{\epsilon}(t)\right|_{H_{0}^{1}(\mathcal{O})}^{2}+\mathbb{E} \int_{0}^{T}\left|\Delta X_{\epsilon}(t)\right|_{2}^{2} d t \leq C\left(1+|x|_{H_{0}^{1}(\mathcal{O})}^{2}\right) . \tag{3.67}
\end{equation*}
$$

Similarly, by (3.109) we obtain that

$$
\begin{aligned}
& \frac{1}{2} d\left|p_{\epsilon}(t)\right|_{2}^{2}-\int_{\mathcal{O}}\left|\nabla p_{\epsilon}(t)\right|^{2} d \xi-\int_{\mathcal{O}} f^{\prime}\left(X_{\epsilon}\right) p_{\epsilon}^{2}(t) d \xi= \\
& =\int_{\mathcal{O}} D g\left(X_{\epsilon}(t)\right) p_{\epsilon}(t) d \xi+\frac{1}{2} \int_{\mathcal{O}}\left|\kappa_{\epsilon}\right|^{2} d \xi+\int_{\mathcal{O}} p_{\epsilon} \kappa_{\epsilon} \sqrt{Q} d W(t) .
\end{aligned}
$$

which yields

$$
\begin{align*}
\mathbb{E} \sup _{t \in[0, T]}\left|p_{\epsilon}(t)\right|_{2}^{2} & +\mathbb{E} \int_{0}^{T}\left|p_{\epsilon}(t)\right|_{H_{0}^{1}(\mathcal{O})}^{2} d t+\mathbb{E} \int_{0}^{T} \int_{\mathcal{O}}\left|X_{\epsilon}\right|^{2}\left|p_{\epsilon}\right|^{2} d \xi d t \\
& +\mathbb{E} \int_{0}^{T}\left|\kappa_{\epsilon}(t)\right|_{2}^{2} d t \leq C+\mathbb{E}\left|X_{\epsilon}(T)\right|_{2}^{2} \leq C, \quad \forall \epsilon>0 \tag{3.68}
\end{align*}
$$

(Here and everywhere in the following we shall denote by $C$ several positive constants independent of $\epsilon$ ). In particular, it follows by (3.109) and (3.112) that $\left\{u_{\epsilon}\right\}_{\epsilon>0}$ is bounded in $L^{2}\left(\Omega ; L^{\infty}([0, T] ; U)\right)$.

Equation (3.64) implies that

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(X_{\epsilon}(t)-X_{\lambda}(t)\right)-\Delta\left(X_{\epsilon}(t)-X_{\lambda}(t)\right)+\left(f\left(X_{\epsilon}(t)\right)-f\left(X_{\lambda}(t)\right)\right)=  \tag{3.69}\\
& =B B^{*}\left(p_{\epsilon}(t)-p_{\lambda}(t)\right)+B\left(\theta_{\epsilon}(t)-\theta_{\lambda}(t)\right)
\end{align*}
$$

In virtue of (3.112) this yields

$$
\begin{aligned}
& \frac{1}{2}\left|X_{\epsilon}(t)-X_{\lambda}(t)\right|_{2}^{2}+\int_{0}^{t}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H_{0}^{1}(\mathcal{O})}^{2} d s \leq \\
& \leq-\int_{0}^{t} \int_{\mathcal{O}}\left(f\left(X_{\epsilon}(s)\right)-f\left(X_{\lambda}(s)\right)\right)\left(X_{\epsilon}(s)-X_{\lambda}(s)\right) d \xi d s \\
&+L \int_{0}^{t}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{2} d s \\
&+C \int_{0}^{t}\left|\theta_{\epsilon}(s)-\theta_{\lambda}(s)\right|_{U}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{2} d s, \quad \forall t \in[0, T]
\end{aligned}
$$

where $L=\left\|(\partial h)^{-1}\right\|_{\text {Lip }}$.
We further have

$$
\left(f\left(X_{\epsilon}\right)-f\left(X_{\lambda}\right)\right)\left(X_{\epsilon}-X_{\lambda}\right)=f^{\prime}\left(\alpha X_{\epsilon}+(1-\alpha) X_{\lambda}\right)\left(X_{\epsilon}-X_{\lambda}\right)^{2}
$$

where $\alpha \in[0,1]$ and assuming that $0<a<b$,

$$
\begin{aligned}
& f^{\prime}(u) \geq 0 \text { for } u \notin[0, b] \\
& \left|f^{\prime}(u)\right| \leq C \text { for } u \in[0, b]
\end{aligned}
$$

then

$$
-\int_{0}^{t} \int_{\mathcal{O}}\left(f\left(X_{\epsilon}\right)-f\left(X_{\lambda}\right)\right)\left(X_{\epsilon}-X_{\lambda}\right) d \xi d s \leq C \int_{0}^{t}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{2}^{2} d s, \quad \forall \epsilon, \lambda>0
$$

which yields, for $t \in[0, T]$

$$
\begin{align*}
& \left|X_{\epsilon}(t)-X_{\lambda}(t)\right|_{2}^{2}+\int_{0}^{t}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H_{0}^{1}(\mathcal{O})}^{2} d s \leq \\
& \leq C\left(L \int_{0}^{t}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2} d s+\int_{0}^{t} \int_{\mathcal{O}}\left(X_{\epsilon}(s)-X_{\lambda}(s)\right)^{2} d \xi d s+\epsilon+\lambda\right) \tag{3.70}
\end{align*}
$$

Applying Gronwall's lemma in (3.114), we have

$$
\begin{align*}
& \left|X_{\epsilon}(t)-X_{\lambda}(t)\right|_{2}^{2}+\frac{1}{2} \int_{0}^{t}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H_{0}^{1}(\mathcal{O})}^{2} d s \leq \\
& \leq C\left(L \int_{0}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2} d s+\epsilon+\lambda\right), \quad \forall \epsilon, \lambda>0, t \in[0, T] \tag{3.71}
\end{align*}
$$

Similarly we get by (3.52) and the Itô formula

$$
\begin{align*}
&\left|p_{\epsilon}(t)-p_{\lambda}(t)\right|_{2}^{2}+\int_{t}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H_{0}^{1}(\mathcal{O})}^{2} d s+\frac{1}{2} \int_{t}^{T}\left|\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right|_{2}^{2} d s= \\
&=\left|D g_{0}\left(X_{\epsilon}(T)\right)-D g_{0}\left(X_{\lambda}(T)\right)\right|_{2}^{2}+ \\
&+\int_{t}^{T} \int_{\mathcal{O}}\left(f^{\prime}\left(X_{\epsilon}(s)\right) p_{\epsilon}(s)-f^{\prime}\left(X_{\lambda}(s)\right) p_{\lambda}(s)\right)\left(p_{\epsilon}(s)-p_{\lambda}(s)\right) d \xi d s+ \\
&\left.-\int_{t}^{T}\left\langle\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right) \sqrt{Q} d W(s), X_{\epsilon}(s)-X_{\lambda}(s)\right\rangle_{2}= \\
&= \int_{t}^{T} \int_{\mathcal{O}} f^{\prime}\left(X_{\epsilon}(s)\right)\left(p_{\epsilon}(s)-p_{\lambda}(s)\right)^{2} d \xi d s+ \\
&-\int_{t}^{T} \int_{\mathcal{O}}\left(f ^ { \prime } \left(X_{\epsilon}(s)-f^{\prime}\left(X_{\lambda}(s)\right)\left(p_{\epsilon}(s)-p_{\lambda}(s)\right) d \xi d s+\right.\right.  \tag{3.72}\\
&\left.-\int_{t}^{T}\left\langle\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right) \sqrt{Q} d W(s), X_{\epsilon}(s)-X_{\lambda}(s)\right\rangle_{2}+ \\
&+\left|D g_{0}\left(X_{\epsilon}(T)\right)-D g_{0}\left(X_{\lambda}(T)\right)\right|_{2}^{2} \leq \\
& \leq C\left(\int_{t}^{T} \int_{\mathcal{O}}\left(\left|X_{\epsilon}\right|+1\right)\left(p_{\epsilon}(s)-p_{\lambda}(s)\right)^{2} d \xi d s\right)+ \\
&+\left(\int_{t}^{T} \int_{\mathcal{O}}\left(X_{\epsilon}(s)-X_{\lambda}(s)\right)\left(p_{\epsilon}(s)-p_{\lambda}(s)\right)\left(1+\left|X_{\epsilon}\right|+\left|X_{\lambda}\right|\right)\left|p_{\epsilon}\right| d \xi d s\right)+ \\
&\left.-\int_{t}^{T}\left\langle\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right) \sqrt{Q} d W(s), X_{\epsilon}(s)-X_{\lambda}(s)\right\rangle_{2}+ \\
&+\left\|D_{0}\right\|_{L i p\left(L^{2}(\mathcal{O})\right)}\left|X_{\epsilon}(T)-X_{\lambda}(T)\right|_{2}^{2}, \quad t \in[0, T], \mathbb{P}-a . s . .
\end{align*}
$$

Proceeding as above, we also have

$$
\begin{align*}
& \int_{\mathcal{O}}\left|X_{\epsilon}(s)\right|\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|^{2} d \xi \leq\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{4}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}\left|X_{\epsilon}(s)\right|_{4} \leq  \tag{3.73}\\
& \leq \frac{1}{2}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H_{0}^{1}(\mathcal{O})}^{2}+\frac{1}{2}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2}\left|X_{\epsilon}(s)\right|_{4}^{2}
\end{align*}
$$

Moreover, exploiting both the Hölder and the interpolation inequality, we obtain

$$
\begin{align*}
& \int_{\mathcal{O}}\left|X_{\epsilon}-X_{\lambda}\right|\left|p_{\epsilon}-p_{\lambda}\right|\left(1+\left|X_{\epsilon}\right|+\left|X_{\lambda}\right|\right)\left|p_{\epsilon}\right| d \xi \leq \\
& \leq\left|X_{\epsilon}-X_{\lambda}\right|_{4}\left|p_{\epsilon}-p_{\lambda}\right|_{4}\left(\int_{\mathcal{O}}\left(1+\left|X_{\epsilon}\right|+\left|X_{\lambda}\right|\right)^{2}\left|p_{\epsilon}\right|^{2} d \xi\right)^{\frac{1}{2}} \leq \\
& \leq\left|X_{\epsilon}-X_{\lambda}\right|_{2}^{\frac{1}{2}}\left|X_{\epsilon}-X_{\lambda}\right|_{6}^{\frac{1}{2}}\left|p_{\epsilon}-p_{\lambda}\right|_{2}^{\frac{1}{2}}\left|p_{\epsilon}-p_{\lambda}\right|_{6}^{\frac{1}{2}} \times \\
& \quad \times\left(\int_{\mathcal{O}}\left(1+\left|X_{\epsilon}\right|+\left|X_{\lambda}\right|\right)^{2}\left|p_{\epsilon}\right|^{2} d \xi\right)^{\frac{1}{2}} \leq  \tag{3.74}\\
& \leq\left|X_{\epsilon}-X_{\lambda}\right|_{2}^{\frac{1}{2}}\left|X_{\epsilon}-X_{\lambda}\right|_{H_{0}^{1}(\mathcal{O})}^{\frac{1}{2}}\left|p_{\epsilon}-p_{\lambda}\right|_{2}^{\frac{1}{2}}\left|p_{\epsilon}-p_{\lambda}\right|_{H_{0}^{1}(\mathcal{O})}^{\frac{1}{2}} \times \\
& \quad \times\left(\int_{\mathcal{O}}\left(1+\left|X_{\epsilon}\right|+\left|X_{\lambda}\right|\right)^{2}\left|p_{\epsilon}\right|^{2} d \xi\right)^{\frac{1}{2}} \leq \alpha\left(\left|X_{\epsilon}-X_{\lambda}\right|_{H_{0}^{1}(\mathcal{O})}^{2}+\left|p_{\epsilon}-p_{\lambda}\right|_{H_{0}^{1}(\mathcal{O})}^{2}\right)+ \\
& \quad+\frac{C}{\alpha}\left(\left|X_{\epsilon}-X_{\lambda}\right|_{2}^{2}+\left|p_{\epsilon}-p_{\lambda}\right|_{2}^{2}\right)\left(\int_{\mathcal{O}}\left(1+\left|X_{\epsilon}\right|+\left|X_{\lambda}\right|\right)^{2}\left|p_{\epsilon}\right|^{2} d \xi\right)
\end{align*}
$$

where $\alpha$ is arbitrary small. Substituting now (3.73), (3.117) into (3.114), (3.116), we obtain $\mathbb{P}$-a.s.

$$
\begin{align*}
&\left|X_{\epsilon}(t)-X_{\lambda}(t)\right|_{2}^{2}+\left|p_{\epsilon}(t)-p_{\lambda}(t)\right|_{2}^{2}+\int_{0}^{t}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H_{0}^{1}(\mathcal{O})}^{2} d s+ \\
&+\int_{t}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H_{0}^{1}(\mathcal{O})}^{2} d s+\int_{t}^{T}\left|\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right|_{2}^{2} d s \leq \\
& \leq C\left(L \int_{0}^{t}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2} d s+\epsilon+\lambda\right)+C \int_{t}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2}\left|X_{\epsilon}(s)\right|_{4}^{2} d s+  \tag{3.75}\\
&+\left\|D g_{0}\right\|_{L i p}\left|X_{\epsilon}(T)-X_{\lambda}(T)\right|_{2}^{2}+ \\
&+\frac{C}{\alpha}\left(\int_{t}^{T}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{2}^{2}+\int_{t}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2} T_{\epsilon, \lambda}(s) d s\right)+ \\
&\left.-\int_{t}^{T}\left\langle\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right) \sqrt{Q} d W(s), X_{\epsilon}(s)-X_{\lambda}(s)\right\rangle_{2}, \quad \forall t \in[0, T],
\end{align*}
$$

where

$$
T_{\epsilon, \lambda}:=\int_{\mathcal{O}}\left(1+\left|X_{\epsilon}\right|+\left|X_{\lambda}\right|\right)^{2}\left|p_{\epsilon}\right|^{2} d \xi
$$

We note that the process $r \mapsto \int_{t}^{r}\left\langle\left(\kappa_{\epsilon}-\kappa_{\lambda}\right) \sqrt{Q} d W(s), X_{\epsilon}(s)-X_{\lambda}(s)\right\rangle_{2}$ is a local martingale on $[t, T]$, hence by the Burkholder-Davis-Gundy inequality, see, e.g., [DPZ96, p.58], we have for all $r \in[t, T]$

$$
\begin{aligned}
& \mathbb{E} \sup _{r \in[t, T]}\left|\int_{t}^{r}\left\langle\left(\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right) \sqrt{Q} d W(s), X_{\epsilon}(s)-X_{\lambda}(s)\right\rangle_{2}\right| \leq \\
& \leq C\left(\mathbb{E} \int_{0}^{r}\left|\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right|_{2}^{2}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{2}^{2} d s\right)^{\frac{1}{2}} \leq \\
& \leq C \mathbb{E} \sup _{s \in[t, r]}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{2}^{2}+\frac{1}{2} \mathbb{E} \int_{t}^{r}\left|\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right|_{2}^{2} d s,
\end{aligned}
$$

and by (3.117) we get

$$
\begin{align*}
& \mathbb{E} \sup _{s \in[t, T]}\left(\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{2}^{2}+\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2}\right) \\
& \quad+\mathbb{E} \int_{0}^{T}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H_{0}^{1}(\mathcal{O})}^{2} d s+\int_{t}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2} d s \\
& \quad+\mathbb{E} \int_{t}^{T}\left|\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right|_{2}^{2} d s \leq \\
& \leq\left\|D g_{0}\right\| \mathbb{E}\left|X_{\epsilon}(T)-X_{\lambda}(T)\right|_{2}^{2}+C\left(L \mathbb{E} \int_{0}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2} d s+\epsilon+\lambda\right)  \tag{3.76}\\
& \quad+C \mathbb{E} \sup _{s \in[t, T]}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{2}^{2} \\
& \quad+C \mathbb{E} \int_{t}^{T}\left(\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2}+\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{2}^{2}\right)\left(\left|X_{\epsilon}(s)\right|_{4}^{2}+T_{\epsilon, \lambda}(s)\right) d s
\end{align*}
$$

Taking into account estimates (3.111), (3.67) and (3.115), from (3.120) we have

$$
\begin{align*}
\mathbb{E} & \sup _{s \in[t, T]}\left(\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{2}^{2}+\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2}\right) \\
& +\mathbb{E} \int_{0}^{T}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H_{0}^{1}(\mathcal{O})}^{2} d s+\int_{t}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2} d s \\
& +\mathbb{E} \int_{t}^{T}\left|\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right|_{2}^{2} d s \leq \\
\leq & \tilde{C}\left(L \mathbb{E} \int_{0}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2} d s\right)  \tag{3.77}\\
& +\tilde{C}\left(\mathbb{E} \int_{t}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2}\left(\left|X_{\epsilon}(s)\right|_{4}^{2}+T_{\epsilon, \lambda}(s)\right) d s\right) \\
& +\tilde{C}\left\|D g_{0}\right\|_{L i p} \mathbb{E}\left|X_{\epsilon}(T)-X_{\lambda}(T)\right|_{2}^{2}+\tilde{C}(\epsilon+\lambda) .
\end{align*}
$$

where $\tilde{C}$ is a positive constant independent of $\epsilon$ and $\lambda$. It follows that if $\tilde{C}\left(L T+\left\|D g_{0}\right\|_{L i p}\right)<$ 1 , then, for any $t \in[0, T]$,

$$
\begin{align*}
& \mathbb{E} \sup _{s \in[t, T]}\left(\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{2}^{2}+\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2}\right) \\
& \quad+\mathbb{E} \int_{0}^{T}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H_{0}^{1}(\mathcal{O})}^{2} d s+\int_{t}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2} d s \\
& \quad+\mathbb{E} \int_{t}^{T}\left|\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right|_{2}^{2} d s \leq  \tag{3.78}\\
& \leq C \mathbb{E} \int_{t}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2}\left(\left|X_{\epsilon}(s)\right|_{4}^{2}+T_{\epsilon, \lambda}(s)\right) d s+C(\epsilon+\lambda) .
\end{align*}
$$

Let us define for $j \in \mathbb{N}$

$$
\Omega_{j}:=\left\{\omega \in \Omega: \sup _{\epsilon} \sup _{t \in[0, T]}\left(\left|X_{\epsilon}(t)\right|_{2}^{2}+\left|X_{\epsilon}(t)\right|_{H_{0}^{1}(\mathcal{O})}^{2}+\left|X_{\epsilon}(t)\right|_{4}^{2}+\left|p_{\epsilon}(t)\right|_{2}^{2}\right) d t \leq j\right\}
$$

then estimates (3.111) and (3.67) implies that

$$
\mathbb{P}\left(\Omega_{j}\right) \geq 1-\frac{C}{j}, \quad \forall j \in \mathbb{N}
$$

for some constant $C$ independent of $\epsilon$.
If we set $X_{\epsilon}^{j}:=\mathbb{1}_{\left[\Omega_{j}\right]} X_{\epsilon}, p_{\epsilon}^{j}:=\mathbb{1}_{\left[\Omega_{j}\right]} p_{\epsilon}$ and $\kappa_{\epsilon}^{j}:=\mathbb{1}_{\left[\Omega_{j}\right]} \kappa_{\epsilon}$, then such quantities satisfy the system (3.109)-(3.64), with $\mathbb{1}_{\left[\Omega_{j}\right]} \sqrt{Q} d W$. The latter means that estimate (3.122) still holds in this context, so that we have

$$
\begin{align*}
& \mathbb{E} \sup _{s \in[t, T]}\left|X_{\epsilon}^{j}(s)-X_{\lambda}^{j}(s)\right|_{2}^{2}+\sup _{s \in[t, T]}\left|p_{\epsilon}^{j}(t)-p_{\lambda}^{j}(t)\right|_{2}^{2} \\
& \quad+\mathbb{E} \int_{t}^{T}\left|p_{\epsilon}^{j}(s)-p_{\lambda}^{j}(s)\right|_{H_{0}^{1}(\mathcal{O})}^{2} d s+\mathbb{E} \int_{t}^{T}\left|\left(\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right) \chi_{j}\right|_{2}^{2} d s \leq  \tag{3.79}\\
& \leq C_{j} \int_{t}^{T} \mathbb{E}\left|p_{\epsilon}^{j}(s)-p_{\lambda}^{j}(s)\right|_{2}^{2} d s+C(\epsilon+\lambda), \quad j \in \mathbb{N} .
\end{align*}
$$

By Gronwall's lemma we get, for any $t \in[0, T]$

$$
\begin{equation*}
\mathbb{E} \sup _{s \in[t, T]}\left|X_{\epsilon}^{j}(s)-X_{\lambda}^{j}(s)\right|_{2}^{2}+\sup _{s \in[t, T]}\left|p_{\epsilon}^{j}(s)-p_{\lambda}^{j}(s)\right|_{2}^{2} \leq C(\epsilon+\lambda) e^{C_{j} T} \tag{3.80}
\end{equation*}
$$

where $C_{j}=C\left(j^{3}+1\right)$, hence, for $\epsilon \rightarrow 0$ and all $j \in \mathbb{N}$, we obtain

$$
\begin{align*}
& X_{\epsilon}^{j} \rightarrow X^{j} \quad \text { in } \quad L^{2}\left(\Omega_{j} ; L^{2}([0, T] \times \mathcal{O})\right),  \tag{3.81}\\
& p_{\epsilon}^{j} \rightarrow p^{j} \quad \text { in } \quad L^{2}\left(\Omega_{j} ; L^{2}([0, T] \times \mathcal{O})\right),
\end{align*}
$$

where $\rightarrow$ means strong convergence. By estimates (3.111) and (3.112) it follows that taking related subsequences, still denoted by $\epsilon$, we have

$$
\begin{array}{ll}
X_{\epsilon} \rightharpoonup X^{*} & \text { in } L^{2}\left([0, T] \times \Omega ; H_{0}^{1}(\mathcal{O})\right) \\
p_{\epsilon} \rightharpoonup p^{*} & \text { in } L^{\infty}\left([0, T] ; L^{2}(\Omega \times \mathcal{O})\right) \\
p_{\epsilon} \rightharpoonup p^{*} & \text { in } L^{2}([0, T] \times \Omega \times \mathcal{O})  \tag{3.82}\\
p_{\epsilon} \rightharpoonup p^{*} & \text { in } L^{2}\left([0, T] \times \Omega ; H_{0}^{1}(\mathcal{O})\right) \\
u_{\epsilon} \rightharpoonup u^{*} & \text { in } L^{\infty}\left([0, T] ; L^{2}(\Omega ; U)\right),
\end{array}
$$

where $\rightharpoonup$ means weak (respectively, weak-star) convergence, so we have for $\epsilon \rightarrow 0$

$$
\begin{equation*}
X_{\epsilon} \rightarrow X^{*}, \quad p_{\epsilon} \rightarrow p^{*}, \text { a.e. in }[0, T] \times \Omega_{j} \times \mathcal{O} \tag{3.83}
\end{equation*}
$$

By (3.111) we see that

$$
\mathbb{E} \int_{0}^{T} \int_{\mathcal{O}}\left|f\left(X_{\epsilon}(s, \xi)\right)\right|^{\frac{4}{3}} d \xi d s \leq C, \quad \forall \epsilon>0
$$

Since $\left\{f\left(X_{\epsilon}\right)\right\}$ is bounded in $L^{\frac{4}{3}}([0, T] \times \Omega \times \mathcal{O})$, then it is weakly compact in $L^{1}([0, T] \times \Omega \times \mathcal{O})$ and by (3.127) we have that for a subsequence $\{\epsilon\} \rightarrow 0$,

$$
f\left(X_{\epsilon}\right) \rightarrow f\left(X^{*}\right), \quad \text { a.e. in }[0, T] \times \Omega \times \mathcal{O}
$$

which, in virtue of (3.127) and since

$$
\mathbb{P}\left(\Omega_{j}\right) \geq 1-\frac{C}{j}, \forall j \in \mathbb{N}_{0}
$$

we have

$$
\begin{equation*}
f\left(X_{\epsilon}\right) \rightarrow f\left(X^{*}\right) \quad \text { in } L^{1}\left([0, T] \times \Omega_{j} \times \mathcal{O}\right) \tag{3.84}
\end{equation*}
$$

Then, letting $\epsilon \rightarrow 0$ in (3.64), we obtain

$$
\left\{\begin{array}{l}
d X^{*}(t)-\Delta X^{*}(t) d t+f\left(X^{*}(t)\right) d t=\sqrt{Q} d W(t)+B u^{*}(t) d t \text { in }[0, T] \times \mathcal{O} \\
X^{*}=0 \text { on }[0, T] \times \partial \mathcal{O} \\
X^{*}(0)=x \text { in } \mathcal{O}
\end{array}\right.
$$

Taking into account that $\Psi$ is weakly lower semicontinuous in $\mathcal{U}$ we infer by (3.104) that

$$
\Psi\left(u^{*}\right)=\inf \{\Psi(u) ; u \in \mathcal{U}\}
$$

therefore $\left(X^{*}, u^{*}\right)$ is optimal for the problem $(\mathrm{P})$ and the proof of existence is therefore complete.

Concerning the uniqueness for the optimal pair $\left(X^{*}, u^{*}\right)$ given by Th. 3.3.4, we have that it follows by the same argument via the maximum principle result for problem (P), namely one has the following result.

Theorem 3.2.5. Let $\left(X^{*}, u^{*}\right)$ be optimal in problem (P), then

$$
\begin{equation*}
u^{*}=(\partial h)^{-1}\left(B^{*} p\right), \text { a.e. } t \in[0, T], \tag{3.85}
\end{equation*}
$$

where $p$ is the solution to the backward stochastic equation

$$
\left\{\begin{array}{l}
d p+\Delta p d t+f^{\prime}\left(X^{*}\right) p d t=g^{\prime}(X) d t+\kappa \sqrt{Q} d W(t) \quad \text { in }[0, T] \times \mathcal{O}  \tag{3.86}\\
p(T)=-D g_{0}\left(X^{*}(T)\right) \text { in } \mathcal{O} \\
p_{\epsilon}=0 \text { on }[0, T] \times \partial \mathcal{O}
\end{array}\right.
$$

Proof. If $\left(X^{*}, u^{*}\right)$ is optimal for the problem (P), then by the same argument used to prove Th. 3.3.4, see (5.25), we have

$$
\begin{align*}
& \mathbb{E} \int_{0}^{T}\left\langle D g\left(X^{*}(t)\right), Z^{v}(t)\right\rangle_{2} d t+\mathbb{E} \int_{0}^{T} h^{\prime}\left(u^{*}(t), v(t)\right) d t  \tag{3.87}\\
& +\mathbb{E}\left\langle D g_{0}\left(X^{*}(T)\right), Z^{v}(T)\right\rangle_{2} \leq 0, \quad \forall v \in \mathcal{U},
\end{align*}
$$

where $Z^{v}$ is solution to equation (3.107) with $X_{\epsilon}$ replaced by $X^{*}$. This implies as above that (3.129) holds.

The uniqueness in (P). If $\left(X^{*}, u^{*}\right)$ is optimal in (P) then it satisfies systems (3.102), (3.129) and (3.130), so that arguing as in the proof of Th. 3.3.4, the same set of estimates implies that the previous system has at most one solution if $L T+\left\|D g_{0}\right\|_{L i p}<C^{*}$, where $C^{*}$ is sufficiently small.
Remark 3.2.6. Theorems 3.3.4 and 3.3.5 remain true if assumption (i) is relaxed to
(i), $D g_{0} \in \operatorname{Lip}\left(L^{2}(\mathcal{O})\right), g=g(t, y):[0, T] \times L^{2}(\mathcal{O}) \rightarrow \mathbb{R}$ is of class $C^{1}$ in $y, D_{y} g \in$ $C\left([0, T] \times L^{2}(\mathcal{O})\right)$, and $\sup _{t \in[0, T]}\left\|D_{y} g(t, y)\right\|_{L i p\left(L^{2}(\mathcal{O})\right)}<\infty$.
Remark 3.2.7. As clear from the previous proof the constant $C^{*}$ arising in conditions of Theorem 3.3.4 depends of $f$ and $g$ only and, as mentioned earlier, it is independent of initial data $x$.

### 3.2.3 An example

Roughly speaking the control objective in system (3.102) is to drive the potential $X$ to track a given trajectory $X^{1}$ and an end potential $X^{0}$. This can be reformulated as the optimal control problem

$$
\begin{equation*}
\text { Minimize } \mathbb{E} \int_{0}^{T} \alpha|u(t)|_{2}^{2}+\left|X(t)-X^{1}(t)\right|_{2}^{2} d t+\lambda \mathbb{E}\left|X(T)-X^{0}\right|_{2}^{2} \tag{3.88}
\end{equation*}
$$

subject to

$$
\begin{gather*}
u \in L_{W}^{2}\left([0, T] ; L^{2}(\mathcal{O})\right), \quad m \leq u \leq M \text { a.e. on }[0, T] \times \mathcal{O}  \tag{3.89}\\
\left\{\begin{array}{l}
d X(t)-\Delta X(t) d t+f(X(t))=\sqrt{Q} d W(t)+u(t) d t+f_{0} d t \text { in }[0, T] \times \mathcal{O} \\
X(0)=x \text { in } \mathcal{O} \\
X=0 \text { on }[0, T] \times \partial \mathcal{O}
\end{array}\right. \tag{3.90}
\end{gather*}
$$

where $f(u)=u(u-a)(u-b), \alpha, \lambda>0,0<m<M<\infty$ and the functions $X^{1} \in$ $L^{2}\left([0, T] ; L^{2}(\mathcal{O})\right), X^{0} \in L^{2}(\mathcal{O})$ are given.

As mentioned above, the physical significance of the problem is the following: find an optimal current $u$ applied to a nerve axon in such a way that the resulting potential $X$ flows closely to a specified regime $X^{0}=X^{0}(t, \xi)$ during the time interval $[0, T]$, and such that it is near to a given potential $X_{0}$ at the final time $T$ (on these lines see also [PA10]).

Problem (3.88)-(3.90) is of the form (P) where

$$
\begin{equation*}
g(t, X)=\left|X-X^{1}(t)\right|_{2}^{2} \quad, \quad g_{0}(X)=\lambda\left|X-X^{0}\right|_{2}^{2} \tag{3.91}
\end{equation*}
$$

and $\left.\left.h: L^{2}(\mathcal{O}) \rightarrow\right]-\infty,+\infty\right]$ is defined by

$$
\begin{gather*}
h(u)=\left\{\begin{array}{ll}
\alpha|u|_{2}^{2} & \text { if } u \in U_{0}, \\
\infty & \text { if } u \notin U_{0}
\end{array},\right.  \tag{3.92}\\
U_{0}:=\left\{u \in L^{2}(\mathcal{O}): \quad m \leq u \leq M \quad \text { a.e. in } \mathcal{O}\right\} .
\end{gather*}
$$

We have $\partial h(u)=2 \alpha u+N_{U_{0}}(u)$, where $N_{U_{0}}$ (the normal cone to $\left.U_{0}\right)$ is given by

$$
N_{U_{0}}(u)=\left\{\begin{array}{ll}
v(\xi)=0 \text { if } u(\xi) \in(m, M) \\
v \in L^{2}(\mathcal{O}): & v(\xi) \geq 0 \text { if } u(\xi)=M \\
& v(\xi) \leq 0 \text { if } u(\xi)=m
\end{array}\right\}
$$

Then $(\partial h)^{-1}(v)=2 \alpha P_{U_{0}}(v)$ where $P_{U_{0}}: L^{2}(\mathcal{O}) \rightarrow U_{0}$ is the projection operator

$$
P_{U_{0}}(v)(\xi):=\left\{\begin{array}{ll}
M & \text { if } v(\xi) \geq M \\
m & \text { if } v(\xi) \leq m, \\
v(\xi) & \text { if } m<v(\xi)<M
\end{array} \quad \xi \in \mathcal{O}\right.
$$

By by Theorem 3.3.4, there exists a constant $C^{*}>0$ such that if $\alpha T+\lambda<C^{*}$ the problem (3.88)-(3.90) has a unique solution $\left(X^{*}, u^{*}\right)$ given by

$$
\left\{\begin{array}{l}
u^{*}=2 \alpha P_{U_{0}}\left(p^{*}\right) \quad \text { in }[0, T] \times \mathcal{O}, \quad \mathbb{P}-\text { a.s. }  \tag{3.93}\\
d p^{*}(t)+\Delta p^{*}(t) d t-f^{\prime}\left(X^{*}(t)\right) p^{*}(t) d t=2\left(X^{*}(t)-X^{1}\right) d t+\kappa \sqrt{Q} d W(t) \text { in }[0, T] \times \mathcal{O}, \\
p^{*}(T)=-2 \lambda\left(X^{*}(T)-X^{0}\right) \quad \text { in } \mathcal{O} \\
p^{*}=0 \quad \text { on }[0, T] \times \partial \mathcal{O}
\end{array}\right.
$$

### 3.2.4 The linear multiplicative noise perturbation

We briefly discuss here the case where the Gaussian perturbation is proportional with the nerve membrane potential. The neuron impulse dynamic is better described by the equation

$$
\left\{\begin{array}{l}
d X(t)-\Delta X(t) d t+f(X(t)) d t=X(t) d W(t) d t+F(t) d t \text { in }[0, T] \times \mathcal{O}  \tag{3.94}\\
X(0)=x \text { in } \mathcal{O} \\
X=0 \text { on }[0, T] \times \partial \mathcal{O}
\end{array}\right.
$$

where

$$
W(t, \xi)=\sum_{j=1}^{\infty} \mu_{j} e_{i}(\xi) \beta_{j}(t), \quad t \geq 0, \quad \xi \in \mathcal{O}
$$

$\mu_{j} \in \mathbb{R}$ and $\left\{e_{j}\right\}_{j=1}^{\infty}$ is an orthonormal basis in $L^{2}(\mathcal{O})$ of eigenfunctions for $A$ corresponding to eigenvalues $\lambda_{j}$.

By the scaling transformation $X=e^{W} y$ equation (3.94) reduces to the random differential equation (see, e.g. [BR11])

$$
\left\{\begin{array}{l}
\frac{\partial y}{\partial t}-\Delta y+(\mu-\Delta W) y-2 \nabla W \cdot \nabla y=e^{-W} F \quad \text { in }[0, T] \times \mathcal{O}  \tag{3.95}\\
y(0, \xi)=x(\xi) \xi \in \mathcal{O} \\
y=0 \text { on }[0, T] \times \partial \mathcal{O}
\end{array}\right.
$$

where $\mu=\frac{1}{2} \sum_{j=1}^{\infty} \mu_{j}^{2} e_{j}$.
We shall assume that

$$
\begin{equation*}
\sum_{j=1}^{\infty} \mu_{j}^{2}\left|e_{j}\right|_{\infty}^{2}<\infty \tag{3.96}
\end{equation*}
$$

Arguing as in Proposition 3.2.3 it follows by (3.96) that (3.95) has a unique solution $y$ satisfying (3.56) and this implies that $X=e^{W} y$ is a strong solution to (3.94) which satisfies condition of Theorem 3.3.3. We omit the details.

As regards the corresponding optimal control problem P governed by the equation

$$
\left\{\begin{array}{l}
d X(t)-\Delta_{\xi} X(t) d t+f(X(t)) d t=X(t) d W(t)+B u(t) d t+f_{0} d t, \text { in }[0, T] \times \mathcal{O},  \tag{3.97}\\
X(0)=x \text { in } \mathcal{O}, X=0 \text { on }[0, T] \times \partial \mathcal{O}
\end{array}\right.
$$

the existence of an optimal control pair $\left(X^{*}, u^{*}\right)$ follows as Theorem 3.3.4 by Eckeland variational principle (3.104) taking however in account that the corresponding dual backward equation (3.108) is in this case

$$
\left\{\begin{array}{l}
d p_{\epsilon}+\Delta p_{\epsilon} d t-f^{\prime}\left(X_{\epsilon}\right) p_{\epsilon} d t+\kappa_{\epsilon} d t=\kappa_{\epsilon} d W(t)+D g\left(X_{\epsilon}\right) d t \text { in }[0, T] \times \mathcal{O}  \tag{3.98}\\
p_{\epsilon}(T)=-D g_{0}\left(X_{\epsilon}(T)\right) \text { in } \mathcal{O} \\
p_{\epsilon}=0 \text { on }[0, T] \times \partial \mathcal{O}
\end{array}\right.
$$

The details are left to the reader.

### 3.3 Optimal control for the stochastic FitzHugh-Nagumo equation with recovery variable

The mathematical formulation of the signal propagation in a neural cell has been firstly introduced in [HH52], in particular the authors proposed a system composed of four different equations. Clearly, in spite of being very realistic, this model has the disadvantage of being analytically not easy to deal with. This problem led to the works [Fit61, NAY62] to reduce the number of equations to two, where the first variable represents the voltage variable whilst the second one is the recovery variable. We will also generalize the above equations taking into account a stochastic perturbation.

In particular we will consider the equation

$$
\left\{\begin{array}{ll}
\partial_{t} v(t, \xi) & =\Delta_{\xi}-I_{i o n}(v(t, \xi))-w(t, \xi)+f(\xi)+\partial_{t} \beta_{1}(t), \text { in }[0, T] \times \mathcal{O},  \tag{3.99}\\
\partial_{t} w(t, \xi) & =\gamma v(t, \xi)-\delta w(t, \xi)+\partial_{t} \beta_{2}(t), \text { in }[0, T] \times \mathcal{O}, \\
\partial_{\nu} v(t, \xi) & =0, \quad \text { on }[0, T] \times \partial \mathcal{O}, \\
v(0, \xi) & =v_{0}(\xi), \quad w(0, \xi)=w_{0}(\xi), \text { in }[0, T] \times \mathcal{O} .
\end{array},\right.
$$

where as mentioned above the variable $v$ represents the voltage variable and $w$ is the recovery variable. All other notation is to better specified in a while. In particular the function $I_{i o n}$ is a polynomial of degree 3. This fact implies that standard existence and uniqueness results do not hold for equation (3.99), since the non-linear term $I_{i o n}$ fails to be Lipschitz continuous. This problem is often overcome taking into account some additional regularity properties of the infinitesimal generator, being in equation (3.99) the Laplacian $\Delta$, such as the so-called $m$-dissipativity, we refer to [ADPM11] for details.

We will not concern in the present paper with the existence and uniqueness result, since it is an already established result in literature, but on the existence of an optimal control for the aforementioned equation. In particular in [BCP15], the existence and uniqueness of an optimal control has been proved for a similar equation, without the recovery variable $w$. To prove the existence of an optimal control in the stochastic case is quite a delicate point and necessitate of non trivial results, in particular the main results of the present work, is based, following [BCP15], on the Ekelands's variational principle.

The present work is so structured, in section 5.2 we introduce the main notation and assumptions used throughout the work, also the existence and uniqueness result for the main equation is stated. Then section 3.3.2 is devoted to the main result, that is to show the existence and uniqueness of an optimal control problem via the Ekelands's variational principle

### 3.3.1 The abstract setting

Let us consider the following controlled stochastic FitzHugh-Nagumo system of equations

$$
\begin{cases}\partial_{t} v(t, \xi) & =\Delta_{\xi}-I_{i o n}(v(t, \xi))-w(t, \xi)+f(\xi)+B_{v} u(t, \xi)+\partial_{t} \beta_{1}(t), \text { in }[0, T] \times \mathcal{O}  \tag{3.100}\\ \partial_{t} w(t, \xi) & =\gamma v(t, \xi)-\delta w(t, \xi)+\partial_{t} \beta_{2}(t), \text { in }[0, T] \times \mathcal{O} \\ \partial_{\nu} v(t, \xi) & =0, \quad \text { on }[0, T] \times \partial \mathcal{O} \\ v(0, \xi) & =v_{0}(\xi), \quad w(0, \xi)=w_{0}(\xi), \text { in }[0, T] \times \mathcal{O}\end{cases}
$$

where $v=v(t, \xi)$ represents the transmembrane electrical potential, $w=w(t, \xi)$ is a recovery variable, also known as gating variable and which can be used to describe the potassium conductance, $\mathcal{O} \subset \mathbb{R}^{d}, d=2,3$, is a bounded and open set with smooth boundary $\partial \mathcal{O}$. Furthermore $\Delta_{\xi}$ is the Laplacian operator with respect to the spatial variable $\xi$, while $\gamma$ and $\delta$ are positive constants representing phenomenological coefficients, $\nu$ is the outer unit normal direction to the boundary $\partial \mathcal{O}$ and $\partial_{\nu}$ denotes the derivative in the direction $\nu$, $f(\xi) \in L^{\infty}(\mathcal{O})$ is a given external forcing term, $I_{\text {ion }}$ represents the Ionic current assumed to be as in the FitzHugh-Nagumo model, namely it is taken as a cubic nonlinearity of the following form $I_{\text {ion }}(v)=v(v-a)(v-b), v_{0}, w_{0} \in L^{2}(\mathcal{O})$. and $\beta_{1}$ and $\beta_{2}$ two independent $Q_{i^{-}}$ Brownian motions, $i=1,2, Q_{i}$ being positive trace class commuting operators. Eventually we assume that the two operators $Q_{1}$ and $Q_{2}$ diagonalize on the same basis $\left\{e_{k}\right\}_{k \geq 1}$, namely we assume that there exists a sequence of positive real numbers $\left\{\lambda_{k}^{i}\right\}_{k \geq 1}, i=1,2$ such that

$$
Q_{i} e_{k}=\lambda_{k}^{i} e_{k}, \quad i=1,2, \quad k \geq 1
$$

moreover we also assume that $\operatorname{Tr} Q_{i}<\infty, i=1,2$. Eventually let $U$ be a Hilbert space equipped with the scalar product $\langle\cdot, \cdot\rangle_{U}$, we have that $u:[0, T] \rightarrow U$ denotes the control and $B_{v} \in L\left(U, L^{2}(\mathcal{O})\right)$.

In order to rewrite (3.100) in a more compact form as an infinite dimensional stochastic evolution equation, let us define the Hilbert space $H:=L^{2}(\mathcal{O}) \times L^{2}(\mathcal{O})$ endowed with the inner product

$$
\begin{equation*}
\left\langle\left(v_{1}, w_{1}\right),\left(v_{2}, w_{2}\right)\right\rangle_{H}=\gamma\left\langle v_{1}, v_{2}\right\rangle_{2}+\left\langle w_{1}, w_{2}\right\rangle_{2}, \tag{3.101}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle_{2}$ denotes the usual scalar product in $L^{2}(\mathcal{O})$, and the corresponding norm will be indicated by $|\cdot|_{2}$. Let us further introduce the space $V:=H^{1}(\mathcal{O}) \times L^{2}(\mathcal{O})$ with the norm

$$
|X|_{V}^{2}=\gamma|v|_{H^{1}}^{2}+|w|_{2}^{2}, \quad X=(v, w) \in H
$$

We then define the operator $A: D(A) \subset H \rightarrow H$ as follows

$$
A=\left(\begin{array}{cc}
A_{0} v & -w \\
\gamma v & -\delta w
\end{array}\right), \quad A_{0}=\Delta_{\xi}
$$

with domain given by

$$
\begin{aligned}
& D(A):=D\left(A_{0}\right) \times L^{2}(\mathcal{O}) \\
& D\left(A_{0}\right):=\left\{u \in H^{2}(\mathcal{O}): \partial_{\nu} u(\xi)=0 \text { on } \partial \mathcal{O}\right\}
\end{aligned}
$$

In particular we have that $A$ generates a $C_{0}$-semigroup satisfying

$$
\left\|e^{t A}\right\| \leq e^{-\omega t}, \quad \omega>0
$$

see, e.g. [BM08].
We further define the non-linear operator

$$
F: D(F):=L^{6}(\mathcal{O}) \times L^{2}(\mathcal{O}) \rightarrow H
$$

as

$$
F\binom{v}{w}=\binom{I_{\text {ion }}(v)+f}{0}=\binom{-v(v-a)(v-b)+f}{0} .
$$

3.3 Optimal control for the stochastic FitzHugh-Nagumo equation with recovery variable

In what follows we will assume that it exists a positive constant $\eta$ such that

$$
\langle F(x)-F(y)-\eta(x-y), x-y\rangle<0, \quad x, y \in H
$$

and also that it holds $\omega-\eta>0$. This implies that the term $A+F$ is $m$-dissipative in the sense of [DPZ14].

Let us thus consider the filtered probability space $\left(\Omega, \mathcal{F}, \mathcal{F}_{t}, \mathbb{P}\right)$, such that the two independent Wiener processes $\beta_{1}$ and $\beta_{2}$ are adapted to the filtration $\mathcal{F}_{t}, \forall t \geq 0$, and we define $W(t)=\left(\beta_{1}(t), \beta_{2}(t)\right)$ a cylindrical Wiener process on $H$ and by $Q$ the operator

$$
Q=\left(\begin{array}{cc}
Q_{1} & 0 \\
0 & Q_{2}
\end{array}\right) \in \mathcal{L}(H ; H) .
$$

Exploiting previously introduced notation, eq. (3.100) can be rewritten as follows

$$
\left\{\begin{array}{l}
d X(t)=[A X(t)+F(X(t))] d t+\sqrt{Q} d W(t)  \tag{3.102}\\
X(0)=x_{0} \in H, \quad t \in[0, T]
\end{array}\right.
$$

Definition 3.3.1. We say that the function $X \in C_{W}([0, T] ; H)$ is called a mild solution to (3.102) if $X(t):[0, T] \rightarrow H$ is continuous $\mathbb{P}$-a.s., $\forall t \in[0, T]$ and it satisfies the stochastic integral equation

$$
X(t)=e^{-A t} x+\int_{0}^{t} e^{-(t-s) A}(-F(s)) d s+\int_{0}^{t} e^{-(t-s) A}(\sqrt{Q}) d W(s), \quad \forall t \in[0, T]
$$

Definition 3.3.2. sdfsadfsdfasd
The we have the following existence and uniqueness result concerning equation (3.102).
Theorem 3.3.3. For any $x \in D(F)$, there exists a unique mild solution $X$ to (3.102) which satisfies

$$
X \in L_{W}^{2}(\Omega ; C([0 . T] ; H)) \cap L_{W}^{2}\left(\Omega ; L^{2}([0 . T] ; V)\right)
$$

Proof. Under above assumptions the proof follows from [ADPM11, Prop. 3.8] or [BM08, theorem 3.1].

### 3.3.2 The optimal control problem

Let us now consider a controlled version of equation (3.102). Let then $B \in L(U ; H)$ defined as

$$
B u=\binom{B_{v} u}{0}, \quad B_{v} \in L\left(U ; L^{2}(\mathcal{O})\right) .
$$

We shall denote by $\mathcal{U}$ the space of all $\left(\mathcal{F}_{t}\right)_{t \geq 0}$-adapted processes $u:[0, T] \rightarrow U$ s.t. $\mathbb{E} \int_{0}^{T}|u(t)|_{U}^{2} d t<\infty$. The space $\mathcal{U}$ is a Hilbert space with the norm $|u|_{\mathcal{U}}=\left(\mathbb{E} \int_{0}^{T}|u(t)|_{U}^{2} d t\right)^{\frac{1}{2}}$ and scalar product

$$
\langle u, v\rangle_{\mathcal{U}}=\left(\mathbb{E} \int_{0}^{T}\langle u(t), v(t)\rangle_{U} d t\right)^{\frac{1}{2}}, \quad \forall u, v \in \mathcal{U}
$$

where $\langle\cdot, \cdot\rangle_{U}$ is the scalar product of $U$.
Consider the functions $g, g_{0}: \mathbb{R} \rightarrow \mathbb{R}$ and $\left.\left.h: U \rightarrow \overline{\mathbb{R}}:=\right]-\infty, \infty\right]$, which satisfy the following conditions
(i) $g, g_{0} \in C^{1}(H)$ and $D g, D g_{0} \in \operatorname{Lip}(H ; H)$, where $D$ stands for the Fréchet differential
(ii) $h$ is convex, lower-semicontinuous and $(\partial h)^{-1} \in \operatorname{Lip}(U)$ where $\partial h: U \rightarrow U$ is the subdifferential of $h$, see, e.g., [BP12, p. 82]. Moreover we assume that $\exists \alpha_{1}>0$ and $\alpha_{2} \in \mathbb{R}$ s.t. $h(u) \geq \alpha_{1}|u|_{U}^{2}+\alpha_{2}, \forall u \in U$, and we set $L=\left\|(\partial h)^{-1}\right\|_{L i p(U)}$.
We consider the following optimal control problem

$$
\begin{equation*}
\operatorname{Minimize} \mathbb{E} \int_{0}^{T}(g(X(t))+h(u(t))) d t+\mathbb{E} g_{0}(X(T)), \tag{P}
\end{equation*}
$$

subject to $u \in \mathcal{U}$ and

$$
\left\{\begin{array}{l}
d X(t)=[A X(t)+F(X(t))] d t+B u(t) d t+\sqrt{Q} d W(t)  \tag{3.103}\\
X(0)=x_{0} \in H, \quad t \in[0, T]
\end{array}\right.
$$

Theorem 3.3.4. Let $x \in D(A)$. Then there exists $C^{*}>0$ independent of $x$ such that for $L T+\left\|D g_{0}\right\|_{\text {Lip }}<C^{*}$ there is a unique solution $\left(u^{*}, X^{*}\right)$ to problem (P).
Proof. Let us consider the function $\Psi: \mathcal{U} \rightarrow \overline{\mathbb{R}}$ defined by

$$
\Psi(u)=\mathbb{E} \int_{0}^{T}\left(g\left(X^{u}(t)\right)+h(u(t))\right) d t+\mathbb{E} g_{0}\left(X^{u}(T)\right),
$$

where $X^{u}$ is the solution to (3.103). Recall that $\Psi$ is lower-semicontinuous.
We shall apply Ekeland's variational principle (See, e.g., [Eke74] or also [BCP15, BI99]), that is there is a sequence $\left\{u_{\epsilon}\right\} \subset \mathcal{U}$ such that

$$
\begin{align*}
& \Psi\left(u_{\epsilon}\right) \leq \inf \{\Psi(u) ; u \in \mathcal{U}\}+\epsilon,  \tag{3.104}\\
& \Psi\left(u_{\epsilon}\right) \leq \Psi(u)+\sqrt{\epsilon}\left|u_{\epsilon}-u\right|_{\mathcal{U}}, \quad \forall u \in \mathcal{U}
\end{align*}
$$

In other words,

$$
u_{\epsilon}=\arg \min _{u \in \mathcal{U}}\left\{\Psi(u)+\sqrt{\epsilon}\left|u_{\epsilon}-u\right|_{\mathcal{U}}\right\}
$$

Hence $\left(X^{u_{\epsilon}}, u_{\epsilon}\right)$ is a solution to the optimal control problem

$$
\begin{align*}
& \min \left\{\mathbb { E } \int _ { 0 } ^ { T } \left(g\left(X^{u}(t)+h(u(t))\right) d t+\mathbb{E} g_{0}\left(X^{u}(T)\right)+\right.\right. \\
&\left.+\sqrt{\epsilon}\left(\mathbb{E} \int_{0}^{T}\left|u(t)-u_{\epsilon}(t)\right|_{U}^{2} d t\right)^{\frac{1}{2}} ; u \in \mathcal{U}\right\} \tag{3.105}
\end{align*}
$$

Equation (3.105) means that for all $v \in \mathcal{U}$ and $\lambda>0$ it holds

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{T}\left(g\left(X^{u_{\epsilon}+\lambda v}(t)+h\left(\left(u_{\epsilon}+\lambda v\right)(t)\right)\right) d t+\mathbb{E} g_{0}\left(X^{u_{\epsilon}+\lambda v}(T)\right)+\right. \\
& +\lambda \sqrt{\epsilon}\left(\mathbb{E} \int_{0}^{T}|v(t)|_{U}^{2} d t\right)^{\frac{1}{2}} \leq \\
& \leq \mathbb{E} \int_{0}^{T}\left(g\left(X_{\epsilon}(t)\right)+h\left(u_{\epsilon}(t)\right)\right) d t+\mathbb{E} g_{0}\left(X_{\epsilon}(T)\right)
\end{aligned}
$$

### 3.3 Optimal control for the stochastic FitzHugh-Nagumo equation with recovery

 variablethat is we get

$$
\begin{align*}
& \mathbb{E} \int_{0}^{T}\left\langle D g\left(X_{\epsilon}(t)\right), Z^{v}(t)\right\rangle_{2} d t+\mathbb{E} \int_{0}^{T} h^{\prime}\left(u_{\epsilon}(t), v(t)\right) d t+ \\
& +\mathbb{E}\left\langle D g_{0}\left(X_{\epsilon}(T)\right), Z^{v}(T)\right\rangle_{2}+\sqrt{\epsilon}\left(\mathbb{E} \int_{0}^{T}|v(t)|_{U}^{2} d t\right)^{\frac{1}{2}} \leq 0, \quad \forall v \in \mathcal{U} \tag{3.106}
\end{align*}
$$

where $Z^{v}$ solves the system in variations associated with (3.103),

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} Z^{v}(t)=A Z^{v}(t)+D F\left(X_{\epsilon}(t)\right) Z^{v}(t)+B v(t), t \in[0, T]  \tag{3.107}\\
Z^{v}(0)=0
\end{array}\right.
$$

and $h^{\prime}: U \times U \rightarrow \mathbb{R}$ is the directional derivatives of $h$, see, e.g., [BP12, p.81], namely

$$
h^{\prime}\left(u_{\epsilon}, v\right)=\lim _{\lambda \downarrow 0} \frac{h\left(u_{\epsilon}+\lambda v\right)-h\left(u_{\epsilon}\right)}{\lambda}, \quad \forall v \in U .
$$

We thus associate with (3.103) the dual stochastic backward equation

$$
\left\{\begin{array}{l}
d p_{\epsilon}(t)=-\left[A p_{\epsilon}(t) d t+D F\left(X_{\epsilon}\right) p_{\epsilon}(t)-D g\left(X_{\epsilon}(t)\right)\right] d t+\kappa_{\epsilon}(t) \sqrt{Q} d W(t), t \in[0, T]  \tag{3.108}\\
p_{\epsilon}(T)=-D g_{0}\left(X_{\epsilon}(T)\right)
\end{array}\right.
$$

It is well-known that equation (3.108) has a unique solution $\left(p_{\epsilon}, \kappa_{\epsilon}\right)$ satisfying

$$
\begin{aligned}
p_{\epsilon} & \in L_{W}^{\infty}([0, T] ; H) \cap L_{W}^{2}([0, T] ; V), \\
k_{\epsilon} & \in L_{W}^{2}([0, T] ; H),
\end{aligned}
$$

(See, e.g., [FT02, Prop. 4.2] or [Tes96]). By Itô's formula we have from (3.107) and (3.108) that

$$
d\left\langle p_{\epsilon}, Z^{v}\right\rangle_{H}=\left\langle d p_{\epsilon}, Z^{v}\right\rangle_{H}+\left\langle p_{\epsilon}, d Z^{v}\right\rangle_{H}
$$

and this immediately implies

$$
\mathbb{E} \int_{0}^{T}\left\langle D g\left(X_{\epsilon}(t)\right), Z^{v}(t)\right\rangle_{H} d t+\mathbb{E}\left\langle D g_{0}\left(X_{\epsilon}(T)\right), Z^{v}(T)\right\rangle_{H}=\mathbb{E} \int_{0}^{T}\left\langle B v(t), p_{\epsilon}(t)\right\rangle_{H} d t
$$

which substituted in (5.25) yields that $\forall v \in \mathcal{U}$, the following inequality holds

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{T} h^{\prime}\left(u_{\epsilon}(t), v(t)\right) d t+\sqrt{\epsilon}\left(\mathbb{E} \int_{0}^{T}|v(t)|_{U}^{2} d t\right)^{\frac{1}{2}} \leq \\
& \leq \mathbb{E} \int_{0}^{T}\left\langle B^{*} p_{\epsilon}(t), v(t)\right\rangle_{U} d t
\end{aligned}
$$

Let $G(u):=\mathbb{E} \int_{0}^{T} h(u(t)) d t$, then its subdifferential $\partial G: \mathcal{U} \rightarrow \mathcal{U}$, evaluated in $u_{\epsilon}$ is given by

$$
\partial G\left(u_{\epsilon}\right)=\left\{v^{*} \in \mathcal{U}:\left\langle v, v^{*}\right\rangle_{\mathcal{U}} \leq \mathbb{E} \int_{0}^{T} h^{\prime}\left(u_{\epsilon}(t), v(t)\right) d t, \forall v \in \mathcal{U}\right\}
$$

(See, e.g., [BP12, p.81]). Then we infer that

$$
u_{\epsilon}(t)=(\partial h)^{-1}\left(B^{*} p_{\epsilon}(t)+\sqrt{\epsilon} \tilde{\theta}_{\epsilon}\right), t \in[0, T], \quad \mathbb{P}-a . s .
$$

where $\tilde{\theta}_{\epsilon} \in \mathcal{U}$ and $\left|\tilde{\theta}_{\epsilon}\right|_{\mathcal{U}} \leq 1, \forall \epsilon>0$.
Therefore, we have shown that

$$
\begin{align*}
& u_{\epsilon}=(\partial h)^{-1}\left(B^{*} p_{\epsilon}+\theta_{\epsilon}\right),\left\|\theta_{\epsilon}\right\|_{L^{2}([0, T] \times \Omega ; U)} \leq \sqrt{\epsilon} \\
& d p_{\epsilon}(t)=-\left[A p_{\epsilon}(t) d t+D F\left(X_{\epsilon}\right) p_{\epsilon}(t)-D g\left(X_{\epsilon}(t)\right)\right] d t+\kappa_{\epsilon}(t) \sqrt{Q} d W(t), t \in[0, T], \\
& p_{\epsilon}(T)=-D g_{0}\left(X_{\epsilon}(T)\right) \tag{3.109}
\end{align*}
$$

Using the Itô formula applied to $|X|_{2}^{2}$, we have that $\forall \epsilon>0$ it holds

$$
\begin{align*}
\left|X_{\epsilon}(t)\right|_{H}^{2} & =|x|_{H}^{2}+2 \int_{0}^{t}\left\langle A X_{\epsilon}(s)+F\left(X_{\epsilon}(s)\right)+B u_{\epsilon}(s), X_{\epsilon}(s)\right\rangle_{H} d s+ \\
& +\operatorname{Tr} Q t+2 \int_{0}^{t}\left\langle X_{\epsilon}(s), \sqrt{Q} d W(s)\right\rangle_{H} \tag{3.110}
\end{align*}
$$

(Here and everywhere in the following we shall denote by $C$ several positive constants independent of $\epsilon$.)

From the fact that $\left\langle X_{\epsilon}(s), \sqrt{Q} d W(s)\right\rangle_{H}$ is a square integrable martingale, [DPZ14, Th. 3.14, Th. 4.12] and recalling the assumption $\operatorname{Tr} A Q<\infty$ we have that

$$
\mathbb{E} \sup _{t \in[0, T]}\left|\int_{0}^{t}\left\langle X_{\epsilon}(s), \sqrt{Q} d W(s)\right\rangle_{H}\right| \leq C \mathbb{E} \int_{0}^{T}\left|X_{\epsilon}(t)\right|_{H}^{2} d t
$$

and from the fact that $A$ generates a strongly continuous semigroup, see, e.g. [BM08], we have that

$$
\int_{0}^{t}\left\langle A X_{\epsilon}(s), X_{\epsilon}(s)\right\rangle_{H} d s \leq C_{1} \int_{0}^{t}\left|X_{\epsilon}(s)\right|_{V}^{2} d s
$$

We also have that it holds,

$$
\int_{0}^{t}\left\langle F\left(X_{\epsilon}(s)\right), X_{\epsilon}(s)\right\rangle_{H} d s \leq C\left|X_{\epsilon}(t)\right|_{H}^{2}
$$

see, e.g. [ADPM11, BM08] for details. Eventually from assumption (ii) we have

$$
\int_{0}^{t}\left\langle B u(s), X_{\epsilon}(s)\right\rangle_{H} d s \leq L^{-1} \int_{0}^{T}\left|u_{\epsilon}(t)\right|_{U}^{2} d t
$$

Taking then the expectation on both side of (3.110) yields

$$
\mathbb{E} \sup _{t \in[0, T]}\left|X_{\epsilon}(t)\right|_{H}^{2}+\mathbb{E} \int_{0}^{T}\left|X_{\epsilon}(t)\right|_{V}^{2} d t \leq C_{1}+C_{2} \int_{0}^{T} \mathbb{E} \sup _{s \in[0, t]}\left|X_{\epsilon}(s)\right|_{H}^{2} d t
$$

### 3.3 Optimal control for the stochastic FitzHugh-Nagumo equation with recovery

 variableand applying Gronwall's lemma it follows eventually that

$$
\begin{equation*}
\mathbb{E} \sup _{t \in[0, T]}\left|X_{\epsilon}(t)\right|_{H}^{2}+\mathbb{E} \int_{0}^{T}\left|X_{\epsilon}(t)\right|_{V}^{2} d t \leq C\left(1+|x|_{H}^{2}\right) \tag{3.111}
\end{equation*}
$$

In an analogous manner, applying Itô formula to $\left|p_{\epsilon}\right|_{H}^{2}$ by (3.109) we obtain that

$$
\begin{aligned}
& \frac{1}{2} d\left|p_{\epsilon}(t)\right|_{H}^{2}=-\left\langle A p_{\epsilon}(t)+D F\left(X_{\epsilon}(t)\right) p_{\epsilon}(t)-D g\left(X_{\epsilon}(t)\right), p_{\epsilon}(t)\right\rangle_{H}+ \\
& =\frac{1}{2}\left\langle\kappa_{\epsilon}(t), \kappa_{\epsilon}(t)\right\rangle_{H} d t+\left\langle p_{\epsilon}(t), \kappa_{\epsilon}(t) \sqrt{Q} d W(t)\right\rangle_{H}
\end{aligned}
$$

which yields after applying arguments similar to the ones above

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left|p_{\epsilon}(t)\right|_{H}^{2}+\mathbb{E} \int_{0}^{T}\left|p_{\epsilon}(t)\right|_{V}^{2} d t+\mathbb{E} \int_{0}^{T}\left|\kappa_{\epsilon}(t)\right|_{H}^{2} d t \leq  \tag{3.112}\\
& \leq C+\mathbb{E}\left|X_{\epsilon}(T)\right|_{H}^{2} \leq C, \quad \forall \epsilon>0
\end{align*}
$$

We have that

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(X_{\epsilon}(t)-X_{\lambda}(t)\right)=A\left(X_{\epsilon}(t)-X_{\lambda}(t)\right)+\left(F\left(X_{\epsilon}(t)\right)-F\left(X_{\lambda}(t)\right)\right)+  \tag{3.113}\\
& +B B^{*}\left(p_{\epsilon}(t)-p_{\lambda}(t)\right)+B\left(\theta_{\epsilon}(t)-\theta_{\lambda}(t)\right)
\end{align*}
$$

In virtue of (3.112) this yields

$$
\begin{aligned}
& \frac{1}{2}\left|X_{\epsilon}(t)-X_{\lambda}(t)\right|_{H}^{2}+\int_{0}^{t}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{V}^{2} d s \leq \\
& \leq \int_{0}^{t}\left\langle F\left(X_{\epsilon}(s)\right)-F\left(X_{\lambda}(s)\right), X_{\epsilon}(s)-X_{\lambda}(s)\right\rangle_{H} d s \\
& \quad+L \int_{0}^{t}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H} d s \\
& \quad+C \int_{0}^{t}\left|\theta_{\epsilon}(s)-\theta_{\lambda}(s)\right|_{U}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H} d s, \quad \forall t \in[0, T]
\end{aligned}
$$

where $L=\left\|(\partial h)^{-1}\right\|_{\text {Lip }}$.
We further have that, see, e.g. [ADPM11, BM08]

$$
\left\langle F\left(X_{\epsilon}\right)-F\left(X_{\lambda}\right), X_{\epsilon}-X_{\lambda}\right\rangle_{H} \leq C\left|X_{\epsilon}-X_{\lambda}\right|_{H}^{2}
$$

which yields, for $t \in[0, T]$, applying Young inequality,

$$
\begin{align*}
& \left|X_{\epsilon}(t)-X_{\lambda}(t)\right|_{2}^{2}+\int_{0}^{t}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{V}^{2} d s \leq  \tag{3.114}\\
& \leq C\left(L \int_{0}^{t}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2} d s+\int_{0}^{t}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H}^{2} d s+\epsilon+\lambda\right)
\end{align*}
$$

Applying Gronwall's lemma in (3.114), we have

$$
\begin{align*}
& \left|X_{\epsilon}(t)-X_{\lambda}(t)\right|_{2}^{2}+\int_{0}^{t}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{V}^{2} d s \leq \\
& \leq C\left(L \int_{0}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2} d s+\epsilon+\lambda\right), \quad \forall \epsilon, \lambda>0, t \in[0, T] \tag{3.115}
\end{align*}
$$

Similarly we get by the Itô formula

$$
\begin{align*}
&\left|p_{\epsilon}(t)-p_{\lambda}(t)\right|_{H}^{2}+\int_{t}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{V}^{2} d s+\frac{1}{2} \int_{t}^{T}\left|\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right|_{H}^{2} d s= \\
&=\left|D g_{0}\left(X_{\epsilon}(T)\right)-D g_{0}\left(X_{\lambda}(T)\right)\right|_{H}^{2}+ \\
&+\int_{t}^{T}\left\langle D F\left(X_{\epsilon}(s)\right) p_{\epsilon}(s)-D F\left(X_{\lambda}(s)\right) p_{\lambda}(s), p_{\epsilon}(s)-p_{\lambda}(s)\right\rangle_{H} d s+ \\
&\left.-\int_{t}^{T}\left\langle\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right) \sqrt{Q} d W(s), X_{\epsilon}(s)-X_{\lambda}(s)\right\rangle_{H} \leq \\
&= \int_{t}^{T}\left\langle D F\left(X_{\epsilon}(s)\right)\left(p_{\epsilon}(s)-p_{\lambda}(s)\right), p_{\epsilon}(s)-p_{\lambda}(s)\right\rangle d s+ \\
&+\int_{t}^{T}\left\langle p_{\lambda}(s)\left(D F\left(X_{\epsilon}(s)\right)-D F\left(X_{\lambda}(s)\right)\right), p_{\epsilon}(s)-p_{\lambda}(s)\right\rangle_{H} d s+ \\
&\left.+\int_{t}^{T}\left\langle\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right) \sqrt{Q} d W(s), X_{\epsilon}(s)-X_{\lambda}(s)\right\rangle_{H}+ \\
&+\left|D g_{0}\left(X_{\epsilon}(T)\right)-D g_{0}\left(X_{\lambda}(T)\right)\right|_{H}^{2} \leq \\
& \leq C\left(\int_{t}^{T}\left(\left|X_{\epsilon}(s)\right|_{H}^{2}+1\right)\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H}^{2} d s\right)+ \\
&+C\left(\int_{t}^{T}\left(1+\left|X_{\epsilon}(s)\right|^{2}+\left|X_{\lambda}(s)\right|^{2}\right)\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H}\left|p_{\epsilon}(s)\right|_{H} d s\right)+ \\
&\left.+\int_{t}^{T}\left\langle\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right) \sqrt{Q} d W(s), X_{\epsilon}(s)-X_{\lambda}(s)\right\rangle_{H}+ \\
&+\left\|D g_{0}\right\|_{L i p}\left|X_{\epsilon}(T)-X_{\lambda}(T)\right|_{H}^{2}, \quad t \in[0, T], \mathbb{P}-a . s . . \tag{3.116}
\end{align*}
$$

Exploiting again Young's inequality, and denoting for short

$$
T_{\epsilon, \lambda}:=\left(1+\left|X_{\epsilon}\right|_{H}^{2}+\left|X_{\lambda}\right|_{H}^{2}\right)\left|p_{\epsilon}\right|_{H}
$$

we get,

$$
\begin{align*}
& \left(\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H}\right) T_{\epsilon, \lambda} \leq \\
& \leq C\left(\left|X_{\epsilon}-X_{\lambda}\right|_{H}^{2}+\left|p_{\epsilon}-p_{\lambda}\right|_{H}^{2}\right) T_{\epsilon, \lambda} \tag{3.117}
\end{align*}
$$

Substituting now (3.117) into (3.114), (3.116), we obtain $\mathbb{P}$-a.s.

$$
\begin{align*}
&\left|X_{\epsilon}(t)-X_{\lambda}(t)\right|_{H}^{2}+\left|p_{\epsilon}(t)-p_{\lambda}(t)\right|_{H}^{2}+\int_{0}^{t}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{V}^{2} d s+ \\
& \quad+\int_{t}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{V}^{2} d s+\int_{t}^{T}\left|\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right|_{H}^{2} d s \leq \\
& \leq C\left(L \int_{0}^{t}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H}^{2} d s+\epsilon+\lambda\right)+C \int_{t}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{2}^{2}\left|X_{\epsilon}(s)\right|_{H}^{2} d s+  \tag{3.118}\\
& \quad+\left\|D g_{0}\right\|_{L i p}\left|X_{\epsilon}(T)-X_{\lambda}(T)\right|_{2}^{2}+ \\
& \quad+C \int_{t}^{T}\left(\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H}^{2}+\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H}^{2}\right) T_{\epsilon, \lambda}(s) d s+ \\
&\left.\quad-\int_{t}^{T}\left\langle\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right) \sqrt{Q} d W(s), X_{\epsilon}(s)-X_{\lambda}(s)\right\rangle_{H}, \quad \forall t \in[0, T]
\end{align*}
$$

Exploiting thus the fact that the process $r \mapsto \int_{t}^{r}\left\langle\left(\kappa_{\epsilon}-\kappa_{\lambda}\right) \sqrt{Q} d W(s), X_{\epsilon}(s)-X_{\lambda}(s)\right\rangle_{2}$ is a local martingale on $[t, T]$, hence by the Burkholder-Davis-Gundy inequality, see, e.g., [DPZ96, p.58], we have for all $r \in[t, T]$

$$
\begin{align*}
& \mathbb{E} \sup _{r \in[t, T]}\left|\int_{t}^{r}\left\langle\left(\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right) \sqrt{Q} d W(s), X_{\epsilon}(s)-X_{\lambda}(s)\right\rangle_{H}\right| \leq \\
& \leq C\left(\mathbb{E} \int_{0}^{r}\left|\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right|_{H}^{2}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H}^{2} d s\right)^{\frac{1}{2}} \leq  \tag{3.119}\\
& \leq C \mathbb{E} \sup _{s \in[t, r]}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H}^{2}+C \mathbb{E} \int_{t}^{r}\left|\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right|_{H}^{2} d s .
\end{align*}
$$

Taking then the expectation in and by (3.118), and using (3.119) we get

$$
\begin{align*}
& \mathbb{E} \sup _{s \in[t, T]}\left(\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H}^{2}+\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H}^{2}\right) \\
& \quad+\mathbb{E} \int_{0}^{T}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{V}^{2} d s+\int_{t}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H}^{2} d s \\
& \quad+\mathbb{E} \int_{t}^{T}\left|\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right|_{H}^{2} d s \leq \\
& \leq\left\|D g_{0}\right\| \mathbb{E}\left|X_{\epsilon}(T)-X_{\lambda}(T)\right|_{H}^{2}+C\left(L \mathbb{E} \int_{0}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H}^{2} d s+\epsilon+\lambda\right)  \tag{3.120}\\
& \quad+C \mathbb{E} \sup _{s \in[t, T]}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H}^{2} \\
& \quad+C \mathbb{E} \int_{t}^{T}\left(\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H}^{2}+\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H}^{2}\right)\left(\left|X_{\epsilon}(s)\right|_{H}^{2}+T_{\epsilon, \lambda}(s)\right) d s
\end{align*}
$$

Taking into account estimates (3.115) and (3.116), from (3.120) we have

$$
\begin{align*}
& \mathbb{E} \sup _{s \in[t, T]}\left(\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H}^{2}+\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H}^{2}\right) \\
&+\mathbb{E} \int_{0}^{T}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{V}^{2} d s+\int_{t}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H}^{2} d s \\
&+\mathbb{E} \int_{t}^{T}\left|\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right|_{H}^{2} d s \leq \\
& \leq \tilde{C}\left(L \mathbb{E} \int_{0}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H}^{2} d s\right)  \tag{3.121}\\
&+\tilde{C}\left(\mathbb{E} \int_{t}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H}^{2}\left(\left|X_{\epsilon}(s)\right|_{H}^{3}+T_{\epsilon, \lambda}(s)\right) d s\right) \\
&+\tilde{C}\left\|D g_{0}\right\|_{L i p} \mathbb{E}\left|X_{\epsilon}(T)-X_{\lambda}(T)\right|_{H}^{2}+\tilde{C}(\epsilon+\lambda) .
\end{align*}
$$

where $\tilde{C}$ is a positive constant independent of $\epsilon$ and $\lambda$. It follows that if $\tilde{C}\left(L T+\left\|D g_{0}\right\|_{L i p}\right)<$ 1 , then, for any $t \in[0, T]$,

$$
\begin{align*}
& \mathbb{E} \sup _{s \in[t, T]}\left(\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{H}^{2}+\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H}^{2}\right) \\
& \quad+\mathbb{E} \int_{0}^{T}\left|X_{\epsilon}(s)-X_{\lambda}(s)\right|_{V}^{2} d s+\int_{t}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H}^{2} d s \\
& \quad+\mathbb{E} \int_{t}^{T}\left|\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right|_{H}^{2} d s \leq  \tag{3.122}\\
& \leq C \mathbb{E} \int_{t}^{T}\left|p_{\epsilon}(s)-p_{\lambda}(s)\right|_{H}^{2}\left(\left|X_{\epsilon}(s)\right|_{H}^{2}+T_{\epsilon, \lambda}(s)\right) d s+C(\epsilon+\lambda)
\end{align*}
$$

Let us define for $j \in \mathbb{N}$

$$
\Omega_{j}:=\left\{\omega \in \Omega: \sup _{\epsilon} \sup _{t \in[0, T]}\left(\left|X_{\epsilon}(t)\right|_{H}^{2}+\left|X_{\epsilon}(t)\right|_{V}^{2}+\left|p_{\epsilon}(t)\right|_{H}^{2}\right) d t \leq j\right\}
$$

then estimates (3.111) implies that

$$
\mathbb{P}\left(\Omega_{j}\right) \geq 1-\frac{C}{j}, \quad \forall j \in \mathbb{N}
$$

for some constant $C$ independent of $\epsilon$.
If we set $X_{\epsilon}^{j}:=\mathbb{1}_{\left[\Omega_{j}\right]} X_{\epsilon}, p_{\epsilon}^{j}:=\mathbb{1}_{\left[\Omega_{j}\right]} p_{\epsilon}$ and $\kappa_{\epsilon}^{j}:=\mathbb{1}_{\left[\Omega_{j}\right]} \kappa_{\epsilon}$, then such quantities satisfy the system (3.109), with $\mathbb{1}_{\left[\Omega_{j}\right]} \sqrt{Q} d W$. The latter means that estimate (3.122) still holds in this context, so that we have

$$
\begin{align*}
& \mathbb{E} \sup _{s \in[t, T]}\left|X_{\epsilon}^{j}(s)-X_{\lambda}^{j}(s)\right|_{H}^{2}+\sup _{s \in[t, T]}\left|p_{\epsilon}^{j}(t)-p_{\lambda}^{j}(t)\right|_{H}^{2} \\
& \quad+\mathbb{E} \int_{t}^{T}\left|p_{\epsilon}^{j}(s)-p_{\lambda}^{j}(s)\right|_{V}^{2} d s+\mathbb{E} \int_{t}^{T}\left|\left(\kappa_{\epsilon}(s)-\kappa_{\lambda}(s)\right) \chi_{j}\right|_{H}^{2} d s \leq  \tag{3.123}\\
& \leq C_{j} \int_{t}^{T} \mathbb{E}\left|p_{\epsilon}^{j}(s)-p_{\lambda}^{j}(s)\right|_{H}^{2} d s+C(\epsilon+\lambda), \quad j \in \mathbb{N} .
\end{align*}
$$

3.3 Optimal control for the stochastic FitzHugh-Nagumo equation with recovery variable

By Gronwall's lemma we get, for any $t \in[0, T]$

$$
\begin{equation*}
\mathbb{E} \sup _{s \in[t, T]}\left|X_{\epsilon}^{j}(s)-X_{\lambda}^{j}(s)\right|_{H}^{2}+\sup _{s \in[t, T]}\left|p_{\epsilon}^{j}(s)-p_{\lambda}^{j}(s)\right|_{H}^{2} \leq C(\epsilon+\lambda) e^{C_{j} T} \tag{3.124}
\end{equation*}
$$

hence, for $\epsilon \rightarrow 0$ and all $j \in \mathbb{N}$ and all $t \in[0, T]$, we obtain

$$
\begin{align*}
& X_{\epsilon}^{j} \rightarrow X^{j} \quad \text { in } \quad L^{2}\left(\Omega_{j} ; L^{2}([0, T] \times \mathcal{O}) \times L^{2}([0, T] \times \mathcal{O})\right)  \tag{3.125}\\
& p_{\epsilon}^{j} \rightarrow p^{j} \quad \text { in } \quad L^{2}\left(\Omega_{j} ; L^{2}([0, T] \times \mathcal{O}) \times L^{2}([0, T] \times \mathcal{O})\right)
\end{align*}
$$

Therefore for each $\omega \in \Omega$, we have that $\left\{X_{\epsilon}(t, \omega), p_{\epsilon}(t, \omega)\right\}$ are Cauchy sequences in $L^{2}([0, T] \times \mathcal{O})$, with respect to $\epsilon$ and by estimates (3.111) and (3.112) it follows that taking related subsequences, still denoted by $\epsilon$, we have

$$
\begin{array}{ll}
X_{\epsilon} \rightharpoonup X^{*} & \text { in } L^{2}([0, T] \times \Omega ; V), \\
p_{\epsilon} \rightharpoonup p^{*} & \text { in } L^{2}([0, T] \times \Omega \times \mathcal{O} \times \mathcal{O}),  \tag{3.126}\\
p_{\epsilon} \rightharpoonup p^{*} & \text { in } L^{2}([0, T] \times \Omega ; V), \\
u_{\epsilon} \rightharpoonup u^{*} & \text { in } L^{\infty}\left([0, T] ; L^{2}(\Omega \times U)\right),
\end{array}
$$

where $\rightharpoonup$ means weak (respectively, weak-star) convergence, so we have for $\epsilon \rightarrow 0$

$$
\begin{equation*}
X_{\epsilon} \rightarrow X^{*}, \quad p_{\epsilon} \rightarrow p^{*}, \text { a.e. in }[0, T] \times \Omega \times \mathcal{O} \times \mathcal{O} \tag{3.127}
\end{equation*}
$$

We also have, since $\left\{I_{i o n}\left(v_{\epsilon}\right)\right\}$ is bounded in $L^{\frac{4}{3}}([0, T] \times \Omega \times \mathcal{O})$, then it is weakly compact in $L^{1}([0, T] \times \Omega \times \mathcal{O})$ and by (3.127) we have that for a subsequence $\{\epsilon\} \rightarrow 0$,

$$
I_{i o n}\left(v_{\epsilon}\right) \rightarrow I_{i o n}\left(v^{*}\right), \quad \text { a.e. in }[0, T] \times \Omega \times \mathcal{O}
$$

which implies that

$$
\begin{equation*}
I_{i o n}\left(v_{\epsilon}\right) \rightarrow I_{i o n}\left(v^{*}\right) \quad \text { in } L^{1}([0, T] \times \Omega \times \mathcal{O}) \tag{3.128}
\end{equation*}
$$

Then, letting $\epsilon \rightarrow 0$ we obtain

$$
\left\{\begin{array}{l}
d X^{*}(t)=A X^{*}(t) d t+F\left(X^{*}(t)\right) d t+\sqrt{Q} d W(t)+B u^{*}(t) d t, t \in[0, T] \\
X^{*}(0)=x
\end{array}\right.
$$

Taking into account that $\Psi$ is weakly lower semicontinuous in $\mathcal{U}$ we infer by (3.104) that

$$
\Psi\left(u^{*}\right)=\inf \{\Psi(u) ; u \in \mathcal{U}\}
$$

therefore $\left(X^{*}, u^{*}\right)$ is optimal for the problem $(\mathrm{P})$ and the proof of existence is therefore complete.

Concerning the uniqueness for the optimal pair $\left(X^{*}, u^{*}\right)$ given by Th. 3.3.4, we have that it follows by the same argument via the maximum principle result for problem ( P ), namely one has the following result.

Theorem 3.3.5. Let $\left(X^{*}, u^{*}\right)$ be optimal in problem (P), then

$$
\begin{equation*}
u^{*}=(\partial h)^{-1}\left(B^{*} p\right), \text { a.e. } t \in[0, T] \tag{3.129}
\end{equation*}
$$

where $p$ is the solution to the backward stochastic equation (3.108).

Proof. If $\left(X^{*}, u^{*}\right)$ is optimal for the problem (P), then by the same argument used to prove Th. 3.3.4, see (5.25), we have

$$
\begin{align*}
& \mathbb{E} \int_{0}^{T}\left\langle D g\left(X^{*}(t)\right), Z^{v}(t)\right\rangle_{2} d t+\mathbb{E} \int_{0}^{T} h^{\prime}\left(u^{*}(t), v(t)\right) d t  \tag{3.130}\\
& +\mathbb{E}\left\langle D g_{0}\left(X^{*}(T)\right), Z^{v}(T)\right\rangle_{2} \leq 0, \quad \forall v \in \mathcal{U}
\end{align*}
$$

where $Z^{v}$ is solution to equation (3.107) with $X_{\epsilon}$ replaced by $X^{*}$. This implies as above that (3.129) holds.

The uniqueness in (P). If ( $X^{*}, u^{*}$ ) is optimal in ( P ) then it satisfies systems (3.102), (3.129) and (3.130), so that arguing as in the proof of Th. 3.3.4, the same set of estimates implies that the previous system has at most one solution if $L T+\left\|D g_{0}\right\|_{L i p}<C^{*}$, where $C^{*}$ is sufficiently small.

# 4 Infinite dimensional analysis on networks 

Section 4.1 is taken from [CDP16b] whereas Section 4.2 is taken from [CDP16d].


#### Abstract

In the present chapter we prove the existence and uniqueness for the solution to a stochastic reaction-diffusion equation, defined on a network, and subjected to non-local dynamic stochastic boundary conditions. The result is obtained by deriving a Gaussian-type estimate for the related leading semigroup, under rather mild regularity assumptions on the coefficients. An application of the latter to a stochastic optimal control problem on graphs, is also provided.

We thus consider a reaction-diffusion equation on a network subjected to dynamic boundary conditions, with time delayed behaviour, also allowing for multiplicative Gaussian noise perturbations. Exploiting semigroups theory, we rewrite the aforementioned stochastic problem as an abstract stochastic partial differential equation taking values in a suitable product Hilbert space, for which we prove the existence and uniqueness of a mild solution. Eventually, a stochastic optimal control application is studied.


### 4.1 Gaussian estimate on networks with dynamic stochastic boundary conditions

Starting with the introductory work [Lum80], where elliptic operators acting on suitable functions spaces on network have been first introduced, several works related to a wide set of physical phenomena whose dynamics are carried out on graphs, have appeared, e.g., concerning the study of heat diffusion, see, e.g. [Mug10], applications to quantum mechanics, see, e.g., [Tum06], the stochastic modelisation of neurobiological activities, particularly with respect to the analysis of the FitzHugh-Nagumo equation, see, e.g., [ADP11, BCP15, $\mathrm{BMZ}^{+} 08$, CGMY03], and references therein, the quest for invariant measures, see, e.g., [ADPM13], the problem of suitable types of estimates, as in the case of the Gaussian one, see, e.g., [DPZ11], and references therein, etc.

A powerful technique often used to address aforementioned problems, consists in introducing a suitable infinite dimensional product space and then study the diffusion problem exploiting a semigroup theory approach, see [Mug14] and references therein, for a detailed analysis of the latter subject. Moreover, to what concerns standard problems of existence and uniqueness for the solution of a diffusion problem, as well as the spectral properties of related the leading semigroup, the attention has often been put on the determination of proper boundary condition for the particular diffusion problem one is interested in.

When the focus is on diffusion problems governed by a second order differential operator, then typical boundary condition are the so-call generalized Kirchhoff conditions, see, e.g., [Mug10]. Nevertheless, during recent years, also different type of rather general boundary conditions has been proposed. The latter is the case, e.g., of non-local boundary conditions, allowing for non-local interaction of non-adjacent vertex of the graph, see, e.g., [CGMY03, DPZ11], dynamic boundary conditions, see, e.g., [BMZ $\left.{ }^{+} 08, \mathrm{MR07}\right]$, etc.

The main goal of the present work is to generalize previously mentioned approaches in order to achieve a unified perspective. We will start from a completely general nonlocal diffusion problem, endowed with non-local boundary conditions which will be both dynamic and static. In such a setting, we state our main result, namely we prove a Gaussian upper bound for the semigroup generated by a proper infinitesimal generator acting on a suitable Hilbert space. We would like to underline that latter type of bound turns out to be extremely powerful when one wants to prove existence and uniqueness of a solution to a stochastic partial differential equation (SPDE), since this immediately leads the operator to be Hilbert-Schmidt, allowing to relax regularity assumptions on the coefficients of the SPDE.

The general approach that can be used to show the Hilbert-Schmidt property of the leading semigroup, typically relies on the study of its spectral properties. However it is not always possible to give a precise characterization of the semigroup eigenvalues, particularly whit respect to diffusive problems on a graph. In such a case a complete characterization of the spectrum can be obtained by considering the topological structure of the graph. Alternatively, one can try to derive a heat kernel which leads to prove a Gaussian upper bound for the semigroup. The latter approach will be the one we will pursue in the present paper.

The work is so structured, in Section 4.2.1, exploiting the theory of sesquilinear form, we will introduce a suitable infinite dimensional space, showing that our equation can be rewritten as an infinite dimensional problem where the differential operator generates a strongly continuous analytic semigroup, hence obtaining the well-posedness of the abstract Cauchy problem. Then, in Section 4.1.1, we will prove a Gaussian estimates for the operator, while in Section 4.2 .3 a suitable stochastic multiplicative perturbation will be introduced in order to show both the existence and the uniqueness of a mild solution, in a suitable sense, under rather mild assumptions on the coefficients. Eventually, in Section 4.2.4, a stochastic optimal control application will be proposed.

### 4.1.1 General framework

Let us consider a finite connected network identified with a graph $\mathbb{G}$ composed by a finite number $n \in \mathbb{N}$ of vertices, indicated by $\mathrm{v}_{1}, \ldots, \mathrm{v}_{n}$ and linked by a finite number $m \in$ $\mathbb{N}$ of edges, indicated by $e_{1}, \ldots, e_{m}$ and assumed to be of unitary length. For the sake of readability, let us also introduce the following notations: we use Latin letters $i, j, k=$ $1, \ldots, m$, to denote quantities related to edges, so that $u_{i}$ will stand for a function on the
edge $e_{i}$, for $i=1, \ldots, m$; while we use Greek letters $\alpha, \beta, \gamma=1, \ldots, n$, to denote quantities related to vertices, so that $d_{\alpha}, \alpha=1, \ldots, n$, will be the values of the unknown function evaluated at the vertex $\mathrm{v}_{\alpha}$, with $\alpha=1, \ldots, n$.

In order to describe the structure of the graph $\mathbb{G}$ we will exploit the incidence matrix $\Phi:=\left(\phi_{\alpha, i}\right)_{n \times m}$, see, e.g., [Mug14], which is defined as follows: $\Phi:=\Phi^{+}-\Phi^{-}$, where the sum is intended componentwise, with $\Phi^{+}=\left(\phi_{\alpha, i}^{+}\right)_{n \times m}$, resp. $\Phi^{-}=\left(\phi_{\alpha, i}^{-}\right)_{n \times m}$, is the incoming incidence matrix, resp. the outgoing incidence matrix. In particular, both of them have value 1 , whenever the vertex $v_{\alpha}$ is the initial point, resp. the terminal point, of the edge $e_{i}$, and 0 otherwise. The latter implies that

$$
\phi_{\alpha, i}^{+}=\left\{\begin{array}{cc}
1 & \mathrm{v}_{\alpha}=e_{i}(0), \\
0 & \text { otherwise }
\end{array}, \quad \phi_{\alpha, i}^{-}=\left\{\begin{array}{cc}
1 & \mathrm{v}_{\alpha}=e_{i}(1) \\
0 & \text { otherwise }
\end{array}\right.\right.
$$

Aforementioned definition is consistent with the idea that if $\left|\phi_{\alpha, i}\right|=1$, then we the edge $e_{i}$ is called incident to the vertex $\mathrm{v}_{\alpha}$, and it remains defined the set

$$
\Gamma\left(\mathrm{v}_{\alpha}\right)=\left\{i \in\{1, \ldots, m\}:\left|\phi_{\alpha i}\right|=1\right\}
$$

of all the incident edges to the vertex $\mathrm{v}_{\alpha}$.
In order to consider the most general framework, we allow the dynamic of the unknown function $u$, defined on the network, to depend non-locally on the underlying graph $\mathbb{G}$, which implies to take into account non-local interactions, namely the process taking place on the edge $e_{i}$ can be affected by the process that takes place on the edge $e_{j}, i, j=1, \ldots, m$, even if the edge $e_{j}$ is not directly connected with the edge $e_{i}$.

We also introduce, see [CMN08], the ephaptic incidence tensor, which is defined as follows

$$
\mathcal{I}:=\mathcal{I}^{+}-\mathcal{I}^{-}, \quad \mathcal{I}^{+}:=\Phi^{+} \otimes \Phi^{+}, \quad \mathcal{I}^{-}:=\Phi^{-} \otimes \Phi^{-}
$$

being $\otimes$ the Kronecker product of two $n \times m$ matrices, defined as

$$
(A \otimes B)_{\beta j}^{\alpha i}:=a_{\alpha i} b_{\beta j}
$$

in particular $(A \otimes B)$ is a $n^{2} \times m^{2}$ matrix and, in our case, it is worth to mention that the matrix $(A \otimes B)$ is symmetric.

Using previous notation, in what follows we will denote by $\iota_{\beta j}^{\alpha i}$, resp. ${ }^{+} \iota_{\beta, j}^{\alpha, i}$, resp. ${ }^{-} \iota_{\beta j}^{\alpha i}$, the entries of the matrix $\mathcal{I}$, resp. of the matrix $\mathcal{I}^{+}$, resp. of the matrix $\mathcal{I}^{-}$.
Remark 4.1.1. We underline that the entry $\iota_{\beta j}^{\alpha i}$ represents the influence that the vertex $\mathrm{v}_{\beta}$, as an endpoint of the edge $e_{j}$, plays on the vertex $\mathrm{v}_{\alpha}$ which is an endpoint of the edge $e_{i}$.

We will thus define the weighted incidence tensor $\mathcal{D}=\left(\delta_{\beta, j}^{\alpha, i}\right), \alpha, \beta=1, \ldots, n, i, j=$ $1, \ldots, m$, as follows

$$
\begin{equation*}
\delta_{\beta j}^{\alpha i}=c_{i j}\left(\mathrm{v}_{\beta}\right) \iota_{\beta j}^{\alpha i} \tag{4.1}
\end{equation*}
$$

where the function $c$ is a smooth enough function that we will specify later on.
Eventually, we consider two different type of boundary conditions. In particular we will assume that the vertices $\mathrm{v}_{\alpha}, \alpha=1, \ldots, n_{0}, 1 \leq n_{0} \leq n$, have some non-local static generalized Kirchhoff type conditions, whereas we equip the remaining nodes $\mathrm{v}_{\alpha}, \alpha=n_{0}+$ $1, \ldots, n$, with some non-local dynamic boundary conditions.

Let us thus consider the following diffusion problem on a finite and connected graph $\mathbb{G}$,

$$
\left\{\begin{array}{l}
\dot{u}_{j}(t, x)=\sum_{i=1}^{m}\left(c_{i j} u_{i}^{\prime}\right)^{\prime}(t, x)+\sum_{i=1}^{m} p_{i j} u_{i}(t, x), \quad t \geq 0, x \in(0,1), j=1, \ldots, m  \tag{4.2}\\
u_{j}\left(t, \mathrm{v}_{\alpha}\right)=u_{l}\left(t, \mathrm{v}_{\alpha}\right)=: d_{\alpha}^{u}(t), \quad t \geq 0, l, j \in \Gamma\left(\mathrm{v}_{\alpha}\right), j=1, \ldots, m \\
\sum_{\beta=1}^{n} b_{\alpha \beta} d_{\beta}^{u}(t)=\sum_{i, j=1}^{m} \sum_{\beta=1}^{n} \delta_{\beta j}^{\alpha i} u_{j}^{\prime}\left(t, \mathrm{v}_{\alpha}\right), \quad t \geq 0, \alpha=n_{0}+1, \ldots, n, \\
\dot{d}_{\alpha}^{u}(t)=-\sum_{i, j=1}^{m} \sum_{\beta=1}^{n} \delta_{\beta j}^{\alpha i} u_{j}^{\prime}\left(t, \mathrm{v}_{\beta}\right)+\sum_{\beta=1}^{n} b_{\alpha \beta} d_{\beta}^{u}(t), \quad t \geq 0, \alpha=1, \ldots, n_{0}, \\
u_{j}(0, x)=u_{j}^{0}(x), \quad x \in(0,1), j=1, \ldots, m, \\
d_{i}^{u}(0)=d_{i}^{0}, \quad i=1, \ldots, n_{0},
\end{array}\right.
$$

where we have denoted by $\dot{u}(t, x)$ the time derivative of the unknown function $u$, whereas $u^{\prime}(t, x)$ denotes its space-derivative.

Moreover, for $x \in[0,1], t \in[0, T]$, we defined the unknown functions $u(t, x)$ and $d^{u}(t)$, by

$$
u(t, x)=\left(u_{1}(t, x), \ldots, u_{m}(t, x)\right)^{T}, \quad d^{u}(t)=\left(d_{1}^{u}(t), \ldots, d_{n_{0}}^{u}(t), d_{n_{0}+1}^{u}(t), \ldots, d_{n}^{u}(t)\right)^{T}
$$

and we consider the $n \times n$ matrix $B=\left(b_{\alpha, \beta}\right)_{\alpha, \beta=1, \ldots, n}$, defined as $B:=B_{1}+B_{2}, B_{1}$ being the $n \times n$ matrix defined as

$$
B_{1}:=\left(\begin{array}{ccc}
b_{1,1} & \ldots & b_{1, n}  \tag{4.3}\\
\vdots & \ddots & \vdots \\
b_{n_{0}, 1} & \ldots & b_{n_{0}, n} \\
0 & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & 0
\end{array}\right)
$$

while $B_{2}$ is the $n \times n$ matrix defined as

$$
B_{2}:=\left(\begin{array}{ccc}
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 0 \\
b_{n_{0}+1,1} & \cdots & b_{n_{0}+1, n} \\
\vdots & \ddots & \vdots \\
b_{n, 1} & \cdots & b_{n, n}
\end{array}\right)
$$

If not stated otherwise, we use $\langle\cdot, \cdot\rangle_{m}$, resp. $|\cdot|_{m}$, to denote the standard scalar product, resp. the related norm, in $\mathbb{R}^{m}$.

Throughout the paper we will assume the following assumptions to hold:
Hypothesis 4.1.2. (i) for any $i, j=1, \ldots, m$, we have that $c_{i j}(x) \in C^{1}(0,1)$, also assuming that the matrix $C:=\left(c_{i j}\right)_{i, j=1, \ldots, m}$ is positive definite, uniformly in $[0,1]$, namely for any $x \in[0,1], \bar{y}=\left(y_{1}, \ldots, y_{m}\right) \in \mathbb{R}^{m}$, there exists $\lambda^{C}>0$ such that

$$
\begin{equation*}
\langle C(x) \bar{y}, \bar{y}\rangle_{m}=\sum_{i, j=1}^{m} c_{i j}(x) y_{j} y_{i} \geq \lambda^{C}|\bar{y}|_{m}^{2} \tag{4.4}
\end{equation*}
$$

(ii) for any $i, j=1, \ldots, m$ we have that $p_{i j}(x) \in L^{\infty}(0,1)$, also assuming that the matrix $P:=\left(p_{i j}\right)_{i, j=1, \ldots, m}$ is negative semi-definite, uniformly in $[0,1]$, namely for any $x \in$ $[0,1], \bar{y}=\left(y_{1}, \ldots, y_{m}\right) \in \mathbb{R}^{m}$, there exists $\lambda^{P} \geq 0$ such that

$$
\begin{equation*}
\langle P(x) \bar{y}, \bar{y}\rangle_{m}=\sum_{i, j=1}^{m} p_{i j}(x) y_{j} y_{i} \leq-\lambda^{P}|\bar{y}|_{m}^{2} \tag{4.5}
\end{equation*}
$$

## The abstract setting

In what follows we introduce the abstract setting which allows us to rewrite equation (4.2) as an abstract Cauchy problem. In particular, let us first consider the following spaces

$$
X^{2}:=\left(L^{2}([0,1])\right)^{m}, \quad \text { resp. } \mathbb{R}^{n},
$$

equipped with the standard inner products, denoted by $\langle\cdot, \cdot\rangle_{2}$, resp. $\langle\cdot\rangle_{n}$, and norms denoted by $|\cdot|_{2}$, resp. $|\cdot|_{n}$. Then, we define the product Hilbert space $X^{t, x}:=X^{2} \times \mathbb{R}^{n}$, equipped with the inner product

$$
\left\langle\binom{ u}{d^{u}},\binom{v}{d^{v}}\right\rangle_{X^{t, x}}:=\sum_{j=1}^{m} \int_{0}^{1} u_{j}(x) v_{j}(x) d x+\sum_{\alpha=1}^{n} d_{\alpha}^{u} d_{\alpha}^{v},
$$

where $u, v \in X^{2}, d^{u}, d^{v} \in \mathbb{R}^{n}$, with associated norm denoted by $|\cdot|_{X^{t, x}}$. Analogously, we define the Banach space

$$
X^{p}:=\left(L^{p}([0,1])\right)^{m}, \quad \mathcal{X}^{p}:=X^{p} \times \mathbb{R}^{n}, \quad p \in[1, \infty],
$$

Remark 4.1.3. In [DPZ11, MR07] the authors consider a diffusion problem similar to the one represented by eq. (4.2), and where the boundary conditions depend on some phenomenological positive constants $\mu$ and $\nu$. For ease of notation, we have dropped latter constants in the present work without loose of generality. In fact, our results remain valid also when previous constants are explicitly considered, since it is sufficient to consider some weighted spaces of the form

$$
X_{\mu}^{2}:=\prod_{j=1}^{m} L^{2}\left([0,1] ; \mu_{j} d x\right), \quad \mathbb{R}_{\nu}^{n}:=\prod_{\alpha=1}^{n} \mathbb{R} \frac{1}{\nu_{i}} .
$$

Recalling the definition of incidence matrix $\Phi$ given in Sec. 4.2.1, we introduce the associated Kirchhoff operators $\Phi_{\delta}^{+}, \Phi_{\delta}^{-}:\left(H^{1}(0,1)\right)^{m} \rightarrow \mathbb{R}^{n}$, which are defined as follows

$$
\begin{aligned}
& \Phi_{\delta}^{+} u^{\prime}:=\left(\sum_{i, j=1}^{m} \sum_{\alpha=1}^{n}+\delta_{1 j}^{\alpha i} u_{i}^{\prime}\left(\mathrm{v}_{1}\right), \ldots, \sum_{i, j=1}^{m} \sum_{\alpha=1}^{n}{ }^{+} \delta_{n j}^{\alpha i} u_{i}^{\prime}\left(\mathrm{v}_{n}\right)\right)^{T}, \\
& \Phi_{\delta}^{-} u^{\prime}:=\left(\sum_{i, j=1}^{m} \sum_{\alpha=1}^{n}-{ }_{1 j}^{\alpha i} u_{i}^{\prime}\left(\mathrm{v}_{1}\right), \ldots, \sum_{i, j=1}^{m} \sum_{\alpha=1}^{n}-{ }_{n j}^{\alpha i} u_{i}^{\prime}\left(\mathrm{v}_{n}\right)\right)^{T},
\end{aligned}
$$

where the notation ${ }^{+} \delta$, resp. ${ }^{-} \delta$, means that $\iota$ in equation (4.1) belongs to $\mathcal{I}^{+}$, resp. $\mathcal{I}^{-}$, namely

$$
+\delta_{\beta j}^{\alpha i}=\left\{\begin{array}{ll}
c_{i j}\left(\mathrm{v}_{\beta}\right) \iota_{\beta j}^{\alpha i} & \text { if } \iota_{\beta j}^{\alpha i} \in \mathcal{I}^{+}, \\
0 & \text { otherwise },
\end{array}, \quad-\delta_{\beta j}^{\alpha i}= \begin{cases}c_{i j}\left(\mathrm{v}_{\beta}\right) \iota_{\beta j}^{\alpha i} & \text { if } \iota_{\beta j}^{\alpha i} \in \mathcal{I}^{-}, \\
0 & \text { otherwise } .\end{cases}\right.
$$

Let us then introduce the differential operator $(A, D(A))$ as

$$
A u=\left(\begin{array}{ccc}
\left(c_{1,1} u_{1}^{\prime}\right)^{\prime}+p_{1,1} u_{1} & \ldots & \left(c_{1, m} u_{1}^{\prime}\right)^{\prime}+p_{1, m} u_{m} \\
\vdots & \ddots & \vdots \\
\left(c_{m, 1} u_{1}^{\prime}\right)^{\prime}+p_{m, 1} u_{1} & \ldots & \left(c_{m, m} u_{m}^{\prime}\right)^{\prime}+p_{m, m} u_{m}
\end{array}\right)
$$

which has domain defined as

$$
\begin{gathered}
D(A)=\left\{u \in\left(H^{2}(0,1)\right)^{m}: \exists d^{u}(t) \in \mathbb{R}^{n} \text { s.t. }\left(\Phi^{+}\right)^{T} d^{u}(t)=u(0),\right. \\
\left.\left(\Phi^{-}\right)^{T} d^{u}(t)=u(1), \Phi_{\delta}^{+} u^{\prime}(0)-\Phi_{\delta}^{-} u^{\prime}(1)=B_{2} d^{u}(t)\right\}
\end{gathered}
$$

Then, we define the operator matrix

$$
\mathcal{A}=\left(\begin{array}{cc}
A & 0  \tag{4.6}\\
C & B_{1}
\end{array}\right)
$$

where $C$ represents the feedback operator acting from $D(C):=D(A)$ to $\mathbb{R}^{n}$ and defined as follows

$$
C u:=\left(-\sum_{i, j=1}^{m} \sum_{\beta=1}^{n} \delta_{\beta j}^{1 i} u_{j}^{\prime}\left(\mathrm{v}_{1}\right), \ldots,-\sum_{i, j=1}^{m} \sum_{\beta=1}^{n} \delta_{\beta j}^{n_{0} i} u_{j}^{\prime}\left(\mathrm{v}_{n_{0}}\right), 0, \ldots, 0\right)^{T}
$$

and

$$
D(\mathcal{A})=\left\{\binom{u}{d^{u}} \in D(A) \times \mathbb{R}^{n}: u_{i}\left(\mathbf{v}_{\alpha}\right)=d_{\alpha}^{u}, \quad \forall i \in \Gamma\left(\mathbf{v}_{\alpha}\right), \alpha=1, \ldots, n\right\}
$$

Exploiting previous definitions, we can rewrite equation (4.2) as the following abstract infinite dimensional equation stated on the Hilbert space $X^{t, x}$

$$
\left\{\begin{array}{l}
\dot{\mathbf{u}}(t)=\mathcal{A} \mathbf{u}(t), \quad t \geq 0  \tag{4.7}\\
\mathbf{u}(0)=\mathbf{u}_{0}
\end{array}\right.
$$

where

$$
\mathbf{u}:=\left(u, d^{u}\right)^{T}=\left(u_{1}, \ldots, u_{m}, d_{1}^{u}, \ldots, d_{n_{0}}^{u}, d_{n_{0}+1}^{u}, \ldots, d_{n}^{u}\right)^{T} \in X^{t, x}
$$

and

$$
\mathbf{u}_{0}:=\left(u_{1}(0, x), \ldots, u_{m}(0, x), d_{1}^{u}(0), \ldots, d_{n_{0}}^{u}(0), 0, \ldots, 0\right)^{T} \in X^{t, x}
$$

Then we introduce the sesquilinear form $\mathfrak{a}: \mathcal{V} \times \mathcal{V} \rightarrow \mathbb{R}$, where the space $\mathcal{V}$ is a suitable subspace of $X^{t, x}$, see below, defined as

$$
\begin{align*}
\mathfrak{a}(\mathbf{u}, \mathbf{v}) & :=\left\langle C u^{\prime}, v^{\prime}\right\rangle_{2}-\langle P u, v\rangle_{2}-\left\langle B_{1} d^{u}, d^{v}\right\rangle_{n}-\left\langle B_{2} d^{u}, d^{v}\right\rangle_{n}= \\
& =\sum_{i, j=1}^{m} \int_{0}^{1}\left(c_{i, j}(x) u_{j}^{\prime}(x) v_{i}^{\prime}(x)-p_{i, j}(x) u_{j}(x) v_{i}(x)\right) d x-\sum_{\alpha, \beta=1}^{n} b_{\alpha \beta} d_{\alpha}^{u} d_{\beta}^{v}, \tag{4.8}
\end{align*}
$$

for any $\mathbf{u}, \mathbf{v} \in X^{t, x}$.
In particular, the subspace $\mathcal{V}$, domain of the form $\mathfrak{a}$, is defined by the following lemma

Lemma 4.1.4. Let us consider the linear subspace

$$
\mathcal{V}:=\left\{\binom{u}{d^{u}} \in\left(H^{1}(0,1)\right)^{m} \times \mathbb{R}^{n}: u_{i}\left(\mathbf{v}_{\alpha}\right)=d_{\alpha}^{u}, \forall i \in \Gamma\left(\mathbf{v}_{\alpha}\right), \alpha=1, \ldots, n\right\}
$$

then $\mathcal{V}$ is densely and compactly embedded in $X^{t, x}$. In particular $\mathcal{V}$ is a Hilbert space equipped with the scalar product

$$
\begin{equation*}
\langle\mathbf{u}, \mathbf{v}\rangle_{\mathcal{V}}:=\sum_{j=1}^{m} \int_{0}^{1}\left(u_{j}^{\prime}(x) v_{j}^{\prime}(x)+u_{j}(x) v_{j}(x)\right) d x+\sum_{\alpha=1}^{n} d_{\alpha}^{u} d_{\alpha}^{v} \tag{4.9}
\end{equation*}
$$

The corresponding norm will be denoted by $|\cdot| \mathcal{V}$.
Proof. See, e.g., [CMN08, Lemma 3.1] or [MR07, Lemma 3.1].
Remark 4.1.5. One of the main advantages in using the theory of sesquilinear form is that, under suitable assumptions, a sesquilinear form $\mathfrak{a}$ can be uniquely associated to an infinitesimal generator of an analytic strongly continuous semigroup. In particular, if we prove that the form $\mathfrak{a}$ satisfies some regularity conditions, then we also have a corresponding regularity for the associated semigroup. In the next proposition we gather several properties satisfied by the form $\mathfrak{a}$ defined in (4.8). We would like to underline that such results have already been proved separately, and under a different setting, in different works, see, e.g., $\left[\mathrm{BMZ}^{+} 08, \mathrm{DPZ11}, \mathrm{Mug} 10, \mathrm{MR} 07\right]$ and reference therein. Nevertheless, for the sake of completeness, we will provide for the latter a sketch of their proofs.

## Proposition 4.1.6.

(i) If Assumptions 4.2.2 hold, then the form $\mathfrak{a}: \mathcal{V} \times \mathcal{V} \rightarrow \mathbb{R}$ defined in (4.8) is:

- continuous, i.e. it exists $M>0$, such that

$$
\begin{equation*}
|\mathfrak{a}(\mathbf{u}, \mathbf{v})| \leq M|\mathbf{u}|_{\mathcal{V}}|\mathbf{v}|_{\mathcal{V}} \tag{4.10}
\end{equation*}
$$

- $X^{t, x}$-elliptic, i.e. there exist $\lambda>0$ and $\omega \in \mathbb{R}$, such that

$$
\begin{equation*}
\mathfrak{a}(\mathbf{u}, \mathbf{u}) \geq \lambda|\mathbf{u}|_{\mathcal{V}}^{2}-\omega|\mathbf{u}|_{X^{t, x}}^{2} \tag{4.11}
\end{equation*}
$$

- closed, i.e. $\mathcal{V}$ is complete with respect to the following norm

$$
\begin{equation*}
\|\mathbf{u}\|_{\mathfrak{a}}^{2}:=\mathfrak{a}(\mathbf{u}, \mathbf{u})+\|\mathbf{u}\|_{X^{t, x}} \tag{4.12}
\end{equation*}
$$

(ii) If Assumptions 4.2.2 hold and the matrix $B$ is negative defined, i.e. there exists $\mu>0$ such that

$$
\langle B \bar{y}, \bar{y}\rangle_{n} \leq-\mu|\bar{y}|_{n}^{2}, \forall \bar{y} \in \mathbb{R}^{n}
$$

then $\mathfrak{a}$ is coercive, namely it is $X^{t, x}-$ elliptic with $\omega=0$, hence

$$
\begin{equation*}
\mathfrak{a}(\mathbf{u}, \mathbf{u}) \geq \lambda|\mathbf{u}|_{\mathcal{V}}^{2} \tag{4.13}
\end{equation*}
$$

(iii) If Assumptions 4.2.2 hold and the matrices $C, P$ and $B$ are all symmetric, then the form $\mathfrak{a}$ is symmetric as well.

Proof. (i) To simplify notations, let us define the following quantities

$$
\begin{aligned}
& \bar{c}:=\min _{x \in[0,1]} \sum_{i, j=1}^{m} c_{i, j}(x), \quad \bar{C}:=\max _{1 \leq j \leq m} \sum_{i, j=1}^{m} c_{i, j}(x) \\
& \bar{p}:=\min _{1 \leq j \leq m} \sum_{i, j=1}^{m}\left(1-p_{i, j}(x)\right), \quad \bar{P}:=\max _{1 \leq j \leq m} \sum_{i, j=1}^{m}\left(1-p_{i, j}(x)\right), \\
& \bar{b}:=\min _{i, l} b_{i, l}, \quad \bar{B}:=\sum_{\alpha, \beta=1}^{n} b_{\alpha, \beta}
\end{aligned}
$$

Proceeding as in [MR07, Lemma 3.2], we have that $\mathcal{V}$, equipped with the inner product defined in equation (4.9), is a Hilbert space, moreover it is a closed subspace of $\left(H^{1}(0,1)\right)^{m} \times \mathbb{R}^{n}$. From the continuous embedding of $H^{1}(0,1)$ into $C(0,1)$, see, e.g., [MR07, Lemma 3.2], we obtain

$$
\left|d_{i}^{u}\right| \leq \max _{1 \leq j \leq m} \max _{x \in[0,1]}\left|u_{j}(x)\right| \leq \max _{1 \leq j \leq m}\left|u_{j}\right|_{H^{1}(0,1)} \leq \sum_{j=1}^{m}\left|u_{j}\right|_{H^{1}(0,1)}
$$

hence the norm defined in eq. (4.9) is equivalent to

$$
\begin{equation*}
\langle\mathbf{u}, \mathbf{v}\rangle_{\mathcal{V}}:=\sum_{j=1}^{m}\left(u_{j}^{\prime}(x) v_{j}^{\prime}(x)+u_{j}(x) v_{j}(x)\right) \mu_{j} d x \tag{4.14}
\end{equation*}
$$

and, again by [MR07, Lemma 3.2], it also follows that there exists $K>0$ such that

$$
\left|d_{i}^{\mathbf{u}}\right| \leq K|\mathbf{u}|_{\mathcal{V}}, \quad i=1, \ldots, n
$$

then, defining

$$
\tilde{c}:=\min \{\bar{c}, \bar{p}\}, \quad \tilde{C}:=\max \left\{\bar{C},(1-\bar{B}) K^{2}, \bar{P}\right\}
$$

we have that the norm generated by $\mathcal{V}$ is equivalent to the one generated by $\mathfrak{a}$, which, from the completeness of $\mathcal{V}$, implies the closure of $\mathfrak{a}$. In what follows the Hilbert space $\mathcal{V}$ will be equipped with the inner product (4.14) and the corresponding norm.
Concerning the continuity of $\mathfrak{a}$, from assumptions 4.2 .2 , we have

$$
\begin{aligned}
|\mathfrak{a}(\mathbf{u}, \mathbf{v})| & \leq \sum_{i, j=1}^{m} \int_{0}^{1}\left(\left|c_{i, j}(x) u_{i}^{\prime}(x) v_{j}^{\prime}(x)\right|+\left|p_{i, j}(x) u_{i}(x) v_{j}(x)\right|\right) d x+ \\
& -\sum_{\alpha, \beta=1}^{n} b_{\alpha, \beta}\left|d_{\alpha}^{u}\right|\left|d_{\beta}^{v}\right| \leq \\
& \leq 2 L \sum_{i, j=1}^{m}\left\langle u_{i}, v_{j}\right\rangle_{H^{1}\left((0,1) ; \mu_{j} d x\right)}-K^{2} \bar{B}|\mathbf{u}|_{\mathcal{V}}|\mathbf{v}|_{\mathcal{V}} \leq \\
& \leq 2 L\left(\sum_{j=1}^{m}\left|u_{j}\right|_{H^{1}\left((0,1) ; \mu_{j} d x\right)}^{2}\right)^{\frac{1}{2}}\left(\sum_{j=1}^{m}\left|v_{j}\right|_{H^{1}\left((0,1) ; \mu_{j} d x\right)}^{2}\right)^{\frac{1}{2}}+ \\
& -K^{2} \bar{B}|\mathbf{u}|_{\mathcal{V}}|\mathbf{v}|_{\mathcal{V}}= \\
& =\left(2 L-\bar{B} K^{2}\right)|\mathbf{u}|_{\mathcal{V}}|\mathbf{v}|_{\mathcal{V}} \leq M|\mathbf{u}|_{\mathcal{V}}|\mathbf{v}|_{\mathcal{V}} .
\end{aligned}
$$

where $L$, resp. $M$, is defined by $L:=\max \{\bar{C}, \bar{P}\}$, resp. by $M:=\left(2 L-K^{2} \bar{B}\right)$. Moreover assumptions 4.2.2 also implies that the form

$$
\mathfrak{a}_{1}:=\left\langle C u^{\prime}, v^{\prime}\right\rangle_{2}-\langle P u, v\rangle_{2}
$$

is $X^{t, x}$-elliptic. In fact, by [Bur98, Cor. 4.11], see also [CMN08], we have, for some constant $K>0$, that the following inequality holds

$$
\max _{x \in[0,1]} u(x) \leq K\|u\|_{L^{2}}^{\frac{1}{2}}\|u\|_{H^{1}}^{\frac{1}{2}}
$$

hence, introducing $\mathfrak{a}_{2}:=-\left\langle B d^{u}, d^{u}\right\rangle$, we can decompose $\mathfrak{a}$ as $\mathfrak{a}=\mathfrak{a}_{1}+\mathfrak{a}_{2}$, so that the claim follows from [Mug07, Lemma 2.1], see also [CMN08, Th. 2.3] and [CM08, Lemma 2.1, Cor. 2.2].
(ii) from assumptions 4.2 .2 and denoting by $\mu^{C}$, resp. $\mu^{P}$, the constant in equation (4.4), resp. equation (4.5), we have that

$$
\begin{align*}
\mathfrak{a}(\mathbf{u}, \mathbf{u}) & =\int_{0}^{1}\left(\left\langle C(x) u^{\prime}(x), u^{\prime}(x)\right\rangle_{m}-\langle P(x) u(x), u(x)\rangle_{m}\right) d x-\left\langle B d^{u}, d^{v}\right\rangle  \tag{4.15}\\
& \geq \int_{0}^{1}\left(\mu^{C}|u(x)|_{m}^{2}+\mu^{P}|u(x)|_{m}^{2}\right) d x+\mu^{B}\left|d^{u}\right|^{2} \geq \lambda\|\mathbf{u}\|_{\mathcal{V}}
\end{align*}
$$

(iii) it immediately follows from the very definition of $\mathfrak{a}$, see eq. (4.8).

In force of Proposition 4.1.6, we recall the following result, see [MR07, Lemma 3.3].
Proposition 4.1.7. The operator associated with the form $\mathfrak{a}$ defined in (4.8) is the operator $(\mathcal{A}, D(\mathcal{A}))$ defined in equation (4.45).

Proof. See [MR07, Lemma 3.3] or [Ouh09, Prop. 1.51, Th. 1.52],
We end the present subsection characterizing the semigroup generated by the operator $(\mathcal{A}, D(\mathcal{A}))$ defined in equation (4.45). Such result will be used later on to prove the Gaussian bound, see Sec. 4.1.1 below.
Proposition 4.1.8. If assumptions 4.2.2 hold, then the operator associated with the form $\mathfrak{a}$ defined in equation (4.8), is densely defined, sectorial and resolvent compact, hence it generates an analytic and compact $C_{0}-$ semigroup $\mathcal{T}(t)$. We also have the following properties for the semigroup
(i) if the matrix $B$ is negative definite, then the semigroup is uniformly exponentially stable;
(ii) if the matrices $C, P$ and $B$ are symmetric, then the semigroup is self-adjoint;
(iii) if the matrices $C$ and $P$ are diagonal, and the matrix $B$ has entries that are positive off-diagonal and it also satisfies

$$
b_{\alpha \alpha}+\sum_{\beta \neq \alpha} b_{\alpha \beta} \leq 0, \text { for any } \alpha=1, \ldots, n
$$

then the semigroup is positive and $\mathcal{X}^{\infty}$ - contractive in the sense of [Ouh09, Ch. 2].

Proof. The main claim follows exploiting Lemma 4.1.4, Proposition 4.1.6, Proposition 4.1.7 and [Dav90, Th. 1.2.1]. Concerning (i) the uniformly exponential stability it is enough to see that the shifted form $\lambda-\mathfrak{a}(\cdot, \cdot)$ is accreative, whereas point (ii) follows from the fact that the form $\mathfrak{a}$ is symmetric, while point (iii) follows from [CMN08, Th. 2.3] and [Mug10, Cor. 3.4].

## Gaussian bounds

In what follows we state our main result concerning Gaussian estimates and, in order to achieve the result, we require assumptions stated in (4.2.2) as well as the following

Hypothesis 4.1.9. The matrices $C$ and $P$ are diagonal and $B$ has entries that are positive off-diagonal and it satisfies, for any $\alpha=1, \ldots, n$,

$$
b_{\alpha \alpha}+\sum_{\beta \neq \alpha}\left|b_{\alpha \beta}\right|<0
$$

Under the current assumptions we have that the semigroup $\mathcal{T}$ generated by $\mathcal{A}$ is analytic, compact, positive, $\mathcal{X}^{\infty}$-contractive and uniformly exponential stable on $X^{t, x}$, see Proposition 4.1.8.

Let us also recall, see [MR07, Lemma 5.2]. the following lemma,
Lemma 4.1.10. Let us consider a set of functions $u_{j}:[0,1] \rightarrow \mathbb{R}, j=1, \ldots, m$, and let us then define the map $U u:[0, m] \rightarrow \mathbb{R}$ by

$$
U u(x):=u_{j}(x-j+1), \quad \text { if } x \in(j-1, j),
$$

then the map $U$ is a one-to-one map from $\left(L^{2}(0,1)\right)^{m}$ onto $L^{2}(0, m)$. Also $U$ is an isometry if we consider $\left(L^{2}(0,1)\right)^{m}$ with the norm

$$
|u|_{\left(L^{2}(0,1)\right)^{m}}=\left(\sum_{j=1}^{m}\left|u_{j}\right|_{L^{2}(0,1)}\right)^{\frac{1}{2}}
$$

We then consider the product space $X^{t, x}:=\left(L^{2}(0,1)\right)^{m} \times \mathbb{R}^{n}$, hence, in virtue of Lemma 4.1.10, defining $\Omega:=(0, m) \times(0, n)$, and

$$
\mu:=d x \oplus \delta_{1} \oplus \cdots \oplus \delta_{n}
$$

where $\delta_{x_{0}}$ is the Dirac measure centred at $x_{0}$, then we have that the map $U: X^{t, x} \rightarrow L^{2}(\Omega, \mu)$ is an isomorphism. Since we have required assumptions 4.2 .2 to hold, then we know that the operator associated with the form $\mathfrak{a}$, see eq. (4.8), generates an analytic and compact $C_{0}$-semigroup, which we have defined as $\mathcal{T}(t)$, moreover we have

Theorem 4.1.11. The semigroup $\mathcal{T}(t)$, acting on the space $X^{t, x}$ and associated to $\mathfrak{a}$, is ultracontractive, namely there exists a constant $M>0$ such that

$$
\begin{equation*}
\|\mathcal{T}(t) \mathbf{u}\|_{\mathcal{X} \infty} \leq M t^{-\frac{1}{4}}\|\mathbf{u}\|_{X^{t, x}}, \quad t \in[0, T], \mathbf{u} \in X^{t, x} \tag{4.16}
\end{equation*}
$$

Proof. By the Nash-type inequality for weighted $L^{p}$-space, we have that there exists a constant $M_{1}>0$ such that

$$
\|f\|_{L^{2}(\Omega, \mu)} \leq M_{1}\left(\left\|f^{\prime}\right\|_{L^{2}(\Omega, \mu)}+\|f\|_{L^{2}(\Omega, \mu)}\right)^{\frac{1}{3}}\|f\|_{L^{2}(\Omega, \mu)}^{\frac{2}{3}} \leq M_{1}\|f\|_{H^{1}(\Omega, \mu)}^{\frac{1}{3}}\|f\|_{L^{2}(\Omega, \mu)}^{\frac{2}{3}}
$$

hence, for $\mathbf{u} \in V_{0}$, we have

$$
\begin{aligned}
\|\mathbf{u}\|_{X^{t, x}}^{2} & =\sum_{j=1}^{m}\left\|u_{j}\right\|_{2}^{2}+\sum_{i=1}^{n}\left|d_{i}^{u}\right| \leq M_{1}^{2} \sum_{j=1}^{m}\left\|u_{j}\right\|_{H^{1}}^{\frac{2}{3}}\left\|u_{j}\right\|_{2}^{\frac{4}{3}}+\sum_{i=1}^{n}\left|d_{i}^{u}\right|, \leq \\
& \leq M_{1}^{2}\left(\sum_{j=1}^{m}\left\|u_{j}\right\|_{H^{1}}^{2}+\sum_{i=1}^{n}\left|d_{i}^{u}\right|\right)^{\frac{1}{3}}\left(\sum_{j=1}^{m}\left\|u_{j}\right\|_{L^{1}}^{2}+\sum_{i=1}^{n}\left|d_{i}^{u}\right|\right)^{\frac{1}{3}} \leq \\
& \leq M_{2}\|\mathbf{u}\|_{V_{0}}^{\frac{2}{3}}\|\mathbf{u}\|_{\mathcal{X}^{1}}^{\frac{4}{3}}
\end{aligned}
$$

and the claim follows from the equivalence between the norms $\|\cdot\|_{\mathfrak{a}}$ and $\|\cdot\|_{V_{0}}$, as have been shown in Prop. 4.1.6 and [Ouh09, Lemma 5.2].

Moreover, Th. 4.1.11 implies the following
Corollary 4.1.12. The semigroup $\mathcal{T}(t)$ on $X^{t, x}$ satisfies

$$
\|\mathcal{T}(t) \mathbf{u}\|_{\mathcal{X} \infty} \leq M\left(\frac{1-t \omega}{t}\right)^{\frac{1}{4}} e^{1+t \omega}\|\mathbf{u}\|_{X^{t, x}}
$$

where $\omega<0$ is the spectral bound of the semigroup $\mathcal{T}(t)$.
Proof. The claim follows from Prop. 4.1.8, Th. 4.1.11 and [Ouh09, Lemma 6.5].
Besides the ultracontrattivity of $\mathcal{T}(t)$ together with Cor. 4.1.12, implies that the semigroup has an integral Kernel, see [Dav90, Lemma 2.1.2.]. More precisely let us denote by $\tilde{\mathcal{T}}(t):=U^{-1} \mathcal{T}(t) U$ the similar semigroup, see, e.g., [EN00b], acting on $L^{2}(\Omega, \mu)$, being $U$ the isomorphism introduced above. Then, Lemma [Dav90, Lemma 2.1.2] gives us that the action of $(\tilde{\mathcal{T}}(t))_{t \geq 0}$, reads as follow

$$
(\tilde{\mathcal{T}}(t) g)(\cdot)=\int_{\Omega} K_{t}(\cdot, y) g(y) \mu(d y), \quad g \in L^{2}(\Omega, \mu)
$$

for a suitable kernel $K_{t} \in L^{\infty}(\Omega \times \Omega)$. Besides, we can rewrite eq. (4.16) as follows

$$
\|\mathcal{T}(t) \mathbf{u}\|_{\mathcal{X} \infty} \leq e^{\kappa(t)}\|\mathbf{u}\|_{X^{t, x}}, \quad t \in[0, T],, \mathbf{u} \in X^{t, x}
$$

where

$$
\kappa(t):=\log M-\frac{1}{4} \log t
$$

Then, applying [Dav90, Th. 2.2.3], we can derive the following logarithmic Sobolev inequality

$$
\begin{equation*}
\int_{\Omega} \tilde{\mathbf{u}} \log \tilde{\mathbf{u}} d x \leq \epsilon \mathfrak{a}(\mathbf{u}, \mathbf{u})+\kappa(\epsilon)\|\mathbf{u}\|_{X^{t, x}}^{2}+\|\mathbf{u}\|_{X^{t, x}}^{2} \log \|\mathbf{u}\|_{X^{t, x}} \tag{4.17}
\end{equation*}
$$

for any $\mathbf{u} \geq 0, \mathbf{u} \in V_{0}$ and $\epsilon>0$, and where $\tilde{\mathbf{u}} \in L^{2}(\Omega, \mu)$ denotes the function isometric to $\mathbf{u}$ under the isomorphism $U$. Evenually, inequality (4.17) implies the next result

Theorem 4.1.13. The Gaussian upper bound

$$
\begin{equation*}
0 \leq K_{t}(x, y) \leq c_{\delta} t^{-\frac{1}{2}} e^{-\frac{|x-y|^{2}}{\sigma t}} \tag{4.18}
\end{equation*}
$$

holds for the heat kernel $K_{t}$ introduced above, such that it holds

$$
[\mathcal{T}(t) g](x)=\int_{\Omega} K_{t}(x, y) g(y) \mu(d y), \quad y \in L^{2}(\Omega, \mu)
$$

Proof. The claim follows from [Dav90, Th. 3.2.7], taking into account the logarithmic Sobolev inequality (4.17), see, e.g., [Mug10, Th. 4.8] and [DPZ11].

Exploiting Th. 4.1.13 it is also possible to prove the existence of a mild solution, in a suitable sense, to equation (4.2) perturbed by a multiplicative Gaussian noise. Before state latter result, let us denote by $\mathcal{L}_{2}\left(X^{t, x}\right)$ the class of Hilbert-Schmidt operator from $X^{t, x}$ to $X^{t, x}$, while $|\cdot|_{H S}$ denotes the standard Hilbert-Schmidt norm. We refer the reader to, e.g., [DPZ14, Appendix. C], for a dense résumé of the main properties of Hilbert-Schmidt operators.
Proposition 4.1.14. Let assumptions 4.2.2-4.1.9 hold, then, for any $t>0$, the semigroup $\mathcal{T}(t) \in \mathcal{L}_{2}\left(X^{t, x}\right)$, moreover there exists $M>0$ such that

$$
|\mathcal{T}(t)|_{H S} \leq M t^{-\frac{1}{4}}
$$

Proof. Since

$$
|\mathcal{T}(t)|_{H S}=|\tilde{\mathcal{T}}(t)|_{H S}=\left|K_{t}\right|_{L^{2}(\Omega \times \Omega)}
$$

where $K_{t}$ is the kernel defined in equation (4.18), then, by Th. 4.1.13, eq. (4.18), see also [DPZ11, Cor.2], we obtain the existence of a constant $C>0$ such that, $\forall t \in[0, T]$, it holds

$$
|\mathcal{T}(t)|_{H S}^{2}=\int_{\Omega \times \Omega}\left|K_{t}(x, y)\right|^{2} d x d y \leq C \sqrt{2 \pi \sigma t^{-1}}
$$

which implies the existence of a positive constant $M$ such that, $\forall t \in[0, T]$, the following hold

$$
|\mathcal{T}(t)|_{H S} \leq M t^{-\frac{1}{4}}
$$

### 4.1.2 The perturbed stochastic problem

In the present section we focus our attention on the problem (4.2) by perturbing it with multiplicative Gaussian noise. Let us first consider the following complete, filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$, with respect to which, we state the following system

$$
\left\{\begin{array}{l}
\dot{u}_{j}(t, x)=\left(c_{j} u_{i}^{\prime}\right)^{\prime}(t, x)+p_{i} u_{i}(t, x)+g_{j}\left(t, x, u_{j}(t, x)\right) \dot{W}_{j}^{1}(t, x),  \tag{4.19}\\
\quad \text { for } t \geq 0, x \in(0,1), j=1, \ldots, m, \\
u_{j}\left(t, \mathrm{v}_{\alpha}\right)=u_{l}\left(t, \mathrm{v}_{\alpha}\right)=: d_{\alpha}^{u}(t), \quad t \geq 0, l, j \in \Gamma\left(\mathrm{v}_{\alpha}\right), j=1, \ldots, m, \\
\sum_{\beta=1}^{n} b_{\alpha \beta} d_{\beta}^{u}(t)=\sum_{i, j=1}^{m} \sum_{\beta=1}^{n} \delta_{\beta j}^{\alpha i} u_{j}^{\prime}\left(t, \mathrm{v}_{\alpha}\right), \quad t \geq 0, \alpha=n_{0}+1, \ldots, n, \\
\dot{d}_{\alpha}^{u}(t)=-\sum_{i, j=1}^{m} \sum_{\beta=1}^{n} \delta_{\beta j}^{\alpha i} u_{j}^{\prime}\left(t, \mathrm{v}_{\beta}\right)+\sum_{\beta=1}^{n} b_{\alpha \beta} d_{\beta}^{u}(t)+\tilde{g}_{\alpha}\left(t, d_{\alpha}^{u}(t)\right) \dot{W}_{\alpha}^{2}\left(t, \mathrm{v}_{\alpha}\right), \\
\quad \text { for } t \geq 0, \alpha=1, \ldots, n_{0}, \\
u_{j}(0, x)=u_{j}^{0}(x), \quad x \in(0,1), j=1, \ldots, m, \\
d_{i}^{u}(0)=d_{i}^{0}, \quad i=1, \ldots, n_{0},
\end{array}\right.
$$

where, for every $(j, \alpha) \in\{1, \ldots, m\} \times\left\{1, \ldots, n_{0}\right\}, W_{j}^{1}$ and $W_{\alpha}^{2}$ are independent Wiener processes adapted to $\mathcal{F}_{t}-$, while $\dot{W}$ is the formal time derivative. In particular, for every $j=1, \ldots, m, W_{j}^{1}$, is a space time Wiener process with values in $L^{2}(0,1)$. Then, we denote by $W^{1}:=\left(W_{1}^{1}, \ldots, W_{m}^{1}\right)$, a space time Wiener process with values in the product space $X^{2}:=\left(L^{2}(0,1)\right)^{m}$. Analogously, for every $\alpha=1, \ldots, n, W_{\alpha}^{2}$ is a space time Wiener process taking values in $\mathbb{R}$, hence we denote by $W^{2}:=\left(W_{1}^{2}, \ldots, W_{n}^{2}\right)$ the standard Wiener process with values in $\mathbb{R}^{n}$. Consequently, $W:=\left(W^{1}, W^{2}\right)$ indicates the standard space time Wiener process with values in $X^{t, x}:=X^{2} \times \mathbb{R}^{n}$, being $\left(\mathcal{F}_{t}\right)_{t \in[0, T]}$ the natural filtration generated by $W$, augmented by all $\mathbb{P}$-null sets of $\mathcal{F}_{T}$.

Besides assumptions 4.2 .2 and 4.1.9 we will also assume the following to hold.

## Hypothesis 4.1.15.

(i) For every $j=1, \ldots, m$, the functions $g_{j}:[0, T] \times[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$, are measurable, bounded and uniformly Lipschitz in the third component, namely there exist constants $C_{j}>0$ and $K_{j}$ such that, for any $\left(t, x, y_{1}\right) \in[0, T] \times[0,1] \times \mathbb{R}$ and $\left(t, x, y_{2}\right) \in[0, T] \times[0,1] \times \mathbb{R}$, the following holds

$$
\left|g_{j}\left(t, x, y_{1}\right)\right| \leq C_{j}, \quad\left|g_{j}\left(t, x, y_{1}\right)-g_{j}\left(t, x, y_{2}\right)\right| \leq K_{j}\left|y_{1}-y_{2}\right|
$$

(ii) For every $\alpha=1, \ldots, n_{0}$, the functions $\tilde{g}_{\alpha}:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$, are measurable, bounded and uniformly Lipschitz with respect to the second component, namely there exist constants $C_{\alpha}>0$ and $K_{\alpha}$ such that, for any $\left(t, y_{1}\right) \in[0, T] \times \mathbb{R}$ and $\left(t, y_{2}\right) \in[0, T] \times \mathbb{R}$, the following holds

$$
\left|\tilde{g}_{\alpha}\left(t, y_{1}\right)\right| \leq C_{\alpha}, \quad\left|\tilde{g}_{\alpha}\left(t, y_{1}\right)-\tilde{g}_{\alpha}\left(t, y_{2}\right)\right| \leq K_{\alpha}\left|y_{1}-y_{2}\right|
$$

With the help of the notations just introduced, see also Sec. 5.2, the problem (4.56) can be rewritten as an abstract infinite dimensional Cauchy problem of the form

$$
\left\{\begin{array}{l}
d \mathbf{u}(t)=\mathcal{A} \mathbf{u}(t) d t+G(t, \mathbf{u}(t)) d W(t), \quad t \geq 0  \tag{4.20}\\
\mathbf{u}(0)=\mathbf{u}_{0} \in X^{t, x}
\end{array}\right.
$$

where $\mathcal{A}$ is the operator introduced in (4.45), while $G:[0, T] \times X^{t, x} \rightarrow \mathcal{L}\left(X^{t, x}\right), \mathcal{L}\left(X^{t, x}\right)$ being the space of linear and bounded operator from $X^{t, x}$ to $X^{t, x}$ equipped with standard operator norm $|\cdot|_{\mathcal{L}}$, is defined as

$$
\begin{equation*}
G(t, \mathbf{u}) \mathbf{v}=\left(\sigma_{1}(t, u) v, \sigma_{2}(t, y) z\right)^{T}, \quad \mathbf{u}=(u, y), \mathbf{v}=(v, z) \in X^{t, x} \tag{4.21}
\end{equation*}
$$

with

$$
\begin{aligned}
& \left(\sigma_{1}(t, u) v\right)(x)=\left(g_{1}\left(t, x, u_{1}(t, x)\right), \ldots, g_{m}\left(t, x, u_{m}(t, x)\right)\right)^{T} \\
& \sigma_{2}(t, y) z=\left(\tilde{g}_{1}\left(t, y_{1}\right) z_{1}, \ldots, \tilde{g}_{n_{0}}\left(t, y_{n_{0}}\right) z_{n_{0}}, 0, \ldots, 0\right)^{T}
\end{aligned}
$$

It is worth to mention that, in order to guarantee the existence and uniqueness of a mild solution to equation (4.57), in a suitable sense to be introduced in a while, we have to require the stronger property that $G:[0, T] \times X^{t, x} \rightarrow \mathcal{L}_{2}\left(X^{t, x}\right)$, where $\mathcal{L}_{2}\left(X^{t, x}\right)$ is the space of Hilbert-Schmidt operator from $X^{t, x}$ into itself equipped with standard Hilbert-Schmidt normdenoted by $|\cdot|_{H S}$, see, e.g., [DPZ14, Appendix C]. Nevertheless, by Prop. 4.1.14, we can show that the semigroup $\mathcal{T}(t)$ is Hilbert-Schmidt, and that to have a unique solution in a mild sense we can weaken the condition on $G$ requiring it to take values in $\mathcal{L}\left(X^{t, x}\right)$.

The aforementioned mild solution to equation (4.57), is intended in the following sense

Definition 4.1.16. We will say that $\mathbf{u}$ is a mild solution to equation (4.57), if it is a mean square continuous $X^{t, x}$-valued process adapted to the filtration generated by $W$, such that for any $t \geq 0$ we have that $\mathbf{u} \in L^{2}\left(\Omega, C\left([0, T] ; X^{t, x}\right)\right)$, and it holds

$$
\begin{equation*}
\mathbf{u}(t)=\mathcal{T}(t) \mathbf{u}_{0}+\int_{0}^{t} \mathcal{T}(t-s) G(s, \mathbf{u}(s)) d W(s), \quad t \geq 0 \tag{4.22}
\end{equation*}
$$

We thus have the following.
Proposition 4.1.17. Let assumptions 4.2.2-4.1.9-4.2.8 hold, then the map $G:[0, T] \times$ $X^{t, x} \rightarrow \mathcal{L}\left(X^{t, x}\right)$ defined in eq. (4.58) satisfies:
(i) for any $\mathbf{u} \in X^{t, x}$, the map $G(\cdot, \cdot) \mathbf{u}:[0, T] \times X^{t, x} \rightarrow X^{t, x}$ is measurable;
(ii) $\mathcal{T}(t) G(s, \mathbf{u}) \in \mathcal{L}_{2}\left(X^{t, x}\right)$, for any $t>0, s \in[0, T]$ and $\mathbf{u} \in X^{t, x}$;
(iii) for any $t>0, s \in[0, T], \mathbf{u}, \mathbf{v} \in X^{t, x}$, and for some constant $M>0$, it holds

$$
\begin{align*}
& |\mathcal{T}(t) G(s, \mathbf{u})|_{H S} \leq M t^{-\frac{1}{4}}\left(1+|\mathbf{u}|_{X^{t, x}}\right)  \tag{4.23}\\
& |\mathcal{T}(t) G(s, \mathbf{u})-\mathcal{T}(t) G(s, \mathbf{v})|_{H S} \leq M t^{-\frac{1}{4}}|\mathbf{u}-\mathbf{v}|_{X^{t, x}}  \tag{4.24}\\
& |G(s, \mathbf{u})|_{\mathcal{L}} \leq M\left(1+|\mathbf{u}|_{X^{t, x}}\right) \tag{4.25}
\end{align*}
$$

Proof. Point (i) immediately follows from assumptions 4.2.8, whereas (ii) follows from equation (4.63). Concerning point (iii), we have that eq. (4.63) immediately follows from assumptions 4.2.8. To derive eq. (4.64), we first denote by $\left\{\phi_{k}\right\}_{k \in \mathbb{N}}$ an orthonormal basis in $X^{t, x}$. Then, denoting in what follows by $M>0$ several different constants, and exploiting assumptions 4.2.8, we have

$$
\begin{align*}
|\mathcal{T}(t) G(s, \mathbf{u})|_{H S}^{2} & =\sum_{j, k \in \mathbb{N}}\left\langle\mathcal{T}(t) G(s, \mathbf{u}) \phi_{j}, \phi_{k}\right\rangle_{X^{t, x}}^{2}= \\
& =\sum_{j, k \in \mathbb{N}}\left\langle G(s, \mathbf{u}) \phi_{j}, \mathcal{T}(t) \phi_{k}\right\rangle_{X^{t, x}}^{2} \leq|G(s, \mathbf{u})|_{\mathcal{L}}^{2}|\mathcal{T}(t)|_{H S}^{2} \leq  \tag{4.26}\\
& \leq M\left(1+|\mathbf{u}|_{X^{t, x}}^{2}\right)|\mathcal{T}(t)|_{H S}^{2} \leq M t^{-\frac{1}{4}}\left(1+|\mathbf{u}|_{X^{t, x}}\right),
\end{align*}
$$

where the last inequality follows from Prop. 4.1.14, hence, proceeding as for eq. (4.66), we obtain eq. (4.64).

Theorem 4.1.18. Let assumptions 4.2.2-4.1.9-4.2.8 hold, then there exists a unique mild solution in the sense of Def. 4.2.16.

Proof. The result can be derived exploiting [DPZ96, Th. 5.3.1], together with Prop. 4.2.11, see also [DPZ11].

## Existence and uniqueness for the non-linear equation

In what follows we generalize eq. (4.56), and consequently the abstract Cauchy problem (4.57), taking into account a non-linear Lipschitz perturbation. The notation is as in previous sections. In particular we consider the following non-linear stochastic boundary value problem

$$
\left\{\begin{array}{l}
\dot{u}_{j}(t, x)=\left(c_{j} u_{i}^{\prime}\right)^{\prime}(t, x)+p_{i} u_{i}(t, x)+f_{j}\left(t, x, u_{j}(t, x)\right)+g_{j}\left(t, x, u_{j}(t, x)\right) \dot{W}_{j}^{1}(t, x)  \tag{4.27}\\
\quad \text { for } t \geq 0, x \in(0,1), j=1, \ldots, m, \\
u_{j}\left(t, \mathrm{v}_{\alpha}\right)=u_{l}\left(t, \mathrm{v}_{\alpha}\right)=: d_{\alpha}^{u}(t), \quad t \geq 0, l, j \in \Gamma\left(\mathrm{v}_{\alpha}\right), j=1, \ldots, m, \\
\sum_{\beta=1}^{n} b_{\alpha \beta} d_{\beta}^{u}(t)=\sum_{i, j=1}^{m} \sum_{\beta=1}^{n} \delta_{\beta}^{\alpha i} u_{j}^{\prime}\left(t, \mathrm{v}_{\alpha}\right), \quad t \geq 0, \alpha=n_{0}+1, \ldots, n, \\
\dot{d}_{\alpha}^{u}(t)=-\sum_{i, j=1}^{m} \sum_{\beta=1}^{n} \delta_{\beta j}^{\alpha i} u_{j}^{\prime}\left(t, \mathrm{v}_{\beta}\right)+\sum_{\beta=1}^{n} b_{\alpha \beta} d_{\beta}^{u}(t)+\tilde{g}_{\alpha}\left(t, d_{\alpha}^{u}(t)\right) \dot{W}_{\alpha}^{2}\left(t, \mathrm{v}_{\alpha}\right), \\
\quad \text { for } t \geq 0, \alpha=1, \ldots, n_{0}, \\
u_{j}(0, x)=u_{j}^{0}(x), \quad x \in(0,1), j=1, \ldots, m, \\
d_{i}^{u}(0)=d_{i}^{0}, \quad i=1, \ldots, n_{0} .
\end{array}\right.
$$

Besides the assumptions 4.2.2-4.1.9-4.2.8, we also require that
Hypothesis 4.1.19. For every $j=1, \ldots, m$, the functions $f_{j}:[0, T] \times[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$, are measurable, bounded and uniformly Lipschitz continuous with respect to the third component, namely there exist constants $C_{j}>0$ and $K_{j}$, such that, for any $\left(t, x, y_{1}\right) \in[0, T] \times[0,1] \times \mathbb{R}$ and $\left(t, x, y_{2}\right) \in[0, T] \times[0,1] \times \mathbb{R}$, it holds

$$
\left|f_{j}\left(t, x, y_{1}\right)\right| \leq C_{j}, \quad\left|f_{j}\left(t, x, y_{1}\right)-f_{j}\left(t, x, y_{2}\right)\right| \leq K_{j}|u-v|
$$

Analogously to what has been made in Sec. 4.2.3, we reformulate eq. (4.68) as follows

$$
\left\{\begin{array}{l}
d \mathbf{u}(t)=[\mathcal{A} \mathbf{u}(t)+F(t, \mathbf{u}(t))] d t+G(t, \mathbf{u}(t)) d W(t), \quad t \geq 0  \tag{4.28}\\
\mathbf{u}(0)=\mathbf{u}_{0} \in X^{t, x}
\end{array}\right.
$$

moreover we define $F:[0, T] \times X^{t, x} \rightarrow X^{t, x}$, such that

$$
\begin{equation*}
F(t, \mathbf{u}):=(f(t, u), 0)^{T}, \quad \mathbf{u}=(u, y) \in X^{t, x}:=X^{2} \times \mathbb{R}^{n} \tag{4.29}
\end{equation*}
$$

with

$$
(f(t, u))(x):=\left(f_{1}\left(t, x, u_{1}(t, x)\right), \ldots, f_{m}\left(t, x, u_{m}(t, x)\right)\right)^{T}
$$

Then, we can state the following result for the existence and uniqueness of a mild solution to the eq. (4.69)
Theorem 4.1.20. Let assumptions 4.2.2-4.1.9-4.2.8-4.2.13 hold, then there exists a unique mild solution to eq. (4.69) in the sense of Def. 4.2.16.
Proof. It is enough to show that the map $F$ defined in eq. (4.70) is Lipschitz continuous on the space $X^{t, x}$. In fact, from assumptions 4.2.13, it holds

$$
\begin{equation*}
|F(t, \mathbf{u})-F(t, \mathbf{v})|_{X^{t, x}}=|f(t, u)-f(t, v)|_{X^{2}} \leq K|u-v|_{X^{2}} \tag{4.30}
\end{equation*}
$$

Then, exploiting eq. (4.71) together with Prop.4.2.11, the existence of a unique mild solution is a direct application of [DPZ96, Th. 5.3.1], see also [DPZ11].
Remark 4.1.21. A result similar to Th.4.2.14 can be also proved under the assumption of $F$ to be only a function of polynomial growth at infinity, see, e.g., [BM08].

### 4.1.3 Application to stochastic optimal control

In the present section, in the light of previously obtained results, we consider an optimal control problem related to a general nonlinear control system, written in the following form

$$
\left\{\begin{align*}
& d \mathbf{u}(t)^{z}=\left[\mathcal{A} \mathbf{u}^{z}(t)+\right.\left.F\left(t, \mathbf{u}^{z}\right)+G\left(t, \mathbf{u}^{u}(t)\right) R(t, \mathbf{u}(t), z(t))\right] d t  \tag{4.31}\\
&+G\left(t, \mathbf{u}^{z}(t)\right) d W(t), \quad t \in\left[t_{0}, T\right] \\
& \mathbf{u}^{z}\left(t_{0}\right)=\mathbf{u}_{0} \in X^{t, x}
\end{align*}\right.
$$

where $z$ denotes the control and the subscript $\mathbf{u}^{z}$ denotes the dependence of the process $\mathbf{u} \in X^{t, x}$ from the control $z$. In particular, we analyse the system (4.72) following the approach given in [FT05], searching for its weak solutions, see, e.g., [FS06].

Let us fix $t_{0} \geq 0$ and $\mathbf{u}_{0} \in X^{t, x}$, then an admissible control system (ACS) is given by $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P},(W(t))_{t \geq 0}, z\right)$, where

- $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$ is a complete probability space;
- $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ is a filtration, in the aforementioned probability space, satisfying the usual assumptions;
- $(W(t))_{t \geq 0}$ is a $\mathcal{F}_{t}$-adapted Wiener process with values in $X^{t, x}$;
- $z$ is a process taking values in the space $Z$, predictable with respect to the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$, and such that $z(t) \in \mathcal{Z} \mathbb{P}$-a.s. , for almost any $t \in\left[t_{0}, T\right], \mathcal{Z}$ being a suitable domain of $Z$.

To each ACS we associate the mild solution of the abstract equation (4.72) $\mathbf{u}^{z} \in$ $C\left(\left[t_{0}, T\right] ; L^{2}\left(\Omega ; X^{t, x}\right)\right)$, and we introduce the following cost functional

$$
\begin{equation*}
J\left(t_{0}, \mathbf{u}_{0}, z\right):=\mathbb{E} \int_{t_{0}}^{T} l\left(t, \mathbf{u}^{z}(t), z(t)\right) d t+\mathbb{E} \varphi\left(\mathbf{u}^{z}(T)\right) \tag{4.32}
\end{equation*}
$$

where the function $l$, resp. the function $\varphi$, denotes the running cost, resp. the terminal cost. Then, the main goal is to chose a control $z$ belonging to a given set of admissible controls, and such that it minimizes the cost functional (4.74). If such a control $z$ exists, it will be called optimal control.

In what follows, besides the assumptions 4.2.2-4.1.9-4.2.84.2.13, we will also require the following to hold

Hypothesis 4.1.22. (i) the map $R:[0, T] \times X^{t, x} \times \mathcal{Z} \rightarrow X^{t, x}$ is measurable and, for some $C_{R}>0$, it satisfies

$$
\begin{aligned}
& |R(t, \mathbf{u}, z)-R(t, \mathbf{u}, z)|_{X^{t, x}} \leq C_{R}\left(1+|\mathbf{u}|_{X^{t, x}}+|\mathbf{v}|_{X^{t, x}}\right)^{m}|\mathbf{u}-\mathbf{v}|_{X^{t, x}} \\
& |R(t, \mathbf{u}, z)|_{X^{t, x}} \leq C_{R}
\end{aligned}
$$

(ii) the map $l:[0, T] \times X^{t, x} \times \mathcal{Z} \rightarrow \mathbb{R} \cup\{+\infty\}$ is measurable and, for some $C_{l}>0$ and $C \geq 0$, it satisfies

$$
\begin{aligned}
& |R(t, \mathbf{u}, z)-R(t, \mathbf{u}, z)| \leq C_{l}\left(1+|\mathbf{u}|_{X^{t, x}}+|\mathbf{v}|_{X^{t, x}}\right)^{m}|\mathbf{u}-\mathbf{v}|_{X^{t, x}} \\
& |R(t, 0, z)|_{X^{t, x}} \geq-C \\
& \inf _{z \in \mathcal{Z}} l(t, 0, z) \leq C_{l}
\end{aligned}
$$

(iii) for some $C_{\varphi}>0$ and $m \geq 0$, the map $\varphi: X^{t, x} \rightarrow \mathbb{R}$ satisfies

$$
|\varphi(\mathbf{u})-\varphi(\mathbf{v})| \leq C_{\varphi}\left(1+|\mathbf{u}|_{X^{t, x}}+|\mathbf{v}|_{X^{t, x}}\right)^{m}|\mathbf{u}-\mathbf{v}|_{X^{t, x}}
$$

Following [FT05], if we let assumptions 4.2.2-4.1.9-4.2.84.2.13-4.2.15 to hold, then an ACS can be constructed as follows: first we arbitrarily chose the probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$ and $W$ as above, then we consider the uncontrolled problem

$$
\left\{\begin{array}{l}
d \mathbf{u}(t)=[\mathcal{A} \mathbf{u}(t)+F(t, \mathbf{u})] d t+G(t, \mathbf{u}(t)) d W(t), \quad t \geq 0  \tag{4.33}\\
\mathbf{u}(0)=\mathbf{u}_{0} \in X^{t, x}
\end{array}\right.
$$

under above assumptions. Then, by Th. 4.2.14, we have the existence for a unique mild solution to eq. (4.75). Moreover, by the boundedness of $R$ and applying the Girsanov theorem, we obtain that, for any fixed $\zeta \in \mathcal{Z}$, there exists a probability measure $\mathbb{P}^{\zeta}$ such that

$$
W^{\zeta}(t):=W(t)-\int_{t_{0} \wedge t}^{t \wedge T} R(s, \mathbf{u}(s), \zeta) d s
$$

is a Wiener process, so that, for any $t \in[0, T], \mathbf{u}, \mathbf{v} \in X^{t, x}$, we can classically define the Hamiltonian function associated to the problem (4.75), as follows

$$
\begin{align*}
& \psi(t, \mathbf{u}, \mathbf{v})=-\inf _{z \in \mathcal{Z}}\{l(t, \mathbf{u}, z)+\mathbf{v} R(t, \mathbf{u}, z)\}  \tag{4.34}\\
& \Gamma(t, \mathbf{u}, \mathbf{v})=\{z \in \mathcal{Z}: \psi(t, \mathbf{u}, \mathbf{v})+l(t, \mathbf{u}, z)+\mathbf{v} R(t, \mathbf{u}, z)=0\}
\end{align*}
$$

where we note that $\Gamma(t, \mathbf{u}, w)$ is a (possibly empty) subset of $\mathcal{Z}$, and the function $\psi$ satisfies assumptions 4.2.15. In the present setting we can apply [FT05, Th. 5.1] which allows us to write the Hamilton-Jacobi-Bellman (HJB) equation for the problem (4.72)-(4.74), as follows

$$
\left\{\begin{array}{l}
\frac{\partial w(t, \mathbf{u})}{\partial t}+\mathcal{L}_{t} w(t, \mathbf{u})=\psi(t, \mathbf{u}, \nabla w(t, \mathbf{u}) G(t, \mathbf{u}))  \tag{4.35}\\
w(T, \mathbf{u})=\varphi(\mathbf{u})
\end{array}\right.
$$

where

$$
\mathcal{L}_{t} w(\mathbf{u}):=\frac{1}{2} \operatorname{Tr}\left[G(t, \mathbf{u}) G(t, \mathbf{u})^{*} \nabla^{2} w(\mathbf{u})\right]+\langle\mathcal{A} \mathbf{u}, \nabla w(\mathbf{u})\rangle_{X^{t, x}}
$$

is the infinitesimal generator associated to the eq. (4.72), $\operatorname{Tr}$ denotes the trace, $G^{*}$ is the adjoint of $G$ and $\nabla$ is a suitable notion of gradient to be introduced in a while.

In particular, see, e.g., [FT05, Def. 5.1], $w$ is said to be a mild solution in the sense of generalized gradient, or simply mild solution, according to the following definition
Definition 4.1.23. We say that a function $w:[0, T] \times X^{t, x} \rightarrow \mathbb{R}$ is a mild solution to equation (4.77) if the following hold:
(i) there exist $C>0$ and $m \geq 0$, such that for any $t \in[0, T]$, and for any $\mathbf{u}, \mathbf{v} \in X^{t, x}$, it holds

$$
\begin{aligned}
& |w(t, \mathbf{u})-w(t, \mathbf{v})| \leq C\left(1+|\mathbf{u}|_{X^{t, x}}+|\mathbf{v}|_{X^{t, x}}\right)^{m}|\mathbf{u}-\mathbf{v}|_{X^{t, x}} \\
& |w(t, 0)| \leq C
\end{aligned}
$$

(ii) for any $0 \leq t \leq T, \mathbf{u} \in X^{t, x}$, we have that

$$
w(t, \mathbf{u})=P_{t, T} \varphi(\mathbf{u})-\int_{t}^{T} P_{t, s} \psi(s, \cdot, w(s, \cdot), \rho(s, \cdot))(\mathbf{u}) d s
$$

where $\rho$ is an arbitrary element of the generalized directional gradient $\nabla^{G} w$ defined in [FT05], while $P_{t, T}$ is the Markov semigroup generated by the forward process (4.72).

In particular we would like to underline that, thanks to the approach developed in [FT05], we do not need to require any differentiability properties for the functions $F, G$ and $w$. In fact, the notion of gradient appearing in equation (4.77) is to be intend in a weak sense, which is exactly the notion of the generalized directional gradient we have reminded before, see [FT05]. In particular, the latter means that if $w$ is regular enough, then $\nabla w$ coincides with the standard notion of gradient, namely, with respect to the present case, it coincides with the Fréchet derivative, resp. with the Gâteaux derivative, if we assume $w$ to be Fréchet differentiable, resp. to be Gâteaux differentiable.

We thus have the following result.
Proposition 4.1.24. Let us consider the optimal control problem (4.72)-(4.74), then the associated HJB equation is represented by eq. (4.77). Moreover, if assumptions 4.2.2-4.1.9-4.2.8-4.2.13-4.2.15 hold, then we have that the HJB equation (4.77) admits a unique mild solution in the sense of definition 4.2.16.

Proof. The proof immediately follows from [FT05, Th. 5.1].
As a direct consequence of Proposition 4.2.18, we have the following
Theorem 4.1.25. Let assumptions 4.2.2-4.1.9-4.2.8-4.2.13-4.2.15 hold, $w$ be a mild solution to the HJB equation (4.77) and $\rho$ is an element of the generalized directional gradient $\nabla^{G} w$. Then, for all $A C S$, we have have $J\left(t_{0}, \mathbf{u}_{0}, z\right) \geq w\left(t_{0}, \mathbf{u}_{0}\right)$, and the equality holds if and only if the following feedback law is verified by $z$ and $\mathbf{u}^{z}$

$$
\begin{equation*}
z(t)=\Gamma\left(t, \mathbf{u}^{z}(t), G\left(t, \rho\left(t, \mathbf{u}^{z}(t)\right)\right), \quad \mathbb{P}-\text { a.s. for a.a. } t \in\left[t_{0}, T\right] .\right. \tag{4.36}
\end{equation*}
$$

Moreover, if there exists a measurable function $\gamma:[0, T] \times X^{t, x} \times X^{t, x} \rightarrow \mathcal{Z}$ with

$$
\gamma(t, \mathbf{u}, \mathbf{v}) \in \Gamma(t, \mathbf{u}, \mathbf{v}), \quad t \in[0, T], \mathbf{u}, \mathbf{v} \in X^{t, x}
$$

then there exists at least one ACS for which

$$
\bar{z}(t)) \gamma\left(t, \mathbf{u}^{z}(t), \rho\left(t, \mathbf{u}^{z}(t)\right)\right), \quad \mathbb{P}-\text { a.s. for a.a. } t \in\left[t_{0}, T\right]
$$

Eventually, we have that $\mathbf{u}^{\bar{z}}$ is a mild solution of equation (4.72).
Proof. See [FT05, Th. 7.2].

Example 4.1.1 (The heat equation with controlled stochastic boundary conditions on a graph). In what follows we give an example concerning the heat equation defined on a graph $\mathbb{G}$, as it has been defined in Sec. 4.2.1. On every nodes of $\mathbb{G}$ we assume local controlled dynamic boundary conditions. Hence, according with the setting introduced above, we have $m$ nodes and $n_{0}=n$ nodes equipped with dynamic boundary conditions. We also assume to do not have any noise on the heat equation, whereas we assume the boundary condition to be perturbed by an additive Wiener process. Then, we are considering a system of the following form

$$
\left\{\begin{array}{l}
\dot{u}_{j}(t, x)=\left(c_{j} u_{i}^{\prime}\right)^{\prime}(t, x), \quad t \geq 0, x \in(0,1), j=1, \ldots, m  \tag{4.37}\\
u_{j}\left(t, \mathrm{v}_{\alpha}\right)=u_{l}\left(t, \mathrm{v}_{\alpha}\right)=: d_{\alpha}^{u}(t), \quad t \geq 0, l, j \in \Gamma\left(\mathrm{v}_{\alpha}\right), j=1, \ldots, m \\
\dot{d}_{\alpha}^{u}(t)=-\sum_{j=1}^{m} \phi_{\alpha, j} c_{j}\left(\mathrm{v}_{\alpha}\right) u_{j}^{\prime}\left(t, \mathrm{v}_{\alpha}\right)+b_{\alpha} d_{\alpha}^{u}(t)+\tilde{g}_{\alpha}(t)\left(z(t)+\dot{W}_{\alpha}^{2}(t)\right), \quad t \geq 0, \alpha=1, \ldots, n, \\
u_{j}(0, x)=u_{j}^{0}(x), \quad x \in(0,1), j=1, \ldots, m \\
d_{i}^{u}(0)=d_{i}^{0}, \quad i=1, \ldots, n
\end{array}\right.
$$

Miming what we have done during previous section, we rewrite (4.79) as an abstract Cauchy problem on the Hilbert space $X^{t, x}$, obtaining

$$
\left\{\begin{array}{l}
d \mathbf{u}(t)^{z}=\mathcal{A} \mathbf{u}^{z}(t) d t+G\left(t, \mathbf{u}^{z}(t)\right)(R z(t)+d W(t)), \quad t \in\left[t_{0}, T\right]  \tag{4.38}\\
\mathbf{u}^{z}\left(t_{0}\right)=\mathbf{u}_{0} \in X^{t, x}
\end{array}\right.
$$

where $R: \mathbb{R}^{n} \rightarrow X^{t, x}$ is the immersion of the boundary space $\mathbb{R}^{n}$ into the product space $X^{t, x}:=X^{2} \times \mathbb{R}^{n}$. In the present setting the control $z$ takes values in $\mathbb{R}^{n}$, and $\mathcal{Z}$ is a subset of $\mathbb{R}^{n}$. Then, if we consider a cost functional of the form (4.74), we have, by Prop. 4.2.18 and Theorem 4.2.20, the existence of at least one ACS for the HJB equation (4.77) which is associated to the stochastic control problem (4.80)-(4.74). Moreover, we can derive the following

Theorem 4.1.26. Let assumptions 4.2.2-4.1.9-4.2.8-4.2.13-4.2.15 hold, and let w be a mild solution to the HJB equation (4.77), and $\rho$ be an element of the generalized directional gradient $\nabla^{G} w$. Then, for all $A C S$, we have have $J\left(t_{0}, \mathbf{u}_{0}, z\right) \geq w\left(t_{0}, \mathbf{u}_{0}\right)$, and the equality holds if and only of the following feedback law is verified by $z$ and $\mathbf{u}^{z}$

$$
\begin{equation*}
z(t)=\Gamma\left(t, \mathbf{u}^{z}(t), G\left(t, \rho\left(t, \mathbf{u}^{z}(t)\right)\right), \quad \mathbb{P}-\text { a.s. for a.a. } t \in\left[t_{0}, T\right]\right. \tag{4.39}
\end{equation*}
$$

Besides, if there exists a measurable function $\gamma:[0, T] \times X^{t, x} \times X^{t, x} \rightarrow \mathcal{Z}$, with

$$
\gamma(t, \mathbf{u}, \mathbf{v}) \in \Gamma(t, \mathbf{u}, \mathbf{v}), \quad t \in[0, T], \mathbf{u}, \mathbf{v} \in X^{t, x}
$$

then there exists at least one ACS such that

$$
\bar{z}(t)) \gamma\left(t, \mathbf{u}^{z}(t), \rho\left(t, \mathbf{u}^{z}(t)\right)\right), \quad \mathbb{P}-\text { a.s. for a.a. } t \in\left[t_{0}, T\right] .
$$

Eventually, we have that $\mathbf{u}^{\bar{z}}$ is a mild solution to the eq. (4.72).

### 4.1.4 Conclusions

In the present paper, we have generalized previously obtained results concerning different evolution problems on networks, by taking into account a diffusion problem on a graph
which has been endowed with non-local boundary static and dynamic conditions, and also considering a stochastic perturbation. We would like to underline that assumptions we made throughout the paper, could be relaxed taking into account the particular geometry of the graph, as it can be constructed according with the peculiarities of the concrete problem in which one is interested.

A second possible generalization of the results presented here, consists in considering time-non-local boundary conditions. The latter, leads to a problem that, as it is standard when dealing with delay equations, can be studied by introducing a suitable path space, with its associated corresponding operator. The price to pay regards the regularity of the leading operator, which is no longer analytic. This implies that the Gaussian estimate, obtained in the present work, does not hold, hence the Hilbert-Schmidt property of the semigroup has to be proved with different techniques.

### 4.2 Stochastic reaction-diffusion equations on networks with dynamic time-delayed boundary conditions

Recent years have seen an increasing attention to the study of diffusion problems on networks, especially in connection with the theory of stochastic processes. In fact, there is a broad area of possible applications where the mathematical use of graphs and random dynamics stated on them, play a crucial role, as in the case, e.g., of quantum mechanics, see, e.g. [Tum06], the books [GZ04, Kle09] and references therein; in neurobiology, as an example concerning the study of stochastic system of the FitzHugh-Nagumo type, see, e.g., [ADP11, All10, BCP15, $\mathrm{BMZ}^{+}$08, CGMY03]; or in finance, see, e.g., [HN13] and references therein, particularly in the light of numerical applications.

Concerning the aforementioned ambit, a possible approach which has shown to be particularly useful, is to introduce a suitable infinite dimensional space of functions that takes into account the underlying graph domain and then tackle the diffusion problem exploiting both functional analytic tools and infinite dimensional analysis. This technique had led to a systematic study of Stochastic Partial Differential Equations (SPDEs) on networks, showing that it is in general possible to rewrite a diffusion problem defined on a network in a general abstract form, see, e.g., [BMZ ${ }^{+}$08, CGMY03, CM08, DPZ11], and the monograph [Mug14] for a detailed introduction to the subject.

One of the main issues that appears in rewriting the initial problem into an operatorial abstract setting, is to chose the right boundary conditions (BC), that the diffusion problem has to satisfy. In order to overcome the latter, a systematic study of abstract SPDE equipped with different possible BC has been carried up during last years. The typical conditions when one is to deal with diffusion problems governed by a second order differential operator are the so-call generalized Kirchhoff conditions, see, e.g., [Mug10]. Nevertheless rather recently, different types of general BC has been proposed, such as non-local BC, allowing for non-local interaction of non-adjacent vertex of the graph, see, e.g., [CGMY03, DPZ11], or dynamic BC , see, e.g., $\left[\mathrm{BMZ}^{+} 08, \mathrm{MR07}\right]$, or also mixed type BC, allowing for both static and dynamic non-local boundary conditions, see, e.g., [CDP16b].

In the present work we consider a new type of non-local BC. In fact, in any of the aforementioned works, only non-local spatial BC have been considered, while we will focus our attention on boundary conditions which are non-local in time. We refer to [IW06b, IW06a, IP10, Web05], and references therein, for concrete applications that can be potentially stud-
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ied in the light of the approach that we develop in our work.
In particular, our study exploits the theory of delay equations, see, e.g., [BP04, BP01], so that we will lift the time-delayed boundary conditions to have values in a suitable infinite dimensional path space, showing that the corresponding differential operator does in fact generate a strongly continuous semigroup on an appropriate space of paths.

The work is so structured: in Sec. 4.2 .1 we will introduce the setting and the main notations; in Sec. 4.2.2, exploiting the theory of delay operators, we will introduce the infinite dimensional product space we will work in, also showing that we can rewrite our equation as an infinite dimensional problem where the differential operator generates a strongly continuous semigroup, this immediately lead to the wellposedeness of the abstract Cauchy problem; in Sec. 4.2 .3 we will introduce a stochastic multiplicative perturbation of Brownian type, showing the existence and uniqueness of a mild solution, in a suitable sense, under rather mild assumptions on the coefficients; eventually, in Sec. 4.2.4, we provide an application of the developed theory to a stochastic optimal control problem.

### 4.2.1 General framework

Let us consider a finite, connected network identified with a finite graph composed by $n \in \mathbb{N}$ vertices $\mathrm{v}_{1}, \ldots, \mathrm{v}_{n}$, and by $m \in \mathbb{N}$ edges $e_{1}, \ldots, e_{m}$ which are assumed to be normalized on the interval $[0,1]$. Moreover, we will assume that on the nodes $\mathrm{v}_{1}, \ldots, \mathrm{v}_{n}$ of $\mathbb{G}$ are endowed with dynamic boundary conditions to be specified later on.

We would like to recall that in [CM08, CDP16b, DPZ11], it has been considered a diffusion problem, stated on a finite graph, where the boundary conditions exhibit non-local behaviour, namely what happens on a given node also depends on the state of the remaining nodes, even without a direct connection. In the present work, we will consider a different type of non-local condition, studying a diffusion on a finite graph where the boundary conditions, at a given time, are affected by the present value of the state equation on each nodes, as well as by the past values of the underlying dynamic.

In particular we exploiting the semigroup theory, see, e.g. [EN00b] for a detailed introduction to semigroup theory and [Mug14] to what concerns its application on networks, to show how to rephrase our main problem as an abstract Cauchy problem, so that the wellposedness of the solution will be linked to the fact that a certain matrix operator generates a $C_{0}$-semigroup on a suitable, infinite dimensional, space.

In what follows we will employ the following notation: we will use the Latin letter $i, j, k=1, \ldots, m, m \in \mathbb{N}^{+}$, to denote the edges, hence $u_{i}$ it will be a function on the edge $e_{i}, i=1, \ldots, m$; while we will use Greek letters $\alpha, \beta, \gamma=1, \ldots, n, n \in \mathbb{N}^{+}$, to denote the vertexes, consequently $d_{\alpha}$ it will be a function evaluated at the node $v_{\alpha}, \alpha=1, \ldots, n$.

To describe the graph structure we use the so-called incidence matrix $\Phi=\left(\phi_{\alpha, i}\right)_{(n+1) \times m}$, defined as $\Phi:=\Phi^{+}-\Phi^{-}$, where $\Phi^{+}=\left(\phi_{\alpha, i}^{+}\right)_{(n+1) \times m}$, resp. $\Phi^{-}=\left(\phi_{\alpha, i}^{-}\right)_{(n+1) \times m}$, is the incoming incidence matrix, resp. the outgoing incidence matrix. Let us note that $\phi_{\alpha, i}^{+}$, resp. $\phi_{\alpha, i}^{-}$, takes value 1 whenever the vertex $v_{\alpha}$ is the initial point, resp. the terminal point, of the edge $e_{i}$, and 0 otherwise, that is it holds

$$
\phi_{\alpha, i}^{+}=\left\{\begin{array}{cc}
1 & \mathrm{v}_{\alpha}=e_{i}(0), \\
0 & \text { otherwise }
\end{array}, \quad \phi_{\alpha, i}^{-}=\left\{\begin{array}{cc}
1 & \mathrm{v}_{\alpha}=e_{i}(1) \\
0 & \text { otherwise }
\end{array},\right.\right.
$$

moreover, if $\left|\phi_{\alpha, i}\right|=1$, the edge $e_{i}$ is called incident to the vertex $\mathrm{v}_{\alpha}$ and accordingly,
we define

$$
\Gamma\left(\mathrm{v}_{\alpha}\right)=\left\{i \in\{1, \ldots, m\}:\left|\phi_{\alpha i}\right|=1\right\}
$$

as the set of incident edges to the vertex $\mathrm{v}_{\alpha}$.
Taking into consideration the above introduced notations, we state the following diffusion problem on the finite and connected graph $\mathbb{G}$

$$
\left\{\begin{array}{l}
\dot{u}_{j}(t, x)=\left(c_{j} u_{j}^{\prime}\right)^{\prime}(t, x), \quad t \geq 0, x \in(0,1), j=1, \ldots, m,  \tag{4.40}\\
u_{j}\left(t, \mathrm{v}_{\alpha}\right)=u_{l}\left(t, \mathrm{v}_{\alpha}\right)=: d^{\alpha}(t), \quad t \geq 0, l, j \in \Gamma\left(\mathrm{v}_{\alpha}\right), j=1, \ldots, m, \\
\dot{d}^{\alpha}(t)=-\sum_{j=1}^{m} \phi_{j \alpha} u_{j}^{\prime}\left(t, \mathrm{v}_{\alpha}\right)+b_{\alpha} d^{\alpha}(t)+\int_{-r}^{0} d^{\alpha}(t+\theta) \mu(d \theta), \quad t \geq 0, \alpha=1, \ldots, n, \\
u_{j}(0, x)=u_{j}^{0}(x), \quad x \in(0,1), j=1, \ldots, m, \\
d^{\alpha}(0)=d_{\alpha}^{0}, \quad \alpha=1, \ldots, n, \\
d^{\alpha}(\theta)=\eta_{\alpha}^{0}(\theta), \quad \theta \in[-r, 0], \alpha=1, \ldots, n .
\end{array}\right.
$$

where $\mu \in \mathcal{M}([-r, 0])$ and $\mathcal{M}([-r, 0])$ is the set of Borel measure on $[-r, 0]$, being $r>0$ a finite constant. Before state the main assumptions concerning the terms appearing in (4.40), let us make the following
Remark 4.2.1. We would like to underline that the approach we are going to develop can be generalized, exploiting the same techniques, to the case where only $0<n_{0}<n$ nodes have dynamics conditions, whereas the remaining $n-n_{0}$ nodes exhibit standard Kirchhoff type conditions. Since our interest mainly concerns the study of dynamic boundary conditions, and to consider a mixed boundary type conditions does not affect neither the approach nor the final result, for the sake of simplicity we will assume that all the $n$ nodes composing the graph are endowed with dynamic boundary conditions.

With respect to the definition of the terms we have introduced in (4.40), in order to consider the diffusion problem on $\mathbb{G}$, we assume the following to hold

Hypothesis 4.2.2. (i) for any $j=1, \ldots, m$, the function $c_{j} \in C^{1}([0,1])$, while $c(x)>0$ for a.a. $x \in[0,1]$;
(ii) for any $\alpha=1, \ldots, n$, we have that $b_{\alpha} \leq 0$, moreover there exists at least one $\alpha \in$ $\{1, \ldots, n\}$, such that $b_{\alpha}<0$.
The typical approach concerning the study of delay differential equations consists in lifting the underlying process, which originally takes values in a finite dimensional space, to a suitable infinite dimensional path space, usually the space of square integrable Lebesgue functions or the space of continuous functions.

In particular, we consider the following Hilbert spaces

$$
\begin{aligned}
& X^{2}:=\left(L^{2}([0,1])\right)^{m}, \quad Z^{2}:=L^{2}\left([-r, 0] ; \mathbb{R}^{n}\right) \\
& X^{t, x}:=X^{2} \times \mathbb{R}^{n}, \quad \mathcal{E}^{2}:=X^{t, x} \times Z^{2}
\end{aligned}
$$

equipped with the standard graph norms and scalar products. Since we are interested in applying the aforementioned lifting procedure to rewrite the dynamic of the $\mathbb{R}^{n}$-valued process $d$ as it takes values in an infinite dimensional space, we introduce the notion of
segment. In particular, we consider the process $d:[-r, T] \rightarrow \mathbb{R}^{n}$, and, for any $t \geq 0$, we define the segment as

$$
\begin{equation*}
d_{t}:[-r, 0] \rightarrow \mathbb{R}^{n}, \quad[-r, 0] \ni \theta \mapsto d_{t}(\theta):=d(t+\theta) \in \mathbb{R}^{n} \tag{4.41}
\end{equation*}
$$

As it is standard in dealing with delay equation, we denote by $d(t)$ the present $\mathbb{R}^{n}$-value of the process $d$, whereas $d_{t}$ stands for the segment of the process $d$, i.e. $d_{t}=(d(t+\theta))_{\theta \in[-r, 0]}$. More precisely, we have

$$
\begin{aligned}
u(t) & :=\left(u_{1}(t), \ldots, u_{m}(t)\right)^{T} \in X^{2} \\
d(t) & :=\left(d^{1}(t), \ldots, d^{n}(t)\right)^{T} \in \mathbb{R}^{n}, \\
d_{t} & :=\left(d_{t}^{1}, \ldots, d_{t}^{n}\right)^{T} \in Z^{2}
\end{aligned}
$$

Exploiting latter notations, we can rewrite the system (4.40), as follows

$$
\left\{\begin{array}{l}
\dot{u}(t)=A_{m} u(t), \quad t \in[0, T]  \tag{4.42}\\
\dot{d}(t)=C u(t)+\Phi d_{t}+\tilde{B} d(t), \quad t \in[0, T] \\
\dot{d}_{t}=A_{\theta} d_{t}, \quad t \in[0, T] \\
L u(t)=d(t), \\
u(0)=u_{0} \in X^{2}, \quad d_{0}=\eta \in Z^{2}, \quad d(0)=d^{0} \in \mathbb{R}^{n}
\end{array}\right.
$$

where $A_{m}$ is the differential operator defined by

$$
A_{m} u(t, x)=\left(\begin{array}{ccc}
\frac{\partial}{\partial x}\left(c_{j}(x) \frac{\partial}{\partial x} u_{1}(t, x)\right) & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & \frac{\partial}{\partial x}\left(c_{m}(x) \frac{\partial}{\partial x} u_{m}(t, x)\right)
\end{array}\right)
$$

and such that $A_{m}: D\left(A_{m}\right) \subset X^{2} \rightarrow X^{2}$, with domain

$$
D(A):=\left\{u \in\left(H^{2}([0,1])\right)^{m}: \exists d \in \mathbb{R}^{n}: L u=d\right\}
$$

where $L:\left(H^{1}([0,1])\right)^{m} \rightarrow \mathbb{R}^{n}$ is the following boundary evaluation operator

$$
L u(t, x):=\left(d^{1}(t), \ldots, d^{n}(t)\right)^{T}, \quad d^{\alpha}(t):=u_{j}\left(t, \mathrm{v}_{\alpha}\right), \quad j \in \Gamma\left(\mathrm{v}_{\alpha}\right)
$$

We underline that the operator $(A, D(A))$ just defined, generates a $C_{0}$-semigroup on the space $X^{2}$, see, e.g., [BMZ ${ }^{+} 08$, DPZ11, Mug10]. Moreover, in writing system (4.42), we also made use of the so-called feedback operator $C: D(A) \rightarrow \mathbb{R}^{n}$, which is defined as follows

$$
C u(t, x):=\left(-\sum_{j=1}^{m} \phi_{j 1} u_{j}^{\prime}\left(t, \mathrm{v}_{1}\right), \ldots,-\sum_{j=1}^{m} \phi_{j n} u_{j}^{\prime}\left(t, \mathrm{v}_{n}\right)\right)^{T}
$$

furthermore, we have set $B$ to be the following $n \times n$ diagonal matrix

$$
B=\left(\begin{array}{ccc}
b_{1} & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & b_{n}
\end{array}\right)
$$

where $b_{\alpha}, \alpha=1, \ldots, n$, satisfy assumptions 4.2.2; also the operator

$$
\begin{equation*}
\Phi: H^{1}\left([-r, 0] ; \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{n} \tag{4.43}
\end{equation*}
$$

is a bounded linear operator, commonly indicated as the delay operator. Eventually, we have denoted by $A_{\theta}: D\left(A_{\theta}\right) \subset Z^{2} \rightarrow Z^{2}$, the linear differential operator defined by

$$
A_{\theta} \eta:=\frac{\partial}{\partial \theta} \eta(\theta), \quad D\left(A_{\theta}\right)=\left\{\eta \in H^{1}\left([-r, 0] ; \mathbb{R}^{n}\right): \eta(0)=d^{0}\right\}
$$

where the derivative $\frac{\partial}{\partial \theta}$ has to be intended as the weak distributional derivative in $Z^{2}$.
Remark 4.2.3. A particular case of the setting introduced above is given by choosing the socalled continuous delay operator $\Phi d_{t}=\int_{-r}^{0} d^{u}(t+\theta) \mu(d \theta)$, which ensures that (4.40) satisfies the aforementioned assumptions. Another possible choice is represented by the discrete delay operator $\Phi d_{t}=d^{u}(t-r)$, which is obtained by the previous one taking $\mu=\delta_{-r}$, where $\delta_{-r}$ is the Dirac delta centered at $-r$. In what follows we do not specify the particular form of the delay operator, in order to prove our results in the general case of a bounded linear operator $\Phi$.

Summing up the previously introduced notation, we can rewrite equation (4.42) more compactly, namely

$$
\left\{\begin{array}{l}
\dot{\mathbf{u}}(t)=\mathcal{A} \mathbf{u}(t), \quad t \in[0, T]  \tag{4.44}\\
\mathbf{u}(0)=\mathbf{u}_{0} \in \mathcal{E}^{2}
\end{array}\right.
$$

where $\mathbf{u}(t):=\left(u(t), d(t), d_{t}\right)^{T}, \mathbf{u}_{0}:=\left(u_{0}, d^{0}, \eta\right) \in \mathcal{E}^{2}$, and the operator $\mathcal{A}$ is defined as

$$
\mathcal{A}:=\left(\begin{array}{ccc}
A_{m} & 0 & 0  \tag{4.45}\\
C & B & \Phi \\
0 & 0 & A_{\theta}
\end{array}\right)
$$

with domain $D(\mathcal{A}):=D\left(A_{m}\right) \times D\left(A_{\theta}\right)$. We will show later that the matrix operator $(\mathcal{A}, D(\mathcal{A}))$ in equation (4.45), generates a $C_{0}$-semigroup on the Hilbert space $\mathcal{E}^{2}$, which implies the wellposedness as well as the uniqueness of the solution, in a suitable sense, for the equation (4.44).

### 4.2.2 On the infinitesimal generator

The present section will be mainly dedicated to the study of the operator defined in equation (4.45), aiming at proving that it generates a $C_{0}$-semigroup. For the sake of completeness, we recall that the operator $\mathcal{A}$ generates a strongly continuous semigroup in the case that no delay on the boundary is taken into account. In fact, according to the notation introduced within section 4.2.1, if we consider the operator

$$
A_{\mathfrak{a}}:=\left(\begin{array}{cc}
A_{m} & 0  \tag{4.46}\\
C & B
\end{array}\right)
$$

with domain

$$
\begin{equation*}
D\left(A_{\mathfrak{a}}\right):=\left\{\mathbf{u}=(u, d) \in X^{t, x}: u \in D\left(A_{m}\right), u_{j}\left(\mathrm{v}_{\alpha}\right)=d^{\alpha} \quad j \in \Gamma\left(\mathrm{v}_{\alpha}\right)\right\} \tag{4.47}
\end{equation*}
$$

then we have the following result.
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Proposition 4.2.4. Let assumptions 4.2.2 hold true, then the operator $\left(A_{\mathfrak{a}}, D\left(A_{\mathfrak{a}}\right)\right)$ is self-adjoint, dissipative and has compact resolvent. In particular $A_{\mathfrak{a}}$ generates an analytic $C_{0}$-semigroup of contractions on the Hilbert space $X^{t, x}$. Moreover, the semigroup $\left(T_{\mathfrak{a}}(t)\right)_{t \geq 0}$, generated by $A_{\mathfrak{a}}$, is uniformly exponentially stable.
Proof. A proof of the claim can be found in $\left[\mathrm{BMZ}^{+}\right.$08, Prop. 2.4], as well as in [MR07, Cor 3.4], nevertheless we give a sketch of it to better clarify the type of methods involved. We consider the sesquilinear form $\mathfrak{a}: V_{\mathfrak{a}} \times V_{\mathfrak{a}} \rightarrow \mathbb{R}$, defined, for any $\mathbf{u}=(u, d), \mathbf{v}=(v, h) \in X^{t, x}$, by

$$
\begin{equation*}
\mathfrak{a}(\mathbf{u}, \mathbf{v})=\sum_{j=1}^{m} \int_{0}^{1} c_{j}(x) u_{j}^{\prime}(x) v_{j}^{\prime}(x) d x+\sum_{\alpha=1}^{n} b_{\alpha} d^{\alpha} h^{\alpha} \tag{4.48}
\end{equation*}
$$

and with dense domain $V_{\mathfrak{a}} \subset X^{t, x}$ defined as follows

$$
\begin{aligned}
V_{\mathfrak{a}}:=\{\mathbf{u}= & (u, d) \in X^{t, x}: u \in\left(H^{1}(0,1)\right)^{m} \\
& \left.u_{j}\left(\mathrm{v}_{\alpha}\right)=d^{\alpha}, \quad \alpha=1, \ldots, n, j \in \Gamma\left(\mathrm{v}_{\alpha}\right)\right\}
\end{aligned}
$$

Exploiting [MR07, Lemma 3.2], it can be shown that the form $\mathfrak{a}$ is symmetric, closed, continuous and positive, then, by [MR07, Lemma 3.3], it is associated to the operator $\left(A_{\mathfrak{a}}, D\left(A_{\mathfrak{a}}\right)\right)$, and the result follows by using classical results on sesquilinear forms, see, e.g., [Ouh09].

Using the operator defined in (4.46)-(4.47), and exploiting a well known perturbation result, it is possible to show that the operator $(\mathcal{A}, D(\mathcal{A}))$ generates a $C_{0}$-semigroup. We will first prove that the diagonal operator defined as

$$
\mathcal{A}_{0}:=\left(\begin{array}{cc}
A_{\mathfrak{a}} & 0  \tag{4.49}\\
0 & A_{\theta}
\end{array}\right), \quad D\left(\mathcal{A}_{0}\right)=D(\mathcal{A})
$$

generates a $C_{0}$-semigroup on the Hilbert space $\mathcal{E}^{2}$.
Theorem 4.2.5. Let assumptions 4.2.2 hold true, then the matrix operator $\left(\mathcal{A}_{0}, D\left(\mathcal{A}_{0}\right)\right)$, defined in equation (4.49), generates a $C_{0}$-semigroup given by

$$
\mathcal{T}_{0}(t)=\left(\begin{array}{cc|c}
\boldsymbol{T}_{\mathfrak{a}}(t) & 0  \tag{4.50}\\
& & 0 \\
\hline 0 & T_{t} & T_{0}(t)
\end{array}\right)
$$

where $T_{\mathfrak{a}}$ is the $C_{0}$-semigroup generated by $\left(A_{\mathfrak{a}}, D\left(A_{\mathfrak{a}}\right)\right)$, see equations (4.46)-(4.47), $T_{0}(t)$ is the nilpotent left-shift semigroup

$$
\left(T_{0}(t) \eta\right)(\theta):=\left\{\begin{array}{ll}
\eta(t+\theta) & t+\theta \leq 0  \tag{4.51}\\
0 & t+\theta>0
\end{array}, \quad \eta \in Z^{2}\right.
$$

and $T_{t}: \mathbb{R}^{n} \rightarrow Z^{2}$ is defined by

$$
\left(T_{t} d\right)(\theta):=\left\{\begin{array}{ll}
e^{(t+\theta) B} d & -t<\theta \leq 0,  \tag{4.52}\\
0 & -r \leq \theta \leq-t
\end{array}, \quad d \in \mathbb{R}^{n}\right.
$$

$e^{(t+\theta) B}$ being the semigroup generated by the finite dimensional $n \times n$ matrix $B$, as follows

$$
e^{t B}:=\sum_{i=0}^{\infty} \frac{(t B)^{i}}{i!}
$$

Proof. From the strong continuity of $T_{\mathfrak{a}}$ and $T_{0}(t)$ and exploiting the equation (4.52), we have that the semigroup $\mathcal{T}_{0}(t)$, see equation (4.50), is strongly continuous. Hence, we can compute the resolvent for the semigroup (4.50), showing that the corresponding generator is given by (4.49). To what concerns the resolvent of the operator $\mathcal{A}_{0}$, namely $R\left(\lambda, \mathcal{A}_{0}\right)$, we thus have

$$
R\left(\lambda, \mathcal{A}_{0}\right) \mathbf{X}=\int_{0}^{\infty} e^{-\lambda t} \mathcal{T}_{0}(t) \mathbf{X} d t, \quad \lambda \in \mathbb{C}, \quad \mathbf{X} \in \mathcal{E}^{2}
$$

Let us take $\mathbf{u}:=(u, d) \in D\left(A_{\mathfrak{a}}\right)$ and $\eta \in H^{1}\left([-r, 0] ; \mathbb{R}^{n}\right)$, such that the following holds

$$
\begin{align*}
\left(\lambda-A_{\mathfrak{a}}\right)(u, d)^{T} & =\left(v, d^{v}\right)^{T}, \quad(v, h)^{T} \in X^{t, x},  \tag{4.53}\\
\lambda \eta-\eta^{\prime} & =\zeta, \quad \eta(0)=d, \quad \zeta \in Z^{2}, \tag{4.54}
\end{align*}
$$

then a solution to equation (4.54) is given by

$$
\eta(\theta)=e^{\lambda \theta}\left(d+\int_{\theta}^{0} e^{-\lambda t} \zeta(t) d t\right)
$$

Moreover, if we indicate with $A_{\theta}^{0}$ the infinitesimal generator of the nilpotent left shift, namely

$$
A_{\theta}^{0} \eta=\eta^{\prime} \quad D\left(A_{\theta}^{0}\right)=\left\{\eta \in H^{1}\left([-r, 0] ; \mathbb{R}^{n}\right): \eta(0)=0\right\}
$$

we have that its resolvent is given by

$$
\left(R\left(\lambda, A_{\theta}^{0}\right) \zeta\right)(\theta)=e^{\lambda \theta} \int_{\theta}^{0} e^{-\lambda t} \zeta(t) d t
$$

see, e.g., [EN00b], therefore, taking $\mathbf{Y}=(v, h, \zeta)^{T}$, the resolvent for $\mathcal{A}_{0}$ reads as follows

$$
\begin{aligned}
& R\left(\lambda, \mathcal{A}_{0}\right) \mathbf{Y}=\left(R\left(\lambda, A_{\mathfrak{a}}\right)(v, h), e^{\lambda \theta} R(\lambda, B) h+R\left(\lambda, A_{\theta}^{0}\right) \zeta\right)^{T}= \\
& =\left(\begin{array}{cc|c}
\boldsymbol{R}\left(\lambda, \boldsymbol{A}_{\mathfrak{a}}\right) & & 0 \\
\hline 0 & e^{\lambda \theta} R(\lambda, B) & R\left(\lambda, A_{\theta}^{0}\right)(t)
\end{array}\right) \mathbf{Y} .
\end{aligned}
$$

Summing up, the result follows noticing that

$$
\begin{aligned}
& \int_{0}^{\infty} e^{-\lambda t}\left(T_{t} d\right)(\theta) d t=\int_{-\theta}^{\infty} e^{-\lambda t} e^{(t+\theta) B} d(t) d t= \\
& =e^{\lambda \theta} \int_{0}^{\infty} e^{(t+\theta) B} d(t) d t=e^{\lambda \theta} R(\lambda, B)
\end{aligned}
$$

so that, we have

$$
R\left(\lambda, \mathcal{A}_{0}\right)=\int_{0}^{\infty} e^{-\lambda t} \mathcal{T}_{0}(t) d t
$$

which implies that the semigroup $\left(\mathcal{T}_{0}(t)\right)_{t \geq 0}$, defined in equation (4.50), is generated by $\left(\mathcal{A}_{0}, D\left(\mathcal{A}_{0}\right)\right)$ in (4.49).
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In what follows we prove that the matrix operator $(\mathcal{A}, D(\mathcal{A}))(4.45)$ generates a $C_{0}$-semigroup on the Hilbert space $\mathcal{E}^{2}$, exploiting a perturbation approach. In particular, we exploit firstly the Miyadera-Voigt perturbation theorem, see, e.g., [EN00b, Cor. III.3.16], which states the following

Theorem 4.2.6. Let $(G, D(G))$ be the generator of a strongly continuous semigroup $(S(t))_{t \geq 0}$, defined on a Banach space $X$, and let $K \in \mathcal{L}\left(\left(D(G),\|\cdot\|_{G}\right) ; X\right)$. Assume that there exist constants $t_{0}>0$ and $0 \leq q \leq 1$, such that

$$
\begin{equation*}
\int_{0}^{t_{0}}\|K S(t) x\| d t \leq q\|x\|, \quad \forall x \in D(G) \tag{4.55}
\end{equation*}
$$

Then $(G+K, D(G))$ generates a strongly continuous semigroup $(U(t))_{t \geq 0}$ on $X$, which satisfies

$$
U(t) x=S(t) x+\int_{0}^{t} S(t-s) K U(s) x d s
$$

and

$$
\int_{0}^{t_{0}}\|K U(t) x\| d t \leq \frac{q}{1-q}\|x\|, \quad \forall x \in D(G), t \geq 0
$$

Let us now to consider the operator matrix

$$
\mathcal{A}_{1}:=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & \Phi \\
0 & 0 & 0
\end{array}\right) \in \mathcal{L}\left(D\left(\mathcal{A}_{0}\right), \mathcal{E}^{2}\right)
$$

where $\Phi$ is the delay operator defined in equation (4.43). Exploiting Theorem 4.2.6 we show that, under a suitable assumption on $\Phi$, the matrix operator $\mathcal{A}=\mathcal{A}_{0}+\mathcal{A}_{1}$ generates a $C_{0}$-semigroup on $\mathcal{E}^{2}$.

Theorem 4.2.7. Let assumptions 4.2.2 hold true, then the operator $(\mathcal{A}, D(\mathcal{A}))$ defined in equation (4.45), generates a strongly continuous semigroup.

Proof. The result follows applying the Miyadera-Voigt perturbation theorem 4.2.6, together with the assumption for the delay operator $\Phi$ to be bounded, see equation (4.43), therefore the perturbation operator $\mathcal{A}_{1}$ is bounded. In fact, from the boundness of $\Phi$, we have that, for $\mathbf{X}=(u, d, \eta)^{T}$, it holds

$$
\int_{0}^{t_{0}}\left\|\mathcal{A}_{1} \mathcal{T}_{0}(t) \mathbf{X}\right\| d t=\int_{0}^{t_{0}}\left\|\Phi\left(T_{t} d+T_{0}(t) \eta\right)\right\| d t \leq M\left\|T_{t} d+T_{0}(t) \eta\right\|
$$

and equation (4.55) is satisfied for a sufficiently small $t_{0}$, from which the result.
A typical example of delay operator is represented by the bounded and linear operator $\Phi: C\left([-r, 0] ; \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{n}$, defined by

$$
\Phi(\eta)=\int_{-r}^{0} \eta(\theta) \mu(d \theta)
$$

where $\mu$ is of bounded variation. In fact, since $H^{1}\left([-r, 0] ; \mathbb{R}^{n}\right)$ is continuously embedded in $C\left([-r, 0] ; \mathbb{R}^{n}\right)$, then $\Phi: H^{1}\left([-r, 0] ; \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{n}$ is bounded.

We note that Theorem4.2.7 holds for more general type of delay operators, namely taking into consideration weaker assumptions on its definition. In fact, by the result contained in [BP04, Th. 1.17], we have that $(\mathcal{A}, D(\mathcal{A}))$, defined in equation (4.45), generates a strongly continuous semigroup for a general unbounded operator $\Phi$, provided that there exist $t_{0}>0$ and $0<q<1$ such that

$$
\int_{0}^{t_{0}}\left\|\Phi\left(S_{t} \mathbf{u}+T_{0}(t) \eta\right)\right\| d t \leq q\|(\mathbf{u}, \eta)\|
$$

### 4.2.3 The perturbed stochastic problem

In the present section we study the system defined in (4.40) perturbed by a multiplicative Gaussian noise. We will carry out our analysis with respect to the following standard, complete and filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$, then we define the following system

$$
\left\{\begin{array}{l}
\begin{array}{l}
\dot{u}_{j}(t, x)=\left(c_{j} u_{j}^{\prime}\right)^{\prime}(t, x)+g_{j}\left(t, x, u_{j}(t, x)\right) \dot{W}_{j}^{1}(t, x), \\
\\
\quad t \geq 0, x \in(0,1), j=1, \ldots, m, \\
u_{j}\left(t, \mathrm{v}_{\alpha}\right)=u_{l}\left(t, \mathrm{v}_{\alpha}\right)=: d^{\alpha}(t), \quad t \geq 0, l, j \in \Gamma\left(\mathrm{v}_{i}\right), j=1, \ldots, m, \\
\dot{d}^{\alpha}(t)=-\sum_{j=1}^{m} \phi_{j \alpha} u_{j}^{\prime}\left(t, \mathrm{v}_{\alpha}\right)+b_{\alpha} d^{\alpha}(t)+\int_{-r}^{0} d^{\alpha}(t+\theta) \mu(d \theta)+\tilde{g}_{\alpha}\left(t, d^{\alpha}(t), d_{t}^{\alpha}\right) \dot{W}_{\alpha}^{2}\left(t, \mathrm{v}_{\alpha}\right), \\
t \geq 0, \alpha=1, \ldots, n, \\
u_{j}(0, x)=u_{j}^{0}(x), \quad x \in(0,1), j=1, \ldots, m, \\
d^{\alpha}(0)=d_{\alpha}^{0}, \quad \alpha=1, \ldots, n, \\
d^{\alpha}(\theta)=\eta_{\alpha}^{0}(\theta), \quad \theta \in[-r, 0], \alpha=1, \ldots, n .
\end{array} \tag{4.56}
\end{array}\right.
$$

where $W_{j}^{1}$ and $W_{\alpha}^{2}, j=1, \ldots, m, \alpha=1, \ldots, n_{0}$, are independent $\mathcal{F}_{t}$-adapted space time Wiener processes to be specified in a while, and $\dot{W}$ indicates the formal time derivative. In particular $W_{j}^{1}, j=1, \ldots, m$, is a space time Wiener process taking values in $L^{2}(0,1)$, consequently we denote by $W^{1}=\left(W_{1}^{1}, \ldots, W_{m}^{1}\right)$ a space time Wiener process with values in $X^{2}:=\left(L^{2}(0,1)^{m}\right.$. Similarly, we have that each $W_{\alpha}^{2}, \alpha=1, \ldots, n$, is a space time Wiener process with values in $\mathbb{R}$, so that we denote by $W^{2}=\left(W_{1}^{2}, \ldots, W_{n}^{2}\right)$ the standard Wiener process with values in $\mathbb{R}^{n}$. Eventually, we indicate by $W:=\left(W^{1}, W^{2}\right)$ a standard space time Wiener process with values in $X^{t, x}:=X^{2} \times \mathbb{R}^{n}$.

In what follows we require both the assumptions stated in 4.2.2, as well as the following Hypothesis 4.2.8. (i) The functions

$$
g_{j}:[0, T] \times[0,1] \times \mathbb{R} \rightarrow \mathbb{R}, \quad j=1, \ldots, m
$$

are measurable, bounded and uniformly Lipschitz with respect to the third component, namely there exist $C_{j}>0$ and $K_{j}>0$, such that, for any $\left(t, x, y_{1}\right) \in[0, T] \times[0,1] \times \mathbb{R}$ and $\left(t, x, y_{2}\right) \in[0, T] \times[0,1] \times \mathbb{R}$, it holds

$$
\left|g_{j}\left(t, x, y_{1}\right)\right| \leq C_{j}, \quad\left|g_{j}\left(t, x, y_{1}\right)-g_{j}\left(t, x, y_{2}\right)\right| \leq K_{j}\left|y_{1}-y_{2}\right|
$$

(ii) The functions

$$
\tilde{g}_{\alpha}:[0, T] \times \mathbb{R} \times Z^{2} \rightarrow \mathbb{R}, \quad \alpha=1, \ldots, n_{0}
$$

are measurable, bounded and uniformly Lipschitz with respect to the second component, namely there exist $C_{\alpha}>0$ and $K_{\alpha}>0$, such that, for any $(t, u, \eta) \in[0, T] \times \mathbb{R} \times Z^{2}$ and $(t, v, \zeta) \in[0, T] \times \mathbb{R} \times Z^{2}$, it holds

$$
\left|\tilde{g}_{\alpha}(t, u, \eta)\right| \leq C_{\alpha}, \quad\left|\tilde{g}_{\alpha}(t, u, \eta)-\tilde{g}_{\alpha}(t, v, \zeta)\right| \leq K_{\alpha}\left(|u-v|_{n}+|\eta-\zeta|_{Z^{2}}\right)
$$

Using previously introduced notations, the problem in (4.56) can be rewritten as the following abstract infinite dimensional Cauchy problem

$$
\left\{\begin{array}{l}
d \mathbf{X}(t)=\mathcal{A} \mathbf{X}(t) d t+G(t, \mathbf{X}(t)) d W(t), \quad t \geq 0  \tag{4.57}\\
\mathbf{u}(0)=\mathbf{u}_{0} \in \mathcal{E}^{2}
\end{array}\right.
$$

where $\mathcal{A}$ is the operator introduced in (4.45), the map $G$ is defined as the following application

$$
G:[0, T] \times \mathcal{E}^{2} \rightarrow \mathcal{L}\left(X^{t, x} ; \mathcal{E}^{2}\right)
$$

being $\mathcal{L}\left(X^{t, x} ; \mathcal{E}^{2}\right)$ the space of linear and bounded operator from $X^{t, x}$ to $\mathcal{E}^{2}$, equipped with standard norm $|\cdot|_{\mathcal{L}}$, other terms are intended such as they have been defined within Sec. 4.2.2, and $W=\left(W^{1}, W^{2}\right)$ is a $X^{t, x}$-valued standard Brownian motion.

In particular, if $\mathbf{X}=(\mathbf{u}, \eta)^{T}=(u, y, \eta)$, and $\mathbf{Y}=(\mathbf{v}, \eta)^{T}=(v, z, \eta)$, then $G$ is defined as

$$
\begin{equation*}
G(t, \mathbf{X}) \mathbf{Y}=\left(\sigma_{1}(t, u) v, \sigma_{2}(t, y, \eta) z, 0\right)^{T} \tag{4.58}
\end{equation*}
$$

with

$$
\begin{aligned}
& \left(\sigma_{1}(t, u) v\right)(x)=\left(g_{1}\left(t, x, u_{1}(t, x)\right), \ldots, g_{m}\left(t, x, u_{m}(t, x)\right)\right)^{T} \\
& \sigma_{2}(t, y, \eta) z=\left(\tilde{g}_{1}\left(t, y_{1}, \eta\right) z_{1}, \ldots, \tilde{g}_{n}\left(t, y_{n}, \eta\right) z_{n}\right)^{T}
\end{aligned}
$$

Our next step concerns how to obtain a mild solution to equation (4.57), namely a solution defined in the following sense

Definition 4.2.9. We will say that $\mathbf{X}$ is mild solution to equation (4.57) if it is a mean square continuous $\mathcal{E}^{2}$-valued process, adapted to the filtration generated by $W$, such that, for any $t \geq 0$, we have that $\mathbf{X} \in L^{2}\left(\Omega, C\left([0, T] ; \mathcal{E}^{2}\right)\right)$ and it holds

$$
\begin{equation*}
\mathbf{X}(t)=\mathcal{T}(t) \mathbf{X}_{0}+\int_{0}^{t} \mathcal{T}(t-s) G(s, \mathbf{X}(s)) d W(s), \quad t \geq 0 \tag{4.59}
\end{equation*}
$$

In general, in order to guarantee the existence and uniqueness of a mild solution to equation (4.57), we have to require that

$$
G:[0, T] \times \mathcal{E}^{2} \rightarrow \mathcal{L}_{2}\left(X^{t, x} ; \mathcal{E}^{2}\right)
$$

being $\mathcal{L}_{2}\left(X^{t, x} ; \mathcal{E}^{2}\right)$ the space of Hilbert-Schmidt operator from $X^{t, x}$ to $\mathcal{E}^{2}$ equipped with its standard norm denoted as $|\cdot|_{H S}$, see, e.g., [DPZ14, Appendix C]. Nevertheless, when dealing with a diffusion problem where the leading term is a second order differential operator, it is enough to require that $G$ takes value in $\mathcal{L}\left(X^{t, x} ; \mathcal{E}^{2}\right)$ since, in this particular case, the map $G$ inherits the needed regularity from the analytic semigroup generated by the second order differential operator. On the other hand, if we consider a delay operator then, due to the presence of the first order differential operator $A_{\theta}$, the operator $\mathcal{A}$, defined in equation
(4.45), does not generate an analytic semigroup on the space $\mathcal{E}^{2}$. The latter suggests that it seems reasonable to require $G$ to take values in $\mathcal{L}_{2}\left(X^{t, x} ; \mathcal{E}^{2}\right)$, in order to have both existence and uniqueness for a solution to equation (4.57). In what follows, we will show that, since $A_{\mathfrak{a}}$ generates an analytic semigroup, and exploiting the particular form for $G$ in equation (4.58), we have that $\mathcal{T}(t) G(s, \mathbf{X})$ belongs to $\mathcal{L}_{2}\left(X^{t, x} ; \mathcal{E}^{2}\right)$, hence, by assumptions 4.2 .8 on the functions $g$ and $\tilde{g}$, the existence and uniqueness of a mild solution to equation (4.57) follows. In particular, we have the following result

Proposition 4.2.10. Let assumptions 4.2.2-4.2.8 hold true, then we have that $\mathcal{T}(t) G(s, \mathbf{X}) \in$ $\mathcal{L}_{2}\left(X^{t, x} ; \mathcal{E}^{2}\right)$, namely

$$
\begin{equation*}
\sum_{i=1}^{\infty}\left\|\mathcal{T}(t) G(s, \mathbf{X}) \tilde{\phi}_{i}\right\|_{\mathcal{E}^{2}}^{2}<\infty \tag{4.60}
\end{equation*}
$$

where $\left\{\tilde{\phi}_{i}\right\}_{i=1}^{\infty}$ is an orthonormal basis in $X^{t, x}$.
Proof. Let $\left\{\tilde{\phi}_{i}\right\}_{i=1}^{\infty}$, resp. $\left\{\phi_{i}\right\}_{i=1}^{\infty}$, resp. $\left\{e_{i}\right\}_{i=1}^{n}$, be an orthonormal basis in $X^{t, x}$, resp. in $X^{2}$, resp. in $\mathbb{R}^{n}$. Exploiting the explicit form of the semigroups $\mathcal{T}$ and $G$, see equation (4.58), we have that

$$
\begin{align*}
\sum_{i=1}^{\infty}\left\|\mathcal{T}(t) G(s, \mathbf{X}) \tilde{\phi}_{i}\right\|_{\mathcal{E}^{2}}^{2} & =\sum_{i=1}^{\infty}\left\|T_{\mathfrak{a}}(t)\left(\sigma_{1}(s, u), \sigma_{2}\left(s, d^{u}, \eta\right)\right)^{T} \tilde{\phi}_{i}\right\|_{X^{t, x}}^{2}+ \\
& +\sum_{i=1}^{n}\left\|T_{t} \sigma_{2}\left(s, d^{u}, \eta\right) e_{i}\right\|_{Z^{2}}^{2} \tag{4.61}
\end{align*}
$$

The first sum on the right hand side of equation (4.61) converges because, see [BCM08, Th. 8], $T_{\mathfrak{a}}$ is indeed a Hilbert-Schmidt operator. Concerning the second term, i.e. $\sum_{i=1}^{n}\left\|T_{t} \sigma_{2}\left(s, d^{u}, \eta\right) e_{i}\right\|_{Z^{2}}^{2}$, we have that, since the matrix $B$ is diagonal, $e^{t B}=\operatorname{diag}\left(e^{t b_{1}}, \ldots, e^{t b_{n}}\right)$, see, e.g., [EN00b]. Therefore, exploiting the particular form of $T_{t}$ in equation (4.52), we have that the following holds for any $e_{i}$

$$
\left(T_{t} e_{i}\right)= \begin{cases}\left(0, \ldots, 0, e^{(t+\theta) b_{i}}, 0, \ldots, 0\right) & ,-t<\theta<0  \tag{4.62}\\ 0 & ,-r \leq \theta \leq-t\end{cases}
$$

hence, by assumptions 4.2.8, we also obtain

$$
\left\|T_{t} \sigma_{2}\left(s, d^{u}, \eta\right) e_{i}\right\|_{Z^{2}}^{2}=\int_{-t}^{0} e^{2(t+\theta) b_{i}} \sigma_{2}\left(s, d^{u}, \eta\right) d \theta<\infty
$$

which implies that the second sum on the right hand side of (4.61) is finite, and the claim is proved.

The next result will be later used in order to show the existence and uniqueness of a mild solution to equation (4.57).

Proposition 4.2.11. Let assumptions 4.2.2-4.2.8 hold true, then the map $G:[0, T] \times \mathcal{E}^{2} \rightarrow$ $\mathcal{L}\left(X^{t, x}, \mathcal{E}^{2}\right)$, defined in equation (4.58), satisfies:
(i) for any $\mathbf{u} \in X^{t, x}$ the map $G(\cdot, \cdot) \mathbf{u}:[0, T] \times \mathcal{E}^{2} \rightarrow \mathcal{E}^{2}$, is measurable;
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(ii) for any $t>0, s \in[0, T], \mathbf{X}, \mathbf{Y} \in \mathcal{E}^{2}$, there exists a constant $M>0$, such that

$$
\begin{align*}
& |\mathcal{T}(t) G(s, \mathbf{X})|_{H S} \leq M t^{-\frac{1}{4}}\left(1+|\mathbf{X}|_{\mathcal{E}^{2}}\right)  \tag{4.63}\\
& |\mathcal{T}(t) G(s, \mathbf{X})-\mathcal{T}(t) G(s, \mathbf{Y})|_{H S} \leq M t^{-\frac{1}{4}}|\mathbf{X}-\mathbf{Y}|_{\mathcal{E}^{2}}  \tag{4.64}\\
& |G(s, \mathbf{X})|_{\mathcal{L}} \leq M\left(1+|\mathbf{X}|_{\mathcal{E}^{2}}\right) \tag{4.65}
\end{align*}
$$

Proof. Point (i) and (4.65) in point (ii), immediately follow from assumptions 4.2.8. To prove the inequality (4.63) in point (ii), we proceed analogously as in the proof of Prop. 4.2.10. In particular, let $\left\{\phi_{k}\right\}_{k \in \mathbb{N}}$, resp. $\left\{e_{k}\right\}_{k=1}^{n}$, resp. $\left\{\tilde{\phi}_{k}\right\}_{k \in \mathbb{N}}$, resp. $\left\{\psi_{k}\right\}_{k \in \mathbb{N}}$, resp. $\left\{\tilde{\psi}_{k}\right\}_{k \in \mathbb{N}}$, be an orthonormal basis in $X^{2}$, resp. in $\mathbb{R}^{n}$, resp. a basis in $X^{t, x}$, resp. an orthonormal basis in $Z^{2}$, resp. a basis in $\mathcal{E}^{2}$, and, for the sake of clarity, let us denote with $M>0$ different constants throughout what follows. Then, exploiting assumptions 4.2.8, together with the particular form of $G$ given in equation(4.58), we have

$$
\begin{align*}
|\mathcal{T}(t) G(s, \mathbf{X})|_{H S}^{2} & =\sum_{j, k \in \mathbb{N}}\left\langle\mathcal{T}(t) G(s, \mathbf{X}) \tilde{\phi}_{j}, \tilde{\psi}_{k}\right\rangle_{\mathcal{E}^{2}}= \\
& =\sum_{j, k \in \mathbb{N}}\left\langle T_{\mathfrak{a}}(t)\left(\sigma_{1}(s, u), \sigma_{2}\left(s, d^{u}, \eta\right)\right) \tilde{\phi}_{j}, \tilde{\phi}_{k}\right\rangle_{X^{t, x}}^{2}+  \tag{4.66}\\
& +\sum_{j=1}^{n} \sum_{k \in \mathbb{N}}\left\langle T_{t} \sigma_{2}\left(s, d^{u}, \eta\right) e_{j}, \psi_{k}\right\rangle_{Z^{2}}
\end{align*}
$$

Since $T_{\mathfrak{a}}$ is self-adjoint and by [BCM08, Prop. 10], we have that

$$
\begin{align*}
& \sum_{j, k \in \mathbb{N}}\left\langle T_{\mathfrak{a}}(t)\left(\sigma_{1}(s, u), \sigma_{2}\left(s, d^{u}, \eta\right)\right) \tilde{\phi}_{j}, \tilde{\phi}_{k}\right\rangle_{X^{t, x}}^{2}= \\
& =\sum_{j, k \in \mathbb{N}}\left\langle\left(\sigma_{1}(s, u), \sigma_{2}\left(s, d^{u}\right)\right) \tilde{\phi}_{j}, T_{\mathfrak{a}}(t) \tilde{\phi}_{k}\right\rangle_{X^{t, x}}^{2} \leq  \tag{4.67}\\
& \leq\left\|\left(\sigma_{1}(s, u), \sigma_{2}\left(s, d^{u}\right)\right)\right\|_{\mathcal{L}\left(X^{t, x}\right)}^{2}\left|T_{\mathfrak{a}}(t)\right|_{\mathcal{L}_{2}\left(X^{t, x}\right)}^{2} \leq|G(s, \mathbf{X})|_{\mathcal{L}_{\left(X^{t, x} ; \mathcal{E}^{2}\right)}^{2}\left|T_{\mathfrak{a}}(t)\right|_{\mathcal{L}_{2}\left(X^{t, x}\right)}^{2} \leq}^{\leq M t^{-\frac{1}{2}}\left(1+|\mathbf{X}|_{\mathcal{E}^{2}}^{2}\right) .}
\end{align*}
$$

Moreover, because $\mathbb{R}^{n}$ is finite dimensional and $\mathcal{L}_{2}\left(\mathbb{R}^{n} ; Z^{2}\right)=\mathcal{L}\left(\mathbb{R}^{n} ; Z^{2}\right)$, we immediately have that the following holds

$$
|\mathcal{T}(t) G(s, \mathbf{X})|_{H S} \leq M t^{-\frac{1}{4}}\left(1+|\mathbf{X}|_{\mathcal{E}^{2}}\right)
$$

and equation (4.63) is thus proved. Finally, the proof of the inequality (4.64) in (ii) proceeds the same way as the latter one.

Summing up previous results, we are now in position to state the following
Theorem 4.2.12. Let assumptions 4.2.2-4.2.8 hold true, then there exists a unique mild solution, in the sense of Definition 4.2.16, to equation (4.57).

Proof. The result follows by [DPZ96, Th. 5.3.1], see also [DPZ11], together with propositions 4.2.10 and 4.2.11.

## Existence and uniqueness for the non-linear equation

The present subsection is devoted to the generalisation of the existence and uniqueness of a mild solution, see Th. 4.2.12, to the abstract formulation, see eq. (4.57), of the problem stated by eq. (4.56). In particular we shall consider the addition of a non-linear Lipschitz perturbation. The notation used in what follows is as in previous sections.

We will thus focus on the following non-linear stochastic dynamic boundary value problem

$$
\left\{\begin{array}{l}
\begin{array}{r}
\dot{u}_{j}(t, x)=\left(c_{j} u_{j}^{\prime}\right)^{\prime}(t, x)+f_{j}\left(t, x, u_{j}(t, x)\right)+g_{j}\left(t, x, u_{j}(t, x)\right) \dot{W}_{j}^{1}(t, x), \\
\\
\quad t \geq 0, x \in(0,1), j=1, \ldots, m, \\
u_{j}\left(t, \mathrm{v}_{\alpha}\right)=u_{l}\left(t, \mathrm{v}_{\alpha}\right)=: d^{\alpha}(t), \quad t \geq 0, l, j \in \Gamma\left(\mathrm{v}_{i}\right), j=1, \ldots, m, \\
\dot{d}^{\alpha}(t)=-\sum_{j=1}^{m} \phi_{j \alpha} u_{j}^{\prime}\left(t, \mathrm{v}_{\alpha}\right)+b_{\alpha} d^{\alpha}(t)+\int_{-r}^{0} d^{\alpha}(t+\theta) \mu(d \theta)+\tilde{g}_{\alpha}\left(t, d^{\alpha}(t), d_{t}^{\alpha}\right) \dot{W}_{\alpha}^{2}\left(t, \mathrm{v}_{\alpha}\right), \\
\\
t \geq 0, \alpha=1, \ldots, n, \\
u_{j}(0, x)=u_{j}^{0}(x), \quad x \in(0,1), j=1, \ldots, m, \\
d^{\alpha}(0)=d_{\alpha}^{0}, \quad \alpha=1, \ldots, n, \\
d^{\alpha}(\theta)=\eta_{\alpha}^{0}(\theta), \quad \theta \in[-r, 0], \alpha=1, \ldots, n .
\end{array} \tag{4.68}
\end{array}\right.
$$

In what follows, besides assumptions 4.2 .2 and 4.2 .8 and in order to deal with functions $f_{j}$ appearing in eq. (4.68), we also require the following
Hypothesis 4.2.13. The functions

$$
f_{j}:[0, T] \times[0,1] \times \mathbb{R} \rightarrow \mathbb{R}, \quad j=1, \ldots, m
$$

are measurable mappings, bounded and uniformly Lipschitz continuous with respect to the the third component, namely, for $j=1, \ldots, m$, there exist positive constants $C_{j}$ and $K_{j}$, such that, for any $\left(t, x, y_{1}\right) \in[0, T] \times[0,1] \times \mathbb{R}$ and any $\left(t, x, y_{2}\right) \in[0, T] \times[0,1] \times \mathbb{R}$, it holds

$$
\left|f_{j}\left(t, x, y_{1}\right)\right| \leq C_{j}, \quad\left|f_{j}\left(t, x, y_{1}\right)-f_{j}\left(t, x, y_{2}\right)\right| \leq K_{j}\left|y_{1}-y_{2}\right|
$$

Proceeding similarly to what is seen in Sec. 4.2.3, we reformulate equation (4.68) as an abstract Cauchy problem as follows

$$
\left\{\begin{array}{l}
d \mathbf{X}(t)=[\mathcal{A} \mathbf{X}(t)+F(t, \mathbf{X})] d t+G(t, \mathbf{X}(t)) d W(t), \quad t \geq 0  \tag{4.69}\\
\mathbf{X}(0)=\mathbf{X}_{0} \in \mathcal{E}^{2}
\end{array}\right.
$$

where $F:[0, T] \times \mathcal{E}^{2} \rightarrow \mathcal{E}^{2}$, and such that

$$
\begin{equation*}
F(t, \mathbf{X})=(f(t, u), 0,0)^{T}, \quad \text { being } \mathbf{X}=(u, y, \eta) \in \mathcal{E}^{2} \tag{4.70}
\end{equation*}
$$

with

$$
(f(t, u))(x)=\left(f_{1}\left(t, x, u_{1}(t, x)\right), \ldots, f_{m}\left(t, x, u_{m}(t, x)\right)\right)^{T}
$$

The following result provides the existence and uniqueness of a mild solution to equation (4.69).

Theorem 4.2.14. Let assumptions 4.2.2, 4.2.8 and 4.2.13, hold true. Then, there exists a unique mild solution, in the sense of the Definition 4.2.16, to equation (4.69).
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Proof. It is enough to show that the map $F$ defined in equation (4.70) is Lipschitz continuous on the Hilbert space $\mathcal{E}^{2}$. In fact, assumptions 4.2.13 implies that

$$
\begin{equation*}
|F(t, \mathbf{X})-F(t, \mathbf{Y})|_{\mathcal{E}^{2}}=|f(t, u)-f(t, v)|_{X^{2}} \leq K|u-v|_{X^{2}} \leq|\mathbf{X}-\mathbf{Y}|_{\mathcal{E}^{2}} \tag{4.71}
\end{equation*}
$$

for any $\mathbf{X}=(u, y, \eta)^{T}$ and any $\mathbf{Y}=(v, z, \zeta)^{T} \in \mathcal{E}^{2}$. Then, exploiting equation (4.71), together with Proposition 4.2.11, the existence of a unique mild solution is a direct application of [DPZ96, Th. 5.3.1], see also [DPZ11].

### 4.2.4 Application to stochastic optimal control

The present section is mainly devoted to the study and characterization of the stochastic optimal control associated to a general non-linear system of the form

$$
\left\{\begin{array}{l}
d \mathbf{X}^{z}(t)=\left[\mathcal{A} \mathbf{X}^{z}(t)+F\left(t, \mathbf{X}^{z}\right)+G\left(t, \mathbf{X}^{z}(t)\right) R\left(t, \mathbf{X}^{z}(t), z(t)\right)\right] d t+G\left(t, \mathbf{X}^{z}(t)\right) d W(t),  \tag{4.72}\\
\mathbf{X}^{z}\left(t_{0}\right)=\mathbf{X}_{0} \in \mathcal{E}^{2}
\end{array}\right.
$$

where, besides having used the notations defined along previous sections, we denote by $z$ the control, while we use the notation $\mathbf{X}^{z}$, to indicate the explicit dependence of the process $\mathbf{X} \in \mathcal{E}^{2}$, from the control $z$. In what follows we exploit the results contained in [FT05], where a general characterization of stochastic optimal control problem in infinite dimension is given by mean of a forward-backward-SDE approach. Therefore, the control problem defined by equation (4.72), is to be understood in the weak sense, see also, e.g., [DPZ11, FS06]. In particular, we aim at finding a control $z$, within a given set of admissible controls, such that it minimizes the following cost functional

$$
\begin{equation*}
J\left(t_{0}, \mathbf{X}_{0}, z\right)=\mathbb{E} \int_{t_{0}}^{T} l\left(t, \mathbf{X}^{z}(t), z(t)\right) d t+\mathbb{E} \varphi\left(\mathbf{X}^{z}(T)\right) \tag{4.73}
\end{equation*}
$$

As stated in [FT05], we first fix $t_{0} \geq 0$ and $\mathbf{X}_{0} \in \mathcal{E}^{2}$, then an Admissible Control System $(\mathrm{ACS})$ is given by $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P},(W(t))_{t \geq 0}, z\right)$, where

- $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$ is a complete probability space, where the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ satisfies the usual assumptions;
- $(W(t))_{t \geq 0}$ is a $\mathcal{F}_{t}$-adapted Wiener process taking values in $\mathcal{E}^{2} ;$
- $z$ is a process taking values in the space $Z$, predictable with respect to the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$, and such that $z(t) \in \mathcal{Z} \mathbb{P}$-a.s., for almost any $t \in\left[t_{0}, T\right]$, being $\mathcal{Z}$ a suitable domain of $Z$.

To each ACS, we associate the mild solution $\mathbf{X}^{z} \in C\left(\left[t_{0}, T\right] ; L^{2}\left(\Omega ; \mathcal{E}^{2}\right)\right)$ to the abstract equation (4.72). Consequently, we can introduce the functional cost

$$
\begin{equation*}
J\left(t_{0}, \mathbf{X}_{0}, z\right)=\mathbb{E} \int_{t_{0}}^{T} l\left(t, \mathbf{X}^{z}(t), z(t)\right) d t+\mathbb{E} \varphi\left(\mathbf{X}^{z}(T)\right) \tag{4.74}
\end{equation*}
$$

where the function $l$, resp. $\varphi$, denotes the running cost, resp. the terminal cost. Our goal is to minimize the functional $J$ over all admissible control system. If a minimizing ACS for the functional $J$ exits, then it is called optimal control.

Throughout this section we will make use of the assumptions 4.2.2, 4.2.8, and 4.2.13, moreover we will also assume the following
Hypothesis 4.2.15. (i) the map $R:[0, T] \times \mathcal{E}^{2} \times \mathcal{Z} \rightarrow \mathcal{E}^{2}$ is measurable and it satisfies

$$
\begin{aligned}
& |R(t, \mathbf{X}, z)-R(t, \mathbf{X}, z)|_{\mathcal{E}^{2}} \leq C_{R}\left(1+|\mathbf{X}|_{\mathcal{E}^{2}}+|\mathbf{Y}|_{\mathcal{E}^{2}}\right)^{m}|\mathbf{X}-\mathbf{Y}|_{\mathcal{E}^{2}} \\
& |R(t, \mathbf{X}, z)|_{\mathcal{E}^{2}} \leq C_{R}
\end{aligned}
$$

for some $C_{R}>0$;
(ii) the map $l:[0, T] \times \mathcal{E}^{2} \times \mathcal{Z} \rightarrow \mathbb{R} \cup\{+\infty\}$ is measurable and it satisfies

$$
\begin{aligned}
& |l(t, \mathbf{X}, z)-l(t, \mathbf{X}, z)| \leq C_{l}\left(1+|\mathbf{X}|_{\mathcal{E}^{2}}+|\mathbf{Y}|_{\mathcal{E}^{2}}\right)^{m}|\mathbf{X}-\mathbf{Y}|_{\mathcal{E}^{2}} \\
& |l(t, 0, z)|_{\mathcal{E}^{2}} \geq-C \\
& \inf _{z \in \mathcal{Z}} l(t, 0, z) \leq C_{l}
\end{aligned}
$$

for some $C>0$ and $C_{l} \geq 0 ;$
(iii) the $\operatorname{map} \varphi: \mathcal{E}^{2} \rightarrow \mathbb{R}$ satisfies

$$
|\varphi(\mathbf{X})-\varphi(\mathbf{Y})| \leq C_{\varphi}\left(1+|\mathbf{X}|_{\mathcal{E}^{2}}+|\mathbf{Y}|_{\mathcal{E}^{2}}\right)^{m}|\mathbf{X}-\mathbf{Y}|_{\mathcal{E}^{2}}
$$

for some $C_{\varphi}>0$ and $m \geq 0$.
Under assumptions 4.2.2, 4.2.8, 4.2.13, and 4.2.15, we can construct, see [FT05], an ACS as follows. Let us arbitrarily chose the probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$, and $W$ as above. Then, we consider the uncontrolled problem

$$
\left\{\begin{array}{l}
d \mathbf{X}(t)=[\mathcal{A} \mathbf{X}(t)+F(t, \mathbf{X})] d t+G(t, \mathbf{X}(t)) d W(t), \quad t \geq 0  \tag{4.75}\\
\mathbf{X}(0)=\mathbf{X}_{0} \in \mathcal{E}^{2}
\end{array}\right.
$$

Exploiting Theorem 4.2.14, we have that there exists a unique mild solution to equation (4.75). Moreover, by the boundedness of $R$ and applying the Girsanov theorem, we have that, $\forall \zeta \in \mathcal{Z}$, there exists a probability measure $\mathbb{P}^{\zeta}$, such that

$$
W^{\zeta}(t):=W(t)-\int_{t_{0} \wedge t}^{t \wedge T} R(s, \mathbf{X}(s), \zeta) d s
$$

is a Wiener process. Consequently, $\forall t \in[0, T]$, and $\forall(\mathbf{X}, \mathbf{Y}) \in \mathcal{E}^{2} \times \mathcal{E}^{2}$, we define the Hamiltonian function related to the aforementioned problem, as follows

$$
\begin{align*}
\psi(t, \mathbf{X}, \mathbf{Y}) & :=-\inf _{z \in \mathcal{Z}}\{l(t, \mathbf{X}, z)+\mathbf{Y} R(t, \mathbf{X}, z)\}  \tag{4.76}\\
\Gamma(t, \mathbf{X}, \mathbf{Y}) & :=\{z \in \mathcal{Z}: \psi(t, \mathbf{X}, \mathbf{Y})+l(t, \mathbf{X}, z)+\mathbf{v} R(t, \mathbf{X}, z)=0\}
\end{align*}
$$

where we would underline that the set $\Gamma(t, \mathbf{X}, w)$ is a (possibly empty) subset of $\mathcal{Z}$, while the function $\psi$ satisfies assumptions 4.2.15.

Within the present setting, we can apply [FT05, Th. 5.1] to write the Hamilton-JacobiBellman (HJB) equation asociated to the problem stated by (4.72) together with (4.74). In particular, we have

$$
\left\{\begin{array}{l}
\frac{\partial w(t, \mathbf{X})}{\partial t}+\mathcal{L}_{t} w(t, \mathbf{X})=\psi(t, \mathbf{X}, \nabla w(t, \mathbf{X}) G(t, \mathbf{X}))  \tag{4.77}\\
w(T, \mathbf{X})=\varphi(\mathbf{X})
\end{array}\right.
$$
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where

$$
\mathcal{L}_{t} w(\mathbf{X}):=\frac{1}{2} \operatorname{Tr}\left[G(t, \mathbf{X}) G(t, \mathbf{X})^{*} \nabla^{2} w(\mathbf{X})\right]+\langle\mathcal{A} \mathbf{X}, \nabla w(\mathbf{X})\rangle_{\mathcal{E}^{2}}
$$

is the infinitesimal generator of the equation (4.72), while $\operatorname{Tr}$ stands for the trace, and $G^{*}$ is the adjoint of $G$.

In what follows we exploit the following definition, see, e.g., [FT05, Def. 5.1].
Definition 4.2.16. A function $u:[0, T] \times X^{t, x} \rightarrow \mathbb{R}$ is defined to be a mild solution in the sense of generalized gradient, to equation (4.77) if the following hold:
(i) there exists $C>0$ and $m \geq 0$ such that for any $t \in[0, T]$ and any $\mathbf{u}, \mathbf{v} \in X^{t, x}$ it holds

$$
\begin{aligned}
& |w(t, \mathbf{X})-w(t, \mathbf{Y})| \leq C\left(1+|\mathbf{X}|_{\mathcal{E}^{2}}+|\mathbf{Y}|_{\mathcal{E}^{2}}\right)^{m}|\mathbf{X}-\mathbf{Y}|_{\mathcal{E}^{2}} \\
& |w(t, 0)| \leq C
\end{aligned}
$$

(ii) for any $0 \leq t \leq T$ and $\mathbf{X} \in \mathcal{E}^{2}$, we have that

$$
w(t, \mathbf{X})=P_{t, T} \varphi(\mathbf{X})-\int_{t}^{T} P_{t, s} \psi(s, \cdot, w(s, \cdot), \rho(s, \cdot))(\mathbf{X}) d s
$$

where $\rho$ is an arbitrary element of the generalized directional gradient $\nabla^{G} w$, as it has been defined in [FT05], while $P_{t, T}$ is the Markov semigroup generated by the forward process (4.72).

Remark 4.2.17. We would like to underline that, following the approach developed in [FT05], we do not need to require any differentiability properties for the function $F, G$ and $w$. In fact, the notion of gradient appearing in equation (4.77), is to be intend in a weak sense, namely in terms of the generalized directional gradient. In fact, in [FT05] the authors show that, if $w$ is regular enough, then $\nabla w$ coincides with the standard notion of gradient. The latter implies that, in the present case, the generalized directional gradient coincides with the Fréchet derivative, resp. with the Gâteaux derivative, if we assume $w$ to be Fréchet differentiable, resp. to be Gâteaux differentiable.

In the light of Definition 4.2.16 and Remark 4.2.17, we have the following.
Proposition 4.2.18. Let us consider the optimal control problem defined by (4.72) and (4.74), then the equation (4.77) provides the associated HJB problem. Moreover, if assumptions 4.2.2, 4.2.8, 4.2.13, and 4.2.15 hold true, then we have that the HJB equation (4.77) admits a unique mild solution, in the sense of the definition 4.2.16.

Proof. The proof immediately follows exploiting [FT05, Th. 5.1].
As a direct consequence of Proposition 4.2.18, we provide a synthesis of the optimal control problem, by the following

Theorem 4.2.19. Let assumptions 4.2.2, 4.2.8, 4.2.13, and 4.2.15 hold true. Let $w$ be a mild solution to the HJB equation (4.77), and chose $\rho$ to be an element of the generalized directional gradient $\nabla^{G} w$. Then, for all $A C S$, we have that $J\left(t_{0}, \mathbf{X}_{0}, z\right) \geq w\left(t_{0}, \mathbf{X}_{0}\right)$, and the equality holds if and only if the following feedback law is verified by $z$ and $\mathbf{u}^{z}$

$$
\begin{equation*}
z(t)=\Gamma\left(t, \mathbf{X}^{z}(t), G\left(t, \rho\left(t, \mathbf{X}^{z}(t)\right)\right), \quad \mathbb{P}-\text { a.s. for a.a. } t \in\left[t_{0}, T\right]\right. \tag{4.78}
\end{equation*}
$$

Moreover, if there exists a measurable function $\gamma:[0, T] \times \mathcal{E}^{2} \times \mathcal{E}^{2} \rightarrow \mathcal{Z}$ with

$$
\gamma(t, \mathbf{X}, \mathbf{Y}) \in \Gamma(t, \mathbf{X}, \mathbf{Y}), \quad t \in[0, T], \mathbf{X}, \mathbf{Y} \in X^{t, x}
$$

then there also exists, at least one ACS such that

$$
\bar{z}(t)) \gamma\left(t, \mathbf{X}^{z}(t), \rho\left(t, \mathbf{X}^{z}(t)\right)\right), \quad \mathbb{P}-\text { a.s. for a.a. } t \in\left[t_{0}, T\right] .
$$

Eventually, we have that $\mathbf{X}^{\bar{z}}$ is a mild solution to equation (4.72).
Proof. See [FT05, Th. 7.2].
Example 4.2.1 (The heat equation with controlled stochastic boundary conditions on a graph). In what follows we model the heat equation over a finite graph $\mathbb{G}$, considering local controlled dynamic boundary conditions, we have a total of $m$ nodes, and $n_{0}=n$ nodes equipped with dynamic boundary conditions. We also assume that there is not a noise affecting the heat equation, whereas we assume the boundary condition to be perturbed by an additive Wiener process. Summing up, by means of the notations introduced along previous sections, we deal with the following system

$$
\left\{\begin{array}{l}
\dot{u}_{j}(t, x)=\left(c_{j} u_{i}^{\prime}\right)^{\prime}(t, x), \quad t \geq 0, x \in(0,1), j=1, \ldots, m,  \tag{4.79}\\
u_{j}\left(t, \mathrm{v}_{\alpha}\right)=u_{l}\left(t, \mathrm{v}_{\alpha}\right)=: d^{\alpha}(t), \quad t \geq 0, l, j \in \Gamma\left(\mathrm{v}_{i}\right), j=1, \ldots, m, \\
\dot{d}^{\alpha}(t)=-\sum_{j=1}^{m} \phi_{\alpha, j} c_{j}\left(\mathrm{v}_{\alpha}\right) u_{j}^{\prime}\left(t, \mathrm{v}_{\alpha}\right)+\frac{1}{T} \int_{-T}^{0} d^{\alpha}(t+\theta) d \theta+\tilde{g}_{\alpha}(t)\left(z(t)+\dot{W}_{\alpha}^{2}(t)\right), \\
\\
\begin{array}{l}
t \geq 0, \alpha=1, \ldots, n, \\
u_{j}(0, x)=u_{j}^{0}(x), \quad x \in(0,1), j=1, \ldots, m, \\
d^{\alpha}(0)=d_{\alpha}^{0}, \quad \alpha=1, \ldots, n .
\end{array}
\end{array}\right.
$$

Then, we rewrite the system (4.79), as an abstract Cauchy problem on the Hilbert space $X^{t, x}$, as follows

$$
\left\{\begin{array}{l}
d \mathbf{X}(t)^{z}=\mathcal{A} \mathbf{X}^{z}(t) d t+G\left(t, \mathbf{X}^{z}(t)\right)(R z(t)+d W(t)), \quad t \in\left[t_{0}, T\right]  \tag{4.80}\\
\mathbf{X}^{z}\left(t_{0}\right)=\mathbf{X}_{0} \in \mathcal{E}^{2}
\end{array}\right.
$$

where $R: \mathbb{R}^{n} \rightarrow \mathcal{E}^{2}$ is the immersion of the boundary space $\mathbb{R}^{n}$ into the product space $\mathcal{E}^{2}$. In the present setting the control $z$ takes values in $\mathbb{R}^{n}$, while $\mathcal{Z}$ is a subset of $\mathbb{R}^{n}$. Considering a cost functional of the form (4.74), then Proposition 4.2.18 together with Theorem 4.2.20, imply the existence of, at least, one ACS for the HJB equation (4.77) associated with the stochastic control problem (4.80)-(4.74). Consequently, the synthesis of the optimal control problem, reads as follows

Theorem 4.2.20. Let assumptions 4.2.2, 4.2.8, 4.2.13, and 4.2.15 hold true. Let $w$ be a mild solution to the HJB equation (4.77), and chose $\rho$ to be an element of the generalized directional gradient $\nabla^{G} w$. Then, for all $A C S$, we have that $J\left(t_{0}, \mathbf{X}_{0}, z\right) \geq w\left(t_{0}, \mathbf{X}_{0}\right)$, and the equality holds if and only of the following feedback law is verified by $z$ and $\mathbf{X}^{z}$

$$
\begin{equation*}
z(t)=\Gamma\left(t, \mathbf{X}^{z}(t), G\left(t, \rho\left(t, \mathbf{X}^{z}(t)\right)\right), \quad \mathbb{P}-\text { a.s. for a.a. } t \in\left[t_{0}, T\right] .\right. \tag{4.81}
\end{equation*}
$$

Moreover, if there exists a measurable function $\gamma:[0, T] \times \mathcal{E}^{2} \times \mathcal{E}^{2} \rightarrow \mathcal{Z}$ with

$$
\gamma(t, \mathbf{X}, \mathbf{Y}) \in \Gamma(t, \mathbf{X}, \mathbf{Y}), \quad t \in[0, T], \mathbf{X}, \mathbf{Y} \in \mathcal{E}^{2}
$$

4.2 Stochastic reaction-diffusion equations on networks with dynamic time-delayed boundary conditions
then there also exists at least one ACS, such that

$$
\bar{z}(t)) \gamma\left(t, \mathbf{X}^{z}(t), \rho\left(t, \mathbf{X}^{z}(t)\right)\right), \quad \mathbb{P}-\text { a.s. for a.a. } t \in\left[t_{0}, T\right] .
$$

Eventually, we have that $\mathbf{X}^{\bar{z}}$ is a mild solution to equation (4.72).

## Part III

## Rigorous asymptotic expansions

## 5 | Small noise asymptotic expansion

The present chapter is taken from [ASG16, CDP15e].


#### Abstract

In this chapter we study the small noise asymptotic expansions for certain classes of local volatility models arising in finance. We provide explicit expressions for the involved coefficients as well as accurate estimates on the remainders. Moreover, we perform a detailed numerical analysis, with accuracy comparisons, of the obtained results by mean of the standard Monte Carlo technique as well as exploiting the polynomial Chaos Expansion approach.

We also present rigorous small noise expansion results for a Lévy perturbed Vasicek model. Estimates for the remainders as well as an application to ZCB pricing are also provided.


### 5.1 Asymptotic expansion for some local volatility models arising in finance

In the present paper we shall provide small noise asymptotic expansions for some local volatility models (LVMs) arising in finance. Our approach is based on the rigorous results on asymptotic expansions for solutions of finite dimensional SDE's obtained in [AS15] (following the approach proposed in [Gar85, Sec.6.2]); extensions to a class of SPDE's and infinite dimensional SDE's were presented in [ADPM11, ADPMS14a, ADPMS14b]. In particular we consider underlyings whose behaviour is characterized by a stochastic volatility term of small amplitude $\epsilon$ with respect to which we perform a formal, based on [Gar85, Sec. 6.2], resp. an asymptotic, based on [AS15], expansion. The latter implies that the equation characterizing the particular LVM of interest is approximated by a finite recursive system of a number $N$ of linear equations with random coefficients. We then exploit the solutions of the latter system to provide a formal, resp. an asymptotic, approximation of smooth functions of the original solution for the particular LVM of interest. In a similar way we derive the corresponding approximation for the expected value of the related option price in the risk neutral setting. Errors estimates and explicit expressions for the involved approximations
are also provided for some specific cases, together with a detailed numerical analysis.
We would like to recall that LVMs are commonly used to analyse options markets where the underlying volatility strongly depends on the level of the underlying itself. Let us mention that although time-homogeneous local volatilities are supposedly inconsistent with the dynamics of the equity index implied volatility surface, see, e.g., [MH14], some authors, see, e.g., [Cré04], claim that such models provide the best average hedge for equity index options.

Let us also note that, particularly during recent years, different asymptotic expansions approaches to other particular problems in mathematical finance have been developed, see, e.g., [AL13, BGM09, CDP15e, FPS00, FT12, GHL+12, Gul12, Lüt04, TMH80, UY04, Yos03], see also [AHK12, $\left.\mathrm{IPW}^{+} 09, \mathrm{PR}^{+} 05\right]$ for applications to other areas.

Eventually we shall provide rigorous small noise expansion results for the Lévy perturbed Vasicek model. Our analysis is based on [AS15], in the setting proposed in [Gar85, Sec.6.2]. Let us underline that during recent years a wide range of small noise expansion techniques have been developed, particularly with respect to the so called Loval Volatility Models (LVMs), see, e.g., [AL13, FPS00, Lüt04, UY04]. LVMs are commonly used to analyse options markets where the underlying volatility strongly depends on the level of the underlying itself, therefore LVMs are also widely accepted as tools to model interest-rate derivatives as is the case for the Vasicek model. The paper is organized as follows: in Sect. 5.2 the we present the approach developed in [AS15] is presented and then applied,

The present paper is organized as follows: in Sect. 5.2 the basic general asymptotic expansions approach, based on [AS15] is presented. Then, in Sec. 5.4 we apply the aorementioned results to important examples in financial mathematics. In particular in Sec. 5.4 we study a perturbation up to the first order around the Black-Scholes model as well as a correction with jumps for the case of a generic smooth volatility function $f$. We then give more detailed results for the case of an exponential volatility function $f$, in 5.3 .1 with Brownian motion driving, in 5.3 .2 with an additional jump term. In 5.3 .3 we shall present detailed corresponding results for the case of a polynomial volatility function $f$, in 5.3.4 we treat the case of corrections for $f$ being a polynomial and the noise containing jumps. In Sect. 5.3.5 we apply the results of Sect. 5.4 to provide corrections up to first order of European call options in Black-Scholes models, with stochastic interest rate keeping Brownian motion as a driving process. Corresponding results for the case where an additional Poisson driving process is added are presented in 5.3.5, also in Sect. 5.4, to provide order corrections to both the Vasicek model and its zero coupon bond price. To validate the expansion we have performed, we present their numerical implementations obtained by exploiting the Polynomial Chaos Expansion approach, see the Appendix, as well as the standard Monte Carlo technique, also providing a detailed comparison between the twos in terms of accuracy.

### 5.2 The asymptotic expansion

### 5.2.1 The general setting

Let us consider the following stochastic differential equation (SDE), indexed by a parameter $\epsilon \geq 0$

$$
\left\{\begin{array}{l}
d X_{t}^{\epsilon}=\mu^{\epsilon}\left(X_{t}^{\epsilon}\right) d t+\sigma^{\epsilon}\left(X_{t}^{\epsilon}\right) d L_{t}  \tag{5.1}\\
X^{\epsilon}(0)=x_{0}^{\epsilon} \in \mathbb{R}, \quad t \in[0, \infty)
\end{array}\right.
$$

where $L_{t}, t \in[0, \infty)$, is a Lévy process of jump diffusion type, subject to some restrictions which will be specified later on and $\mu^{\epsilon}: \mathbb{R}^{d} \rightarrow \mathbb{R}, \sigma^{\epsilon}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d \times d}$ are Borel measurable functions for any $\epsilon \geq 0$ satisfying some additional technical conditions in order to have existence and uniqueness of strong solutions of (5.1), e.g., locally Lipschitz and sublinear growth at infinity, see, e.g., [App09, Lud73, MR15a, GS79, IPW ${ }^{+}$09, Sch04]. If the Lévy process $L_{t}$ has a jump component, then $X_{t}^{\epsilon}$ in eq. (5.1) has to be understood as $X_{t-}^{\epsilon}:=$ $\lim _{s \uparrow t} X_{s}^{\epsilon}$, see, e.g., [MR15a] for details.
Hypothesis 5.2.1. Let us assume that:
(i) $\mu^{\epsilon}, \sigma^{\epsilon} \in C^{k+1}(\mathbb{R})$ in the space variable, for any fixed value $\epsilon \geq 0$ and for all $k \in \mathbb{N}_{0}:=$ $\mathbb{N} \cup\{0\} ;$
(ii) the maps $\epsilon \mapsto \alpha^{\epsilon}(x)$, where $\alpha=\mu, \sigma$, are in $C^{M}(I)$ in $\epsilon$, for some $M \in \mathbb{N}$, for every fixed $x \in \mathbb{R}$ and where $I:=\left[0, \epsilon_{0}\right], \epsilon_{0}>0$.

Our goal is to show that under hypothesis 5.2.1 and some further conditions on $\mu^{\epsilon}$ and $\sigma^{\epsilon}$ (needed for the construction of the coefficients $X_{t}^{i}, i=0,1, \ldots, N$ appearing in (5.2) to be discussed below), a solution $X_{t}^{\epsilon}$ of equation (5.1) can be represented as a power series with respect to the parameter $\epsilon$, namely

$$
\begin{equation*}
X_{t}^{\epsilon}=X_{t}^{0}+\epsilon X_{t}^{1}+\epsilon^{2} X_{t}^{2}+\cdots+\epsilon^{N} X_{t}^{N}+R_{N}(t, \epsilon) \tag{5.2}
\end{equation*}
$$

where $X^{i}:[0, \infty) \rightarrow \mathbb{R}, i=0, \ldots, N$, are continuous functions, while $\left|R_{N}(t, \epsilon)\right| \leq C_{N}(t) \epsilon^{N+1}$, $\forall N \in \mathbb{N}$ and $\epsilon \geq 0$, for some $C_{N}(t)$ independent of $\epsilon$, but in general dependent of randomness, through $X_{t}^{0}, X_{t}^{1}, \ldots, X_{t}^{N}$. The functions $X_{t}^{i}$ are determined recursively as solutions of random differential equations in terms of the $X_{t}^{j}, j \leq i-1, \forall i \in\{1, \ldots, N\}$.

Before giving the proof of the validity of the expression in eq. (5.2), let us recall the following result, see, e.g. [GM10].
Lemma 5.2.2. Let $f$ be a real (resp. complex) valued function in $C^{M+1}\left(B\left(x_{0}, r\right)\right), r>0$, $x_{0} \in \mathbb{R}$ for some $M \in \mathbb{N}_{0}$, where $\left(B\left(x_{0}, r\right)\right.$ denotes the ball of center $x_{0}$ and radius $r$.

Then for any $x \in B\left(x_{0}, r\right)$ the following Taylor expansion formula holds

$$
f(x)=\sum_{p=0}^{M} \frac{D^{p} f\left(x_{0}\right)}{p!}\left(x-x_{0}\right)^{p}+R_{M}\left(D^{M+1} f\left(x_{0}, x\right)\right)
$$

with $D^{p} f\left(x_{0}\right):=\left.D^{p} f(x)\right|_{x=x_{0}}$ the $p-$ th derivative at $x_{0}$ and

$$
R_{M}\left(f^{(M+1)}\left(x_{0}, x\right)\right):=\frac{(M+1)\left(x-x_{0}\right)^{M+1}}{(M+1)!} \int_{0}^{1}(1-s)^{M} D^{M+1} f\left(x_{0}+s\left(x-x_{0}\right)\right) d s
$$

Moreover setting

$$
C_{M}\left(x_{0}, x\right):=\frac{M+1}{(M+1)!} \int_{0}^{1}(1-s)^{M} D^{M+1} f\left(x_{0}+s\left(x-x_{0}\right)\right) d s
$$

we have
$\left|C_{M}\left(x_{0}, x\right)\right| \leq \frac{M+1}{(M+1)!} \int_{0}^{1}(1-s)^{M} \sup _{x \in B\left(x_{0}, r\right)}\left|D^{M+1} f\left(x_{0}+s\left(x-x_{0}\right)\right)\right| d s=: \tilde{C}_{M}\left(x_{0}\right)<+\infty$
and also

$$
\left|R_{M}\left(f^{(M+1)}\left(x_{0}, x\right)\right)\right| \leq\left|C_{M}\left(x_{0}\right)\right|\left|x-x_{0}\right|^{M+1} \leq \tilde{C}_{M}\left(x_{0}\right)\left|x-x_{0}\right|^{M+1}, M \in \mathbb{N}_{0} .
$$

With previous lemma in mind, let us then consider a function $f: \mathbb{R}^{+} \times \mathbb{R} \rightarrow \mathbb{R}$, and $f_{\epsilon}(x):=f(\epsilon, x), \epsilon \geq 0, x \in \mathbb{R}$. If we then suppose that for any fixed $x \in \mathbb{R}, f$ is of class $C^{K+1}(I)$ in $\epsilon$ for some $K \in \mathbb{N}_{0}, I=\left[0, \epsilon_{0}\right], \epsilon_{0}>0$, we can write the Taylor expansion of $f$ around $\epsilon=0$, w.r.t. $\epsilon \in I$ for any fixed $x \in \mathbb{R}$, as follows

$$
\begin{equation*}
f_{\epsilon}(x)=\sum_{j=0}^{K} f_{j}(x) \epsilon^{j}+R_{K}^{f_{\epsilon}}(\epsilon, x), \tag{5.4}
\end{equation*}
$$

where $f_{j}$ is the $j$-th coefficient in the expansion provided by Lemma 5.2.2, while $\sup _{x}\left|R_{K}^{f_{\epsilon}}(\epsilon, x)\right| \leq$ $C_{K, f} \epsilon^{K+1}$ for some $C_{K, f}>0$, independent of $\epsilon$. Assume in addition that $x \mapsto f_{j}(x)$ are in $C^{M+1}, j=0, \ldots, K$, for some $M \in \mathbb{N}_{0}$, then, applying Lemma 5.2.2 to the function $f_{j}$ around $x=x_{0}$, we obtain

$$
\begin{equation*}
f_{\epsilon}(x)=\sum_{j=0}^{K} \epsilon^{j}\left[\sum_{\gamma=0}^{M} \frac{D^{\gamma} f_{j}\left(x_{0}\right)}{\gamma!}\left(x-x_{0}\right)^{\gamma}+R_{M}\left(f_{j}^{(M+1)}\left(x_{0}, x\right)\right)\right]+R_{K}^{f_{\epsilon}}(\epsilon, x), \tag{5.5}
\end{equation*}
$$

with $R_{M}\left(f_{j}^{(M+1)}\left(x_{0}, x\right)\right)$ estimated as in Lemma 5.2.2 (with $f_{j}$ replacing $f$ ) and $R_{K}^{f_{\epsilon}}(\epsilon, x)$ as in (5.4).

Let us now take $x=x(\epsilon)$ assuming $\epsilon \mapsto x(\epsilon)$ in $C^{N+1}$, with $0 \leq \epsilon \leq \epsilon_{0}, 0<\epsilon_{0}<1$ and $x(0)=x_{0} \in \mathbb{R}$. Then by Lemma 5.2.2

$$
\begin{equation*}
x(\epsilon)=\sum_{j=0}^{N} \epsilon^{j} x_{j}+R_{N}^{x}(\epsilon), \quad N \in \mathbb{N}_{0}, \quad x_{j} \in \mathbb{R}, j=0,1, \ldots, N, \tag{5.6}
\end{equation*}
$$

with $f$ replaced by $x, M$ replaced by $N, x$ by $\epsilon, x_{0}$ by $0, D^{M+1}(f(\cdot))$ by $f^{(M+1)}(\cdot)$ and $R_{M}\left(f^{(M+1)}\left(x_{0}, x\right)\right)$ by $R_{N}^{x}(\epsilon)$. In particular

$$
\begin{equation*}
\left|R_{N}^{x}(\epsilon)\right| \leq \tilde{C}_{N}(0) \epsilon^{N+1}, \tag{5.7}
\end{equation*}
$$

with $\tilde{C}_{N}(0) \epsilon^{N+1}$ independent of $\epsilon$.
Plugging (5.6) into (5.5) we get

$$
\begin{align*}
f_{\epsilon}(x(\epsilon)) & =\sum_{j=0}^{K} \epsilon^{j}\left[\sum_{\gamma=0}^{M} \frac{D^{\gamma} f_{j}\left(x_{0}\right)}{\gamma!}\left(x(\epsilon)-x_{0}\right)^{\gamma}+R_{M}\left(f_{j}^{(M+1)}\left(x_{0}, x(\epsilon)\right)\right)\right]+R_{K}^{f_{\epsilon}}(\epsilon, x(\epsilon))= \\
& =\sum_{j=0}^{K} \epsilon^{j}\left[\sum_{\gamma \leq M} \frac{D^{\gamma} f_{j}\left(x_{0}\right)}{\gamma!}\left(\sum_{k=1}^{N} \epsilon^{k} x_{k}+R_{N}^{x}(\epsilon)\right)^{\gamma}+R_{M}\left(f_{j}^{(M+1)}\left(x_{0}, x(\epsilon)\right)\right)\right] \\
& +R_{K}^{f_{\epsilon}}(\epsilon, x(\epsilon)) . \tag{5.8}
\end{align*}
$$

The estimates on $R_{M}, R_{K}^{f_{e}}$ and $R_{N}^{x}$ have been given above in Lemma 5.2.2, resp. after (5.4), resp. (5.7).

By Newton's formula we have that, $\forall \gamma \in \mathbb{N}_{0}$, the following holds

$$
\begin{equation*}
\left(\sum_{j=1}^{N} \epsilon^{j} x_{j}+R_{N}^{x}(\epsilon)\right)^{\gamma}=\sum_{*}^{\gamma} \frac{\gamma!}{\gamma_{1}!\ldots \gamma_{N+1}!} \epsilon^{\gamma_{1}+2 \gamma_{2}+\cdots+N \gamma_{N}} x_{1}^{\gamma_{1}} \ldots x_{N}^{\gamma_{N}}\left(R_{N}^{x}(\epsilon)\right)^{\gamma_{N+1}} \tag{5.9}
\end{equation*}
$$

where we have used the notation

$$
\sum_{*}^{\gamma} \sum_{\substack{\gamma_{1}, \ldots, \gamma_{N+1}=0 \\ \gamma_{1}+2 \gamma_{2}+\cdots+N \gamma_{N}+\gamma_{N+1}=\gamma}}^{\gamma}
$$

hence using (5.9) to rewrite (5.8) we obtain the following.
Lemma 5.2.3. If, for $0 \leq \epsilon<\epsilon_{0}, \epsilon \mapsto x(\epsilon)$ is in $C^{N+1}(I), I=\left[0, \epsilon_{0}\right]$, and $\epsilon \mapsto f_{\epsilon}(y)$ is $C^{K+1}(\mathbb{R})$ in $\epsilon \in I$ and for any $y \in \mathbb{R}, y \mapsto f_{\epsilon}(y)$ is in $C^{M+1}$, the following expansion in powers of $\epsilon$ holds:

$$
\begin{align*}
f_{\epsilon}(x(\epsilon))= & \sum_{j=0}^{K} \epsilon^{j}\left[\sum_{\gamma=0}^{M} \frac{D^{\gamma} f_{j}\left(x_{0}\right)}{\gamma!} \sum_{*}^{\gamma} \frac{\gamma!}{\gamma_{1}!\ldots \gamma_{N+1}!} \epsilon^{\gamma_{1}+2 \gamma_{2}+\cdots+N \gamma_{N}} x_{1}^{\gamma_{1}} \ldots x_{N}^{\gamma_{N}}\left(R_{N}^{x}(\epsilon)\right)^{\gamma_{N+1}}\right. \\
& \left.+R_{M}\left(f_{j}^{(M+1)}\left(x_{0}, x(\epsilon)\right)\right)\right]+R_{K}^{f_{\epsilon}}(\epsilon, x(\epsilon)) \tag{5.10}
\end{align*}
$$

The estimates for the remainders are as follow

$$
\begin{aligned}
\left|R_{N}^{x}(\epsilon)\right| & \leq \tilde{C}_{N}(0) \epsilon^{N+1} \\
R_{M}\left(f_{j}^{(M+1)}\left(x_{0}, x(\epsilon)\right)\right) & \leq \tilde{C}_{M}\left(x_{0}\right)\left|x-x_{0}\right|^{M+1} \\
\sup _{x, \epsilon}\left|R_{K}^{f_{\epsilon}}(\epsilon, x)\right| & \leq C_{K, f}
\end{aligned}
$$

with $\tilde{C}_{N}(0), \tilde{C}_{M}\left(x_{0}\right)$ and $C_{K, f}$ independent of $\epsilon$.
Taking eq. (5.10) into account, we can group all the terms with the same power $k \in \mathbb{N}_{0}$ of $\epsilon$. Calling $\left[f_{\epsilon}(x(\epsilon))\right]_{k}$ the coefficient of $\epsilon^{k}$, and using $k=j+\gamma$ with $j=0, \ldots, K$, $\gamma_{1}+2 \gamma_{2}+\cdots+N \gamma_{N}=\gamma$ with $\gamma=0, \ldots, M$, we have the following, see, [AS15].
Proposition 5.2.4. Let $x(\epsilon)$ be as in (5.6) let $f_{\epsilon}$ as in (5.4) with $f_{j} \in C^{M+1}, j=0, \ldots, K$. Then

$$
f_{\epsilon}(x(\epsilon))=\sum_{k=0}^{K+M} \epsilon^{k}\left[f_{\epsilon}(x(\epsilon))\right]_{k}+R_{K+M}(\epsilon)
$$

with $\left|R_{K+M}(\epsilon)\right| \leq C_{K+M} \epsilon^{K+M+1}$, for some constant $C_{K+M} \geq 0$, independent of $\epsilon, 0 \leq \epsilon \leq$ $\epsilon_{0}$, and coefficients $\left[f_{\epsilon}(x(\epsilon))\right]_{k}$ defined by

$$
\begin{aligned}
& {\left[f_{\epsilon}(x(\epsilon))\right]_{0}=f_{0}\left(x_{0}\right)} \\
& {\left[f_{\epsilon}(x(\epsilon))\right]_{1}=D f_{0}\left(x_{0}\right) x_{1}+f_{1}\left(x_{0}\right)} \\
& {\left[f_{\epsilon}(x(\epsilon))\right]_{2}=D f_{0}\left(x_{0}\right) x_{2}+\frac{1}{2} D^{2} f_{0}\left(x_{0}\right) x_{1}^{2}+D f_{1}\left(x_{0}\right) x_{1}+f_{2}\left(x_{0}\right)} \\
& {\left[f_{\epsilon}(x(\epsilon))\right]_{3}=D f_{0}\left(x_{0}\right) x_{3}+\frac{1}{6} D^{3} f_{0}\left(x_{0}\right) x_{1}^{3}+D f_{1}\left(x_{0}\right) x_{2}+D f_{2}\left(x_{0}\right) x_{1}+D^{2} f_{1}\left(x_{0}\right) x_{1}^{2}+f_{3}\left(x_{0}\right)}
\end{aligned}
$$

The general case has the following form

$$
\begin{equation*}
\left[f_{\epsilon}(x(\epsilon))\right]_{k}=D f_{0}\left(x_{0}\right) x_{k}+\frac{1}{k!} D^{k} f_{0}\left(x_{0}\right) x_{1}^{k}+f_{k}\left(x_{0}\right)+B_{k}^{f}\left(x_{0}, x_{1}, \ldots, x_{k-1}\right), k=1, \ldots, K+M \tag{5.11}
\end{equation*}
$$

where $B_{k}^{f}$ is a real function depending on $\left(x_{0}, x_{1}, \ldots, x_{k-1}\right)$ only.

### 5.2.2 The asymptotic character of the expansion of the solution $X_{t}^{\epsilon}$ of the SDE in powers of $\epsilon$

Theorem 5.2.5. Let us assume that the coefficients $\alpha^{\epsilon}, \alpha=\mu, \sigma$, of the stochastic differential equation (5.1) are in $C^{K_{\alpha}}(I)$ as functions of $\epsilon, \epsilon \in I=\left[0, \epsilon_{0}\right], \epsilon_{0}>0$, and in $C^{M_{\alpha}}(\mathbb{R})$ as functions of $x$. Let us also assume that $\alpha^{\epsilon}$ are such that there exists a solution $X_{t}^{\epsilon}$ in the probabilistic strong, resp. weak sense of (5.1) and that the recursive system of random differential equations

$$
d X_{t}^{j}=\left[\mu^{\epsilon}\left(X_{t}^{\epsilon}\right)\right]_{j} d t+\left[\sigma^{\epsilon}\left(X_{t}^{\epsilon}\right)\right]_{j} d L_{t}, \quad j=0,1, \ldots, N, \quad t \geq 0
$$

has a unique solution.
Then there exists a sequence $\epsilon_{n} \in\left(0, \epsilon_{0}\right], \epsilon_{0}>0, \epsilon_{n} \downarrow 0$ as $n \rightarrow \infty$ such that $X_{t}^{\epsilon_{n}}$ has an asymptotic expansion in powers of $\epsilon_{n}$, up to order $N$, in the following sense:

$$
X_{t}^{\epsilon_{n}}=X_{t}^{0}+\epsilon_{n} X_{t}^{1}+\cdots+\epsilon_{n}^{N} X_{t}^{N}+R_{N}\left(\epsilon_{n}, t\right)
$$

with

$$
{\operatorname{st}-\lim _{\epsilon_{n} \downarrow 0} \frac{\sup _{s \in[0, t]}\left|R_{N}\left(\epsilon_{n}, s\right)\right|}{\epsilon_{n}^{N+1}} \leq C_{N+1}, ., \text {, }{ }^{N+1}}
$$

for some deterministic $C_{N+1} \geq 0$, independent of $\epsilon \in I$, where st - lim stands for the limit in probability.

Proof. We proceed by slightly modifying the proof in [AS15] since we have to take care of the presence of the explicit dependence on $\epsilon$ of the drift coefficient.

We shall use the fact that

$$
T_{N}(\epsilon, t):=\frac{\left[X_{t}^{\epsilon}-\sum_{j=0}^{N} \epsilon^{j} X_{t}^{j}\right]}{\epsilon^{N+1}}, \epsilon \in\left(0, \epsilon_{0}\right]
$$

satisfies a random differential equation of the form

$$
\epsilon^{N+1} d T_{N}(\epsilon, t)=A_{N+1}^{\mu^{\epsilon}}\left(X_{t}^{0}, \ldots, X_{t}^{N}, R^{N}(t, \epsilon)\right) d t+A_{N+1}^{\sigma^{\epsilon}}\left(X_{t}^{0}, \ldots, X_{t}^{N}, R^{N}(t, \epsilon)\right) d L_{t}
$$

with coefficients $A_{N+1}^{\alpha^{\epsilon}}, \alpha=\mu, \sigma$ given by

$$
A_{N+1}^{\alpha^{\epsilon}}\left(y_{0}, y_{1}, \ldots, y_{N}, y\right)=\left[\alpha^{\epsilon}\left(\sum_{j=0}^{N} \epsilon^{j} y_{j}+\epsilon^{N+1} y\right)-\sum_{j=0}^{N} \epsilon^{j} \alpha_{j}\left(y_{0}, y_{1}, \ldots, y_{N}\right)\right]
$$

with $\alpha_{j}, j=0,1, \ldots, N$ the expansion coefficients of $\alpha^{\epsilon}$ in powers of $\epsilon \in I$.
By Taylor's theorem one proves

$$
\frac{1}{\epsilon^{N+1}} \sup _{s \in[0, t]}\left|A_{N+1}^{\alpha^{\epsilon}}\left(X_{s}^{0}, \ldots, X_{s}^{N}, R_{s}^{N}(\epsilon)\right)\right| \leq C_{N+1}, \quad \epsilon \in\left(0, \epsilon_{0}\right]
$$

for some $C_{N+1} \geq 0$, independent of $\epsilon, 0 \leq \epsilon \leq \epsilon_{0}$.
From this one deduces that one can find a sequence $\epsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$ s.t.

$$
\operatorname{st-lim}_{\substack{\epsilon_{n} \downarrow 0 \\ n \rightarrow \infty}} \frac{1}{\epsilon_{n}^{N+1}} \sup _{s \in[0, t]}\left|A_{N+1}^{\alpha^{\epsilon_{n}}}\left(X_{s}^{0}, \ldots, X_{s}^{N}, R_{s}^{N}\left(\epsilon_{n}\right)\right)\right|
$$

exists and it is bounded by $C_{N+1}$.
Under some assumptions on $\mu^{\epsilon}, \sigma^{\epsilon}$ and $L$ it follows then from a theorem by Skorohod, on the continuous dependence of solutions of SDE's on the coefficients, see, e.g. [GS79], that

$$
\operatorname{st-}-\lim _{\substack{\epsilon_{n} \downarrow 0 \\ n \rightarrow \infty}} \sup _{s \in[0, t]}\left|T_{N}\left(\epsilon_{n}, s\right)\right|
$$

exists and it is bounded by $C_{N+1}$, which proves the result.
See [AS15] for more details.
Remark 5.2.6. It can be seen that in general the $k$-th equation for $X_{t}^{k}$ in Th . 5.2.5 is a nonhomogeneous linear equation in $X_{t}^{k}$, but with random coefficients depending on $X_{t}^{0}, \ldots, X_{t}^{k-1}$ and with a random inhomogeneity depending on $X_{t}^{k}$. Thus it has the general form

$$
\begin{align*}
d X_{t}^{k}= & f_{k}\left(X_{t}^{0}, \ldots, X_{t}^{k-1}\right) X_{t}^{k} d t+g_{k}\left(X_{t}^{0}, \ldots, X_{t}^{k-1}\right) d t \\
& +\tilde{g}_{k}\left(X_{t}^{0}\right) d L_{t}+h_{k}\left(X_{t}^{0}, \ldots, X_{t}^{k-1}\right) X_{t}^{k} d L_{t}, \tag{5.12}
\end{align*}
$$

for some continuous functions $f_{k}, g_{k}, \tilde{g}_{k}$ and $h_{k}$.
Let us now look at particular cases.
Example 5.2.1. Let $\mu^{\epsilon}=(a+\epsilon b) x$ and $\sigma^{\epsilon}=\left(\sigma_{0}+\epsilon \sigma_{1}\right) x$ with $a, b, \sigma_{0}$ and $\sigma_{1}$ some real constants. Applying Proposition 5.2.4 we get

$$
\begin{align*}
X_{t}^{0} & =x_{0}+\int_{0}^{t} a X_{s}^{0} d s+\int_{0}^{t} \sigma_{0} X_{s}^{0} d L_{s} \\
X_{t}^{1} & =\int_{0}^{t} a X_{s}^{1} d s+\int_{0}^{t} b X_{s}^{0} d s+\int_{0}^{t} \sigma_{1} X_{s}^{0} d L_{t}+\int_{0}^{t} \sigma_{0} X_{s}^{1} d L_{t}  \tag{5.13}\\
X_{t}^{k} & =\int_{0}^{t} a X_{s}^{k} d s+\int_{0}^{t} b X_{s}^{k-1} d s+\int_{0}^{t} \sigma_{1} X_{s}^{k-1} d L_{s}+\int_{0}^{t} \sigma_{0} X_{t}^{k} d L_{t}, k \geq 2
\end{align*}
$$

If we consider the special case of $\mu^{\epsilon}(x)=a x+b$, independent of $\epsilon, \sigma^{\epsilon}(x)=c x+\epsilon \tilde{d} x$, for some real constants $a, b, c$ and $\tilde{d}$, independent of $\epsilon$, and where the Lévy process is taken to be a standard Brownian motion, $L_{t}=W_{t}$, then by eq. (5.11) we have that $X_{t}^{k}$ satisfies a linear equation with constant coefficients for any $k \in \mathbb{N}$, thus applying standard results, see, e.g., [Lud73, Gar88], an explicit solution for $X_{t}^{k}$ can be retrieved.

Let us describe this in the case where we have a set of $K$ coupled linear stochastic equations with random coefficients of the form

$$
\left\{\begin{array}{l}
d X_{t}^{k}=\left[A^{k}(t) X_{t}^{k}+f^{k}(t)\right] d t+\left[B^{k}(t) X_{t}^{k}+g(t)\right] d W_{t}  \tag{5.14}\\
X_{0}^{k}=x_{0}^{k} \in \mathbb{R}, \quad t \geq 0
\end{array}\right.
$$

where, for any $k=1, \ldots, K$, all the functions $A^{k}, B^{k}, f^{k}$ and $g$ are assumed to be Lipschitz and with at most linear growth. A solution of equation (5.14) is then given by

$$
\begin{equation*}
X_{t}^{k}=\sum_{k=0}^{K} \Phi_{k}(t)\left[\int_{0}^{t} \Phi_{k}^{-1}(s)\left(f^{k}(s)-B^{k}(s) g^{k}(s)\right) d s+\int_{0}^{t} \Phi_{k}^{-1}(s) g^{k}(s) d W_{s}\right] \tag{5.15}
\end{equation*}
$$

where $\Phi_{k}(t)$ is the fundamental $K \times K$ matrix solution of the corresponding homogeneous equation, i.e. it is the solution of the problem

$$
\left\{\begin{array}{l}
d \Phi_{k}(t)=A^{k}(t) \Phi_{k}(t) d t+B^{k}(t) \Phi_{k}(t) d W_{t}  \tag{5.16}\\
\Phi_{k}(0)=I, t \geq 0
\end{array}\right.
$$

being $I$ the unit $K \times K$ matrix.
Remark 5.2.7. In the case where $K=1$ we have that $\Phi$ reduces to a scalar and is given by

$$
\Phi(t)=\exp \left\{\int_{0}^{t}\left(A(s)-\frac{1}{2} B^{2}(s)\right) d s+\int_{0}^{t} B(s) d W_{s}\right\}
$$

Still in the case $K=1$ but with a more general noise, i.e. $W_{t}$ in eq. (5.14) replaced by a Lévy process composed by a Brownian motion plus $W_{t}$ a jump component expressed by $\tilde{N}$, eq. (5.16) is replaced by

$$
\left\{\begin{array}{l}
d \Phi(t)=A(t) \Phi(t) d t+B(t) \Phi(t) d W_{t}+\int_{\mathbb{R}_{0}} \Phi\left(t_{-}\right) C(t, x) \tilde{N}(d t, d x)  \tag{5.17}\\
\Phi(0)=I, \quad t \geq 0
\end{array}\right.
$$

with $A, B$ and $C$ Lipschitz and with at most linear growth, and where $\tilde{N}(d t, d x)$ is a Poisson compensated random measure to be understood in the following sense: $\tilde{N}(t, A):=$ $N(t, A)-t \nu(A)$ for all $A \in \mathcal{B}\left(\mathbb{R}_{0}\right), 0 \notin \bar{A}$, with $\bar{A}$ the closure of $A, N$ being a Poisson random measure on $\mathbb{R}_{+} \times \mathbb{R}_{0}$ and $\nu(A):=\mathbb{E}\left(N(1, A)\right.$, while $\mathbb{R}_{0}:=\mathbb{R} \backslash\{0\}$ and $\int_{\mathbb{R}_{0}}\left(|x|^{2} \wedge 1\right) \nu(d x)<\infty$, $\nu$ is the Lévy measure to $\tilde{N}$, see, e.g. [App09, IPW ${ }^{+} 09$, MR15a].

Denoting then eq. (5.17) for short as

$$
\begin{equation*}
d \Phi(t)=\Phi\left(t_{-}\right) d X(t) \tag{5.18}
\end{equation*}
$$

with

$$
d X(t)=A(t) d t+B(t) d W_{t}+\int_{\mathbb{R}_{0}} C(t, x) \tilde{N}(d t, d x)
$$

we have then that the solution to eq. (5.18) is explicitly given by

$$
\begin{align*}
\Phi(t)= & \exp \left\{1+\int_{0}^{t}\left(A(s)-\frac{1}{2} B^{2}(s)\right) d s+\int_{0}^{t} B(s) d W_{s}\right. \\
& \left.+\int_{\mathbb{R}_{0}} C(s, x) \tilde{N}(d s, d x)\right\} \prod_{0<s \leq t}\left(1+\Delta X_{s}\right) e^{-\Delta X_{s}} \tag{5.19}
\end{align*}
$$

where $\Delta X(s):=X_{s}-X_{s_{-}}$is the jump at time $s \in(0, t]$. The stochastic process (5.19) is called Doléans-Dade exponential (or stochastic exponential) and it is usually denoted by $\Phi(t)=\mathcal{E}\left(X_{t}\right)$. The Doléans-Dade exponential has a wide use in finance since it is the natural extension to the Lévy case of the standard geometric Brownian motion, see, e.g., [Lud73, Gar85] for a more extensive treatment of the fundamental solution of the homogeneous equation for system of linear SDE's and [App09] for more details on the Doléans-Dade exponential.

### 5.3 Corrections around the Black-Scholes price (with Brownian, resp. Brownian plus jumps)

We shall study an asset $S_{t}^{\epsilon}$ evolving according to the particular stochastic differential equation (SDE) governing the Black-Scholes (BS) model, with the possible addition of some driving term determined by a compound Poisson process, see, e.g. [BS73, Sch04], resp. [BGM09, Mer76]. Our aim is to apply the theory developed in Sec. 5.2 in order to give corrections around the price given by the BS model for an option with terminal payoff $\Phi$ written on the underlying $S_{t}^{\epsilon}$ ( $\Phi$ is a given real valued function assumed here to be sufficiently smooth). In particular, if we consider the return process defined as $X_{t}^{\epsilon}:=\log S_{t}^{\epsilon}\left(S_{t}^{\epsilon}\right.$ being supposed to be strictly positive, at least almost surely) we have that the price $P(t, T)$ at time $t$ of the option with final payoff $\Phi$ with maturity time $T, 0 \leq t \leq T$, is given by

$$
\begin{equation*}
P(t, T)=\mathbb{E}^{\mathbb{Q}}\left[e^{r(T-t)} \Phi\left(X_{T}\right) \mid \mathcal{F}_{t}\right] \tag{5.20}
\end{equation*}
$$

where $\mathbb{Q}$ is a relevant equivalent martingale measure, called in financial application riskneutral measure, $\mathbb{E}^{\mathbb{Q}}[\cdot \mid \cdot]$ the corresponding conditional expectation given the $\sigma$-algebra $\mathcal{F}_{t}$ at time $t$ associated with the underlying Brownian motion, $r>0$ is the constant interest rate. We refer to, e.g., [BS73, DF01, CIJR85, Fil01, KK99, Sch04] for a general introduction to option pricing.

From Theorem 5.2.5 and using Lemma 5.2 .3 we deduce that $\Phi\left(X_{t}^{\epsilon}\right)$ has an asymptotic expansion in powers of $\epsilon \in\left[0, \epsilon_{0}\right), \epsilon_{0}>0$, in the sense of Theorem 5.2.5, of the form

$$
\begin{equation*}
\Phi\left(X_{t}^{\epsilon}\right)=\sum_{k=0}^{H} \epsilon^{k}\left[\Phi\left(X_{t}^{\epsilon}\right)\right]_{k}+R_{H}(\epsilon, t) \tag{5.21}
\end{equation*}
$$

with

$$
\sup _{s \in[0, t]}\left|R_{H}(\epsilon, s)\right| \leq C_{H+1}(t) \epsilon^{H+1}
$$

for any $H \in \mathbb{N}$ and the coefficients can be computed from the expansions coefficients of $X_{t}^{\epsilon}$, as discussed in section 5.2.

More concretely we will deal with two particular cases. In the first case we have an asset $S^{\epsilon}$ evolving according to a geometric Brownian motion with a small perturbation in the diffusion. Namely the asset evolves, in a risk neutral setting, according to

$$
\left\{\begin{array}{l}
d S_{t}^{\epsilon}=S_{t}^{\epsilon}\left[\left(\sigma_{0}+\epsilon \sigma_{1} \bar{f}\left(S_{t}^{\epsilon}\right)\right) d W_{t}\right]  \tag{5.22}\\
s_{0}=s_{0}, t \geq 0
\end{array}\right.
$$

where $\sigma_{0} \neq 0$ and $\sigma_{1}$ are real constants, $s_{0}>0$, and $W_{t}$ is a $\mathbb{Q}$ Brownian motion adapted to the filtration $\left(\mathcal{F}_{t}\right)_{t}, \bar{f}\left(S_{t}^{\epsilon}\right):=f\left(X_{t}^{\epsilon}\right)$ with $f$ a given smooth function on $\mathbb{R}$. In particular the existence and uniqueness of a strong solution to equation (5.22) follows under the general assumption of $\bar{f} \in C^{1}$ from [McK69, Problem 3.3.2]. We have assumed $\sigma_{0}$ and $\sigma_{1}$ to be time independent for the sake of simplicity. The generalization to time dependent functions is an immediate generalization with no complication in the results developed in what follows.

Suppose, for all $t \geq 0, S_{t}^{\epsilon}>0$ a.s. (which is the case if $\epsilon$ is sufficiently small). Applying Itô's lemma to $X_{t}^{\epsilon}:=\log S_{t}^{\epsilon}$, we end up with the following evolution for $X_{t}^{\epsilon}$, the return of
the asset price

$$
\begin{equation*}
X_{t}^{\epsilon}=x_{0}-\int_{0}^{t}\left[\frac{\sigma_{0}^{2}}{2}+\epsilon \sigma_{0} \sigma_{1} f\left(X_{s}^{\epsilon}\right)+\epsilon^{2} \frac{\sigma_{1}^{2} f\left(X_{s}^{\epsilon}\right)^{2}}{2}\right] d s+\int_{0}^{t}\left[\sigma_{0}+\epsilon \sigma_{1} f\left(X_{s}^{\epsilon}\right)\right] d W_{s} \tag{5.23}
\end{equation*}
$$

where we have set $x_{0}:=\log s_{0}$.
Applying the results obtained in Sec. 5.2 and expanding eq. (5.23) to the second order in $\epsilon$ we get

$$
\begin{align*}
& X_{t}^{0}=x_{0}-\frac{\sigma_{0}^{2}}{2} t+\sigma_{0} W_{t}, \quad \text { with law } \quad \mathcal{N}\left(x_{0}+\mu t, \sigma_{0}^{2} t\right) \\
& X_{t}^{1}=-\int_{0}^{t} \sigma_{0} \sigma_{1} f\left(X_{s}^{0}\right) d s+\int_{0}^{t} \sigma_{1} f\left(X_{s}^{0}\right) d W_{s}  \tag{5.24}\\
& X_{t}^{2}=-\int_{0}^{t}\left(\frac{\sigma_{1}^{2} f\left(X_{s}^{0}\right)^{2}}{2}+2 \sigma_{0} \sigma_{1} f^{\prime}\left(X_{s}^{0}\right) X_{s}^{1}\right) d s+\int_{0}^{t} \sigma_{1} f^{\prime}\left(X_{s}^{0}\right) X_{s}^{1} d W_{s}
\end{align*}
$$

where $\mathcal{N}\left(-\frac{\sigma_{0}^{2}}{2} t, \sigma_{0}^{2} t\right)$ denotes the Gaussian distribution of mean $\mu t$ and variance $\sigma_{0}^{2} t, f^{\prime}$ the derivative of $f$.

The second model we will deal with, following [Mer76, BGM09], is the previous one with an addition of a small compound Poisson process

$$
Z_{t}=\sum_{i=1}^{N_{t}} J_{i}
$$

with $N_{t}$ a standard Poisson process with intensity $\lambda>0$ and $\left(J_{i}\right)_{i=1, \ldots, N_{t}}$ being independent normally distributed random variables, namely such that

$$
J_{i} \text { has law } \mathcal{N}\left(\gamma, \delta^{2}\right)
$$

We thus have that the Lévy measure $\nu(d z)$ of $Z$ reads as

$$
\nu(d z)=\frac{\lambda}{\sqrt{2 \pi} \delta} e^{-\frac{(z-\gamma)^{2}}{2 \delta^{2}}} d z, \quad z \in \mathbb{R}
$$

and the cumulant function of $Z$ is

$$
\kappa(\zeta)=\lambda\left(e^{\gamma \zeta+\frac{\delta^{2} \zeta^{2}}{2}}-1\right)
$$

In particular we assume the asset $S^{\epsilon}$ to evolve according to a geometric Lévy process with a small perturbation in the diffusion. Namely the asset evolves, in a risk neutral setting, according to

$$
\left\{\begin{array}{l}
d S_{t}^{\epsilon}=S_{t}^{\epsilon}\left[\left(\sigma_{0}+\epsilon \sigma_{1} \bar{f}\left(S_{t}^{\epsilon}\right)\right) d W_{t}+\epsilon \sum_{i=1}^{N_{t}} J_{i}\right]  \tag{5.25}\\
S_{0}^{\epsilon}=s_{0}>0, t \geq 0
\end{array}\right.
$$

Again the existence and uniqueness of a strong solution to equation (5.25) can be obtained with arguments similar to the ones used in [McK69, Problem 3.3.2] together with the properties of $\sum_{i=1}^{N_{t}} J_{i}$.

### 5.3 Corrections around the Black-Scholes price (with Brownian, resp. Brownian plus jumps)

Proceeding as above, and applying Itô's lemma to $X_{t}^{\epsilon}:=\log S_{t}^{\epsilon}$, we have that the logreturn process $X_{t}^{\epsilon}$ evolves according to

$$
\begin{align*}
X_{t}^{\epsilon}= & x_{0}-\int_{0}^{t}\left[\frac{\sigma_{0}^{2}}{2}+\epsilon \sigma_{0} \sigma_{1} f\left(X_{s}^{\epsilon}\right)+\epsilon^{2} \frac{\sigma_{1}^{2} f\left(X_{s}^{\epsilon}\right)^{2}}{2}\right] d s+\epsilon \lambda t\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right) \\
& +\int_{0}^{t}\left(\sigma_{0}+\epsilon \sigma_{1} f\left(X_{s}^{\epsilon}\right)\right) d W_{s}+\epsilon \sum_{i=1}^{N_{t}} J_{i} \tag{5.26}
\end{align*}
$$

for $\epsilon \in I=\left[0, \epsilon_{0}\right], \epsilon_{0}>0$.
In the present case it is more tricky to deal with the risk neutral probability measure $\mathbb{Q}$. Under suitable assumptions on the coefficients and noise one can assure the existence (but not necessarily the uniqueness) of an equivalent probability measure $\mathbb{Q}$. We will assume the process (5.26) to evolve under a risk-neutral measure $\mathbb{Q}$, see, e.g. [App09].

In particular we will use two specific forms for the function $f$, that is an exponential function and a polynomial function. The former is of special interest for its general application to integral transforms, such as Fourier or Laplace transforms, see, e.g. Section 5.3.1, Remark 5.3.2. The latter mimics a polynomial volatility process (these type of processes have been widely used in finance since they can be easily implemented, see, e.g. [CFR13] and reference therein).

### 5.3.1 A correction given by an exponential function

Let us consider the first model described by equations (5.23) and (5.24), i.e. an asset $S^{\epsilon}$ evolving according to a geometric Brownian motion under the unique risk neutral probability measure $\mathbb{Q}$, recalling that $X_{t}^{\epsilon}=\log S_{t}^{\epsilon}$. Let us first look at the particular case $f(x)=e^{\alpha x}$, for some $\alpha \in \mathbb{R}$. We take into account the particular case of an exponential function due to the fact that it can be easily extended to the much more general case where the function $f$ can be written as a Fourier transform or a Laplace transform of some bounded measure on the real line, as it will be further discussed in Rem. 5.3.2 below. We then get the following proposition.

Proposition 5.3.1. Let us consider the $S D E$ (5.23) in the particular case where $f(x)=e^{\alpha x}$, for some $\alpha \in \mathbb{R}_{0}, \sigma_{0} \in \mathbb{R}_{0}$.

Then the following expansion $X_{t}^{\epsilon}=X_{t}^{0}+\epsilon X_{t}^{1}+\epsilon^{2} X_{t}^{2}+R_{2}(\epsilon, t)$ holds, where the coefficients are given by

$$
\begin{align*}
X_{t}^{0} & =x_{0}+\mu t+\sigma_{0} W_{t}, \quad \text { with law } \quad \mathcal{N}\left(x_{0}+\mu t, \sigma_{0}^{2} t\right) \\
X_{t}^{1} & =\int_{0}^{t} K_{\alpha} e^{\alpha X_{s}^{0}} d s+\frac{\sigma_{1}}{\alpha \sigma_{0}}\left(e^{\alpha X_{t}^{0}}-1\right) \\
X_{t}^{2} & =C_{\alpha}^{1} \int_{0}^{t} e^{2 \alpha X_{s}^{0}} d s+C_{\alpha}^{2} e^{\alpha X_{t}^{0}} \int_{0}^{t} e^{\alpha X_{s}^{0}} d s+C_{\alpha}^{3} \int_{0}^{t} e^{\alpha X_{s}^{0}} d s  \tag{5.27}\\
& +C_{\alpha}^{4} \int_{0}^{t} e^{\alpha X_{s}^{0}} \int_{0}^{s} e^{\alpha X_{r}^{0}} d r d s+C_{\alpha}^{5} e^{2 \alpha X_{t}^{0}}+C_{\alpha}^{6} e^{\alpha X_{t}^{0}}+C_{\alpha}^{7}
\end{align*}
$$

with

$$
\begin{gathered}
K_{\alpha}:=-\sigma_{1}\left(\frac{\mu}{\sigma_{0}}+\frac{\alpha \sigma_{0}}{2}+\sigma_{0}\right), C_{\alpha}^{1}:=-\sigma_{1}^{2}\left(\frac{5}{2}+\frac{\mu}{\sigma_{0}^{2}}+\alpha+\frac{K_{\alpha}}{\sigma_{0} \sigma_{1}}\right), C_{\alpha}^{2}:=K_{\alpha} \frac{\sigma_{1}}{\sigma_{0}} \\
C_{\alpha}^{3}:=\sigma_{1}^{2}\left(\frac{\mu}{\sigma_{0}^{2}}+\frac{\alpha}{2}+2\right), C_{\alpha}^{4}:=-K_{\alpha} \sigma_{1} \alpha\left(2 \sigma_{0}+\frac{\mu}{\sigma_{0}}+\frac{\alpha \sigma_{0}}{2}\right) \\
C_{\alpha}^{5}:=\frac{\sigma_{1}^{2}}{2 \alpha \sigma_{0}^{2}}, C_{\alpha}^{6}:=-\frac{\sigma_{1}^{2}}{\alpha \sigma_{0}^{2}}, C_{\alpha}^{7}:=\frac{\sigma_{1}^{2}}{2 \alpha \sigma_{0}^{2}}, \quad \mu=-\frac{\sigma_{0}^{2}}{2}
\end{gathered}
$$

Furthermore $R_{2}(\epsilon, t)$ satisfies the bound

$$
\left.\operatorname{st-}-\lim _{\epsilon_{n} \downarrow 0} \frac{\sup _{s \in[0, t]} \mid R_{2}(\epsilon, s)}{\epsilon_{n}^{3}} \right\rvert\, \leq C_{3}
$$

for some subsequence $\epsilon_{n} \downarrow 0$ and with some constant $C_{3} \geq 0$.
Proof. The proof consists in a repeated application of the Itô formula and the stochastic Fubini theorem.

In fact substituting $f(x)=e^{\alpha x}$ into system (5.24) we immediately obtain

$$
\begin{align*}
& X_{t}^{0}=x_{0} \mu t+\sigma_{0} W_{t}, \quad \text { with law } \quad \mathcal{N}\left(x_{0}+\mu t, \sigma_{0}^{2} t\right) \\
& X_{t}^{1}=-\int_{0}^{t} \sigma_{0} \sigma_{1} e^{\alpha X_{s}^{0}} d s+\int_{0}^{t} \sigma_{1} e^{\alpha X_{s}^{0}} d W_{s}  \tag{5.28}\\
& X_{t}^{2}=-\int_{0}^{t}\left(\frac{\sigma_{1}^{2}}{2} e^{2 \alpha X_{s}^{0}}+2 \sigma_{0} \sigma_{1} \alpha e^{\alpha X_{s}^{0}} X_{s}^{1}\right) d s+\int_{0}^{t} \sigma_{1} \alpha e^{\alpha X_{s}^{0}} X_{s}^{1} d W_{s}
\end{align*}
$$

To compute $X_{t}^{1}$ we apply Itô's lemma to the function $g\left(X_{t}^{0}\right)=e^{\alpha X_{t}^{0}}$ to get

$$
\begin{equation*}
e^{\alpha X_{t}^{0}}=1+\int_{0}^{t}\left(e^{\alpha X_{s}^{0}} \alpha \mu+\frac{\alpha^{2}}{2} \sigma_{0}^{2} e^{\alpha X_{s}^{0}}\right) d s+\int_{0}^{t} e^{\alpha X_{s}^{0}} \alpha \sigma_{0} d W_{s} \tag{5.29}
\end{equation*}
$$

Expressing the latter integral involving $d W_{s}$ by the other terms in eq. (5.29) and substituting it in the stochastic integral of $X_{t}^{1}$ in the system (5.28) we get the result for $X_{t}^{1}$ in eq. (5.27).

In order to derive the expression for $X_{t}^{2}$ we use again Itô's lemma, in particular eq. (5.29), getting from (5.28)

$$
\begin{aligned}
X_{t}^{2} & =-\int_{0}^{t}\left(\frac{\sigma_{1}^{2}}{2} e^{2 \alpha X_{s}^{0}}+2 \sigma_{0} \sigma_{1} \alpha e^{\alpha X_{s}^{0}} X_{s}^{1}\right) d s+\int_{0}^{t} \alpha \sigma_{1} e^{\alpha X_{s}^{0}} X_{s}^{1} d W_{s}= \\
& -\int_{0}^{\int_{1}^{t} \sigma_{1}^{2}\left(2 \alpha+\frac{1}{2}\right) e^{2 \alpha X_{s}^{0}} d s+\int_{0}^{t} 2 \alpha \sigma_{1}^{2} e^{\alpha X_{s}^{0}} d s-\int_{0}^{t} \int_{0}^{s} 2 K_{\alpha} \sigma_{1} \sigma_{0} \alpha e^{\alpha X_{s}^{0}} e^{\alpha X_{r}^{0}} d r d s} \\
& +\underbrace{\int_{0}^{t} \frac{\sigma_{1}^{2} \alpha}{\sigma_{0}} e^{2 \alpha X_{s}^{0}} d W_{s}}_{(1)}-\underbrace{\int_{0}^{t} \frac{\alpha \sigma_{1}^{2}}{\sigma_{0}} e^{\alpha X_{s}^{0}} d W_{s}}_{(2)}+\underbrace{\int_{0}^{t} K_{\alpha} \alpha \sigma_{1} e^{\alpha X_{s}^{0}} \int_{0}^{s} e^{\alpha X_{r}^{0}} d r d W_{s}}_{(3)}
\end{aligned}
$$

For the terms (1) and (2) we use eq. (5.29), resp. Itô's lemma applied to the function $g\left(X_{t}^{0}\right)=e^{2 \alpha X_{t}^{0}}$, as before to replace the stochastic integral by an integral against Lebesgue

### 5.3 Corrections around the Black-Scholes price (with Brownian, resp. Brownian plus jumps)

measure. In order to treat the term (3) we use the stochastic Fubini theorem, see, e.g. Th. 6.2 in [Fil01], to get

$$
(3)=\frac{K_{\alpha} \sigma_{1}}{\sigma_{0}} \int_{0}^{t} \int_{0}^{s} \alpha \sigma_{0} e^{\alpha X_{s}^{0}} e^{\alpha X_{r}^{0}} d r d W_{s}=\frac{K_{\alpha} \sigma_{1}}{\sigma_{0}} \int_{0}^{t} e^{\alpha X_{r}^{0}} \int_{r}^{t} \alpha \sigma_{0} e^{\alpha X_{s}^{0}} d W_{s} d r .
$$

Using the expression for the integral in $d W_{s}$ coming from (5.29) we then get

$$
\begin{aligned}
(3) & =\frac{K_{\alpha} \sigma_{1}}{\sigma_{0}} \int_{0}^{t} e^{\alpha X_{r}^{0}} \int_{r}^{t} \alpha \sigma_{0} e^{\alpha X_{s}^{0}} d W_{s} d r= \\
& =\frac{K_{\alpha} \sigma_{1}}{\sigma_{0}} e^{\alpha X_{t}^{0}} \int_{0}^{t} e^{\alpha X_{s}^{0}} d s-\frac{K_{\alpha} \sigma_{1}}{\sigma_{0}} \int_{0}^{t} e^{2 \alpha X_{s}^{0}} d s-\frac{K_{\alpha} \sigma_{1}}{\sigma_{0}}\left(\alpha \mu+\frac{\alpha^{2} \sigma_{0}^{2}}{2}\right) \times \\
& \times \int_{0}^{t} \int_{0}^{s} e^{\alpha X_{s}^{0}} e^{\alpha X_{r}^{0}} d r d s
\end{aligned}
$$

Substituting now everything into the original system (5.28), rearranging and grouping the integrals of the same type we get the desired result in (5.27).

The estimate on the remainder is a consequence of Theorem 5.2.5.
Remark 5.3.2. The particular choice of $f(x)=e^{\alpha x}$ can easily be extended to any real function which can be written as a Fourier transform, resp. Laplace transform, $f(x)=$ $\int_{\mathbb{R}_{0}} e^{i x y} \lambda(d \alpha)$, resp. $f(x)=\int_{\mathbb{R}_{0}} e^{\alpha x} \lambda(d \alpha)$, of some positive measure $\lambda$ on $\mathbb{R}_{0}$ (e.g. a symmetric probability measure) resp. which has finite Laplace transform. Formula (5.27) holds with $K_{\alpha} e^{\alpha X_{\tau}^{0}}$ replaced by $\int_{\mathbb{R}_{0}} K_{\alpha} e^{i \alpha X_{\tau}^{0}} \lambda(d \alpha)$, resp. $\int_{\mathbb{R}_{0}} K_{\alpha} e^{\alpha X_{\tau}^{0}} \lambda(d \alpha)$, which are finite if, e.g. $\int_{\mathbb{R}_{0}}\left|K_{\alpha}\right| \lambda(d \alpha)<\infty$, resp. $\lambda$ has, e.g., compact support. In fact eq. (5.29) gets replaced by

$$
\begin{align*}
\int_{\mathbb{R}_{0}} e^{\alpha X_{t}^{0}} \lambda(d \alpha)= & 1+\int_{\mathbb{R}}\left[\int_{0}^{t}\left(e^{\alpha X_{s}^{0}} \alpha \mu+\frac{\alpha^{2}}{2} \sigma_{0}^{2} e^{\alpha X_{s}^{0}}\right) d s\right] \lambda(d \alpha)  \tag{5.30}\\
& +\int_{\mathbb{R}}\left[\int_{0}^{t} e^{\alpha X_{s}^{0}} \alpha \sigma_{0} d W_{s}\right] \lambda(d \alpha)
\end{align*}
$$

By repeating the steps used before and exploiting again the Stochastic Fubini's theorem we get the statements in Prop. 5.3.1 extended to these more general cases.

If we assume the payoff function $x \mapsto \Phi(x)$ to be smooth, $x \in \mathbb{R}_{+}$, we can expand $\Phi\left(X_{t}^{\epsilon}\right)$ in powers of $\epsilon$ using the formulae in Prop. 5.2.4. Then, exploiting eq. (5.86) with $H=1$, i.e. stopping at the first order, we get

$$
\begin{equation*}
\Phi\left(X_{t}^{\epsilon}\right)=\Phi\left(X_{t}^{0}\right)+\epsilon \Phi^{\prime}\left(X_{t}^{0}\right) X_{t}^{1}+R_{1}(\epsilon, t) \tag{5.31}
\end{equation*}
$$

with $\sup _{s \in[0, t]}\left|R_{1}(\epsilon, s)\right| \leq \tilde{C}(s) \epsilon^{2}$, for some $\tilde{C}$ independent of $\epsilon\left(\Phi^{\prime}\right.$ is the derivative of $\left.\Phi\right)$.
Calling $\Phi_{1}$ the terms on the r.h.s. in eq. (5.31) minus the reminder term $R_{1}(\epsilon, t)$ we get that the corresponding corrected fair price $\operatorname{Pr}^{1}(0 ; T)$, up to the first order in $\epsilon$, of an option written on the underlying $S_{t}^{\epsilon}:=e^{X_{t}^{\epsilon}}$ at time $t=0$ with maturity $T$, reads as follow

$$
\begin{align*}
\operatorname{Pr}^{1}(0 ; T) & =e^{-r T} \mathbb{E}^{\mathbb{Q}}\left[\Phi_{1}\left(X_{T}^{\epsilon}\right)\right]=e^{-r T} \mathbb{E}^{\mathbb{Q}}\left[\Phi\left(X_{T}^{0}\right)+\epsilon \Phi^{\prime}\left(X_{T}^{0}\right) X_{T}^{1}\right]= \\
& =\operatorname{Pr}_{B S}+\epsilon e^{-r T} \mathbb{E}^{\mathbb{Q}}\left[\Phi^{\prime}\left(X_{T}^{0}\right) X_{T}^{1}\right] \tag{5.32}
\end{align*}
$$

where $\operatorname{Pr}_{B S}$ stands for the standard B-S price with underlying $S_{t}^{0}:=e^{X_{t}^{0}}$, see, e.g [BS73].
This formula yields thus, for a smooth payoff function, the corrected price up to the first order, with an error term related to the "full price" and bounded in modulus by $C_{2} \epsilon^{2}$ for a constant $C_{2} \geq 0$ independent of $\epsilon$.

Remark 5.3.3. It is worth to recall that the payoff function usually fails to be smooth such as in the case of European call options where $\Phi(x)=\left(e^{x}-K\right)^{+}, K>0$ being the strike price. The latter payoff function always presents a point of non differentiability at $e^{X}=K$. Anyhow we can, as generalized functions, consider a smoothed version of the payoff function, namely $\Phi_{h}:=\Phi * \rho_{h}$, with $\rho_{h}$ some smooth kernel s.t. $\Phi_{h} \rightarrow \Phi$ as $h \rightarrow \infty$ in distributional sense. With the smoothed payoff function $\Phi_{h}$, eq. (5.32) is well defined. In particular the first derivative appearing in eq. (5.32) is given by a regularized version of $\mathbb{1}_{[x>\ln K]}(x)$. Heuristically, interchanging the limits involved in the expansion with the removing of regularization we can look at $\operatorname{Pr}^{1}(0, T)$ as given by (5.32) also in the case of the payoff function $\Phi(x)=\left(e^{x}-K\right)^{+}, x \in \mathbb{R}$, as approximation of the price, with $\Phi^{\prime}(x)=\mathbb{1}_{[x>\ln K]}(x)$ given as above. This lead us to the following.

Proposition 5.3.4. Let us consider the particular case of an European call option $\Phi$ with payoff given by $\Phi\left(X_{T}^{\epsilon}\right)=\max \left\{e^{X_{t}^{\epsilon}}-K, 0\right\}=:\left(e^{X_{t}^{\epsilon}}-K\right)_{+}$, $K$ being the strike price. Then the approximated price up to the first order, $\operatorname{Pr}^{1}(0 ; T)$, in the sense of Remark 5.3.3, is explicitly given by

$$
\begin{equation*}
\operatorname{Pr}^{1}(0 ; T)=P_{B S}+\epsilon \mathcal{K}_{1} s_{0}^{\alpha+1} I_{1}(s, T, \alpha)-\epsilon \mathcal{K}_{2} s_{0} N\left(d_{1}\right)+\epsilon \mathcal{K}_{3} s_{0}^{\alpha+1} N(d(2 \alpha+1)), \tag{5.33}
\end{equation*}
$$

with $N(x)$ the cumulative function of the standard Gaussian distribution and

$$
\begin{aligned}
d(\alpha) & =\frac{1}{\sigma_{0} \sqrt{T}}\left(\log \frac{s_{0}}{K}+\left(r-\frac{\sigma_{0}^{2}}{2} \alpha\right) T\right), \quad d_{1}:=d(1), \quad d_{2}:=\left(d_{1}+\sigma_{0} \sqrt{T}\right) \\
\mathcal{K}_{1} & =K_{\alpha} e^{-\frac{\sigma_{0}^{2}}{2} T}, \quad \mathcal{K}_{2}=\frac{\sigma}{\alpha \sigma_{0}}, \quad \mathcal{K}_{3}=\frac{\sigma_{1}}{\alpha \sigma_{0}} e^{\frac{\sigma_{0}^{2}}{2} T \alpha(\alpha+1)+\alpha r T}, \\
I_{1}(s, T, \alpha) & =\int_{0}^{T} e^{\alpha \mu s} \int_{\mathbb{R} \times \mathbb{R}} \mathbb{1}_{\left\{x+y>\sqrt{T} d_{2}\right\}} e^{\sigma_{0} x} e^{(1+\alpha) \sigma_{0} y} \phi(x, 0, T-s) \phi(y, 0, s) d x d y d s
\end{aligned}
$$

where we have denoted by $\phi(x ; \mu, \sigma)$ the density function of the normal distribution with mean $\mu$ and variance $\sigma$.

Proof. Given the exponential function $f(x)=e^{\alpha x}$, where $\alpha \in \mathbb{R}$, the approximated price up to the first order, $\operatorname{Pr}^{1}(0 ; T)$ of an European call option with payoff function $\Phi\left(X_{T}^{\epsilon}\right)=$ $\left(e^{X_{T}^{\epsilon}}-K\right)_{+}$is

$$
\begin{align*}
\operatorname{Pr}^{1}(0 ; T) & =P_{B S}+\epsilon e^{-r T} \mathbb{E}^{\mathbb{Q}}\left[\Phi^{\prime}\left(X_{T}^{0}\right) X_{T}^{1}\right]= \\
& =P_{B S}+\epsilon e^{-r T}\left\{\mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{\left[X_{0}^{T}>\ln (K)\right]} e^{X_{T}^{0}} \int_{0}^{T} K_{\alpha} e^{\alpha X_{s}^{0}} d s\right]+\right.  \tag{5.34}\\
& \left.-\mathcal{K}_{2} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{\left[X_{0}^{T}>\ln (K)\right]} e^{X_{T}^{0}}\right]+\mathcal{K}_{2} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{\left[X_{0}^{T}>\ln (K)\right]} e^{X_{T}^{0}} e^{\alpha X_{T}^{0}}\right]\right\},
\end{align*}
$$

where $P_{B S}$ is the standard B-S price with underlying $S_{t}^{0}=e^{X_{t}^{0}}$.

### 5.3 Corrections around the Black-Scholes price (with Brownian, resp. Brownian plus jumps)

Let us first compute the integral

$$
\epsilon e^{-r T} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{\left[X_{T}^{0}>\ln (K)\right]} e^{X_{T}^{0}} \int_{0}^{T} K_{\alpha} e^{\alpha X_{s}^{0}} d s\right]
$$

By means of Fubini Theorem, we can exchange the expectation with respect to the integration in time so that we obtain

$$
\begin{equation*}
\epsilon e^{-r T} K_{\alpha} \int_{0}^{T} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{\left[X_{t}^{0}>\ln (K)\right]} e^{X_{T}^{0}} e^{\alpha X_{s}^{0}}\right] d s \tag{5.35}
\end{equation*}
$$

From the definition of $X_{T}^{0}$ and $X_{s}^{0}$, for every fixed $0<s<T$, we have

$$
\begin{aligned}
X_{T}^{0} & =x_{0}+\mu T+\sigma_{0} W_{T} \\
X_{s}^{0} & =x_{0}+\mu s+\sigma_{0} W_{s}
\end{aligned}
$$

are two correlated random variables, by means of the Wiener processes involved. By algebraic manipulation let us define $W_{T}=W_{T}-W_{s}+W_{s}$, where $X:=W_{T}-W_{s}$ is $\mathcal{N}(0, T-s)$ independent with respect to $W_{s}$. Then $X_{T}^{0}=x_{0}+\mu T+\sigma_{0} X+\sigma_{0} W_{s}$ and (5.76) becomes

$$
\begin{aligned}
\epsilon e^{-r T} K_{\alpha} \int_{0}^{T} & \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{\left\{\sigma_{0} X+\sigma_{0} W_{s}>\ln \left(\frac{K}{s_{0}}\right)-\mu T\right\}} e^{(1+\alpha) x_{0}+\mu T} e^{\alpha \mu s} e^{\sigma_{0} X} e^{(1+\alpha) \sigma_{0} W_{s}}\right] d s= \\
& =\epsilon e^{-r T} K_{\alpha} s_{0}^{(1+\alpha)} e^{r T} e^{-\frac{\sigma_{0}^{2}}{2} T} \int_{0}^{T} e^{\alpha \mu s} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{\left\{\sigma_{0} X+\sigma_{0} W_{s}>\ln \left(\frac{K}{s_{0}}\right)-\mu T\right\}} e^{\sigma_{0} X} e^{(1+\alpha) \sigma_{0} W_{s}}\right] d s .
\end{aligned}
$$

The expectation with respect to the risk-neutral measure can be exchanged with the time integration. Moreover by exploiting the independence of $X$ and $W_{s}$, we get the final result

$$
\begin{aligned}
& \epsilon K_{\alpha} s_{0}^{(1+\alpha)} e^{-\frac{\sigma_{0}^{2}}{2} T} \int_{0}^{T} e^{\alpha \mu s} \\
& \int_{\mathbb{R} \times \mathbb{R}} \mathbb{1}_{\left\{x+y>-\sqrt{T} d_{2}\right\}} e^{\sigma_{0} x} e^{(1+\alpha) \sigma_{0} y} \phi(x, 0, T-s) \phi(y, 0, s) d x d y d s= \\
&=\epsilon s_{0}^{(1+\alpha)} \mathcal{K}_{1} \int_{0}^{T} e^{\alpha \mu s} \int_{\mathbb{R} \times \mathbb{R}} \mathbb{1}_{\left\{x+y>-\sqrt{T} d_{2}\right\}} e^{\sigma_{0} x} e^{(1+\alpha) \sigma_{0} y} \phi(x, 0, T-s) \phi(y, 0, s) d x d y d s .
\end{aligned}
$$

Then we have from the definition of $X_{T}^{0}$

$$
\begin{align*}
\mathbb{E}\left[\mathbb{1}_{\left[X_{0}^{T}>\ln (K)\right]} e^{X_{T}^{0}}\right] & =\int_{x>-d_{2}} e^{x_{0}+\mu T+\sigma_{0} \sqrt{T} x} \frac{1}{\sqrt{2 \pi}} e^{\frac{-x^{2}}{2}} d x= \\
& =s_{0} e^{r T} e^{-\frac{\sigma_{0}^{2}}{2} T} \int_{x>-d_{2}} \frac{1}{\sqrt{2 \pi}} e^{-\left(\frac{x}{\sqrt{2}}-\frac{\sigma_{0} \sqrt{T}}{\sqrt{2}}\right)^{2}} e^{\frac{\sigma_{0}^{2} T}{2}} d x=  \tag{5.36}\\
& =s_{0} e^{r T} \int_{x>-d_{2}} \frac{1}{\sqrt{2 \pi}} e^{-\left(\frac{x}{\sqrt{2}}-\frac{\sigma_{0} \sqrt{T}}{\sqrt{2}}\right)^{2}} d x .
\end{align*}
$$

By setting $y=x-\sigma_{0} \sqrt{T}$, the integral in (5.79) reads as

$$
\begin{equation*}
\mathbb{E}\left[\mathbb{1}_{\left[X_{0}^{T}>\ln (K)\right]} e^{X_{T}^{0}}\right]=s_{0} e^{r T} \int_{y>-d_{1}} \frac{1}{\sqrt{2 \pi}} e^{-\frac{y^{2}}{2}} d x=s_{0} e^{r T} N\left(d_{1}\right) \tag{5.37}
\end{equation*}
$$

Eventually by multiplying by $-\epsilon e^{-r T} \mathcal{K}_{2}$, we obtain

$$
\begin{equation*}
-\epsilon e^{-r T} \mathcal{K}_{2} \mathbb{E}\left[\mathbb{1}_{\left[X_{0}^{T}>\ln (K)\right]} e^{X_{T}^{0}}\right]=-\epsilon \mathcal{K}_{2} s_{0} N\left(d_{1}\right) \tag{5.38}
\end{equation*}
$$

Let us now compute the last term in the bracket $\{\quad\}$ in (5.34). We have

$$
\begin{align*}
\mathcal{K}_{2} \mathbb{E}\left[\mathbb{1}_{\left[X_{0}^{T}>\ln (K)\right]} e^{X_{T}^{0}} e^{\alpha X_{T}^{0}}\right] & =\mathcal{K}_{2} \int_{x_{0}+\mu T+\sigma_{0} \sqrt{T} x>\ln (K)} e^{(1+\alpha)\left(x_{0}+\mu T+\sigma_{0} \sqrt{T} x\right)} \frac{1}{\sqrt{2 \pi}} e^{\frac{-x^{2}}{2}} d x= \\
& =\mathcal{K}_{2} \int_{x>-d_{2}} e^{(1+\alpha)\left(x_{0}+\mu T\right)} e^{(1+\alpha) \sigma_{0} \sqrt{T} x} \frac{1}{\sqrt{2 \pi}} e^{\frac{-x^{2}}{2}} d x= \\
& =\mathcal{K}_{2} s_{0}^{(1+\alpha)} e^{(1+\alpha) r T} e^{-(1+\alpha) \frac{\sigma_{0}^{2}}{2} T} \int_{x>-d_{2}} e^{(1+\alpha) \sigma_{0} \sqrt{T} x} \frac{1}{\sqrt{2 \pi}} e^{\frac{-x^{2}}{2}} d x \tag{5.39}
\end{align*}
$$

The integrand function can be recast as

$$
\frac{1}{\sqrt{2 \pi}} e^{(1+\alpha) \sigma_{0} \sqrt{T} x} e^{\frac{-x^{2}}{2}}=\frac{1}{\sqrt{2 \pi}} e^{-\left(\frac{x}{\sqrt{2}}-\frac{(1+\alpha) \sigma_{0} \sqrt{T}}{\sqrt{2}}\right)^{2}} e^{\frac{\sigma_{0}^{2}}{2}(1+\alpha)^{2} T}
$$

By the change of variable $x \mapsto y=x-(1+\alpha) \sigma_{0} \sqrt{T}$, the domain of integration becomes

$$
\begin{aligned}
y>-d_{2}-(1+\alpha) \sigma_{0} T & =-\frac{1}{\sigma_{0} \sqrt{T}}\left(\ln \left(\frac{K}{s_{0}}\right)-r T+\sigma_{0}^{2} / 2-(1+\alpha) \sigma_{0}^{2} T\right)= \\
& =-\frac{1}{\sigma_{0} \sqrt{T}}\left(\ln \left(\frac{K}{s_{0}}\right)+r T+\frac{\sigma_{0}^{2}}{2}(2 \alpha+1) T\right)= \\
& =-d(2 \alpha+1)
\end{aligned}
$$

Therefore (5.39) becomes

$$
\begin{aligned}
\mathcal{K}_{2} \mathbb{E}\left[\mathbb{1}_{\left[X_{0}^{T}>\ln (K)\right]} e^{X_{T}^{0}} e^{\alpha X_{T}^{0}}\right] & =\mathcal{K}_{2} s_{0}^{(1+\alpha)} e^{(1+\alpha) r T} e^{-(1+\alpha) \frac{\sigma_{0}^{2}}{2} T} e^{\frac{\sigma_{0}^{2}}{2}(1+\alpha)^{2} T} \int_{y>-d(2 \alpha+1)} \frac{1}{\sqrt{2 \pi}} e^{\frac{-y^{2}}{2}} d y= \\
& =\mathcal{K}_{2} s_{0}^{(1+\alpha)} e^{(1+\alpha) r T} e^{\alpha(1+\alpha) \frac{\sigma_{0}^{2}}{2} T} N(d(2 \alpha+1))
\end{aligned}
$$

Eventually by multiplying by $\epsilon e^{-r T}$ we get

$$
\mathcal{K}_{2} \mathbb{E}\left[\mathbb{1}_{\left[X_{0}^{T}>\ln (K)\right]} e^{X_{T}^{0}} e^{\alpha X_{T}^{0}}\right]=\mathcal{K}_{2} s_{0}^{(1+\alpha)} e^{\alpha r T} e^{\alpha(1+\alpha) \frac{\sigma_{0}^{2}}{2} T} N(d(2 \alpha+1))=\epsilon \mathcal{K}_{3} s_{0}^{(1+\alpha)} N(d(2 \alpha+1))
$$

By Prop. 5.3.4 we have that the explicit computation of the corrected fair price is reduced to a numerical evaluation of a deterministic integral, which might be more efficient than directly simulating the random variables involved.
Remark 5.3.5. We could have also considered the second order perturbation $\operatorname{Pr}^{2}(0 ; T)$ around the BS price. This is given by

$$
\operatorname{Pr}^{2}(0 ; T)=\operatorname{Pr}^{1}(0 ; T)+\epsilon^{2} e^{-r T} \mathbb{E}^{\mathbb{Q}}\left[\Phi\left(X_{T}^{0}\right)^{\prime} X_{T}^{2}\right]+e^{-r T} \mathbb{E}^{\mathbb{Q}}\left[\Phi\left(X_{T}^{0}\right)^{\prime \prime}\left(X_{T}^{1}\right)^{2}\right]
$$

### 5.3 Corrections around the Black-Scholes price (with Brownian, resp. Brownian plus jumps)

with $\operatorname{Pr}^{1}$ the up to first order price in eq. (5.32). For the particular case of a European call option we have that $\Phi^{\prime \prime}=\delta(X-\log K) e^{X}+\mathbb{1}_{[X>\log K]} e^{X}$, with $\delta$ the Dirac measure. Thus the correction up to the second order of the BS price for a European call option reads

$$
\begin{align*}
\operatorname{Pr}^{2}(0 ; T) & =\operatorname{Pr}^{1}+\epsilon^{2} \mathcal{K}_{4} s_{0}^{2 \alpha+1} I_{1}(s, T, 2 \alpha)+\epsilon^{2} \mathcal{K}_{5} s_{0}^{2 \alpha+1} I_{2}(s, T)+\epsilon^{2} \mathcal{K}_{6} s_{0}^{\alpha+1} I_{1}(s, T, \alpha)+ \\
& +\epsilon^{2} \mathcal{K}_{7} s_{0}^{2 \alpha+1} I_{3}(r, s, T)+\epsilon^{2} \mathcal{K}_{8} s_{0}^{2 \alpha+1} N(d(-3-4 \alpha))+ \\
& +\epsilon^{2} \mathcal{K}_{9} s_{0}^{\alpha+1} N(d(-1-2 \alpha))+\epsilon^{2} \mathcal{K}_{10} s_{0} N(d(1)) \tag{5.40}
\end{align*}
$$

with $\operatorname{Pr}^{1}$ as in eq. (5.33), the notations as in Prop. 5.3.4 and

$$
\begin{aligned}
\mathcal{K}_{4} & =\left(C_{\alpha}^{1}+2 K_{\alpha} \frac{\sigma_{1}}{\alpha \sigma_{0}}\right) e^{-\frac{\sigma_{0}^{2}}{2} T}, \mathcal{K}_{5}=C_{\alpha}^{2} e^{\alpha r T-\frac{\sigma_{0}^{2}}{2}(\alpha+1) T} \\
\mathcal{K}_{6}= & \left(C_{\alpha}^{3}+2 K_{\alpha} \frac{\sigma_{1}}{\alpha \sigma_{0}}\right) e^{-\frac{\sigma_{0}^{2}}{2} T}, \mathcal{K}_{7}=\left(C_{\alpha}^{4}+2 K_{\alpha}^{2}\right) e^{-\frac{\sigma_{0}^{2}}{2} T} \\
\mathcal{K}_{8}= & C_{\alpha}^{5} e^{\frac{\sigma_{0}^{2}}{2} T \alpha(2 \alpha+1)+2 \alpha r T}, \mathcal{K}_{9}=\left(C_{\alpha}^{6}+\frac{\sigma_{1}}{\alpha \sigma_{0}}\right) e^{\frac{\sigma_{0}^{2}}{2} T \alpha(\alpha+1)+\alpha r T} \\
& \mathcal{K}_{10}=\left(C_{\alpha}^{7}-\frac{\sigma_{1}}{\alpha \sigma_{0}}\right) \\
I_{2}(s, T)= & \int_{0}^{T} \int_{\mathbb{R} \times \mathbb{R}} \mathbb{1}_{[x+y>-\sqrt{T} d(1)]} e^{\alpha \mu s+(2 \alpha+1) \sigma_{0} y+(\alpha+1) \sigma_{0} x} \phi(x ; y, T-s) \phi(y ; 0, s) d x d y d s \\
I_{3}(r, s, T)= & \int_{0}^{T} \int_{0}^{s} \int_{\mathbb{R} \times \mathbb{R} \times \mathbb{R}} \mathbb{1}_{[x+y+z>-\sqrt{T} d(1)]} e^{\alpha \mu s+\alpha \mu r+\sigma_{0} x+(1+\alpha) \sigma_{0} y+(1+2 \alpha) \sigma_{0} z \times} \times \\
& \times \phi(x ; y, T-s) \phi(y ; z, s-r) \phi(z ; 0, r) d x d y d z d r d s
\end{aligned}
$$

Numerical results concerning the pricing formula in Prop. 5.3.4.
We will now use the techniques introduced in the Appendix, which are based on the multielement Polynomial Chaos Expansion (PCE) approach, to show the accuracy of the above derived approximated pricing formula in Proposition 5.3.4.

In what follows we will numerically compute the first order correction of the price of an European call option, whose payoff function is $\left(e^{X_{T}^{\epsilon}}-K\right)_{+}$. In particular we focus our attention on the second summand of

$$
\begin{equation*}
\operatorname{Pr}_{1}(0 ; T)=\operatorname{Pr}_{B S}+\epsilon e^{-r T} \mathbb{E}^{\mathbb{Q}}\left[\Phi^{\prime}\left(X_{T}^{0}\right) X_{T}^{1}\right] \tag{5.41}
\end{equation*}
$$

where $\operatorname{Pr}_{B S}$ denotes the usual B-S price with underlying $S_{t}^{0}=e^{X_{t}^{0}}$. Also, $X_{T}^{0}$ and $X_{T}^{1}$ are defined as in Prop. 5.3.1.

The expectation is detected by means of the standard Monte Carlo method, using 10000 independent realization, and by mean of the multi-element PCE, see the Appendix for a brief introduction to the latter. Indeed, the random variable of interest is

$$
\mathbb{1}_{\left\{X_{0}^{T}(\omega)>\ln (K)\right\}} \exp \left(X_{T}^{0}\right) X_{T}^{1}
$$

For both methods we will use the available analytical expression of $X_{T}^{0}$ and $X_{T}^{1}$, depending on the function $f(x)$. In what follows $D:=\left\{X_{0}^{T}(\omega)>\ln (K)\right\}$.

In particular exploiting the linearity of the expectation and the definition of the two random variables involved, (5.41) becomes

$$
\begin{equation*}
\mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{T}^{0}} \int_{0}^{T} K_{\alpha} e^{\alpha X_{s}^{0}} d s\right]+K_{2} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{T}^{0}} e^{\alpha X_{T}^{0}}\right]-K_{2} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{T}^{0}}\right] \tag{5.42}
\end{equation*}
$$

Then we perform a multi-element PCE-approximation of each random variable in (5.42), setting the degree of the approximation, see the Appendix and in particular eq. (5.78), to be $p=15$, since the degree of precision reached for such approximation is enough. Moreover for higher degree the computational cost increase as well as numerical fluctuation, due to implementation by means of NISP toolbox for scilab, becomes relevant for Multi-element approximation. It is worth to mention that multi-element PCE is nothing else that a PCE focused on $D$. Moreover the global statistics are a scaled by means of the weight $w$ of the element $D$. See 5.3.5 for further details.

The numerical values of the parameters are gathered in Table 5.1.

| Parameters | $\alpha$ | r | $\sigma_{1}$ | K | T |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Values | 0.1 | 0.03 | 0.15 | 100 | 0.5 |

Table 5.1: Numerical values of the parameters employed in further computations
The fair price is numerically determined for the set of spot prices $s_{0}=\in\{90,100,110\}$ and volatility value $\sigma_{0} \in\{15 \%, 25 \%, 35 \%\}$.

The PCE computation will be compared with standard Monte-Carlo simulation for the integrals and expansions in (5.42). The number of independent realizations is set as 10000. Moreover as benchmark we use the results presented in Proposition 3.1. These data are collected in Tables 5.2, 5.3, 5.4.

|  |  | $\epsilon=0.1$ |  |  | $\epsilon=0.01$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Analytical | PCE | standard MC | Analytical | PCE | standard MC |
| $\sigma_{0}=15 \%$ | Results | 12.38180 | 12.37737 | 12.36010 | 2.22240 | 2.22195 | 2.23204 |
|  | Error |  | $4.4374 \mathrm{e}-03$ | $2.3950 \mathrm{e}-01$ |  | $4.4374 \mathrm{e}-04$ | $2.3995 \mathrm{e}-02$ |
|  | Time |  | 0.0580 | 0.3200 |  | 0.0530 | 0.2890 |
| -----$\sigma_{0}=25 \%$ |  | $\overline{14.09} \overline{6} \overline{3} \overline{3}$ | $\overline{1} \overline{4} . \overline{08} \overline{9} 1 \overline{9}$ | $\overline{1} \overline{4} . \overline{4} \overline{1} 5 \overline{5}$ | $\overline{4} \cdot \overline{3} \overline{1} 5 \overline{6} \overline{7}$ | $4 . \overline{31} \overline{1} 9 \overline{8}$ | $\overline{4 .} \overline{2} \overline{6} 9 \overline{6}$ |
|  | Error |  | $6.9451 \mathrm{e}-03$ | $1.7882 \mathrm{e}-01$ |  | $6.9451 \mathrm{e}-04$ | $1.7755 \mathrm{e}-02$ |
|  | Time |  | 0.0530 | 0.3060 |  | 0.0690 | 0.4130 |
| $\sigma_{0}=35 \%$ | $\overline{\text { Results }}$ | - $\overline{15} . \overline{0} \overline{8} 7 \overline{7} \overline{9}$ | - $\overline{1} 5.0 \overline{7} \overline{7} 7 \overline{4}$ | $\overline{1} 5.3 \overline{0} \overline{8} 5 \overline{0}$ | $\overline{6} . \overline{5} \overline{8} 0 \overline{4} \overline{2}$ | $6.5 \overline{7} 9 \overline{4} \overline{1}$ | $6.5 \overline{7} 0 \overline{3} \overline{0}$ |
|  | Error |  | $1.0044 \mathrm{e}-02$ | $1.4500 \mathrm{e}-01$ |  | $1.0044 \mathrm{e}-03$ | $1.4255 \mathrm{e}-02$ |
|  | Time |  | 0.0690 | 0.3460 |  | 0.0630 | 0.3420 |

Table 5.2: Numerical values for PCE and MC estimation of equation 25 , for $s_{0}=90, \alpha=0.1$, $\sigma_{1}=0.15, r=0.03$ and $T=0.5$.

### 5.3.2 A correction given by an exponential function and jumps

In what follows we extend the results in Sec. 5.3.1 to the second model in Sec. 5.4. In particular we will consider a correction up to the first order around the BS price (for a
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|  |  | $\epsilon=0.1$ |  |  | $\epsilon=0.01$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Analytical | PCE | standard MC | Analytical | PCE | standard MC |
| $\sigma_{0}=15 \%$ | Results | 39.39600 | 39.38877 | 38.97870 | 8.42541 | 8.42468 | 8.46801 |
|  | Error |  | $7.2374 \mathrm{e}-03$ | $3.2398 \mathrm{e}-01$ |  | $7.2374 \mathrm{e}-04$ | $3.2376 \mathrm{e}-02$ |
|  | Time |  | 0.0610 | 0.3180 |  | 0.3160 | 0.3260 |
| $\sigma_{0}=25 \%$ | $\overline{\text { Results }}$ | ${ }^{-} \overline{2} 8.3 \overline{8} \overline{1} \overline{6}$ | $\overline{2} \overline{8} . \overline{37} \overline{2} 0 \overline{6}$ | $\overline{2} \overline{8} . \overline{5} \overline{7} 9 \overline{3}$ | $\overline{9} . \overline{8} \overline{2} 2 \overline{3} \overline{5}$ | ${ }^{-} 9.8 \overline{2} \overline{1} 4 \overline{4}$ | $9.8 \overline{2} \overline{0} 2 \overline{4}$ |
|  | Error |  | $9.0927 \mathrm{e}-03$ | $2.1197 \mathrm{e}-01$ |  | $9.0927 \mathrm{e}-04$ | $2.1097 \mathrm{e}-02$ |
|  | Time |  | 0.0520 | 0.3000 |  | 0.0590 | 0.2860 |
| $\sigma_{0}=35 \%$ |  | $\overline{2} 5.5 \overline{6} 32 \overline{0}$ | - $\overline{2} 5.5 \overline{5} \overline{0} \overline{2}$ | $\overline{2} 5.6 \overline{0} \overline{0} 7 \overline{4}$ | $\overline{12} 2 \overline{03} \overline{9} 7 \overline{3}$ | $\overline{1} \overline{2} . \overline{03} \overline{8} 50$ | ${ }^{1} \overline{2} . \overline{0} 3 \overline{5} \overline{8} 0$ |
|  | Error |  | $1.2374 \mathrm{e}-02$ | $1.6429 \mathrm{e}-01$ |  | $1.2374 \mathrm{e}-03$ | $1.6466 \mathrm{e}-02$ |
|  | Time |  | 0.0530 | 0.3190 |  | 0.0550 | 0.2940 |

Table 5.3: Numerical values for PCE and MC estimation of equation 25, for $s_{0}=100$, $\alpha=0.1, \sigma_{1}=0.15, r=0.03$ and $T=0.5$.

|  |  | $\epsilon=0.1$ |  |  | $\epsilon=0.01$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Analytical | PCE | standard MC | Analytical | PCE | standard MC |
| $\sigma_{0}=15 \%$ | Results | 69.70042 | 69.69460 | 69.68928 | 18.07600 | 18.07542 | 18.08538 |
|  | Error |  | $5.8153 \mathrm{e}-03$ | $2.6109 \mathrm{e}-01$ |  | $5.8153 \mathrm{e}-04$ | $2.5932 \mathrm{e}-02$ |
|  | Time |  | 0.0560 | 0.4000 |  | 0.0700 | 0.3330 |
| $\sigma_{0}=25 \%$ | $\overline{\text { Results }}$ | ${ }^{-} \overline{4} 5.2 \overline{1} \overline{6} 6 \overline{5}$ | $\overline{4} 5 . \overline{20} \overline{7} 3 \overline{9}$ | $\overline{4} 5.04 \overline{3} 1 \overline{7}$ | ${ }^{-} \overline{17.5} \overline{4} \overline{1} 9 \overline{3}$ | $\overline{1} \overline{7} .54 \overline{1} 0 \overline{0}$ | - $1 \overline{7} .5 \overline{9} \overline{9} \overline{20}$ |
|  | Error |  | $9.2595 \mathrm{e}-03$ | $2.0951 \mathrm{e}-01$ |  | $9.2595 \mathrm{e}-04$ | $2.0818 \mathrm{e}-02$ |
|  | Time |  | 0.0690 | 0.3460 |  | 0.0550 | 0.3120 |
| $\sigma_{0}=35 \%$ | $\overline{\text { Results }}$ | ${ }^{-} \overline{3} 7.8 \overline{7} \overline{9} \overline{2}$ | $\overline{3} 7.8 \overline{6} \overline{59} \overline{0}^{-}$ | $\overline{3} 7.3 \overline{2} \overline{2} 5 \overline{3}$ | $\overline{19.099570}$ | $\overline{19} \overline{9} . \overline{09} \overline{4} 3 \overline{6}{ }^{-}$ | ${ }^{-} \overline{9} . \overline{1} 1 \overline{6} \overline{4} 4$ |
|  | Error |  | $1.3416 \mathrm{e}-02$ | $1.7161 \mathrm{e}-01$ |  | $1.3416 \mathrm{e}-03$ | $1.7169 \mathrm{e}-02$ |
|  | Time |  | 0.0530 | 0.3510 |  | 0.0660 | 0.3240 |

Table 5.4: Numerical values for PCE and MC estimation of equation 25, for $s_{0}=110$, $\alpha=0.1, \sigma_{1}=0.15, r=0.03$ and $T=0.5$.

European call option) where both diffusive and jump perturbations are taken into account. We consider an asset whose return evolves according to eq. (5.26) and consider as before the particular case where $f(x)=e^{\alpha x}, \alpha \in \mathbb{R}_{0}$. Carrying out the asymptotic expansion in powers of $\epsilon, 0 \leq \epsilon \leq \epsilon_{0}$, and stopping it at the second order we get the following proposition:

Proposition 5.3.6. Let us assume $X_{t}^{\epsilon}$ evolves according to eq. (5.26) with $f(x)=e^{\alpha x}$, for some $\alpha \in \mathbb{R}$, then we have the asymptotic expansion up to the second order in powers of $\epsilon$, $0 \leq \epsilon \leq \epsilon_{0}, X_{t}^{\epsilon}=X_{t}^{0}+\epsilon X_{t}^{1}+\epsilon^{2} X_{t}^{2}+R_{2}(\epsilon, t)$, where the coefficients are given by

$$
\begin{align*}
X_{t}^{0} & =x_{0}+\mu t+\sigma_{0} W_{t}, \quad \text { with law } \mathcal{N}\left(x_{0}+\mu t, \sigma_{0}^{2} t\right) \\
X_{t}^{1} & =\int_{0}^{t} K_{\alpha} e^{\alpha X_{s}^{0}} d s+\frac{\sigma_{1}}{\alpha \sigma_{0}}\left(e^{\alpha X_{t}^{0}}-1\right)+\lambda t\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right)+\sum_{i=1}^{N_{t}} J_{i} \\
X_{t}^{2}= & C_{\alpha}^{1} \int_{0}^{t} e^{2 \alpha X_{s}^{0}} d s+C_{\alpha}^{2} e^{\alpha X_{t}^{0}} \int_{0}^{t} e^{\alpha X_{s}^{0}} d s+C_{\alpha}^{3} \int_{0}^{t} e^{\alpha X_{s}^{0}} d s+C_{\alpha}^{4} \int_{0}^{t} e^{\alpha X_{s}^{0}} \int_{0}^{s} e^{\alpha X_{r}^{0}} d r d s \\
& +C_{\alpha}^{5} e^{2 \alpha X_{t}^{0}}+C_{\alpha}^{6} e^{\alpha X_{t}^{0}}+C_{\alpha}^{7}+C_{\alpha}^{8} \lambda\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right) \nu(d x) \int_{0}^{t} s e^{\alpha X_{s}^{0}} d s \\
& -t e^{\alpha X_{t}^{0}} \lambda\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right)+\frac{\sigma_{1}}{\sigma_{0}} \lambda\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right) \int_{0}^{t} e^{\alpha X_{s}^{0}} d s \\
& +C_{9}^{\alpha} \int_{0}^{t} \sum_{i=1}^{N_{s}} J_{i} e^{\alpha X_{s}^{0}} d s+\frac{\sigma_{1}}{\sigma_{0}} e^{\alpha X_{t}^{0}} \sum_{i=1}^{N_{t}} J_{i}-\frac{\sigma_{1}}{\sigma_{0}} \sum_{i=1}^{N_{t}} J_{i} \int_{0}^{t} e^{\alpha X_{s}^{0}} d s \tag{5.43}
\end{align*}
$$

with the constants as in Prop. 5.3.1 and

$$
C_{\alpha}^{8}=\frac{\sigma_{1}}{\sigma_{0}} \alpha \mu+\frac{\sigma_{0} \sigma_{1}}{2} \alpha^{2}-2 \sigma_{0} \sigma_{1} \alpha, \quad C_{\alpha}^{9}=2 \sigma_{0} \sigma_{1} \alpha-\frac{\sigma_{1}}{\sigma_{0}} \alpha \mu-\frac{\sigma_{0} \sigma_{1}}{2} \alpha^{2} .
$$

Proof. The proof follows from Prop. 5.3.1 just taking into account the presence of the Poisson random measure terms and applying Itô's lemma, together with the stochastic Fubini theorem.

Remark 5.3.7. Just as in the Remark 5.3.2 it is easy to extend Prop. 5.3.6 and formula (5.32) to the case where $f(x)=e^{\alpha x}$ is replaced by $\int_{\mathbb{R}_{0}} e^{i \alpha x} \lambda(d \alpha)$, resp. $\int_{\mathbb{R}_{0}} e^{\alpha x} \lambda(d \alpha)$, with assumptions corresponding to those in Remark 5.3.2.

Proposition 5.3.8. Let us consider the model described by (5.26) in the particular case of an European call option $\Phi$ with payoff given by $\Phi\left(X_{T}^{\epsilon}\right)=\left(e^{X_{t}^{\epsilon}}-K\right)_{+}$. Then the approximated price up to the first order $\operatorname{Pr}_{\nu}^{1}(0 ; T)$, in the sense explained in Remark 5.3.3, is explicitly given by

$$
\operatorname{Pr}_{\nu}^{1}(0 ; T)=\operatorname{Pr}^{1}+\epsilon T s_{0} N\left(d_{1}\right)\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right)+\epsilon T s_{0} N\left(d\left(_{1}\right) \delta \lambda\right.
$$

where $\operatorname{Pr}^{1}$ is the corrected fair price up to the first order as given in eq. (5.33) (the notations are as Prop. 5.3.4).

Proof. The proof is analogous of the proof of Prop. 5.3.4 adding the jump process. The claim follows then from the independence of the jump process and of the Brownian motion together with the fact that $\mathbb{E} \sum_{i=1}^{N_{t}} J_{i}=\delta T \lambda$.

Numerical results concerning the pricing formula in Prop. 5.3.6
We consider numerically the model discussed in Prop. 5.3.8, assuming that the $J_{i}$ are independent and normally distributed random variable

$$
J_{i} \sim \mathcal{N}\left(\gamma, \delta^{2}\right) \quad \gamma=0.05, \quad \delta=0.02
$$

### 5.3 Corrections around the Black-Scholes price (with Brownian, resp. Brownian plus jumps)

and $\lambda=2$. In particular we are aiming at numerically computing the expectations in the second summand of (5.41), which in the present case reads

$$
\begin{align*}
\mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{T}^{0}} \int_{0}^{T} K_{\alpha} e^{\alpha X_{s}^{0}} d s\right] & +K_{2} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{T}^{0}} e^{\alpha X_{T}^{0}}\right]-K_{2} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{T}^{0}}\right] \\
& +K_{2} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{T}^{0}} \lambda T\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right)\right]+K_{2} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{T}^{0}} \sum_{i=1}^{N_{T}} J_{i}\right] . \tag{5.44}
\end{align*}
$$

By means of independence of the jumps and $\mathbb{E}_{t}\left[\sum_{i=1}^{N_{T}} J_{i}\right]=\lambda T \delta$, we get

$$
\begin{align*}
& \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{T}^{0}} \int_{0}^{T} K_{\alpha} e^{\alpha X_{s}^{0}} d s\right]+K_{2} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{T}^{0}} e^{\alpha X_{T}^{0}}\right]-K_{2} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{T}^{0}}\right]  \tag{5.45}\\
& K_{2} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{T}^{0}} \lambda T\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right)\right]+K_{2} \lambda T \delta \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{T}^{0}}\right] .
\end{align*}
$$

We are going to compute (5.63) by multi-element PCE-approximations.
The other parameters entering the model are taken from Table 5.1 and the three spot price considered are $s_{0} \in\{90,100,110\}$. The results are presented in Tables 5.5, 5.6, 5.7.

|  |  | $\epsilon=0.1$ |  |  | $\epsilon=0.01$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Analytical | PCE | standard MC | Analytical | PCE | standard MC |
| $\sigma_{0}=15 \%$ | Results | 12.51812 | 12.51387 | 12.56922 | 2.23603 | 2.23560 | 2.21394 |
|  | Error |  | $4.2567 \mathrm{e}-03$ | $2.4285 \mathrm{e}-01$ |  | $4.2567 \mathrm{e}-04$ | $2.4069 \mathrm{e}-02$ |
|  | Time |  | 0.0830 | 0.5250 |  | 0.0860 | 0.5160 |
| $\sigma_{0}=25 \%$ | - $\overline{\text { Results }}$ | - $\overline{14 .} \overline{3} \overline{1} \overline{1} \overline{1} \overline{1}$ | $\overline{1} \overline{4} . \overline{30} \overline{5} 5 \overline{0}$ | $\overline{1} 4.1 \overline{5} \overline{2} 5 \overline{8}$ | ${ }^{4} . \overline{3} \overline{3} 7 \overline{2} \overline{3}$ | $4 . \overline{3} \overline{3} 6 \overline{1}$ | $\overline{4} . \overline{4} \overline{6} 5 \overline{0}$ |
|  | Error |  | $6.2145 \mathrm{e}-03$ | $1.8182 \mathrm{e}-01$ |  | $6.2145 \mathrm{e}-04$ | 1.8295e-02 |
|  | Time |  | 0.0850 | 0.5050 |  | 0.0880 | 0.5190 |
| $\sigma_{0}=35 \%$ | - $\overline{\text { Results }}$ | $\overline{15} .3 \overline{4} \overline{6} 2 \overline{2}$ | - $\overline{1} 5 . \overline{3} \overline{3} \overline{8} 0 \overline{6}$ | $\overline{1} 5 . \overline{9} 9 \overline{3} 3 \overline{6}$ | $\overline{6} \cdot \overline{6} \overline{0} 6 \overline{2} \overline{6}$ | - $6.6 \overline{0} 5 \overline{4} \overline{4}$ | $6.6 \overline{1} \overline{2} 1 \overline{9}$ |
|  | Error |  | $8.1646 \mathrm{e}-03$ | $1.4758 \mathrm{e}-01$ |  | 8.1646e-04 | $1.4754 \mathrm{e}-02$ |
|  | Time |  | 0.0880 | 0.5630 |  | 0.0990 | 0.5080 |

Table 5.5: Numerical values for PCE and MC estimation of equation 25, for $s_{0}=90, \alpha=0.1$, $\sigma_{1}=0.15, r=0.03, \lambda=2, \gamma=0.05, \delta=0.02$ and $T=0.5$.

### 5.3.3 A correction given by a polynomial function

Let us consider eq. (5.23) with $f$ a polynomial correction, namely $f(x)=\sum_{i=0}^{N} \alpha_{i} x^{i}$, with $\alpha_{i} \in \mathbb{R}$ and $N \in \mathbb{N}_{0}$. We then get the following proposition.

Proposition 5.3.9. Let us consider the case of the $B$ - $S$ model corrected by a non-linear term given by (5.23) with $f(x)=\sum_{i=0}^{N} \alpha_{i} x^{i}$, for some $\alpha_{i} \in \mathbb{R}$, then the expansion coefficients for

|  |  | $\epsilon=0.1$ |  |  | $\epsilon=0.01$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Analytical | PCE | standard MC | Analytical | PCE | standard MC |
| $\sigma_{0}=15 \%$ | Results | 39.80797 | 39.80128 | 39.84062 | 8.46660 | 8.46593 | 8.48244 |
|  | Error |  | $6.6879 \mathrm{e}-03$ | $3.2715 \mathrm{e}-01$ |  | $6.6879 \mathrm{e}-04$ | $3.2848 \mathrm{e}-02$ |
|  | Time |  | 0.0870 | 0.5490 |  | 0.0860 | 0.5270 |
| ----$\sigma_{0}=25 \%$ | $\overline{\text { Results }}$ - | $\overline{2} 8.7 \overline{8} \overline{63} \overline{4}$ | $\overline{2} \overline{8} .7 \overline{7} \overline{8} 6 \overline{3}$ | $\overline{2} \overline{8} .5 \overline{4} \overline{5} 2 \overline{2}$ | - ${ }^{9} . \overline{8} \overline{6} 2 \overline{8} 7$ | ${ }^{-9.8} \overline{6} \overline{20} \overline{9}$ | $9.8 \overline{6} \overline{7} 2 \overline{3}$ |
|  | Error |  | $7.7114 \mathrm{e}-03$ | $2.1566 \mathrm{e}-01$ |  | $7.7114 \mathrm{e}-04$ | $2.1567 \mathrm{e}-02$ |
|  | Time |  | 0.0900 | 0.5370 |  | 0.0910 | 0.6180 |
| $\sigma_{0}=35 \%$ | $\overline{\text { Results }}$ - | $\overline{2} 5.9 \overline{699} \overline{1}$ | $\overline{2} 5.96 \overline{0} 5 \overline{1}$ | $\overline{2} 6.2 \overline{1} \overline{0} 6 \overline{0}$ | $\overline{1} 2.0 \overline{8} \overline{0} 4 \overline{1}$ | $\overline{12} \cdot \overline{07} \overline{9} 4 \overline{7}{ }^{-}$ | $\overline{12} . \overline{0} 5 \overline{190}$ |
|  | Error |  | $9.3989 \mathrm{e}-03$ | $1.6859 \mathrm{e}-01$ |  | $9.3989 \mathrm{e}-04$ | $1.6726 \mathrm{e}-02$ |
|  | Time |  | 0.1070 | 0.5240 |  | 0.0920 | 0.5180 |

Table 5.6: Numerical values for PCE and MC estimation of equation 25, for $s_{0}=100$, $\alpha=0.1, \sigma_{1}=0.15, r=0.03, \lambda=2, \gamma=0.05, \delta=0.02$ and $T=0.5$.

|  |  | $\epsilon=0.1$ |  |  | $\epsilon=0.01$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Analytical | PCE | standard MC | Analytical | PCE | standard MC |
| $\sigma_{0}=15 \%$ | Results | 70.37793 | 70.37303 | 70.57558 | 18.14375 | 18.14326 | 18.20012 |
|  | Error |  | $4.9058 \mathrm{e}-03$ | $2.6286 \mathrm{e}-01$ |  | $4.9058 \mathrm{e}-04$ | $2.6111 \mathrm{e}-02$ |
|  | Time |  | 0.0850 | 0.4990 |  | 0.0850 | 0.5210 |
| $\sigma_{0}=25 \%$ | R'esults | $\overline{4} 5.8 \overline{1} \overline{3} 6 \overline{7}$ | $\overline{4} 5 . \overline{80} \overline{6} 4 \overline{6}$ | $\overline{4} 5.9 \overline{8} \overline{19} \overline{7}$ | $\overline{17.6} \overline{0} \overline{1} 6 \overline{3}$ | $\overline{1} \overline{7} . \overline{6} 0 \overline{0} 91$ | $1 \overline{7} . \overline{5} 9 \overline{7} \overline{7} 4$ |
|  | Error |  | $7.2116 \mathrm{e}-03$ | $2.1243 \mathrm{e}-01$ |  | 7.2116e-04 | $2.1281 \mathrm{e}-02$ |
|  | Time |  | 0.0950 | 0.5270 |  | 0.0910 | 0.5180 |
| $\sigma_{0}=35 \%$ | R'esūlts | ${ }^{-} \overline{3} 8.4 \overline{3} 7 \overline{7} \overline{9}$ | - $\overline{3} 8 . \overline{42} \overline{8} 4 \overline{8}$ | $\overline{3} 8.04 \overline{6} 0 \overline{8}$ | $\overline{19.15} \overline{5} 5 \overline{5}^{-}$ | $\overline{1} 9 . \overline{15} \overline{0} 6{ }^{-}$ | $1 \overline{9} . \overline{1} 3 \overline{3} \overline{8} 3$ |
|  | Error |  | $9.3058 \mathrm{e}-03$ | $1.7688 \mathrm{e}-01$ |  | $9.3058 \mathrm{e}-04$ | $1.7692 \mathrm{e}-02$ |
|  | Time |  | 0.0910 | 0.5370 |  | 0.0990 | 0.5430 |

Table 5.7: Numerical values for PCE and MC estimation of equation 25, for $s_{0}=110$, $\alpha=0.1, \sigma_{0}=0.15, r=0.03, \lambda=2, \gamma=0.05, \delta=0.02$ and $T=0.5$.
the solution $X_{t}^{\epsilon}$ of (5.23) up to the second order are given by the system

$$
\begin{align*}
X_{t}^{0} & =x_{0}+\mu t+\sigma_{0} W_{t}, \quad \text { with law } \quad \mathcal{N}\left(x_{0}+\mu t, \sigma_{0}^{2} t\right) \\
X_{t}^{1} & =\sum_{i=1}^{N} \tilde{K}_{i}\left(X_{t}^{0}\right)^{i+1}-\sum_{i=0}^{N} \int_{0}^{t} K_{i}\left(X_{s}^{0}\right)^{i} d s+\sigma_{1} \alpha_{0} W_{t} \\
X_{t}^{2} & =\sum_{k=1}^{2 N+1} C_{k}^{1}\left(X_{t}^{0}\right)^{k}-\sum_{k=1}^{2 N+1} \int_{0}^{t} C_{k}^{2}\left(X_{s}^{0}\right)^{k} d s+\sum_{i=1}^{N} \sum_{j=0}^{N} \int_{0}^{t} \int_{0}^{s} C_{i, j}^{3}\left(X_{s}^{0}\right)^{i-1}\left(X_{r}^{0}\right)^{j} d r d s  \tag{5.46}\\
& +\sum_{i=1}^{N} \sum_{j=0}^{N}\left(X_{t}^{0}\right)^{i} \int_{0}^{s} C_{i, j}^{4}\left(X_{r}^{0}\right)^{j} d r
\end{align*}
$$

where the constants are given by

$$
K_{i}= \begin{cases}\sigma_{0} \sigma_{1} \alpha_{i}+\frac{\sigma_{1}}{\sigma_{0}} \mu \alpha_{i}+\frac{\sigma_{0} \sigma_{1}}{2} \alpha_{i+1}(i+1), \quad i \neq 0, i \neq N, \\ \sigma_{0} \sigma_{1} \alpha_{0}+\frac{\sigma_{0} \sigma_{1} \alpha_{1}}{2}, \quad i=0, & \tilde{K}_{i}=\frac{\sigma_{1}}{\sigma_{0}} \frac{\alpha_{i}}{(i+1)}, \\ \sigma_{0} \sigma_{1} \alpha_{N}+\frac{\sigma_{1}}{\sigma_{0}} \mu \alpha_{N}, \quad i=N,\end{cases}
$$

5.3 Corrections around the Black-Scholes price (with Brownian, resp. Brownian plus jumps)

$$
C_{k}^{1}=\gamma_{k}^{1}+\gamma_{k}^{2}+\gamma_{k}^{3}
$$

where

$$
\begin{aligned}
\gamma_{k}^{1} & =\left\{\begin{array}{lc}
\sum_{k=i+j+1} \mu i \alpha_{i}+\frac{\sigma_{1}}{\sigma_{0}}-\frac{\sigma_{0}}{2}(i+j+1), & k \neq 1, k \neq 2 N \\
\frac{\sigma_{0}}{2}, & k=0, \\
\mu \frac{\sigma_{1}}{\sigma_{0}} N \alpha_{N}\left(\sigma_{0} \sigma_{1} \alpha_{N}+\frac{\sigma_{1}}{\sigma_{0}} \mu \alpha_{N}\right), & k=2 N
\end{array}\right. \\
\gamma_{k}^{2} & = \begin{cases}\left(\frac{(-1)^{k}+1}{2} \frac{\sigma_{1}^{2}}{2}\right) \alpha_{k}^{2}, & \text { if } 1 \leq k \leq N \\
0, & \text { otherwise }\end{cases} \\
\gamma_{k}^{3} & =\sum_{i+j=k-1} 2 \sigma_{0} \sigma_{1} \alpha_{i} i \tilde{K}_{j}, \\
C_{i, j}^{3} & =- \begin{cases}\frac{\sigma_{1}}{\sigma_{0}} \alpha_{1} K_{0}, & \text { if } i=1, j=0 \\
\frac{\sigma_{1}}{\sigma_{0}} i \alpha_{i} K_{j}+\frac{\sigma_{0} \sigma_{1}}{2} i \alpha_{i} K_{j}(i-1), & \text { otherwise }\end{cases} \\
C_{i, j}^{4} & =\frac{\sigma_{1}}{\sigma_{0}} \alpha_{i} K_{j},
\end{aligned}
$$

Proof. The proof consists in a series of applications of Itô's formula and stochastic Fubini theorem, see, e.g. [Fil01] Th. 6.2. In fact, substituting $f(x)=\sum_{i=0}^{N} \alpha_{i} x^{i}$ into system (5.24) we obtain

$$
\begin{align*}
X_{t}^{0} & =x_{0}+\mu t+\sigma_{0} W_{t}, \quad \text { with law } \quad \mathcal{N}\left(x_{0}+\mu t, \sigma_{0}^{2} t\right) \\
X_{t}^{1} & =-\int_{0}^{t} \sigma_{0} \sigma_{1}\left(\sum_{i=0}^{N} \alpha_{i}\left(X_{s}^{0}\right)^{i}\right) d s+\int_{0}^{t} \sigma_{1}\left(\sum_{i=0}^{N} \alpha_{i}\left(X_{s}^{0}\right)^{i}\right) d W_{s} \\
X_{t}^{2}= & -\int_{0}^{t} \frac{\sigma_{1}^{2}}{2}\left(\sum_{i=0}^{N} \alpha_{i}\left(X_{s}^{0}\right)^{i}\right)^{2}+2 \sigma_{1}\left(\sum_{i=0}^{N} \alpha_{i}\left(X_{s}^{0}\right)\right)^{\prime} X_{s}^{1} d s  \tag{5.47}\\
& +\int_{0}^{t} \sigma_{1}\left(\sum_{i=0}^{N} \alpha_{i}\left(X_{s}^{0}\right)\right)^{\prime} X_{s}^{1} d W_{s} .
\end{align*}
$$

To compute $X_{t}^{1}$ obtaining eq. (5.46) we apply Itô's lemma to the function $g\left(X_{t}^{0}\right)=$ $\alpha_{i+1}\left(X_{t}^{0}\right)^{i+1}$ to get

$$
\begin{equation*}
\left(X_{t}^{0}\right)^{i+1}=\int_{0}^{t}\left(\mu(i+1)\left(X_{s}^{0}\right)^{i}+\frac{1}{2} \sigma_{0}^{2} i(i+1)\left(X_{s}^{0}\right)^{i-1}\right) d s+\int_{0}^{t}\left(X_{s}^{0}\right)^{i}(i+1) \sigma_{0} d W_{s} \tag{5.48}
\end{equation*}
$$

Then, summing up we obtain

$$
\begin{equation*}
\sum_{i=1}^{N} \int_{0}^{t}\left(X_{s}^{0}\right)^{i}(i+1) \sigma_{0} d W_{s}=\sum_{i=1}^{N}\left(X_{s}^{0}\right)^{i+1}-\sum_{i=1}^{N} \int_{0}^{t}\left(\mu(i+1)\left(X_{s}^{0}\right)^{i}+\frac{1}{2} \sigma_{0}^{2} i(i+1)\left(X_{s}^{0}\right)^{i-1}\right) d s \tag{5.49}
\end{equation*}
$$

Substituting now eq. (5.49) into $X^{1}$ in eq. (5.47) we obtain the following

$$
\begin{aligned}
X_{t}^{1} & =\sum_{i=1}^{N} \frac{\sigma_{1}}{\sigma_{0}} \frac{\alpha_{i}}{(i+1)}\left(X_{t}^{0}\right)^{i+1}-\sum_{i=1}^{N} \int_{0}^{t} \sigma_{0} \sigma_{1} \alpha_{i}\left(X_{s}^{0}\right)^{i}-\sum_{i=1}^{N} \int_{0}^{t} \mu(i+1) \frac{\sigma_{1} \alpha_{i}}{\sigma_{0}(i+1)}\left(X_{s}^{0}\right)^{i}+ \\
& -\sum_{i=1}^{N} \int_{0}^{t} \frac{1}{2} \sigma_{0}^{2} i(i+1) \frac{\sigma_{1} \alpha_{i}}{\sigma_{0}(i+1)}\left(X_{s}^{0}\right)^{i-1} d s
\end{aligned}
$$

and rearranging the terms we then get the desired result in (5.46) for $X_{t}^{1}$.
Substituting the expression of $X_{t}^{1}$ into $X_{t}^{2}$ we obtain

$$
\begin{aligned}
X_{t}^{2} & =-\sum_{i=1}^{N} \int_{0}^{t} \frac{\sigma_{1}^{2}}{2} \alpha_{i}^{2}\left(X_{s}^{0}\right)^{2 i} d s-\sum_{i, j=1}^{N} \int_{0}^{t} 2 \sigma_{0} \sigma_{1} \alpha_{i} i \tilde{K}_{j}\left(X_{s}^{0}\right)^{i-1}\left(X_{s}^{0}\right)^{j+1} d s= \\
& =\sum_{j=0}^{N} \sum_{i=1}^{N} \int_{0}^{t} \int_{0}^{s} 2 \sigma_{0} \sigma_{1} \alpha_{i} i K_{j}\left(X_{s}^{0}\right)^{i-1}\left(X_{r}^{0}\right)^{j} d r d s+\sum_{i, j=1}^{N} \int_{0}^{t} \sigma_{1} \alpha_{i} i K_{j}\left(X_{s}^{0}\right)^{i-1}\left(X_{s}^{0}\right)^{j+1} d W s \\
& -\sum_{j=0}^{N} \sum_{i=1}^{N} \int_{0}^{t} \int_{0}^{s} \sigma_{1} \alpha_{i} i K_{j}\left(X_{s}^{0}\right)^{i-1}\left(X_{r}^{0}\right)^{j} d r d W s .
\end{aligned}
$$

Exploiting again the stochastic Fubini theorem, from eq. (5.49) and grouping the terms with the same powers we obtain (5.46).

Proposition 5.3.10. Let us consider the particular case of $N=1$, i.e. a linear perturbation, namely $f(x)=\alpha_{0}+\alpha_{1} x, \alpha_{i} \in \mathbb{R}, i=0,1$. Then the terms up to the first order in equation (5.46) read

$$
\begin{align*}
& X_{t}^{0}=x_{0}+\mu t+\sigma_{0} W_{t} \\
& X_{t}^{1}=\beta_{1} t+\beta_{2} t^{2}+\beta_{3} W_{t}+\beta_{4} W_{t}^{2}+\beta_{5} t W_{t}-\int_{0}^{t} \beta_{6} W_{s} d s \tag{5.50}
\end{align*}
$$

with

$$
\begin{aligned}
& \beta_{1}=-\sigma_{0} \sigma_{1} \alpha_{0}-\sigma_{0} \sigma_{1} \alpha_{1} x_{0}-\frac{\sigma_{0} \sigma_{1} \alpha_{1}}{2}, \quad \beta_{2}=-\frac{\sigma_{0} \sigma_{1} \alpha_{1} \mu}{2}, \quad \beta_{3}=\alpha_{1} \sigma_{0}+x_{0} \sigma_{1} \alpha_{1} \\
& \beta_{4}=\frac{\sigma_{0} \sigma_{1} \alpha_{1}}{2}, \quad \beta_{5}=\sigma_{1} \alpha_{1} \mu, \quad \beta_{6}=\sigma_{1} \alpha_{1} \mu+\sigma_{0}^{2} \sigma_{1} \alpha_{1}
\end{aligned}
$$

The first order correction (in the sense discussed in Remark 5.3.3), of the price of an European call option $\Phi$ with payoff given by $\Phi\left(X_{T}^{\epsilon}\right)=\left(e^{X_{T}^{\epsilon}}-K\right)_{+}$is explicitly given by

$$
\begin{align*}
\operatorname{Pr}^{1}(0 ; T)= & P_{B S}+\epsilon s_{0}\left(\beta_{1}+\sigma_{0} \beta_{3}+\beta_{4}\right) T N\left(d_{1}\right)+\epsilon s_{0}\left(\beta_{2}+\sigma_{0}^{2} \beta_{4}\right) T^{2} N\left(d_{1}\right) \\
& +\epsilon s_{0}\left(\beta_{3}+2 \sigma_{0} \beta_{4} T+T \beta_{5}\right) \sqrt{T} \phi\left(-d_{1}\right)-\epsilon s_{0} \beta_{4} T d_{1} \phi\left(d_{1}\right)+  \tag{5.51}\\
& +\epsilon s_{0} T^{2} \beta_{5} \sigma_{0} T^{2} N\left(d_{1}\right)-\epsilon s_{0} e^{+\frac{\sigma_{0}^{2}}{2} T} \beta_{6} I(s, T)
\end{align*}
$$

where the notation is as in Prop. 5.3.4 and we have denoted for short by $\phi(x)$ the density function of the standard Gaussian law and we have set

$$
I(s, T)=\int_{0}^{T} \int_{\mathbb{R} \times \mathbb{R}} \mathbb{1}_{\left[x+y>-\sqrt{T} d_{1}\right]} e^{\sigma_{0}(x+y)} y \phi(x ; 0, T-s) \phi(y ; 0, s) d x d y d s
$$

Proof. Let us consider the linear function $f(x)=\alpha_{0}+\alpha_{1} x$, where $\alpha_{0}, \alpha_{1} \in \mathbb{R}$. The approximated price up to the first order, $\operatorname{Pr}^{1}(0 ; T)$ of an European call option with payoff function $\Phi\left(X_{T}^{\epsilon}\right)=\left(e^{X_{T}^{\epsilon}}-K\right)_{+}$is

$$
\begin{equation*}
\operatorname{Pr}^{1}(0 ; T)=P_{B S}+\epsilon e^{-r T} \mathbb{E}^{\mathbb{Q}}\left[\Phi\left(X_{T}^{0}\right) X_{T}^{1}\right] \tag{5.52}
\end{equation*}
$$

### 5.3 Corrections around the Black-Scholes price (with Brownian, resp. Brownian plus jumps)

where $P_{B S}$ is the standard B-S price with underlying $s_{0}(t)=e^{X_{t}^{0}}$.
In particular we have that $X_{T}^{0}$ and $X_{1}^{T}$ are defined as

$$
\begin{align*}
& X_{T}^{0}=x_{0}+\mu T+\sigma_{0} W_{T}  \tag{5.53}\\
& X_{T}^{1}=\beta_{1} T+\beta_{2} T^{2}+\beta_{3} W_{T}+\beta_{4} W_{T}^{2}+\beta_{5} T W_{T}-\beta_{6} \int_{0}^{T} W_{s} d s \tag{5.54}
\end{align*}
$$

By linearity of the expectation, (5.52) becomes, collecting the terms with coefficients $\beta_{3}$ and $\beta_{5}$,

$$
\begin{align*}
\operatorname{Pr}^{1}(0 ; T)=P_{B S}+\epsilon e^{-r T}\{ & \mathbb{E}^{\mathbb{Q}}\left[\beta_{1} T \mathbb{1}_{\left\{X_{0}^{T}>\ln (K)\right\}} e^{X_{T}^{0}}\right]+\mathbb{E}^{\mathbb{Q}}\left[\beta_{2} T^{2} \mathbb{1}_{\left\{X_{0}^{T}>\ln (K)\right\}} e^{X_{T}^{0}}\right]+ \\
& +\mathbb{E}^{\mathbb{Q}}\left[\beta_{3,5}^{T} W_{T} \mathbb{1}_{\left\{X_{0}^{T}>\ln (K)\right\}} e^{X_{T}^{0}}\right]+\mathbb{E}^{\mathbb{Q}}\left[\beta_{4} W_{T}^{2} \mathbb{1}_{\left\{X_{0}^{T}>\ln (K)\right\}} e^{X_{T}^{0}}\right]+ \\
& \left.+\mathbb{E}^{\mathbb{Q}}\left[\beta_{6} \mathbb{1}_{\left\{X_{0}^{T}>\ln (K)\right\}} e^{X_{T}^{0}} \int_{0}^{T} W_{s} d s\right]\right\} \tag{5.55}
\end{align*}
$$

with $\beta_{3,5}^{T}:=\beta_{3}+T \beta_{5}$.
From the definition of $X_{T}^{0}$ we have that

$$
\epsilon e^{-r T} \mathbb{E}^{\mathbb{Q}}\left[\beta_{1} T \mathbb{1}_{\left\{X_{0}^{T}>\ln (K)\right\}} e^{X_{T}^{0}}\right]=\epsilon T \beta_{1} s_{0} N\left(d_{1}\right),
$$

and as above we have

$$
\epsilon e^{-r T} \mathbb{E}^{\mathbb{Q}}\left[\beta_{2} T^{2} \mathbb{1}_{\left\{X_{0}^{T}>\ln (K)\right\}} e^{X_{T}^{0}}\right]=\epsilon T^{2} \beta_{2} s_{0} N\left(d_{1}\right)
$$

Concerning the third term in (5.55), we have that,

$$
\begin{aligned}
\beta_{3,5}^{T} \mathbb{E}^{\mathbb{Q}}\left[W_{T} \mathbb{1}_{\left\{X_{0}^{T}>\ln (K)\right\}} e^{X_{T}^{0}}\right] & =\beta_{3,5}^{T} s_{0} e^{r T} e^{-\frac{\sigma_{0}^{2}}{2} T} \sqrt{T} \int_{x>-d_{2}} e^{\sigma_{0} \sqrt{T} x} x \frac{1}{\sqrt{2 \pi}} e^{-\frac{x^{2}}{2}} d x= \\
& =\beta_{3,5}^{T} s_{0} e^{r T} e^{-\frac{\sigma_{0}^{2}}{2} T \sqrt{T}} \int_{x>-d_{2}} x \frac{1}{\sqrt{2 \pi}} e^{-\left(\frac{x}{\sqrt{2}}-\frac{\sigma_{0} \sqrt{T}}{\sqrt{2}}\right)^{2}} e^{\frac{\sigma_{0}^{2}}{2} T} d x
\end{aligned}
$$

and by setting $y=x-\sigma_{0} \sqrt{T}$, we get that the r.h.s. is given by

$$
\begin{aligned}
\beta_{3,5}^{T} s_{0} e^{r T} \sqrt{T} \int_{y>-d_{1}}\left(\sigma_{0} \sqrt{T}+y\right) \frac{1}{\sqrt{2 \pi}} e^{-\frac{y^{2}}{2}} d y & =\beta_{3,5}^{T} T s_{0} e^{r T} \sigma_{0} N\left(d_{1}\right)-\beta_{3,5}^{T} \sqrt{T} s_{0} e^{r T}\left[\frac{1}{\sqrt{2 \pi}} e^{-\frac{y^{2}}{2}}\right]_{-d_{1}}^{+\infty}= \\
& =\beta_{3,5}^{T} T s_{0} e^{r T} \sigma_{0} N\left(d_{1}\right)+\beta_{3,5}^{T} \sqrt{T} s_{0} e^{r T} \phi\left(-d_{1}, 0,1\right)
\end{aligned}
$$

Hence the third term in (5.55) reads

$$
\epsilon e^{-r T} \mathbb{E}^{\mathbb{Q}}\left[\beta_{3} W_{T} \mathbb{1}_{\left\{X_{0}^{T}>\ln (K)\right\}} e^{X_{T}^{0}}\right]=\epsilon \beta_{3} T \sigma_{0} s_{0} N\left(d_{1}\right)+\epsilon \beta_{3} s_{0} \sqrt{T} \phi\left(-d_{1}, 0,1\right)
$$

Exploiting the definition of $X_{T}^{0}$ occurring in the fourth term in (5.55), as well as similar algebraic computation as in the previous previous section, we get

$$
\begin{aligned}
\mathbb{E}^{\mathbb{Q}}\left[\beta_{4} W_{T}^{2} \mathbb{1}_{\left\{X_{0}^{T}>\ln (K)\right\}} e^{X_{T}^{0}}\right] & =\beta_{4} s_{0} e^{r T} e^{-\frac{\sigma_{0}^{2}}{2} T} \int_{x>-d_{2}} T x^{2} e^{\sigma_{0} \sqrt{T} x} \frac{1}{\sqrt{2 \pi}} e^{-\frac{x^{2}}{2}} d x= \\
& =\beta_{4} s_{0} e^{r T} T \int_{y>-d_{1}}\left(y+\sigma_{0} \sqrt{T}\right)^{2} \frac{1}{\sqrt{2 \pi}} e^{-\frac{y^{2}}{2}} d y
\end{aligned}
$$

Developing the square and using the linearity property of the integral we get that the r.h.s. is equal to

$$
\begin{aligned}
& \int_{y>-d_{1}} y^{2} \frac{1}{\sqrt{2 \pi}} e^{-\frac{y^{2}}{2}} d y+\int_{y>-d_{1}} 2 \sigma_{0} \sqrt{T} y \frac{1}{\sqrt{2 \pi}} e^{-\frac{y^{2}}{2}} d y+\int_{y>-d_{1}} \sigma_{0}^{2} T \frac{1}{\sqrt{2 \pi}} e^{-\frac{y^{2}}{2}} d y= \\
& =\int_{y>-d_{1}} y^{2} \frac{1}{\sqrt{2 \pi}} e^{-\frac{y^{2}}{2}} d y+2 \sigma_{0} \sqrt{T} \phi\left(-d_{1}, 0,1\right)+\sigma_{0}^{2} T N\left(d_{1}\right)
\end{aligned}
$$

The first term is computed using integration by parts,

$$
\int_{y>-d_{1}} y^{2} \frac{1}{\sqrt{2 \pi}} e^{-\frac{y^{2}}{2}} d y=-d_{1} \phi\left(d_{1}\right)+N\left(d_{1}\right)
$$

therefore
$\epsilon e^{-r T} \mathbb{E}^{\mathbb{Q}}\left[\beta_{4} W_{T}^{2} \mathbb{1}_{\left\{X_{0}^{T}>\ln (K)\right\}} e^{X_{T}^{0}}\right]=\epsilon \beta_{4} s_{0} T\left(-d_{1} \phi\left(d_{1}\right)+N\left(d_{1}\right)+2 \sigma_{0} \sqrt{T} \phi\left(-d_{1}, 0,1\right)+\sigma_{0}^{2} T N\left(d_{1}\right)\right)$.
To compute the fifth in (5.55) term we use Fubini theorem to exchange the expectation with the integral with respect to time, getting

$$
\begin{equation*}
\beta_{6} \int_{0}^{T} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{\left\{X_{0}^{T}>\ln (K)\right\}} e^{X_{T}^{0}} W_{s} d s\right] \tag{5.56}
\end{equation*}
$$

For every fixed $s \in[0, T], W_{s}$ and $W_{T}$, the latter is included in $X_{0}^{T}$ by its very definition, are Gaussian random variable jointly distributed. Therefore exploiting basic properties of Brownian motion we can recast them by means of a sum of independent random variable, namely

$$
\begin{aligned}
W_{s} & =Y \sim \mathcal{N}(0, s) \\
W_{T} & =W_{T}-W_{s}+W_{s}=X+Y
\end{aligned}
$$

In particular $X \sim \mathcal{N}(0, T-s)$ and it is independent with respect to $Y$. Thus (5.56) reads

$$
\begin{aligned}
& \beta_{6} \int_{0}^{T} \int_{\mathbb{R} \times \mathbb{R}} \mathbb{1}_{\left\{x+y>-\sqrt{T} d_{2}\right\}} e^{x_{0}+\mu T} e^{\sigma_{0}(x+y)} y \frac{1}{\sqrt{2 \pi}} e^{\frac{x^{2}}{2(T-s)}} \frac{1}{\sqrt{2 \pi}} e^{-\frac{y^{2}}{2 s}} d s= \\
&=\beta_{6} s_{0} e^{r T} e^{-\frac{\sigma_{0}^{2}}{2} T} \int_{0}^{T} \int_{\mathbb{R} \times \mathbb{R}} \mathbb{1}_{\left\{x+y>-\sqrt{T} d_{2}\right\}} e^{\sigma_{0}(x+y)} y \phi(x ; 0 ; T-s) \phi(y, 0, s) d x d y d s
\end{aligned}
$$

and the claim follows.

## Numerical results concerning the pricing formula in Prop. 5.3.10

Let us consider the case of the B-S model corrected by a linear term given as in Prop. 5.3.10 by $f(x)=\alpha_{0}+\alpha_{1} x$. We compute the first order correction of the price of an European call option with $\Phi\left(X_{T}^{\epsilon}\right)=\left(e^{X_{T}^{\epsilon}-K}\right)_{+}$as payoff function, according to Prop. 5.3.10.

### 5.3 Corrections around the Black-Scholes price (with Brownian, resp. Brownian plus jumps)

Our aim is computing the expectation in (5.41) in the present case. By the very definition of $X_{0}^{T}$ and $X_{1}^{T}$ and the form of $\Phi^{\prime}$, it reads as

$$
\begin{align*}
& \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{1} T\right]+\mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{2} T^{2}\right]+\mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{3} W_{T}\right] \\
&+\mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{4} W_{T}^{2}\right]+\mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{5} T W_{T}\right]-\mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{6} \int_{0}^{T} W_{s} d s\right] \tag{5.57}
\end{align*}
$$

Each random variable in the brackets is approximated by means of a multi-element PCE of degree $p=15$ and respectively by means of standard Monte Carlo methods, using $N=10000$ independent simulations of the random variable involved.

The accuracy of $P C E$ is represented by its absolute error, using as benchmark the analytical value coming from (5.51). Due to the Law of Large Numbers, the accuracy of MCestimation of (5.32) is provided by its standard error $\left(S E_{M C}\right)$. Upon considering $N=10000$ realizations $\left(Y_{j}\right)$ of the random variable $Y:=\Phi^{\prime}\left(X_{T}^{0}\right) X_{T}^{1}$ inside the expectation in the r.h.s. of equation (5.32), let us compute

$$
\begin{equation*}
S E_{M C}=\frac{\hat{\sigma}}{\sqrt{N}} \tag{5.58}
\end{equation*}
$$

where $\hat{\sigma}^{2}=\frac{1}{N-1} \sum_{j=1}^{N}\left(Y_{j}-\mu_{M C}\right)^{2}$ and $\mu_{M C}=\frac{1}{N} \sum_{j=1}^{N} Y_{j}$.
The numerical values of the parameters involved are collected in Table 5.5

| Parameters | $\alpha_{0}$ | $\alpha_{1}$ | r | $\sigma_{1}$ | K | T |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Values | 0.3 | 0.5 | 0.03 | 0.1 | 100 | 0.5 |

Table 5.8: Numerical values of the parameters employed in further computations
The computations are made setting the parameters as in Table 5.8 and for a set of volatility values $\sigma_{0} \in\{15 \%, 25 \%, 35 \%\}$ and for a set of increasing spot price $s_{0} \in\{90,100,110\}$.

|  |  | $\epsilon=0.1$ |  |  | $\epsilon=0.01$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Analytical | PCE | standard MC | Analytical | PCE | standard MC |
| $\sigma_{0}=15 \%$ | Results Error | 1.45057 | $\begin{gathered} 1.45049 \\ 7.9315 \mathrm{e}-05 \end{gathered}$ | $\begin{gathered} 1.44774 \\ 8.2194 \mathrm{e}-03 \end{gathered}$ | 1.12927 | $\begin{gathered} 1.12927 \\ 7.9315 \mathrm{e}-06 \end{gathered}$ | $\begin{gathered} 1.12870 \\ 8.2548 \mathrm{e}-04 \end{gathered}$ |
| $\sigma_{0}=25 \%$ | $\overline{\text { Resūlts }}$ Error | $\overline{3} \cdot \overline{8} \overline{2} 5 \overline{0} 4$ | $\begin{gathered} 3.82488 \\ 1.5990 \mathrm{e}-04 \end{gathered}$ | $\begin{gathered} \overline{3} \overline{8} \overline{3} 2 \overline{2} 5 \\ 1.1922 \mathrm{e}-02 \end{gathered}$ | $\overline{3} . \overline{2} \overline{8} 8 \overline{5} \overline{6}$ | $\begin{gathered} 3.2 \overline{8} 855 \\ 1.5990 \mathrm{e}-05 \end{gathered}$ | $\begin{gathered} 3.2 \overline{8} \overline{8} 4 \overline{9} \\ 1.1596 \mathrm{e}-03 \end{gathered}$ |
| $\sigma_{0}=35 \%$ | $\bar{R}$ esūlts Error | $\overline{6} \cdot \overline{4} \overline{49} \overline{3} 2$ | $\begin{gathered} 6.4 \overline{4} 905 \\ 2.7379 \mathrm{e}-04 \end{gathered}$ | $\begin{gathered} 6.4 \overline{4} 7 \overline{6} \overline{6} \\ 1.5876 \mathrm{e}-02 \end{gathered}$ | $\overline{5} . \overline{7} \overline{1} 6 \overline{5} \overline{7}$ | $\begin{gathered} 5.7 \overline{1} \overline{65} \overline{4} \\ 2.7379 \mathrm{e}-05 \end{gathered}$ | $\begin{gathered} 5.71 \overline{4} 8 \overline{2} \\ 1.5413 \mathrm{e}-03 \end{gathered}$ |

Table 5.9: Numerical values for PCE and MC estimation of equation (5.41), $s_{0}=90$, $\alpha_{0}=0.3, \alpha_{1}=0.5, \sigma_{1}=0.10, r=0.03, K=100$ and $T=0.5$.

### 5.3.4 A correction given by a polynomial function and jumps

In the present section we generalize the results obtained in the previous subsection 5.3.3 adding a compensated Poisson random measure. In particular let us assume that the normal

|  |  | $\epsilon=0.1$ |  |  | $\epsilon=0.01$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Analytical | PCE | standard MC | Analytical | PCE | standard MC |
| $\sigma_{0}=15 \%$ | Results Error | 5.53650 | $\begin{gathered} 5.53637 \\ 1.763 \mathrm{e}-04 \end{gathered}$ | $\begin{gathered} \hline 5.53931 \\ 9.2641 \mathrm{e}-03 \end{gathered}$ | 5.03945 | $5.03944$ | $5.04061$ |
| $\sigma_{0}=25 \%$ | $\bar{R}$ esults <br> Error | $\overline{8} . \overline{5} \overline{0} \overline{7} \overline{7}$ | $\begin{gathered} -\overline{8} .5 \overline{0} 5 \overline{5} \overline{6} \\ 2.0666 \mathrm{e}-04 \end{gathered}$ | $\begin{gathered} \overline{8} . \overline{5} \overline{2} 6 \overline{5} 5 \\ 1.3297 \mathrm{e}-02 \end{gathered}$ | $\overline{7} . \overline{8} \overline{3} 4 \overline{8} \overline{1}$ | $\begin{gathered} -\overline{7.8} \overline{3} \overline{47} \overline{9}{ }^{-} \\ 2.0666 \mathrm{e}-05 \end{gathered}$ | $\begin{gathered} 9.3834 \mathrm{e}-04 \\ -\overline{7.83} \overline{4} \overline{\overline{3}}- \\ 1.3194 \mathrm{e}-03 \end{gathered}$ |
| $\sigma_{0}=35 \%$ | $\overline{\text { Results }}$ Error | $\overline{11} .5 \overline{0} 2 \overline{2} \overline{5}$ | $\begin{gathered} 11.50192 \\ 3.3318 \mathrm{e}-04 \end{gathered}$ | $\begin{gathered} -\overline{1} \overline{1} . \overline{49} \overline{8} 9 \overline{1} \\ 1.7426 \mathrm{e}-02 \\ \hline \end{gathered}$ | $\overline{1} 0.6 \overline{3} \overline{3} 6 \overline{4}$ | $\begin{gathered} 10 . \overline{6} 3 \overline{3} 61 \\ 3.3318 \mathrm{e}-05 \\ \hline \end{gathered}$ | $\begin{gathered} 1 \overline{0} . \overline{6} 3 \overline{3} \overline{9}{ }_{6}^{-} \\ 1.7601 \mathrm{e}-03 \\ \hline \end{gathered}$ |

Table 5.10: Numerical values for PCE and MC estimation of equation (5.41), $s_{0}=100$, $\alpha_{0}=0.3, \alpha_{1}=0.5, \sigma_{1}=0.10, r=0.03, K=100$ and $T=0.5$.

|  |  | $\epsilon=0.1$ |  |  | $\epsilon=0.01$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Analytical | PCE | standard MC | Analytical | PCE | standard MC |
| $\sigma_{0}=15 \%$ | Results Error | 12.70933 | $\begin{gathered} \hline 12.70924 \\ 9.7072 \mathrm{e}-05 \end{gathered}$ | $\begin{gathered} \hline 12.72127 \\ 1.2457 \mathrm{e}-02 \end{gathered}$ | 12.37689 | $\begin{gathered} \hline 12.37688 \\ 9.7072 \mathrm{e}-06 \end{gathered}$ | $\begin{gathered} 12.37642 \\ 1.2373 \mathrm{e}-03 \end{gathered}$ |
| $\sigma_{0}=25 \%$ | $\bar{R} \overline{\text { esults }}$ Error | $\overline{15} .1 \overline{6} \overline{3} 2 \overline{0}$ | $\begin{gathered} \overline{1} \overline{5} . \overline{1} \overline{2} \overline{2} \overline{9} \\ 2.0462 \mathrm{e}-04 \end{gathered}$ | $\begin{gathered} \overline{1} 5.1 \overline{6} \overline{0} 2 \overline{8} \\ 1.5486 \mathrm{e}-02 \end{gathered}$ | $\overline{1} 4.5 \overline{3} \overline{5} 5 \overline{8}$ | $\begin{gathered} \overline{1} \overline{4} . \overline{53} \overline{6} 5 \overline{6} \\ 2.0462 \mathrm{e}-05 \end{gathered}$ | $\begin{gathered} -\overline{4} . \overline{5} 3 \overline{6} \overline{9}{ }^{-} \\ 1.5493 \mathrm{e}-03 \end{gathered}$ |
| $\sigma_{0}=35 \%$ | $\overline{\text { Resurlts }}$ <br> Error | $\overline{17.9} \overline{9} \overline{7} \overline{7}$ | $\begin{gathered} \overline{1} \overline{7} . \overline{99} \overline{7} 3 \overline{2} \\ 3.5427 \mathrm{e}-04 \end{gathered}$ | $\begin{gathered} \overline{18} . \overline{0} \overline{1} \overline{7} 8 \overline{8} \\ 2.0558 \mathrm{e}-02 \end{gathered}$ | $\overline{1} \overline{7} . \overline{10} \overline{7} 5 \overline{4}$ | $\begin{gathered} \overline{1} \overline{7} . \overline{10} \overline{7} 5 \overline{0} \\ 3.5427 \mathrm{e}-05 \end{gathered}$ | $\begin{gathered} -\overline{7} \overline{1} . \overline{1} 0 \overline{6} \overline{0} 5^{-} \\ 1.9645 \mathrm{e}-03 \end{gathered}$ |

Table 5.11: Numerical values for PCE and MC estimation of equation (5.41), $s_{0}=110$, $\alpha_{0}=0.3, \alpha_{1}=0.5, \sigma_{1}=0.10, r=0.03, K=100$ and $T=0.5$.
return of the asset price evolves according to eq. (5.26) with a polynomial $f$. Then we have the following proposition.

Proposition 5.3.11. Let us consider the case of the B-S model with added compensated Poisson noise and corrected by a non-linear term given by (5.26) with $f(x)=\sum_{i=0}^{N} \alpha_{i} x^{i}$, for some $\alpha_{i} \in \mathbb{R}$, then the expansion coefficients for the solution $X_{t}^{\epsilon}$ of (5.26) up to the second order are given by the system

$$
\begin{align*}
X_{t}^{0} & =x_{0}+\mu t+\sigma_{0} W_{t}, \quad \text { with law } \quad \mathcal{N}\left(x_{0}+\mu t, \sigma_{0}^{2} t\right) ; \\
X_{t}^{1} & =\sum_{i=1}^{N} \tilde{K}_{i}\left(X_{t}^{0}\right)^{i+1}-\sum_{i=0}^{N} \int_{0}^{t} K_{i}\left(X_{s}^{0}\right)^{i} d s+\sigma_{1} \alpha_{0} W_{t}-\lambda t\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right)+\sum_{i=1}^{N_{t}} J_{i} ; \\
X_{t}^{2} & =\sum_{k=1}^{2 N+1} C_{k}^{1}\left(X_{t}^{0}\right)^{k}-\sum_{k=1}^{2 N+1} \int_{0}^{t} C_{k}^{2}\left(X_{s}^{0}\right)^{k} d s+\sum_{i=1}^{N} \sum_{j=0}^{N} \int_{0}^{t} \int_{0}^{s} C_{i, j}^{3}\left(X_{s}^{0}\right)^{i-1}\left(X_{r}^{0}\right)^{j} d r d s \\
& +\sum_{i=1}^{N} \sum_{j=0}^{N}\left(X_{t}^{0}\right)^{i} \int_{0}^{s} C_{i, j}^{4}\left(X_{r}^{0}\right)^{j} d r+\sum_{i=0}^{N-1} C_{i}^{5} \lambda\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right) \int_{0}^{t} s\left(X_{s}^{0}\right)^{i} d s  \tag{5.59}\\
& -\alpha_{i+1} \sigma_{1} t\left(X_{t}^{0}\right)^{i} \lambda\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right)+\int_{0}^{t} \sigma_{1} \alpha_{1} W_{s} d s \lambda\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right)-\sigma_{1} t \alpha_{1} W_{t} \lambda\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right) \\
& +\sum_{i=2}^{N} \alpha_{i} \sigma_{1} \lambda\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right) \int_{0}^{t}\left(X_{s}^{0}\right)^{i} d s+\sigma_{1} \alpha_{1} W_{t}+\sum_{i=2}^{N} \sigma_{1} \alpha_{i}\left(X_{s}^{0}\right)^{i} \sum_{i=1}^{N_{t}} J_{i} \\
& -\sum_{i=2}^{N} \sigma_{1} \alpha_{i} \int_{0}^{t} \int_{\mathbb{R}_{0}}\left(X_{s}^{0}\right)^{i} d s \sum_{i=1}^{N_{t}} J_{i}+\sum_{i=0}^{N-1} C_{i}^{5} \int_{0}^{t} \sum_{i=1}^{N_{s}} J_{i}\left(X_{s}^{0}\right)^{i} d s
\end{align*}
$$

### 5.3 Corrections around the Black-Scholes price (with Brownian, resp. Brownian plus jumps)

where the constants are as in Prop. 5.3.9 and

$$
C_{i}^{5}=\left\{\begin{array}{l}
\sigma_{0}^{2} \sigma_{1} \alpha_{2}+2 \sigma_{0} \sigma_{1} \alpha_{1}, \quad i=0, \\
\sigma_{1} \mu \alpha_{i+1}(i+1)+\frac{\sigma_{0}^{2}}{2}(i+2)(i+1)+4 \sigma_{0} \sigma_{1} \alpha_{i+1}, \quad i \not \emptyset, i \neq N, \quad \tilde{K}_{i}=\frac{\sigma_{1}}{\sigma_{0}} \frac{\alpha_{i}}{(i+1)}, \\
\alpha_{N} \sigma_{1} N \mu+2 \sigma_{0} \sigma_{1} N \alpha_{N+1}, \quad i \neq N,
\end{array}\right.
$$

Proof. The proof is analogous to the one in Prop. 5.3.9 taking into account the compensated Poisson random measure terms and applying Itô's lemma together with the stochastic Fubini theorem.

Proposition 5.3.12. Let us consider the particular case of $N=1$, i.e. a linear perturbation, namely $f(x)=\alpha_{0}+\alpha_{1} x$ in Prop. 5.3.11. Then the terms up to the first order in equation (5.59) read

$$
\begin{align*}
& X_{t}^{0}=x_{0}+\mu t+\sigma_{0} W_{t} \\
& X_{t}^{1}=\beta_{1} t+\beta_{2} t^{2}+\beta_{3} W_{t}+\beta_{4} W_{t}^{2}+\beta_{5} t W_{t}-\int_{0}^{t} \beta_{6} W_{s} d s-\lambda t\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right)+\sum_{i=1}^{N_{t}} J_{i} \tag{5.60}
\end{align*}
$$

with the constants being as in Prop. 5.3.10.
Also, the first order correction of the price of an European call option $\Phi$ with payoff given by $\Phi\left(X_{T}^{\epsilon}\right)=\left(e^{X_{T}^{\epsilon}}-K\right)_{+}$(in the sense of Remark 5.3.3) is explicitly given by

$$
\begin{equation*}
\operatorname{Pr}^{1}(0 ; T)=\operatorname{Pr}^{1}+\epsilon T s_{0} N(d(1))\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right)+\epsilon T s_{0} N(d(1)) \delta \lambda \tag{5.61}
\end{equation*}
$$

where $P^{1}$ is the corrected fair price up to the first order as given in eq. (5.51) and the notations are as above.

Proof. The proof follows as in Prop. 5.3.10.

Numerical results concerning the pricing formula in Prop. 5.3.11
The $J_{i}$ are assumed to be independent and normally distributed random variables

$$
J_{i} \sim \mathcal{N}\left(\gamma, \delta^{2}\right), \text { for all } i \in\left\{1,2, \ldots, N_{T}\right\}, \quad \gamma=0.05, \quad \delta=0.02
$$

and $\lambda=2$. In particular we are aiming at computing the expectation in (5.41) for the model described in Prop. 5.3.11. In the present case we have that this expectation in equal to

$$
\begin{align*}
& \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{1} T\right]+\mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{2} T^{2}\right]+\mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{3} W_{T}\right] \\
&+ \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{4} W_{T}^{2}\right]+\mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{5} T W_{T}\right]-\mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{6} \int_{0}^{T} W_{s} d s\right] \\
&+K_{2} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{T}^{0}} \lambda T\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right)\right]+K_{2} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{T}^{0}} \sum_{i=1}^{N_{T}} J_{i}\right] . \tag{5.62}
\end{align*}
$$

By means of the independence of the jumps and $\mathbb{E}\left[\sum_{i=1}^{N_{T}} J_{i}\right]=\delta \lambda T$, we can rewrite (5.62) as

$$
\begin{align*}
& \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{1} T\right]+\mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{2} T^{2}\right]+\mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{3} W_{T}\right] \\
&++\mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{4} W_{T}^{2}\right]+\mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{5} T W_{T}\right]-\mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{0}^{T}} \beta_{6} \int_{0}^{T} W_{s} d s\right] \\
&+K_{2} \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{T}^{0}} \lambda T\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right)\right]+K_{2} \lambda T \delta \mathbb{E}^{\mathbb{Q}}\left[\mathbb{1}_{D} e^{X_{T}^{0}}\right] . \tag{5.63}
\end{align*}
$$

We shall then compute multi-element PCE-approximations for this expression.
The parameters are taken from Table 5.8 and the three spot prices, resp, volatilities, considered are $s_{0} \in\{90,100,110\}$, resp. $\sigma_{0} \in\{15 \%, 25 \%, 35 \%\}$.

|  |  | $\epsilon=0.1$ |  |  | $\epsilon=0.01$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Analytical | PCE | standard MC | Analytical | PCE | standard MC |
| $\sigma_{0}=15 \%$ | Results Error | 1.45057 | $\begin{gathered} 1.45049 \\ 7.9315 \mathrm{e}-05 \end{gathered}$ | $\begin{gathered} 1.44774 \\ 8.2194 \mathrm{e}-03 \end{gathered}$ | 1.12927 | $\begin{gathered} 1.12927 \\ 7.9315 \mathrm{e}-06 \end{gathered}$ | $\begin{gathered} 1.12870 \\ 8.2548 \mathrm{e}-04 \end{gathered}$ |
| $\sigma_{0}=25 \%$ | $\bar{R}$ - $-\overline{s u l} \overline{t s}$ Error | $\overline{3} \cdot \overline{8} \overline{2} 5 \overline{0} 4$ | $\begin{gathered} -3.8 \overline{2} 4 \overline{8} \overline{8} \\ 1.5990 \mathrm{e}-04 \end{gathered}$ | $\begin{gathered} -\overline{3} \overline{3} 2 \overline{2} 5 \\ 1.1922 \mathrm{e}-02 \end{gathered}$ | $\overline{3} \overline{2} \overline{8} 8 \overline{5} \overline{6}$ | $\begin{gathered} 3.2 \overline{8} \overline{5} 5 \\ 1.5990 \mathrm{e}-05 \end{gathered}$ | $\begin{gathered} 3.2 \overline{8} \overline{8} 4 \overline{9} \\ 1.1596 \mathrm{e}-03 \end{gathered}$ |
| $\sigma_{0}=35 \%$ | $\overline{\text { Resurlts }}$ Error | $\overline{6} . \overline{4} \overline{49} \overline{3} 2$ | $\begin{gathered} -\overline{6} . \overline{4} \overline{490} \overline{5} \\ 2.7379 \mathrm{e}-04 \end{gathered}$ | $\begin{gathered} -\overline{6} \overline{4} \overline{4} 7 \overline{6} \overline{6} \\ 1.5876 \mathrm{e}-02 \end{gathered}$ | $5 . \overline{7} \overline{1} 6 \overline{5} 7$ | $\begin{gathered} 5.7 \overline{165} \overline{4} \\ 2.7379 \mathrm{e}-05 \end{gathered}$ | $\begin{gathered} -5.71 \overline{4} 8 \overline{2}{ }^{-} \\ 1.5413 \mathrm{e}-03 \end{gathered}$ |

Table 5.12: Numerical values for PCE and MC estimation of equation (5.41), $s_{0}=90$, $\alpha_{0}=0.3, \alpha_{1}=0.5, \sigma_{1}=0.10, r=0.03, K=100, \lambda=2, \gamma=0.05, \delta=0.02$ and $T=0.5$.

|  |  | $\epsilon=0.1$ |  |  | $\epsilon=0.01$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Analytical | PCE | standard MC | Analytical | PCE | standard MC |
| $\sigma_{0}=15 \%$ | Results Error | 5.53650 | $\begin{gathered} 5.53637 \\ 1.2763 \mathrm{e}-04 \end{gathered}$ | $\begin{gathered} \hline 5.53931 \\ 9.2641 \mathrm{e}-03 \end{gathered}$ | 5.03945 | $\begin{gathered} 5.03944 \\ 1.2763 \mathrm{e}-05 \end{gathered}$ | $\begin{gathered} \hline 5.04061 \\ 9.3834 \mathrm{e}-04 \end{gathered}$ |
| $\sigma_{0}=25 \%$ | $\bar{R}$ esults Error | $\overline{8} . \overline{5} \overline{0} 5 \overline{7} 7$ | $\begin{gathered} -\overline{8} .5 \overline{0} 5 \overline{5} \overline{6} \\ 2.0666 \mathrm{e}-04 \end{gathered}$ | $\begin{gathered} -\overline{8} \overline{5} \overline{2} \overline{5} \overline{5} \\ 1.3297 \mathrm{e}-02 \end{gathered}$ | $\overline{7} . \overline{8} \overline{3} 4 \overline{8} \overline{1}$ | $\begin{gathered} -\overline{7.8} \overline{3} \overline{47} \overline{9}{ }^{-} \\ 2.0666 \mathrm{e}-05 \end{gathered}$ | $\begin{gathered} -\overline{7.83} \overline{4} \overline{3} \overline{3} \\ 1.3194 \mathrm{e}-03 \end{gathered}$ |
| $\sigma_{0}=35 \%$ | $\bar{R}$ ēsūlts Error | $\overline{11} .5 \overline{5} \overline{2} \overline{2} \overline{5}$ | $\begin{gathered} \overline{1} 1.50 \overline{1} 9 \overline{2} \\ 3.3318 \mathrm{e}-04 \end{gathered}$ | $\begin{gathered} \overline{1} 1.4 \overline{9} \overline{8} 9 \overline{1} \\ 1.7426 \mathrm{e}-02 \end{gathered}$ | $\overline{10} \overline{0} \overline{6} \overline{3} 6 \overline{4}$ | $\begin{gathered} 10.63 \overline{3} 61 \\ 3.3318 \mathrm{e}-05 \end{gathered}$ | $\begin{gathered} 1 \overline{0} . \overline{6} 3 \overline{3} \overline{9} 6 \\ 1.7601 \mathrm{e}-03 \end{gathered}$ |

Table 5.13: Numerical values for PCE and MC estimation of equation (5.41), $s_{0}=100$, $\alpha_{0}=0.3, \alpha_{1}=0.5, \sigma_{1}=0.10, r=0.03, K=100, \lambda=2, \gamma=0.05, \delta=0.02$ and $T=0.5$.

### 5.3.5 The Black-Scholes model with stochastic interest rate

We will consider in the present section an asset $S_{t}^{\epsilon}$ evolving, under the risk neutral probability $\mathbb{Q}$, according to the SDE

$$
\left\{\begin{array}{l}
d S_{t}=S_{t} r_{t}^{\epsilon} d t+S_{t} \sigma_{0} d W_{t}^{1}  \tag{5.64}\\
s_{0}=s_{0} \in \mathbb{R}
\end{array}\right.
$$

5.3 Corrections around the Black-Scholes price (with Brownian, resp. Brownian plus jumps)

|  |  | $\epsilon=0.1$ |  |  | $\epsilon=0.01$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Analytical | PCE | standard MC | Analytical | PCE | standard MC |
| $\sigma_{0}=15 \%$ | Results | 12.70933 | 12.70924 | 12.72127 | 12.37689 | 12.37688 | 12.37642 |
| $\sigma_{0}=15 \%$ | Error |  | $9.7072 \mathrm{e}-05$ | $1.2457 \mathrm{e}-02$ |  | $9.7072 \mathrm{e}-06$ | $1.2373 \mathrm{e}-03$ |
| $\sigma_{0}=25 \%$ | Results | $\overline{15} .1 \overline{6} 3 \overline{2} \overline{0}$ | $15.1 \overline{6} 299$ | $\overline{15.160} 2 \overline{8}$ | 14.53 $\overline{6} 5 \overline{8}$ | $1 \overline{4} .5 \overline{3} \overline{6} 56$ | $14.53 \overline{6} 96$ |
| $\sigma_{0}=25 \%$ | Error |  | $2.0462 \mathrm{e}-04$ | $1.5486 \mathrm{e}-02$ |  | $2.0462 \mathrm{e}-05$ | $1.5493 \mathrm{e}-03$ |
| $\sigma_{0}=35 \%$ | Results | $\overline{17.997} \overline{6} \overline{7}$ | 17.99732 | $18.0178 \overline{8}$ | $\overline{1} 7.10 \overline{0} 5 \overline{4}$ | 17.10750 | $17 . \overline{1} \overline{6} \overline{0} 5$ |
| $\sigma_{0}=35 \%$ | Error |  | 3.5427e-04 | $2.0558 \mathrm{e}-02$ |  | $3.5427 \mathrm{e}-05$ | $1.9645 \mathrm{e}-03$ |

Table 5.14: Numerical values for PCE and MC estimation of equation (5.41), $s_{0}=110$, $\alpha_{0}=0.3, \alpha_{1}=0.5, \sigma_{1}=0.10, r=0.03, K=100, \lambda=2, \gamma=0.05, \delta=0.02$ and $T=0.5$.
with $\sigma_{0} \in \mathbb{R}_{+}$and $r^{\epsilon}$ is a stochastic interest rate evolving according to

$$
\left\{\begin{array}{l}
d r_{t}^{\epsilon}=b\left(t, r_{t}^{\epsilon}\right) d t+\epsilon \nu\left(t, r^{\epsilon}\right) d W_{t}^{2}  \tag{5.65}\\
r_{0}=r_{0} \in \mathbb{R}
\end{array}\right.
$$

with $\epsilon>0$ a constant, and $b$ and $\nu$ real functions satisfying some regularity and growth assumptions guaranteeing existence and uniqueness of the solution of (5.65). Let us assume further that $W^{1}$ and $W^{2}$ are two standard Brownian motions with correlation

$$
d\left\langle W^{1} W^{2}\right\rangle_{t}=\bar{\rho} d t
$$

for some constant $\bar{\rho}>0$.
We will refer to [Sch04] for an introduction on pricing under stochastic interest rate.
We will assume in what follows that $b(t, r)=\kappa(\theta-r)$, for some real constants $\kappa$ and $\theta$, to take into account the mean reverting property usually shown by interest rates. Furthermore we choose $\nu(t, r)=\bar{\nu}$ or $\nu(t, r)=\bar{\nu} \sqrt{r}$, for some constants $\bar{\nu}, r \in \mathbb{R}_{+}$.
Remark 5.3.13. Although $\nu\left(t, r_{t}^{\epsilon}\right)=\bar{\nu} \sqrt{r_{t}^{\epsilon}}$ does not satisfy the smoothness assumptions we assumed up to now, our expansion works, at least as formal power series expansion, due the existence and uniqueness result for such a type of diffusion term proven in [CIJR85].

We will from now on consider the normal return of the asset $S_{t}$, namely we will consider the process $X_{t}^{\epsilon}:=\log S_{t}^{\epsilon}$ evolving according to

$$
\left\{\begin{array}{l}
d X_{t}^{\epsilon}=\left(r_{t}^{\epsilon}-\frac{\sigma_{0}^{2}}{2}\right) d t+\sigma_{0} d W_{t}^{1}  \tag{5.66}\\
X_{0}^{\epsilon}=x_{0} \in \mathbb{R}
\end{array}\right.
$$

Carrying out the expansion developed in Th. 5.2 .5 we have the following result.
Proposition 5.3.14. Let us consider the normal return process $X_{t}^{\epsilon}, t \in[0, T]$, evolving according to eq. (5.66) and a stochastic interest rate $r_{t}^{\epsilon}$ evolving according to the $S D E$ (5.65) with $b(s, r)=\kappa(\theta-r)$, $\kappa$ and $\theta \in \mathbb{R}$, and correlation given by $d\left\langle W^{1} W^{2}\right\rangle_{t}=\bar{\rho} d t$, for some constant $\bar{\rho}>0$.

Then the first order heuristic expansion for the stochastic interest rate $r_{t}^{\epsilon}$ reads

$$
\begin{align*}
& r_{t}^{0}=r_{0}+\int_{0}^{t} \kappa\left(\theta-r_{s}^{0}\right) d s  \tag{5.67}\\
& r_{t}^{1}=-\int_{0}^{t} e^{-\kappa(t-s)} \nu\left(s, r_{s}^{0}\right) d W_{s}^{2} \quad \text { with law } \mathcal{N}\left(0, Q_{t}^{r^{1}}\right)
\end{align*}
$$

with

$$
Q_{t}^{r^{1}}:=\int_{0}^{t} e^{-2 \kappa(t-s)} \nu^{2}\left(s, r_{s}^{0}\right) d s
$$

Furthermore, the first order heuristic expansion for the normal return $X_{t}^{\epsilon}$ is

$$
\begin{align*}
& X_{t}^{0}=x_{0}+\int_{0}^{t}\left(r_{s}^{0}-\frac{\sigma_{0}^{2}}{2}\right) d s+\int_{0}^{t} \sigma_{0} d W_{t}^{1} \\
& X_{t}^{1}=\int_{0}^{t} r_{s}^{1} d s \tag{5.68}
\end{align*}
$$

Proof. The proof immediately follows applying Th. 5.2.5. In particular we have that $r_{t}^{1}$ evolves according to

$$
r_{t}^{1}=-\int_{0}^{t} \kappa r_{s}^{1} d s+\int_{0}^{t} \nu\left(s, r_{s}^{0}\right) d W_{s}^{2}
$$

Applying Itô's lemma to the function $r e^{\kappa t}$, noticing that $r_{t}^{0}$ is a deterministic process, we find the desired solution. The distribution of $r_{t}^{1}$ follows simply noticing that $r_{t}^{1}$ is an integral of a Brownian motion with deterministic integrand.

Our aim is to price an option written on the underlying $e^{X_{t}^{\epsilon}}$ with final payoff given by $\Phi\left(X_{T}\right)$ under the stochastic interest rate $r^{\epsilon}$. In particular we aim at finding the value $\operatorname{Pr}(0 ; T)$ given by

$$
\begin{equation*}
\operatorname{Pr}(0 ; T)=\mathbb{E} e^{-\int_{0}^{T} r_{s}^{\epsilon} d s} \Phi\left(X_{T}^{\epsilon}\right) \tag{5.69}
\end{equation*}
$$

where the expectation is taken with respect to the joint measure generated by the two correlated Brownian motions $W^{1}$ and $W^{2}$.

In order to give an analytic expression for (5.69), we make transformations in order to replace $W^{2}$ in $r_{t}^{1}$ by a random variable independent of $W_{T}^{1}$.

Let us first notice that, being $r^{1}$ a Gaussian random variable, also $X^{1}$ is normally distributed. In particular we have that $X_{T}^{1}$ has law $\mathcal{N}\left(0, Q_{T}^{X^{1}}\right)$ with

$$
Q_{T}^{X^{1}}:=\int_{0}^{T}\left(\int_{u}^{T} e^{\kappa s} d s\right)^{2} e^{-2 \kappa r} \nu\left(u, r_{u}^{0}\right)^{2} d u
$$

We can further compute $\Theta_{T}:=\operatorname{Cov}\left(\sigma_{0} W_{T}^{1}, X_{T}^{1}\right)$ as

$$
\Theta_{T}=\sigma_{0} \bar{\rho} \int_{0}^{T} \int_{u}^{T} e^{\kappa s} d s e^{-\kappa r} \nu\left(u, r_{u}^{0}\right) d u
$$

Exploiting now the properties of the Gaussian distribution, following [KK99], we can rewrite

$$
\begin{equation*}
\int_{0}^{T} r_{s}^{1} d s=\frac{\Theta_{T}}{\sigma_{0} T} W_{T}^{1}+\sqrt{\Lambda_{T}} Z \tag{5.70}
\end{equation*}
$$

with $\Lambda_{T}:=Q_{T}^{X^{1}}-\frac{\Theta_{T}^{2}}{\sigma_{0}^{2} T}$ and $Z$ with law $\mathcal{N}(0,1)$ and independent from $W_{T}^{1}$.
Using this we can now prove the following.

### 5.3 Corrections around the Black-Scholes price (with Brownian, resp. Brownian plus jumps)

Proposition 5.3.15. Let us consider the particular case of an European call option with payoff $\Phi=\left(e^{X_{T}^{\epsilon}}-K\right)_{+}$. The first order correction (in the sense of Remark 5.3.3) to the fair price of a contingent claim $\Phi$ given in eq. (5.69) is given by

$$
\begin{equation*}
\operatorname{Pr}^{1}(0 ; T)=P_{B S}+\epsilon e^{-\int_{0}^{T} r_{s}^{0} d s} K \frac{\Theta}{\sigma_{0} \sqrt{T}} \phi(-d(1)) \tag{5.71}
\end{equation*}
$$

with $\phi$ the density function of the standard Gaussian law and d(1) as in Prop. 5.3.4.
Proof. Applying Prop. 5.2.4 to the function $x \mapsto G(x):=e^{-X}$, with $X=\int_{0}^{T} r_{s}^{\epsilon} d s$ we get

$$
\begin{aligned}
e^{-\int_{0}^{T} r_{s}^{\epsilon} d s} & =e^{-\int_{0}^{T} r_{s}^{0} d s}-\epsilon e^{-\int_{0}^{T} r_{s}^{0} d s} \int_{0}^{T} r_{s}^{1} d s+R_{1}^{G}(\epsilon, T)= \\
& \left.=e^{-\int_{0}^{T} r_{s}^{0} d s}\left(1-\epsilon \int_{0}^{T} r_{s}^{1} d s\right)\right)+R_{1}^{G}(\epsilon, T) .
\end{aligned}
$$

The proof follows then taking into account Prop. 5.2.4 applied to the function $\Phi$.
In particular we have that

$$
\begin{align*}
\operatorname{Pr}^{1}(0 ; T)= & \mathbb{E} e^{-\int_{0}^{T} r_{s}^{0} d s}\left(1-\epsilon \int_{0}^{T} r_{s}^{1} d s\right) \Phi\left(X_{T}^{0}\right)+\epsilon \mathbb{E} e^{-\int_{0}^{T} r_{s}^{0} d s}\left(1-\epsilon \int_{0}^{T} r_{s}^{1} d s\right) \Phi^{\prime}\left(X_{T}^{0}\right) X_{T}^{1}= \\
& =\mathbb{E} e^{-\int_{0}^{T} r_{s}^{0} d s} \Phi\left(X_{T}^{0}\right)-\epsilon \mathbb{E} e^{-\int_{0}^{T} r_{s}^{0} d s} \int_{0}^{T} r_{s}^{1} d s \Phi\left(X_{T}^{0}\right)  \tag{5.72}\\
& +\epsilon \mathbb{E} e^{-\int_{0}^{T} r_{s}^{0} d s} \Phi^{\prime}\left(X_{T}^{0}\right) X_{T}^{1}-\epsilon^{2} \mathbb{E} e^{-\int_{0}^{T} r_{s}^{0} d s} \int_{0}^{T} r_{s}^{1} d s \Phi^{\prime}\left(X_{T}^{0}\right) X_{T}^{1}+R_{1}(\epsilon, T)= \\
& =\mathbb{E} e^{-\int_{0}^{T} r_{s}^{0} d s} \Phi\left(X_{T}^{0}\right)-\epsilon \mathbb{E} e^{-\int_{0}^{T} r_{s}^{0} d s} \int_{0}^{T} r_{s}^{1} d s \Phi\left(X_{T}^{0}\right)+\epsilon \mathbb{E} e^{-\int_{0}^{T} r_{s}^{0} d s} \Phi^{\prime}\left(X_{T}^{0}\right) X_{T}^{1},
\end{align*}
$$

where the last equality follows from incorporating the term with $\epsilon^{2}$ into $R_{1}(\epsilon, T)$.
From the fact that $\Phi=\left(e^{X_{T}^{0}}-K\right) \mathbb{1}_{\left[W_{T}^{1}>-\sqrt{T} d(1)\right]}$ and that $\Phi^{\prime}=e^{X_{T}^{0}} \mathbb{1}_{\left[W_{T}^{1}>-\sqrt{T} d(1)\right]}$ we eventually have that

$$
\operatorname{Pr}^{1}(0 ; T)=\mathbb{E} e^{-\int_{0}^{T} r_{s}^{0} d s} \Phi\left(X_{T}^{0}\right)+\epsilon \mathbb{E} e^{-\int_{0}^{T} r_{s}^{0} d s} K X_{T}^{1} \mathbb{1}_{\left[W_{T}^{1}>-\sqrt{T} d(1)\right]}
$$

Using now (5.70) and exploiting the independence of $W_{T}^{1}$ and $Z$ and the fact that $Z$ has zero mean, and computing explicitly the expectation we get the claim.

Remark 5.3.16. So opposite to previous cases discussed here, the expansion underlying our correction in Prop. 5.3.15 is only heuristic, not asymptotic.

## The Black-Scholes model with stochastic interest rate and jumps

Let the general setting be as in Sec. 5.3.5, in particular let us consider an asset $S_{t}^{\epsilon}$ under the risk neutral probability $\mathbb{Q}$ whose return $X_{t}^{\epsilon}:=\log S_{t}^{\epsilon}$ evolves according to

$$
\left\{\begin{array}{l}
d X_{t}^{\epsilon}=\left(r_{t}^{\epsilon}-\frac{\sigma_{0}^{2}}{2}\right) d t-\epsilon \lambda t\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right)+\sigma_{0} d W_{t}^{1}+\epsilon \sum_{k=1}^{N_{t}} J_{k}  \tag{5.73}\\
X_{0}^{\epsilon}=x_{0}
\end{array}\right.
$$

with $\sigma_{0} \in \mathbb{R}_{+}$and $r^{\epsilon}$ is a stochastic interest rate evolving according to eq. (5.65) and $\tilde{N}$ is as in eq. (5.26).

Apply the expansion developed in Th. 5.2 .5 (in this case understood as a heuristic one) we get the following result.

Proposition 5.3.17. Let us consider the normal return process $X_{t}^{\epsilon}$ evolving according to eq. (5.73) where the stochastic interest rate $r_{t}^{\epsilon}$ evolves according to the $S D E$ (5.65), with $\nu(t, r)$ satisfying standard condition assuming existence and uniqueness of solutions, and $b(t, r)=\kappa(\theta-r)$ as before in this section. Let us assume further that the jump process is independent of $W_{t}^{i}, i=1,2$ whereas $W^{1}$ in (5.73) and $W^{2}$ in (5.67) are correlated as follows

$$
d\left\langle W^{1} W^{2}\right\rangle_{t}=\bar{\rho} d t
$$

for some constant $\bar{\rho}>0$. Then the heuristic expansion up to the first order for the stochastic interest rate $r_{t}^{\epsilon}$ is given by (5.67).

Furthermore the heuristic expansion up to the first order for the return $X_{t}^{\epsilon}$ is

$$
\begin{align*}
& X_{t}^{0}=x_{0}+\int_{0}^{t}\left(r_{s}^{0}-\frac{\sigma_{0}^{2}}{2}\right) d s \\
& X_{t}^{1}=\int_{0}^{t} r_{s}^{1} d s-\lambda t\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right)+\sum_{k=1}^{N_{t}} J_{k} \tag{5.74}
\end{align*}
$$

Proof. The proof is similar to the one of Prop. 5.3.14 taking into account the presence of the Poisson random measure.

Proposition 5.3.18. Let us consider the particular case of an European call option with payoff $\Phi\left(X_{T}^{\epsilon}\right)=\left(e^{X_{T}^{\epsilon}}-K\right)_{+}$. The first order correction (both heuristic and in the sense of Remark 5.3.3) to the fair price of the contingent claim $\Phi$ is given by

$$
\begin{equation*}
\operatorname{Pr}_{\nu}^{1}(0 ; T)=\operatorname{Pr}^{1}(0 ; T)+\epsilon T e^{-\int_{0}^{T} r_{s}^{0} d s} N(d(1)) \lambda\left(e^{\gamma+\frac{\delta^{2}}{2}}-1\right)+\epsilon T e^{-\int_{0}^{T} r_{s}^{0} d s} N(d(1)) \delta \lambda \tag{5.75}
\end{equation*}
$$

where $\operatorname{Pr}^{1}(0 ; T)$ is the price in Prop. 5.3.15 and $N$ as in Prop. 5.3.4.
Proof. The proof is similar to the one in Prop. 5.3.15. Proceeding then as in Prop. 5.3.15, taking into account the presence of the jump terms, we get the claim.

## Appendix

## Polynomial Chaos Expansion

In the present section we briefly recall the main characteristics of the Polynomial Chaos Expansion (PCE) approach, we refer the interested reader to, e.g., [DPPB15b, EMSU12a, EMSU12b, PT11] and references therein, for a detailed introduction to such a method. The PCE method allows to approximate a random variable as a linear combination of orthogonal polynomials in order to compute its statistics with low computational effort. Before entering into details, we would like to underline that the PCE is, in fact, a generalisation of the original Wiener Chaos decomposition, see [Wie38].

Let us consider a standard probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and the Hilbert space of real-valued random variables $L^{2}(\Omega, \mathcal{F}, \mathbb{P})$, i.e. of real-valued random variables $X$ defined on $(\Omega, \mathcal{F}, \mathbb{P})$, such that

$$
\mathbb{E}\left[X^{2}\right]=\int_{\Omega}(X(\omega))^{2} \mathbb{P}(d \omega)<+\infty
$$

### 5.3 Corrections around the Black-Scholes price (with Brownian, resp. Brownian plus jumps)

Moreover $L^{2}(\Omega, \mathcal{F}, \mathbb{P})$ is equipped with the standard scalar product

$$
\mathbb{E}[X Y]=\langle X, Y\rangle_{\mathbb{P}}=\int_{\Omega} X(\omega) Y(\omega) \mathbb{P}(d \omega)
$$

and corresponding norm

$$
\|X\|_{\mathbb{P}}^{2}=\mathbb{E}\left[X^{2}\right]
$$

The related convergence will be always referred to as mean square convergence or strong convergence.

Among the elements of $L^{2}(\Omega, \mathcal{F}, \mathbb{P})$, there is the class of basic random variables, which is used to decompose quantity of interest like, e.g., the solution of a Stochastic Differential Equation (SDE) at finite time $T>0$. We notice that not all the functions $\xi \in L^{2}(\Omega, \mathcal{F}, \mathbb{P})$ can be used to perform such a decomposition since they have to satisfy, see, e.g., [EMSU12b, Section 3], at least the following two properties

- $\xi$ has finite moments of all orders
- the distribution function $F_{\xi}(x):=\mathbb{P}(\xi \leq x), x \in \mathbb{R}$, of the basic random variables is absolutely continuous, with a probability density function (pdf) denoted by $f_{\xi}$.

Let us denote by $\sigma(\xi)$ the $\sigma$-algebra generated by the basic random variable $\xi$, hence $\sigma(\xi) \subset \mathcal{F}$. If we want to polynomially decompose a given random variable $Y$ in terms of $\xi$, then $Y$ has to be, at least, measurable with respect to the $\sigma$-algebra $\sigma(\xi)$. Exploiting the Doob-Dynkin Lemma, see, e.g., [Kal06, Lemma 1.13], we have that $Y$ is $\sigma(\xi)$-measurable if for some Borel measurable function $g: \mathbb{R} \rightarrow \mathbb{R}, Y=g(\xi)$. In what follows, without loss of generality, we restrict ourselves to consider the decomposition in $L^{2}(\Omega, \sigma(\xi), \mathbb{P})$. The basic random variable $\xi$ is assumed to determine a class of orthogonal polynomials $\left\{\Psi_{i}(\xi)\right\}_{i \in \mathbb{N}}$, which is called the generalized polynomial chaos (gPC) basis. We underline that their orthogonality properties is detected by means of the measure induced by $\xi$ in the image space $(D, \mathcal{B}(D))$, where $D \subset \mathbb{R}$ is the range of $\xi$ and where $\mathcal{B}(D) \subset \mathcal{B}(\mathbb{R})$ denotes the Borel $\sigma$-algebra associated with $D$. For each $i, j \in \mathbb{N}$, we have

$$
\begin{equation*}
\left\langle\Psi_{i}, \Psi_{j}\right\rangle_{\mathbb{P}}=\int_{\Omega} \Psi_{i}(\xi(\omega)) \Psi_{j}(\xi(\omega)) d \mathbb{P}(\omega)=\int_{D} \Psi_{i}(x) \Psi_{j}(x) f_{\xi}(x) d x \tag{5.76}
\end{equation*}
$$

If $\xi$ has law $\mathcal{N}(0,1 / 2)$, namely the centred normal distribution of variance $\frac{1}{2}$, then the related set $\left\{\Psi_{i}(x)\right\}_{i \in \mathbb{N}}$ is represented by the family of non-normalized Hermite polynomials defined on the whole real line, namely $D=\mathbb{R}$, and

$$
\left\{\begin{align*}
\Psi_{0}(x) & =1  \tag{5.77}\\
\Psi_{1}(x) & =2 x \\
\Psi_{2}(x) & =4 x^{2}-2 \\
& \vdots
\end{align*}\right.
$$

Figure 5.1 provides the graph of the first six orthonormal polynomials, achieved by scaling each $\Psi_{i}$ in (5.77) by its norm in $L^{2}(\Omega, \sigma(\xi), \mathbb{P})$, namely, $\forall i \in \mathbb{N}, \Psi_{i}$ is divided by $\left\|\Psi_{i}\right\|_{\mathbb{P}}:=\sqrt{2^{i} i!}$.


Figure 5.1: The Hermite normalized polynomials up to degree 5

Latter polynomials $\Psi_{i}$ constitute a maximal system in $L^{2}(\Omega, \sigma(\xi), \mathbb{P})$, therefore every random variable $Y \in L^{2}(\Omega, \sigma(\xi), \mathbb{P})$ can be approximated as follows

$$
\begin{equation*}
Y^{(p)}=\sum_{i=0}^{p} c_{i} \Psi_{i}(\xi), \tag{5.78}
\end{equation*}
$$

for suitable coefficients $c_{i}$ which depend on the random variable $Y$, see, e.g., [EMSU12b, Section 3.1]. We refer to eq. (5.78) as the truncated PCE, at degree $p$, of $Y$. Exploiting previous definitions, taking $i \in\{0, \ldots, p\}$, and considering the orthogonality property of the polynomials $\left\{\Psi_{i}(\xi)\right\}_{i \in \mathbb{N}}$, we have

$$
\begin{equation*}
c_{i}=\frac{1}{\left\|\Psi_{i}\right\|_{\mathbb{P}}^{2}}\left\langle Y, \Psi_{i}\right\rangle_{\mathbb{P}}=\frac{1}{\left\|\Psi_{i}\right\|_{\mathbb{P}}^{2}}\left\langle g, \Psi_{i}\right\rangle_{\mathbb{P}}, \tag{5.79}
\end{equation*}
$$

and, since $Y=g(\xi)$, we also obtain

$$
\begin{equation*}
\langle Y, \Psi\rangle_{\mathbb{P}}=\langle g, \Psi\rangle_{\mathbb{P}}=\int_{\Omega} g(\xi(\omega)) \Psi_{i}(\xi(\omega)) d P(\omega)=\int_{\mathbb{R}} g(x) \Psi_{i}(x) f_{\xi}(x) d x . \tag{5.80}
\end{equation*}
$$

The convergence rate of the PCE-approximation (5.78) in $L^{2}(\Omega, \sigma(\xi), \mathbb{P})$ norm is strictly linked to the magnitude of the coefficients of the decomposition. Indeed, by the Parseval identity, we have

$$
\|Y\|_{\mathbb{P}}^{2}=\sum_{i=0}^{+\infty} c_{i}^{2}\left\|\Psi_{i}\right\|_{\mathbb{P}}^{2}
$$

furthermore, using the orthogonality property of the Hermite polynomials in $L^{2}(\Omega, \sigma(\xi), \mathbb{P})$, the norm of (5.78) is given by

$$
\left\|Y^{(p)}\right\|_{\mathbb{P}}^{2}=\sum_{i=0}^{p} c_{i}^{2}\left\|\Psi_{i}\right\|_{\mathbb{P}}^{2} .
$$

Exploiting the fundamental properties of the orthogonal projections in Hilbert space, see, e.g., [Rud87, Theorem 4.11], we can estimate the mean square error as

$$
\begin{equation*}
\left\|Y-Y^{(N)}\right\|_{\mathbb{P}}^{2}=\|Y\|_{\mathbb{P}}^{2}-\left\|Y^{(N)}\right\|_{\mathbb{P}}^{2}=\sum_{i=N+1}^{+\infty} c_{i}^{2}\left\|\Psi_{i}\right\|_{\mathbb{P}}^{2} \tag{5.81}
\end{equation*}
$$

thus the rate of convergence depends on the coefficients. In particular the PCE of $Y^{(p)}$ approximates the $Y$-statistics in terms of the $c_{i}$ coefficients appearing in eq. (5.78), e.g. the first two centred moments are determined by

$$
\begin{gather*}
\mathbb{E}\left[Y^{(p)}\right]=c_{0}  \tag{5.82}\\
\mathbb{V a r}\left[Y^{(p)}\right]=\sum_{i=1}^{p} c_{i}^{2}\left\|\Psi_{i}\right\|_{\mathbb{P}}^{2} \tag{5.83}
\end{gather*}
$$

## Multi-element decomposition

Concerning the application fo the PCE method to the approximation of quantities as in the case of European call options, we have implemented a method called multi-element generalized polynomial chaos (ME-gPC) method, see, e.g., [PT11], and references therein. Without entering into technical details, let us mention that it is an extension of the PCE approach which can be applied to arbitrary probability measures. In particular, see, e.g., [WK05, WK06], the ME-gPC approach can be effectively used to numerically solve S(P)DEs, by decomposing the radom inputs, e.g. the Brownian motion, into smaller elements. Each of the latter is then used to define a new random variable, with respect to a conditional probability density function, and a set of orthogonal polynomials defined in terms of the aforementioned random variable. Then, the procedure we have recalled in the Appendix, is applied element-by-element and, thanks to the convergence of the method, the final result is achieved rearranging, in a suitable way, the ones obtained for each term.

### 5.4 Small noise expansion for the Lévy perturbed Vasicek model

The Vasicek model (together with the CIR model) is one of the most used short rate modes. It assumes that the interest rate under the the risk neutral measure $\mathbb{Q}$ evolves according to a mean reverting Ornstein-Uhlenbeck process with constant coefficients, see, e.g. [DF01] for details. In particular the interest rate $r_{t}$ is the solution of the following linear stochastic equation

$$
\left\{\begin{array}{l}
d r_{t}=\kappa\left[\theta-r_{t}\right] d t+\sigma d W_{t}  \tag{5.84}\\
r_{0}=r_{0}
\end{array}\right.
$$

with $\kappa, \theta, \sigma$ and $r_{0}$ some positive constants. The price of a pure discounted bond, better known as zero-coupon bond (ZCB), in the Vasicek model can be explicitly computed, see, e.g. [DF01] as

$$
\begin{equation*}
Z C B(t ; T)=\mathbb{E}_{t}\left[e^{-\int_{t}^{T} r_{s} d s}\right]=A(t ; T) e^{-B(t ; T)} r_{t} \tag{5.85}
\end{equation*}
$$

$$
\begin{aligned}
A(t ; T) & :=\exp \left\{\left(\theta-\frac{\sigma^{2}}{2 \kappa^{2}}\right)(B(t ; T)-T+t)-\frac{\sigma^{2}}{4 \kappa} B(t ; T)^{2}\right\} \\
B(t ; T) & :=\frac{1}{\kappa}\left(1-e^{-\kappa(T-t)}\right)
\end{aligned}
$$

The price of an option with payoff $\Phi\left(r_{T}\right)$ written on the interest rate $r_{t}$ is given by

$$
Z B O(t ; T)=\mathbb{E}_{t}\left[e^{-\int_{t}^{T} r_{s} d s} \Phi\left(r_{T}\right)\right]
$$

In the particular case of an European call/put option, as the one introduced in the previous BS model, the formula can be explicitly computed, see, e.g. [DF01] Sec. 3.2.1.

From Theorem 5.2.5 we deduce that $\Phi\left(r_{t}^{\epsilon}\right)$ has an asymptotic expansion in powers of $\epsilon$ of the form

$$
\begin{equation*}
\Phi\left(r_{t}^{\epsilon}\right)=\sum_{k=0}^{H} \epsilon^{k}\left[\Phi\left(r_{t}^{\epsilon}\right)\right]_{k}+R_{H}(\epsilon, t), \tag{5.86}
\end{equation*}
$$

with

$$
\sup _{s \in[0, t]}\left|R_{H}(\epsilon, s)\right| \leq C_{H+1}(t) \epsilon^{H+1}
$$

and the coefficients can be computed from the expansions coefficients of $r_{t}^{\epsilon}$, as discussed in section 5.2, where also the Taylor coefficients of $\Phi$ are treated.

### 5.4.1 The Vasicek model: a first order correction

Applying the results in Sec. 5.2, let us then consider the following perturbed Vasicek model

$$
\left\{\begin{array}{l}
d r_{t}^{\epsilon}=\kappa\left[\theta-r_{t}^{\epsilon}\right] d t+\left(\sigma_{0}+\epsilon \sigma_{1} f\left(r_{t}^{\epsilon}\right)\right) d W_{t}  \tag{5.87}\\
r_{0}^{\epsilon}=r_{0}
\end{array}\right.
$$

with $\sigma_{0}$ and $\sigma_{1}$ some positive constants, $f$ a smooth real valued function, $0 \leq \epsilon \leq \epsilon_{0}$.
Let us now consider the particular case $f(r)=e^{\alpha r}$, for some $\alpha \in \mathbb{R}$, then we get the following proposition.

Proposition 5.4.1. For the particular case where $f(r)=e^{\alpha r}$, for some $\alpha \in \mathbb{R}_{0}$, we have that $r_{t}^{\epsilon}$ can be written a power series, namely

$$
r_{t}^{\epsilon}=r_{t}^{0}+\epsilon r_{t}^{1}+R_{1}(\epsilon, t)
$$

where the expansion coefficients read as

$$
\begin{align*}
& r_{t}^{0}=r_{0} e^{-\kappa t}+\theta\left(1-e^{-\kappa t}\right)+\sigma_{0} \int_{0}^{t} e^{\kappa(t-s)} d W_{s}, \quad \text { with law } \quad \mathcal{N}\left(\mu_{t}, Q_{t}\right)  \tag{5.88}\\
& r_{t}^{1}=\frac{\sigma_{1}}{\alpha \sigma_{0}}\left(e^{\alpha r_{t}^{0}}-e^{\alpha r_{0}}\right)+\int_{0}^{t} C_{\alpha}^{1} e^{-\kappa(t-s)} e^{\alpha r_{s}^{0}} d s+\int_{0}^{t} C_{\alpha}^{2} e^{-\kappa(t-s)} r_{s}^{0} e^{\alpha r_{s}^{0}}
\end{align*}
$$

with

$$
\begin{aligned}
\mu_{t} & =r_{0} e^{-\kappa t}+\theta\left(1-e^{-\kappa t}\right), \quad Q_{t}=\frac{\sigma_{0}^{2}}{2 \kappa}\left(1-e^{-2 \kappa t}\right) \\
C_{1}^{\alpha} & =-\frac{\sigma_{1}}{\alpha \sigma_{0}}\left(\kappa+\kappa \theta \alpha+\frac{1}{2} \alpha^{2} \sigma_{0}^{2}\right), \quad C_{2}^{\alpha}=\frac{\sigma_{1}}{\alpha \sigma_{0}} \kappa \alpha
\end{aligned}
$$

Proof. Applying Th. 5.2 .5 we have that expanding eq. (5.87) up to the first order we get

$$
\begin{align*}
& r_{t}^{0}=r_{0}+\int_{0}^{t} \kappa\left[\theta-r_{s}^{0}\right] d s+\int_{0}^{t} \sigma_{0} d W_{s}  \tag{5.89}\\
& r_{t}^{1}=-\int_{0}^{t} \kappa r_{s}^{1} d s+\int_{0}^{t} \sigma_{1} e^{\alpha r_{s}^{0}} d W_{s}
\end{align*}
$$

An application of Itô's lemma to $g(s, r)=e^{\kappa t} r_{t}^{0}$ gives us that

$$
r_{t}^{0}=r_{0} e^{-\kappa t}+\theta\left(1-e^{-\kappa t}\right)+\sigma_{0} \int_{0}^{t} e^{\kappa(t-s)} W_{s}, \text { with } \operatorname{law} \mathcal{N}\left(\mu_{t}, Q_{t}\right)
$$

Computing $r_{t}^{1}$, in the same manner, we have that applying Itô's lemma to $g(s, r)=e^{\kappa t} r_{t}^{1}$ it follows

$$
r_{t}^{1}=\sigma_{1} \int_{0}^{t} e^{-\kappa(t-s)} e^{\alpha r_{s}^{0}} d W_{s}
$$

Applying again Itô's lemma to the function $h(r)=e^{\alpha r_{t}^{0}} e^{\kappa s}$ we get

$$
\begin{equation*}
e^{\alpha r_{t}^{0}}-e^{\alpha r_{0}^{0}}=\int_{0}^{t}\left(\gamma-\kappa \alpha r_{s}^{0}\right) e^{\alpha r_{s}^{0}} d s+\int_{0}^{t} \alpha \sigma_{0} e^{\alpha r_{s}^{0}} d W_{s} \tag{5.90}
\end{equation*}
$$

with $\gamma:=\kappa+\alpha \kappa \theta+\frac{\alpha^{2} \sigma_{0}^{2}}{2}$. The expression for $r_{t}^{1}$ thus follows applying eq. (5.90) and solving for integral w.r.t. the Brownian motion.

Remark 5.4.2. With the same argument we can derive also the second correction term $r_{t}^{2}$. In fact applying Th. 5.2 .5 we have that

$$
r_{t}^{2}=-\int_{0}^{t} \kappa r_{s}^{2} d s+\int_{0}^{t} \sigma_{1} \alpha e^{\alpha r_{s}^{0}} d W_{s}=\sigma_{1} \alpha \int_{0}^{t} e^{-\kappa(t-s)} e^{\alpha r_{s}^{0}} d W_{s}
$$

The particular choice of $f(r)=e^{\alpha r}$ can easily be extended to any real function which can be written as a Fourier transform, resp. Laplace transform, $f(r)=\int_{\mathbb{R}_{0}} e^{i r \alpha} \lambda(d \alpha)$, resp. $f(r)=\int_{\mathbb{R}_{0}} e^{\alpha r} \lambda(d \alpha)$ of some positive measure $\lambda$ on $\mathbb{R}_{0}$ (e.g. a probability measure) resp. which has finite Laplace transform. Formulae (5.92) holds with $K_{\alpha} e^{\alpha r_{\tau}^{0}}$ replaced by $\int_{\mathbb{R}_{0}} K_{\alpha} e^{i \alpha r_{\tau}^{0}} \lambda(d \alpha)$, resp. $\int_{\mathbb{R}_{0}} K_{\alpha} e^{\alpha r_{\tau}^{0}} \lambda(d \alpha)$, which are finite if, e.g. $\int_{\mathbb{R}_{0}}\left|K_{\alpha}\right| \lambda(d \alpha)<\infty$, resp. $\lambda$ has compact support. In fact eq. (5.90) gets replaced by

$$
\begin{aligned}
\int_{\mathbb{R}_{0}} e^{\alpha r_{t}^{0}} \lambda(d \alpha) & =1+\int_{\mathbb{R}}\left[\int_{0}^{t}\left(e^{\alpha r_{s}^{0}} \alpha \mu+\frac{\alpha^{2}}{2} \sigma_{0}^{2} e^{\alpha r_{s}^{0}}\right) d s\right] \lambda(d \alpha) \\
& +\int_{\mathbb{R}}\left[\int_{0}^{t} e^{\alpha r_{s}^{0}} \alpha \sigma_{0} d W_{s}\right] \lambda(d \alpha)
\end{aligned}
$$

By repeating the steps used before we get the statements in Prop. 5.4.3 extended to these more general cases.

### 5.4.2 The Vasicek model: a first order correction with jumps

In the present section we will deal with the previous model with an addition of a small perturbed Poisson compensated measure $\mathcal{N}$. In particular we will assume $\tilde{N}(t, A):=$ $N(t, A)-t \nu(A)$ for all $A \in \mathcal{B}(\mathbb{R}, 0), 0 \notin \bar{A}, N$ being a Poisson random measure on $\mathbb{R}_{+} \times \mathbb{R}_{0}$ and $\nu(A)=\mathbb{E}\left(N(1, A)\right.$, while $\mathbb{R}_{0}:=\mathbb{R} \backslash\{0\}$ and $\int_{\mathbb{R}_{0}}\left(|x|^{2} \wedge 1\right) \nu(d x)<\infty$. Eventually the Poisson random measure is assumed to be independent of the Brownian motion $W_{t}$. We refer to [App09] for details on Levy processes.

Under previous conditions let us assume we are given an interest rate $r_{t}^{\epsilon}$ evolving according to the SDE

$$
\left\{\begin{array}{l}
d r_{t}=\kappa\left[\theta-r_{t}\right] d t+\left(\sigma_{0}+\epsilon \sigma_{1} f\left(r_{t}^{\epsilon}\right)\right) d W_{t}+\epsilon \int_{0}^{t} \int_{\mathbb{R}_{0}} x \tilde{N}(d s, d x)  \tag{5.91}\\
r_{0}=r_{0}
\end{array}\right.
$$

with the notation as previously introduced.
Let us again consider the particular case $f(r)=e^{\alpha r}$, for some $\alpha \in \mathbb{R}$, then we get the following proposition.

Proposition 5.4.3. For the particular case where $f(r)=e^{\alpha r}$, for some $\alpha \in \mathbb{R}_{0}$, we have that $r_{t}^{\epsilon}$ can be written a power series, namely

$$
r_{t}^{\epsilon}=r_{t}^{0}+\epsilon r_{t}^{1}+R_{1}(\epsilon, t)
$$

where the expansion coefficients read as

$$
\begin{align*}
r_{t}^{0} & =r_{0} e^{-\kappa t}+\theta\left(1-e^{-\kappa t}\right)+\sigma_{0} \int_{0}^{t} e^{\kappa(t-s)} d W_{s}, \quad \text { with law } \quad \mathcal{N}\left(\mu_{t}, Q_{t}\right), \\
r_{t}^{1} & =\frac{\sigma_{1}}{\alpha \sigma_{0}}\left(e^{\alpha r_{t}^{0}}-e^{\alpha r_{0}}\right)+\int_{0}^{t} C_{\alpha}^{1} e^{-\kappa(t-s)} e^{\alpha r_{s}^{0}} d s+\int_{0}^{t} C_{\alpha}^{2} e^{-\kappa(t-s)} r_{s}^{0} e^{\alpha r_{s}^{0}},  \tag{5.92}\\
& +\int_{0}^{t} \int_{\mathbb{R}_{0}} x \tilde{N}(d s, d x),
\end{align*}
$$

with constants as in Prop. 5.4.4.
Proof. The proof is completely analogous to the one of Prop. 5.4.4 just taking into account the Poisson random measure.

### 5.4.3 Application to pricing

Expanding the payoff function $\Phi$, assumed to be smooth, according to eq. (5.86) we have that the first order correction to the fair price of an option written on the underlying $r^{\epsilon}$ is given by

$$
\begin{align*}
Z B O^{1}(0 ; T) & =\mathbb{E}\left[e^{-\int_{0}^{T} r_{s}^{\epsilon} d s} \Phi\left(r_{T}^{\epsilon}\right)\right]=\mathbb{E}\left[e^{-\int_{0}^{t} r_{s}^{0} d s}\left(1-\epsilon \int_{0}^{t} r_{s}^{1} d s\right) \Phi\left(r_{T}^{0}\right)\right] \\
& +\mathbb{E}\left[e^{-\int_{0}^{t} r_{s}^{0} d s}\left(1-\epsilon \int_{0}^{t} r_{s}^{1} d s\right) \Phi^{\prime}\left(r_{T}^{0}\right)\right] . \tag{5.93}
\end{align*}
$$

Proposition 5.4.4. The first order corrected fair price of an option written on the underlying $r_{t}^{\epsilon}$ reads as

$$
\begin{align*}
Z B O^{1}(0 ; T) & =\mathbb{E}\left[e^{-\int_{0}^{T} r_{s}^{\epsilon} d s} \Phi\left(r_{T}^{\epsilon}\right)\right]=Z B O+\epsilon \mathbb{E}\left[e^{-\int_{0}^{t} r_{s}^{0} d s} \int_{0}^{T} r_{s}^{1} d s \Phi\left(r_{T}^{0}\right)\right]  \tag{5.94}\\
& +\epsilon \mathbb{E}\left[e^{-\int_{0}^{t} r_{s}^{0} d s} \Phi^{\prime}\left(r_{T}^{0}\right)\right]
\end{align*}
$$

Proof. Expanding the $r_{s}^{\epsilon}$ in a converging power series we have that

$$
e^{-\int_{0}^{t} r_{s}^{\epsilon} d s}=e^{-\int_{0}^{t} r_{s}^{0} d s-\epsilon \int_{0}^{t} r_{s}^{1} d s+R_{1}(\epsilon, t)}=e^{-\int_{0}^{t} r_{s}^{0} d s}\left(1-\epsilon \int_{0}^{t} r_{s}^{1} d s+\tilde{R}_{1}(\epsilon, t)\right),
$$

where $r_{t}^{0}, r_{t}^{1}$ are given in Prop. 5.4.3 for the particular case of $f(x)=e^{\alpha x}$.
The expansion in eq. (5.94) follows applying Th. 5.2 .5 to the payoff function $\Phi$.
If we consider the particular case of pricing a zero coupon bond ( ZCB ), namely we consider a terminal payoff $\Phi=1$, we have the following.

Proposition 5.4.5. The first order corrected fair price of an option written on the underlying $r_{t}^{\epsilon}$ reads as

$$
\begin{equation*}
Z C B^{1}(0 ; T)=Z C B+\epsilon \mathbb{E}\left[e^{-\int_{0}^{t} r_{s}^{0} d s} \int_{0}^{T} r_{s}^{1} d s\right] \tag{5.95}
\end{equation*}
$$

where $Z C B$ is the price given in eq. (5.85).
Proof. The claim follows by Prop. 5.4.4, with $\Phi=1$.
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