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#### Abstract

The main result of this paper is the decidability of the membership problem for $2 \times 2$ nonsingular integer matrices. Namely, we will construct the first algorithm that for any nonsingular $2 \times 2$ integer matrices $M_{1}, \ldots, M_{n}$ and $M$ decides whether $M$ belongs to the semigroup generated by $\left\{M_{1}, \ldots, M_{n}\right\}$. Our algorithm relies on a translation of numerical problems on matrices into combinatorial problems on words. It also makes use of some algebraic properties of well-known subgroups of $\operatorname{GL}(2, \mathbb{Z})$ and various new techniques and constructions that help to convert matrix equations into the emptiness problem for intersection of regular languages.


## 1 Introduction

Matrices and matrix products play a crucial role in the representation and analysis of various computational processes, i.e., linear recurrent sequences [19, 28, 29], arithmetic circuits [16], hybrid and dynamical systems $[27,3]$, probabilistic and quantum automata [8], stochastic games, broadcast protocols [15], optical systems [17], etc. Unfortunately, many simply formulated and elementary problems for matrices are inherently difficult to solve even in dimension two, and most of these problems become undecidable in general starting from dimension three or four. One of such hard questions is the Membership problem in matrix semigroups:

Membership problem: Given a finite set of $m \times m$ matrices $F=\left\{M_{1}, M_{2}, \ldots, M_{n}\right\}$ and a matrix $M$. Determine whether there exist an integer $k \geq 1$ and $i_{1}, i_{2}, \ldots, i_{k} \in\{1, \ldots, n\}$ such that

$$
M_{i_{1}} \cdot M_{i_{2}} \cdots M_{i_{k}}=M
$$

In other words, determine whether a matrix $M$ belongs to the semigroup generated by $F$.

In this paper we solve an open problem by showing that the membership is decidable for the semigroups of $2 \times 2$ nonsingular matrices over integers. The membership problem was intensively studied since 1947 when

[^0]A.Markov showed that this problem is undecidable for matrices in $\mathbb{Z}^{6 \times 6}$ even for a specific fixed set $F$ [25]. Later, M. Paterson [30] in 1970 showed that a special case of the membership problem when $M$ is equal to a zero matrix (known as Mortality problem) is undecidable for matrices in $\mathbb{Z}^{3 \times 3}$. The decidability status of another special case of the membership problem the Identity problem (i.e., when $M=I$, the identity matrix) - was unknown for a long time and was only recently shown to be undecidable for integer matrices starting from dimension four [6], see also the solution to Problem 10.3 in [9]. The undecidability of the identity problem means that the Group problem (of whether a matrix semigroup over integers forms a group) is undecidable starting from dimension four. A more recent survey of undecidable problems can be found in [10].

The undecidability proofs in matrix semigroups are mainly based on various techniques and methods for embedding universal computations into matrix products. The case of dimension two is the most intriguing one since there is some evidence that if these problems are undecidable, then this cannot be proved using any previously known constructions. In particular, there is no injective semigroup morphism from pairs of words over any finite alphabet (with at least two elements) into complex $2 \times 2$ matrices [11], which means that the coding of independent pairs of words in $2 \times 2$ complex matrices is impossible and the exact encoding of the Post Correspondence Problem or a computation of the Turing Machine cannot be used directly for proving undecidability in $2 \times 2$ matrix semigroups over $\mathbb{Z}, \mathbb{Q}$ or $\mathbb{C}$. The only undecidability in the case of $2 \times 2$ matrices has been shown so far is the membership, freeness and vector reachability problems over quaternions [4] or more precisely in the case of diagonal matrices over quaternions, which are simply double quaternions.

The problems for semigroups are rather hard, but there was steady progress on decidable fragments over the last few decades. First, both membership and vector reachability problems were shown to be decidable in polynomial time for a semigroup generated by a single $m \times m$ matrix (known as the Orbit problem) by Kannan and Lipton [21] in 1986. Later, in 1996 this decidability result was extended to a more general case of commutative matrices [1]. The generalization of this
result for a special class of non-commutative matrices (a class of row-monomial matrices over a commutative semigroup satisfying some natural effectiveness conditions) was shown in 2004 in [22]. Even now we still have long standing open problems for matrix semigroups generated by a single matrix, see, for example, the Skolem Problem about reaching zero in a linear recurrence sequence (LRS), which in matrix form is a question of whether any power of a given integer matrix $A$ has zero in the right upper corner [13, 14]. It was recently shown that the decidability of either Positivity or Ultimate Positivity for integer LRS of order 6 would entail some major breakthroughs in analytic number theory. The decidability of each of these problems, whether for integer, rational, or algebraic linear recurrence sequences, is open, although partial results are known [16, 27, 28, 29].

Due to a severe lack of methods and techniques the status of decision problems for $2 \times 2$ matrices (like membership, vector reachability, freeness) remains a long standing open problem. Recently, a new approach of translating numerical problems on $2 \times 2$ integer matrices into a variety of combinatorial and computational problems on words over group alphabet and studying their transformations as specific rewriting systems have led to new results on decidability and complexity. In particular, this approach was successfully used to show the decidability of the membership problem for the semigroups of $\operatorname{GL}(2, \mathbb{Z})$ [12] in 2005 and of the mortality problem for $2 \times 2$ integer matrices with determinants $0, \pm 1$ [26] in 2008. It also found applications in the design of the polynomial time algorithm for the membership problem for the modular group [18] in 2007. Furthermore, it was used to show NP-hardness for most of the reachability problems in dimension two [5, 7] in 2012 and to prove decidability of the vector/scalar reachability problems in $\operatorname{SL}(2, \mathbb{Z})$ [31] in 2015.

The main ingredient of the translation into combinatorial problems on words is the well-known result that the groups $\mathrm{SL}(2, \mathbb{Z})$ and $\mathrm{GL}(2, \mathbb{Z})$ are finitely generated. For example, $\mathrm{SL}(2, \mathbb{Z})$ can be generated by a pair of matrices

$$
S=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right] \quad \text { and } \quad R=\left[\begin{array}{cc}
0 & -1 \\
1 & 1
\end{array}\right]
$$

with the following relations: $S^{4}=I, R^{6}=I$ and $S^{2}=R^{3}$. So, we can represent a matrix $M \in \mathrm{SL}(2, \mathbb{Z})$ as a word in the alphabet $\{S, R\}$.

In [12] both the Identity and the Group problems are shown to be decidable in $\mathbb{Z}^{2 \times 2}$. Moreover, it was also claimed more generally that it is decidable whether or not a given nonsingular matrix belongs to a given finitely generated semigroup over integers. Unfortunately, it appears that the proof of this more
general claim (i.e., when we consider matrices with determinants different from $\pm 1$ ) has a significant gap, and it only works for a small number of special cases. Namely, in the very end of the proof of Theorem 1 after translating the membership from $\mathrm{GL}(2, \mathbb{Z})$ to $\mathrm{SL}(2, \mathbb{Z})$, the authors describe a very short reduction from the membership problem in $\mathbb{Z}^{2 \times 2}$ to the one in $\operatorname{SL}(2, \mathbb{Z})$ using some incorrect assumptions. For instance, it was assumed that if $X$ is an integer matrix with determinant one and $Z$ is a nonsingular integer matrix, then there exists an integer matrix $Y$ satisfying the equation $Z X=$ $Y Z$. However, this is not true and here is a simple counterexample. Let $Z=\left[\begin{array}{ll}1 & 0 \\ 0 & 2\end{array}\right]$ and $X=\left[\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right]$, then from $Z X=Y Z$ it follows that
$Y=Z X Z^{-1}=\left[\begin{array}{ll}1 & 0 \\ 0 & 2\end{array}\right] \cdot\left[\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right] \cdot\left[\begin{array}{cc}1 & 0 \\ 0 & \frac{1}{2}\end{array}\right]=\left[\begin{array}{cc}0 & -\frac{1}{2} \\ 2 & 0\end{array}\right]$.
So $Y$ has fractional coefficients, and if the matrices $X$ and $Z$ were in the generating set, then the argument from [12] would not work.

The main result of this paper is that the membership problem is decidable for the semigroups of $2 \times 2$ nonsingular integer matrices. Our proof provides an algorithm for solving this problem, which is based on the translation of the numerical problem on matrices into combinatorial problems on words and regular languages.

The novelty of our approach in comparison to the decidability of the membership for $\operatorname{GL}(2, \mathbb{Z})$ from [12] is in the use of the Smith normal form of a matrix (Theorem 2.2) and in proving the existence of the automaton $\mathcal{F}_{D}(\mathcal{A})$ which recognizes conjugates of the matrices accepted by a given automaton $\mathcal{A}$ with a diagonal matrix $D$ (see Section 2.2). In fact, the construction of $\mathcal{F}_{D}(\mathcal{A})$ is the most crucial ingredient of our algorithm. It is based on a nontrivial combination of algebraic properties of $\mathrm{GL}(2, \mathbb{Z})$ and automata theory. The reader is referred to the proof of Theorem 2.1 in which we give a high-level description of our algorithm and highlight the main ideas behind it.

## 2 Main result

The semigroup of $2 \times 2$ integer matrices is denoted by $\mathbb{Z}^{2 \times 2}$. We use $\mathrm{SL}(2, \mathbb{Z})$ to denote the special linear group of $2 \times 2$ matrices with integer coefficients, i.e.,

$$
\mathrm{SL}(2, \mathbb{Z})=\left\{M \in \mathbb{Z}^{2 \times 2}: \operatorname{det}(M)=1\right\}
$$

and $\mathrm{GL}(2, \mathbb{Z})$ to denote the general linear group, i.e.,

$$
\mathrm{GL}(2, \mathbb{Z})=\left\{M \in \mathbb{Z}^{2 \times 2}: \operatorname{det}(M)= \pm 1\right\}
$$

A matrix is called nonsingular if its determinant is not equal to zero.

If $F$ is a finite collection of matrices from $\mathbb{Z}^{2 \times 2}$, then $\langle F\rangle$ denotes the semigroup generated by $F$ (including the identity matrix), that is, $M \in\langle F\rangle$ if and only if $M=I$ or there are matrices $M_{1}, \ldots, M_{n} \in F$ such that $M=M_{1} \cdots M_{n}$.

The main result of our paper is presented in Theorem 2.1 which states that the membership problem for nonsingular integer matrices in dimension two is decidable.

Theorem 2.1. There is an algorithm that decides for a given finite collection $F$ of nonsingular matrices from $\mathbb{Z}^{2 \times 2}$ and a nonsingular matrix $M \in \mathbb{Z}^{2 \times 2}$ whether $M \in\langle F\rangle$.

Proof sketch. Let $\left\{M_{1}, \ldots, M_{n}\right\}$ be all matrices from $F$ whose determinant is different from $\pm 1$, and let $\mathcal{S}^{ \pm 1}$ be the semigroup which is generated by all matrices from $F$ with determinant $\pm 1$, that is,

$$
\mathcal{S}^{ \pm 1}=\langle F \cap \mathrm{GL}(2, \mathbb{Z})\rangle .
$$

Then it is not hard to see that $M \in\langle F\rangle$ if and only if $M \in \mathcal{S}^{ \pm 1}$ or there is a sequence of indices $i_{1}, \ldots, i_{t} \in\{1, \ldots, n\}$ and matrices $A_{1}, \ldots, A_{t+1}$ from $\mathcal{S}^{ \pm 1}$ such that

$$
M=A_{1} M_{i_{1}} A_{2} M_{i_{2}} \cdots A_{t} M_{i_{t}} A_{t+1} .
$$

The first basic observation is that the value of $t$ is bounded. Indeed, since $\left|\operatorname{det}\left(M_{i_{s}}\right)\right| \geq 2$, for every $s=1, \ldots, t$, we have that $t \leq \log _{2}|\operatorname{det}(M)|$. So to decide whether or not $M \in\langle F\rangle$ we first need to check whether $M \in \mathcal{S}^{ \pm 1}$. If $M \notin \mathcal{S}^{ \pm 1}$, then we need to go through all sequences $i_{1}, \ldots, i_{t} \in\{1, \ldots, n\}$ of length up to $\log _{2}|\operatorname{det}(M)|$ and for every such sequence check whether there are matrices $A_{1}, \ldots, A_{t+1}$ from $\mathcal{S}^{ \pm 1}$ such that $M=A_{1} M_{i_{1}} A_{2} M_{i_{2}} \cdots A_{t} M_{i_{t}} A_{t+1}$. The rest of the paper is devoted to the proof that these problems are algorithmically decidable.

In Section 2.1 we describe an algorithm that decides whether $M \in \mathcal{S}^{ \pm 1}$. In fact, in Proposition 2.2 we prove a stronger statement that it is decidable whether $M \in \mathcal{S}$, where $\mathcal{S}$ is an arbitrary regular subset of $\mathrm{GL}(2, \mathbb{Z})$, that is, a subset which is defined by a finite automaton. It will be easy to see that any semigroup in $\operatorname{GL}(2, \mathbb{Z})$, and in particular $\mathcal{S}^{ \pm 1}$, is a regular subset. To prove this result we will introduce a notion of a canonical word and show that every matrix from $\mathrm{GL}(2, \mathbb{Z})$ can be represented by a unique canonical word (Corollary 2.1). Next, for any automaton $\mathcal{A}$ that defines a regular subset $\mathcal{S}$ of $\mathrm{GL}(2, \mathbb{Z})$, we construct another automaton $\operatorname{Can}(\mathcal{A})$ that accepts only canonical words and which defines the same regular subset $\mathcal{S}$ as the automaton $\mathcal{A}$ (see Proposition 2.2 and the Appendix). Finally, if $w$ is
the canonical word that represents a given matrix $M$, then $M \in \mathcal{S}$ if and only if $\operatorname{Can}(\mathcal{A})$ accepts $w$.

Proposition 2.2 provides an alternative proof for the decidability of the membership in $\operatorname{GL}(2, \mathbb{Z})$ presented in [12]. In fact, the construction of $\operatorname{Can}(\mathcal{A})$ was in part inspired by a similar construction from [12]. The difference of our approach is that we do not add new symbols to the alphabet during the construction of $\operatorname{Can}(\mathcal{A})$, which makes it easier to use in the next steps of the algorithm. The other key ideas of our proof, which are explained below, are new and original, and they did not appear in [12].

In Section 2.2 we show the decidability of the second problem in the special case when $t=1$. Again, in Corollary 2.3 we prove a more general statement that for any two nonsingular matrices $M_{1}$ and $M_{2}$ from $\mathbb{Z}^{2 \times 2}$ and regular subsets $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ of $\mathrm{GL}(2, \mathbb{Z})$, it is decidable whether there are matrices $A_{1} \in \mathcal{S}_{1}$ and $A_{2} \in \mathcal{S}_{2}$ such that $A_{1} M_{1} A_{2}=M_{2}$. One of the ingredients of our solution is the uniqueness of the Smith normal form of a matrix. A Smith normal form of a matrix $M \in \mathbb{Z}^{2 \times 2}$ is a diagonal matrix $D$ of special type such that $M=E D F$, where $E, F \in \mathrm{GL}(2, \mathbb{Z})$ (see Theorem 2.2 for the formal definition). It immediately follows from Theorem 2.2 that if $M_{1}$ and $M_{2}$ have different Smith normal forms, then the equation $A_{1} M_{1} A_{2}=M_{2}$ cannot hold for any $A_{1}, A_{2} \in \mathrm{GL}(2, \mathbb{Z})$ because the Smith normal form of $M_{1}$ is equal to that of $A_{1} M_{1} A_{2}$. So, we only need to consider the case when $M_{1}$ and $M_{2}$ have the same Smith normal form.

To explain in more details the key ideas behind our solution, let us assume that $M_{1}=M_{2}=D$, where $D$ is a diagonal matrix of the form $\left[\begin{array}{ll}1 & 0 \\ 0 & n\end{array}\right]$. As we show in the proof of Corollary 2.3, the general case can be easily reduced to this special case. So, we want to know if there are matrices $A_{1} \in \mathcal{S}_{1}$ and $A_{2} \in \mathcal{S}_{2}$ such that $A_{1} D A_{2}=D$. Our goal is to express this matrix equation as a relation between two regular languages and ultimately reduce this problem to the emptiness problem for intersection of regular languages. In order to do so, we first rewrite the equation $A_{1} D A_{2}=D$ as

$$
D^{-1} A_{1} D=A_{2}^{-1} \quad \text { or } \quad A_{1}^{D}=A_{2}^{-1}
$$

where $A_{1}^{D}$ is the conjugate of $A_{1}$ with $D$. Now, let $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ be finite automata that define the regular subsets $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ of $\mathrm{GL}(2, \mathbb{Z})$. We will construct two automata $\mathcal{F}_{D}\left(\mathcal{A}_{1}\right)$ and $\operatorname{Inv}\left(\mathcal{A}_{2}\right)$ such that $\mathcal{F}_{D}\left(\mathcal{A}_{1}\right)$ recognizes the conjugates of matrices from $\mathcal{S}_{1}$ with $D$ and $\operatorname{Inv}\left(\mathcal{A}_{2}\right)$ recognizes the inverses of matrices from $\mathcal{S}_{2}$. Finally, we will show that the equation $A_{1}^{D}=A_{2}^{-1}$ has a solution $A_{1} \in \mathcal{S}_{1}$ and $A_{2} \in \mathcal{S}_{2}$ if and only if the languages of the automata $\operatorname{Can}\left(\mathcal{F}_{D}\left(\mathcal{A}_{1}\right)\right)$ and
$\operatorname{Can}\left(\operatorname{Inv}\left(\mathcal{A}_{2}\right)\right)$ have empty intersection (see Proposition 2.4).

The construction of $\operatorname{Inv}(\mathcal{A})$ is rather straightforward. On the other hand, the existence of the automaton $\mathcal{F}_{D}(\mathcal{A})$ is quite nontrivial, and its construction lies at the core of our algorithm. Informally speaking, $\mathcal{F}_{D}(\mathcal{A})$ computes the conjugates of the words $w \in L(\mathcal{A})$ symbol by symbol. For example, if $w=S R S R$, then $w^{D}=S^{D} R^{D} S^{D} R^{D}$. The main obstacle here is that the matrices $S^{D}$ and $R^{D}$ have fractional coefficients and hence do not belong to $\operatorname{GL}(2, \mathbb{Z})$, while $w^{D}$ may still be an integer matrix. For example, if $D=\left[\begin{array}{ll}1 & 0 \\ 0 & 2\end{array}\right]$, then
$S^{D}=\left[\begin{array}{cc}0 & -2 \\ \frac{1}{2} & 0\end{array}\right]$ and $R^{D}=\left[\begin{array}{cc}0 & -2 \\ \frac{1}{2} & 1\end{array}\right]$ but

$$
(R S R S)^{D}=\left[\begin{array}{cc}
1 & 0 \\
-2 & 1
\end{array}\right]^{D}=\left[\begin{array}{cc}
1 & 0 \\
-1 & 1
\end{array}\right]
$$

To find a way around this obstacle, we will use new ideas that are based on an interplay between automata theory and algebra. Namely, we will show that the set of matrices $A \in \mathrm{GL}(2, \mathbb{Z})$ for which $A^{D}$ also belongs to $\mathrm{GL}(2, \mathbb{Z})$ forms a subgroup, denoted $H(n)$, that has a finite index in $\operatorname{GL}(2, \mathbb{Z})$ (Theorem 2.3). Using this result we will show that the subgroup $H(n)$ is a regular subset of $\mathrm{GL}(2, \mathbb{Z})$. In fact, the states of the automaton $\mathcal{A}_{H(n)}$ that recognizes $H(n)$ are encoded by the right cosets of $H(n)$ (see Lemma 2.1). The automaton $\mathcal{A}_{H(n)}$ will help us to rewrite any word $w$ that represents a matrix from $H(n)$ as a product of matrices whose conjugates with $D$ have only integer coefficients. This will allow us to compute $w^{D}$ symbol by symbol without using fractional matrices, that is, without going outside of $\mathrm{GL}(2, \mathbb{Z})$. An informal description of how this can be done is given at the beginning of the proof of Theorem 2.4.

Finally, in Section 2.3 we describe an algorithm for the general case. Namely, in Theorem 2.5 we will prove that for any nonsingular matrices $M_{1}, \ldots, M_{t}$ from $\mathbb{Z}^{2 \times 2}$ and for any regular subsets $\mathcal{S}_{1}, \ldots, \mathcal{S}_{t}$ of $\mathrm{GL}(2, \mathbb{Z})$ that are defined by finite automata $\mathcal{A}_{1}, \ldots, \mathcal{A}_{t}$, respectively, it is decidable whether there are matrices $A_{1} \in \mathcal{S}_{1}, \ldots, A_{t} \in \mathcal{S}_{t}$ such that

$$
\begin{equation*}
A_{1} M_{1} \cdots A_{t-1} M_{t-1} A_{t}=M_{t} \tag{2.1}
\end{equation*}
$$

In order to do this, we will construct an automaton $\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)$ such that the equation (2.1) has a solution $A_{1} \in \mathcal{S}_{1}, \ldots, A_{t} \in \mathcal{S}_{t}$ if and only if the languages of the automata $\operatorname{Can}\left(\operatorname{Inv}\left(\mathcal{A}_{t}\right)\right)$ and $\operatorname{Can}\left(\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)\right)$ have empty intersection.

The proof is done by induction on $t$. For $t=2$, the construction of $\mathcal{F}\left(\mathcal{A}_{1}, M_{1} ; M_{2}\right)$ is based on the
construction of $\mathcal{F}_{D}\left(\mathcal{A}_{1}\right)$. For the inductive step, we will rewrite (2.1) as a system of two equations

$$
\begin{aligned}
A_{1} M_{1} \ldots A_{t-2} M_{t-2} U D_{t-1} V & =M_{t} \\
A_{t-1} M_{t-1} A_{t} V^{-1} & =U D_{t-1}
\end{aligned}
$$

where $D_{t-1}$ is the Smith normal form of $M_{t-1}$ and $U, V$ are unknown matrices from $\mathrm{GL}(2, \mathbb{Z})$. From these formulas one can conclude that it is quite natural to define $\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)$ as an automaton that recognizes the following union of regular languages $^{1}$

$$
\begin{aligned}
& \bigcup_{U \in \mathrm{GL}(2, \mathbb{Z})} L\left(\mathcal { F } \left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-3}, \mathcal{A}_{t-2}, M_{1}, \ldots, M_{t-3}\right.\right. \\
& \left.\left.M_{t-2} U D_{t-1} ; M_{t}\right) \cdot \mathcal{F}\left(\mathcal{A}_{t-1}, M_{t-1} ; U D_{t-1}\right)\right)
\end{aligned}
$$

The obvious problem with this approach is that we need to take an infinite union because there are infinitely many matrices $U \in \mathrm{GL}(2, \mathbb{Z})$. To solve this problem, we have discovered a simple but very useful result that roughly speaking states that when we consider all possible Smith normal forms $U D V$ for a fixed diagonal matrix $D$, we can assume that matrix $U$ comes from a finite set of matrices (see Lemma 2.2). Using this fact, we can replace an infinite union in the above formula with a finite union, which gives us the desired regular language.

The complexity of our algorithm is in EXPTIME. This is because a canonical word $w$ that represents a matrix $M$ has length exponential in the binary presentation of $M$, and so the construction of the automaton for the semigroup $\mathcal{S}^{ \pm 1}$ takes exponential time. The next steps of the algorithm can be done in polynomial time.

Moreover, our algorithm can be extended to check the membership not only for semigroups in $\mathbb{Z}^{2 \times 2}$ but for arbitrary regular subsets of nonsingular integer matrices.

Recently a simpler case of the membership of the identity matrix in $\mathrm{SL}(2, \mathbb{Z})$ was shown to be NPcomplete [2]. However we do not know what is the exact complexity of the membership problem for nonsingular matrices from $\mathbb{Z}^{2 \times 2}$.

### 2.1 Decidability of the membership problem in

 $\mathrm{GL}(2, \mathbb{Z})$. We will use an encoding of matrices from $\mathrm{GL}(2, \mathbb{Z})$ by words in alphabet $\Sigma=\{X, N, S, R\}$. For[^1]this we define a mapping $\varphi: \Sigma \rightarrow \mathrm{GL}(2, \mathbb{Z})$ as follows:
\[

$$
\begin{array}{ll}
\varphi(X)=\left[\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right] & \varphi(N)=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] \\
\varphi(S)=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right] & \varphi(R)=\left[\begin{array}{cc}
0 & -1 \\
1 & 1
\end{array}\right]
\end{array}
$$
\]

We can extend $\varphi$ to the morphism $\varphi: \Sigma^{*} \rightarrow \mathrm{GL}(2, \mathbb{Z})$ in a natural way. It is a well-known fact that morphism $\varphi$ is surjective, that is, for every $M \in \operatorname{GL}(2, \mathbb{Z})$ there is a word $w \in \Sigma^{*}$ such that $\varphi(w)=M$.

Definition 2.1. We call two words $w_{1}$ and $w_{2}$ from $\Sigma^{*}$ equivalent, denoted $w_{1} \sim w_{2}$, if $\varphi\left(w_{1}\right)=\varphi\left(w_{2}\right)$. Two languages $L_{1}$ and $L_{2}$ in the alphabet $\Sigma$ are equivalent, denoted $L_{1} \sim L_{2}$, if
(i) for each $w_{1} \in L_{1}$, there exists $w_{2} \in L_{2}$ such that $w_{1} \sim w_{2}$, and
(ii) for each $w_{2} \in L_{2}$, there exists $w_{1} \in L_{1}$ such that $w_{2} \sim w_{1}$.
In other words, $L_{1} \sim L_{2}$ if and only if $\varphi\left(L_{1}\right)=\varphi\left(L_{2}\right)$. Two finite automata $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ with alphabet $\Sigma$ are equivalent, denoted $\mathcal{A}_{1} \sim \mathcal{A}_{2}$, if $L\left(\mathcal{A}_{1}\right) \sim L\left(\mathcal{A}_{2}\right)$.

Definition 2.2. A subset $\mathcal{S} \subseteq \mathrm{GL}(2, \mathbb{Z})$ is called regular or automatic if there is a regular language $L$ in alphabet $\Sigma$ such that $\mathcal{S}=\varphi(L)$.

Throughout the paper we will use the following abbreviation: if $n$ is a positive integer and $V \in \Sigma$, then $V^{n}$ denotes the word of length $n$ which contains only letter $V$, and $V^{0}$ denotes the empty word.

Definition 2.3. A word $w \in \Sigma^{*}$ is called a canonical word if it has the form

$$
w=N^{\delta} X^{\gamma} S^{\beta} R^{\alpha_{0}} S R^{\alpha_{1}} S R^{\alpha_{2}} \ldots S R^{\alpha_{n-1}} S R^{\alpha_{n}}
$$

where $\beta, \delta, \gamma \in\{0,1\}, \alpha_{0}, \ldots, \alpha_{n-1} \in\{1,2\}$, and $\alpha_{n} \in$ $\{0,1,2\}$. In other words, $w$ is canonical if it does not contain subwords $S S$ or RRR. Moreover, letter $N$ may appear only once in the first position, and letter $X$ may appear only once either in the first position or after $N$.

We will make use of Corollary 2.1 below which states that every matrix from $\mathrm{GL}(2, \mathbb{Z})$ can be represented by a unique canonical word.

Proposition 2.1. ([23, 24, 32]) For every matrix $M \in \mathrm{SL}(2, \mathbb{Z})$, there is a unique canonical word $w$ such that $M=\varphi(w)$. Note that $w$ does not contain letter $N$ because $\varphi(N) \notin \mathrm{SL}(2, \mathbb{Z})$.

Corollary 2.1. For every $M \in \mathrm{GL}(2, \mathbb{Z})$, there is a unique canonical word $w$ such that $M=\varphi(w)$.

Proof. If $\operatorname{det}(A)=1$, that is, $M \in \operatorname{SL}(2, \mathbb{Z})$, then by Proposition 2.1 there is a unique canonical word $w$ such that $M=\varphi(w)$. If $\operatorname{det}(A)=-1$, then $\varphi(N)^{-1} M \in$ $\mathrm{SL}(2, \mathbb{Z})$ and again by Proposition 2.1 there is a unique canonical word $w$ such that $\varphi(N)^{-1} M=\varphi(w)$ or $M=\varphi(N w)$. Note that $N w$ is also a canonical word since $w$ does not contain letter $N$.

Proposition 2.2. There is an algorithm that for any regular subset $\mathcal{S} \subseteq \mathrm{GL}(2, \mathbb{Z})$ and a matrix $M \in \mathrm{GL}(2, \mathbb{Z})$ decides whether $M \in \mathcal{S}$.

Proof. Let $L$ be a regular language such that $\mathcal{S}=\varphi(L)$, and let $\mathcal{A}$ be a finite automaton that recognizes $L$, that is, $L=L(\mathcal{A})$. The words in $L$ do not have to be in canonical form. So, we will construct a new automaton $\operatorname{Can}(\mathcal{A})$ whose language contains only canonical words and such that $\operatorname{Can}(\mathcal{A})$ is equivalent to $\mathcal{A}$, that is, $\varphi(L(\operatorname{Can}(\mathcal{A})))=\varphi(L(\mathcal{A}))=\mathcal{S}$. The construction of $\operatorname{Can}(\mathcal{A})$ consists of a sequence of transformations that insert new paths and $\varepsilon$-transitions into $\mathcal{A}$. The detailed description of this construction is given in the Appendix.

Using the automaton $\operatorname{Can}(\mathcal{A})$ we can decide whether $M \in \mathcal{S}$. Indeed, by Corollary 2.1, there is a unique canonical word $w$ that represents the matrix $M$, i.e., $M=\varphi(w)$. Now, we have the following equivalence: $M \in \mathcal{S}$ if and only if $w \in L(\operatorname{Can}(\mathcal{A}))$. Therefore, to decide whether $M \in \mathcal{S}$, we need to check whether $w$ is accepted by $\operatorname{Can}(\mathcal{A})$.

Note that any finitely generated semigroup $\left\langle M_{1}, \ldots, M_{n}\right\rangle$ in $\mathrm{GL}(2, \mathbb{Z})$ is a regular subset. Indeed, let $w_{1}, \ldots, w_{n}$ be canonical words that represent the matrices $M_{1}, \ldots, M_{n}$, respectively, and consider a regular language $L=\left(w_{1}+\cdots+w_{n}\right)^{*}$. Clearly $\varphi(L)=$ $\left\langle M_{1}, \ldots, M_{n}\right\rangle$, and hence the semigroup $\left\langle M_{1}, \ldots, M_{n}\right\rangle$ is regular. So as a corollary from Proposition 2.2 we obtain the decidability of the membership problem for the semigroups in $\operatorname{GL}(2, \mathbb{Z})$.

Corollary 2.2. The membership problem for $\mathrm{GL}(2, \mathbb{Z})$ is decidable. That is, there is an algorithm that for a given finite collection of matrices $M_{1}, \ldots, M_{n}$ and $M$ from $\mathrm{GL}(2, \mathbb{Z})$, decides whether $M \in\left\langle M_{1}, \ldots, M_{n}\right\rangle$.
2.2 Special case: $A_{1} M_{1} A_{2}=M_{2}$. In this section we show that for any two nonsingular matrices $M_{1}$ and $M_{2}$ from $\mathbb{Z}^{2 \times 2}$ and regular subsets $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$, it is decidable whether there exist matrices $A_{1} \in \mathcal{S}_{1}$ and $A_{2} \in \mathcal{S}_{2}$ such that $A_{1} M_{1} A_{2}=M_{2}$ (Corollary 2.3). First, we prove this statement in the case when $M_{1}=M_{2}=D$, where $D$ is a diagonal matrix in the Smith normal form (Proposition 2.4).

For the proof of this result we will use a few algebraical facts and results that are explained below. The most important of them is the following theorem about the Smith normal form of a matrix.

Theorem 2.2. (Smith normal form [20]) For any matrix $A \in \mathbb{Z}^{2 \times 2}$, there are matrices $E, F$ from $\mathrm{GL}(2, \mathbb{Z})$ such that

$$
A=E\left[\begin{array}{cc}
t_{1} & 0 \\
0 & t_{2}
\end{array}\right] F
$$

for some $t_{1}, t_{2} \in \mathbb{Z}$ with $t_{1} \mid t_{2}$. The diagonal matrix $\left[\begin{array}{rr}t_{1} & 0 \\ 0 & t_{2}\end{array}\right]$, which is unique up to the signs of $t_{1}$ and $t_{2}$, is called the Smith normal form of $A$. Moreover, $E, F$, $t_{1}$, and $t_{2}$ can be computed in polynomial time.

Definition 2.4. If $H$ is a subgroup of $G$, then the sets $g H=\{g h: h \in H\}$ and $H g=\{h g: h \in H\}$, for $g \in G$, are called the left and right cosets of $H$ in $G$, respectively. An element $g$ is called a representative of the left coset $g H$ (respectively, of the right coset Hg ).

The collection of left cosets or right cosets of $H$ form a disjoint partition of $G$. Moreover, the number of left cosets is equal to the number of right cosets, and this number is called the index of $H$ in $G$, denoted $|G: H|$.

For every natural $n \geq 1$, let us define the following subgroups of $G L(2, \mathbb{Z})$ :

$$
\begin{aligned}
& H(n)=\left\{\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right] \in \mathrm{GL}(2, \mathbb{Z}): n \text { divides } a_{21}\right\} \\
& F(n)=\left\{\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right] \in \mathrm{GL}(2, \mathbb{Z}): n \text { divides } a_{12}\right\}
\end{aligned}
$$

Let $A=\left[\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right]$ be any matrix from $\operatorname{GL}(2, \mathbb{Z})$ and let $D=\left[\begin{array}{cc}m & 0 \\ 0 & m n\end{array}\right]$ be a diagonal matrix in the Smith normal form, where $m, n \neq 0$. Then the conjugate of $A$ with $D$ is equal to $A^{D}=D^{-1} A D=\left[\begin{array}{cc}a_{11} & n a_{12} \\ \frac{1}{n} a_{21} & a_{22}\end{array}\right]$. From this formula we see that if $A^{D} \in \operatorname{GL}(2, \mathbb{Z})$, then $n$ divides $a_{21}$. On the other hand, if $a_{21}$ is divisible by $n$, then $A^{D}$ is in $\operatorname{GL}(2, \mathbb{Z})$, and in fact in $F(n)$. Thus we have the following criterion.
Proposition 2.3. Suppose $A$ is in $\mathrm{GL}(2, \mathbb{Z})$ and $D$ is a diagonal matrix of the above form, then $A^{D} \in \mathrm{GL}(2, \mathbb{Z})$ if and only if $A \in H(n)$. Moreover, if $A \in H(n)$, then $A^{D} \in F(n)$.

ThEOREM 2.3. The subgroups $H(n)$ and $F(n)$ have finite index in $\mathrm{GL}(2, \mathbb{Z})$. Furthermore, there is an algorithm that for a given $n$ computes representatives of the left and right cosets of $H(n)$ and $F(n)$ in $\mathrm{GL}(2, \mathbb{Z})$.

Proof. We will only show how to compute representatives of the left cosets of $H(n)$ because the other cases are similar. For each pair of indices $i, j$ such that $0 \leq i, j \leq n-1$, let us define a matrix $W_{i, j}$ as follows. Let $W_{i, 0}$ be the identity matrix for $i=0, \ldots, n-1$. If $j>0$, then consider $d=\operatorname{gcd}(i, j)$ and let $i_{0}$ and $j_{0}$ be such that $i=i_{0} d$ and $j=j_{0} d$. Since $i_{0}, j_{0}$ are relatively prime, there exist integers $u$ and $v$ such that $u i_{0}+v j_{0}=1$. Hence if we let $W_{i, j}=\left[\begin{array}{cc}u & v \\ -j_{0} & i_{0}\end{array}\right]$, then $W_{i, j}$ belongs to GL $(2, \mathbb{Z})$.

Now, consider an arbitrary matrix $A=\left[\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right]$ from $\operatorname{GL}(2, \mathbb{Z})$. Let $a_{11}=i+n k$ and $a_{21}=j+n l$, where $0 \leq i, j \leq n-1$. We will show that $W_{i, j} A \in H(n)$. If $j=0$, then $a_{21}=n l$ is divisible by $n$, and hence $A \in H(n)$. Since we defined $W_{i, 0}$ to be the identity matrix, it follows that $W_{i, 0} A=A \in H(n)$. If $j>0$, then let $d=\operatorname{gcd}(i, j)$ and let $i_{0}, j_{0}$ be such that $i=i_{0} d$ and $j=j_{0} d$. In this case

$$
W_{i, j} A=\left[\begin{array}{cc}
u & v \\
-j_{0} & i_{0}
\end{array}\right]\left[\begin{array}{cc}
d i_{0}+n k & a_{12} \\
d j_{0}+n l & a_{22}
\end{array}\right]
$$

and the lower left corner of $W_{i, j} A$ is equal to

$$
-j_{0} d i_{0}-j_{0} n k+i_{0} d j_{0}+i_{0} n l=n\left(-j_{0} k+i_{0} l\right)
$$

which is divisible by $n$. Thus $W_{i, j} A \in H(n)$.
So we showed that for any matrix $A \in \mathrm{GL}(2, \mathbb{Z})$ there is a pair $i, j$ such that $W_{i, j} A \in H(n)$ or, equivalently, $A \in W_{i, j}^{-1} H(n)$. Therefore, the collection

$$
\left\{W_{i, j}^{-1} H(n): 0 \leq i, j \leq n-1\right\}
$$

contains all left cosets of $H(n)$ in $\mathrm{GL}(2, \mathbb{Z})$. In particular, the index of $H(n)$ in $\operatorname{GL}(2, \mathbb{Z})$ is bounded by $n^{2}$.

Note that some of the cosets in

$$
\left\{W_{i, j}^{-1} H(n): 0 \leq i, j \leq n-1\right\}
$$

may be equal to each other. In fact, two cosets $W_{i_{1}, j_{1}}^{-1} H(n)$ and $W_{i_{2}, j_{2}}^{-1} H(n)$ are equal if and only if $W_{i_{1}, j_{1}} W_{i_{2}, j_{2}}^{-1} \in H(n)$. Since the domain of the subgroup $H(n)$ is a computable set, the equality of two cosets is a decidable property. Therefore, we can algorithmically choose a collection of pairwise nonequivalent representatives of the left cosets of $H(n)$ in $\mathrm{GL}(2, \mathbb{Z})$.

Lemma 2.1. Let $L_{H(n)}$ and $L_{F(n)}$ be the languages that correspond to the subgroups $H(n)$ and $F(n)$, respectively, that is,

$$
\begin{aligned}
L_{H(n)} & =\left\{w \in \Sigma^{*}: \varphi(w) \in H(n)\right\} \quad \text { and } \\
L_{F(n)} & =\left\{w \in \Sigma^{*}: \varphi(w) \in F(n)\right\}
\end{aligned}
$$

Then $L_{H(n)}$ and $L_{F(n)}$ are regular languages.

Proof. We will show that $L_{H(n)}$ is regular by constructing an automaton $\mathcal{A}_{H(n)}$ that recognizes it. The proof for $L_{F(n)}$ is similar.

We will use the fact that $H(n)$ has a finite index in $\mathrm{GL}(2, \mathbb{Z})$. Actually, the states of the automaton $\mathcal{A}_{H(n)}$ will be encoded by the right cosets of $H(n)$. Namely, let $U_{0}, U_{1}, \ldots, U_{k}$ be pairwise nonequivalent representatives of the right cosets of $H(n)$ in $\mathrm{GL}(2, \mathbb{Z})$, which can be computed by Theorem 2.3 . We will assume that $U_{0}$ is the identity matrix. The automaton $\mathcal{A}_{H(n)}$ will have $k+1$ states $u_{0}, u_{1}, \ldots, u_{k}$, where $u_{0}$ is the only initial and the only final state of $\mathcal{A}_{H(n)}$. The transitions of $\mathcal{A}_{H(n)}$ are defined as follows:

$$
\begin{align*}
& \mathcal{A}_{H(n)} \text { has a transition } u_{i} \xrightarrow{\sigma} u_{j} \text { if and }  \tag{2.2}\\
& \text { only if } U_{i} \varphi(\sigma) U_{j}^{-1} \in H(n) .
\end{align*}
$$

This equivalence will play an important role in the construction of the automaton $\mathcal{F}_{D}(\mathcal{A})$ from Theorem 2.4 below, which is in turn a crucial ingredient of our main algorithm.

Note that for every $i$ and $\sigma$, there is exactly one $j$ such that

$$
\begin{aligned}
U_{i} \varphi(\sigma) & \in H(n) U_{j} \quad \text { or equivalently } \\
U_{i} \varphi(\sigma) U_{j}^{-1} & \in H(n)
\end{aligned}
$$

which means that the automaton $\mathcal{A}_{H(n)}$ is deterministic.
We now show that the language of $\mathcal{A}_{H(n)}$ is equal to $L_{H(n)}$. Take any word $w=\sigma_{1} \sigma_{2} \ldots \sigma_{t} \in \Sigma^{*}$ and consider a run $\rho=u_{i_{0}} u_{i_{1}} \ldots u_{i_{t}}$ of $\mathcal{A}_{H(n)}$ on $w$. Note that $i_{0}=0$, and $u_{i_{0}}=u_{0}$ is the initial state. Since $\mathcal{A}_{H(n)}$ has transitions $u_{i_{s-1}} \xrightarrow{\sigma_{s}} u_{i_{s}}$, for $s=1, \ldots, t$, we have that

$$
U_{i_{s-1}} \varphi\left(\sigma_{s}\right) U_{i_{s}}^{-1} \in H(n) \text { for } s=1, \ldots, t
$$

Since by assumption $U_{i_{0}}=U_{0}=I$, we can rewrite $\varphi(w)=\varphi\left(\sigma_{1}\right) \varphi\left(\sigma_{2}\right) \ldots \varphi\left(\sigma_{t}\right)$ as $\varphi(w)=$

$$
\left(U_{i_{0}} \varphi\left(\sigma_{1}\right) U_{i_{1}}^{-1}\right)\left(U_{i_{1}} \varphi\left(\sigma_{2}\right) U_{i_{2}}^{-1}\right) \cdots\left(U_{i_{t-1}} \varphi\left(\sigma_{t}\right) U_{i_{t}}^{-1}\right) U_{i_{t}}
$$

If $u_{i_{t}}=u_{0}$, that is, if $w$ is accepted by $\mathcal{A}_{H(n)}$, then $i_{t}=0$ and $U_{i_{t}}=U_{0}=I \in H(n)$. This implies that $\varphi(w) \in H(n)$ because for all $s=1, \ldots, t$ we have $U_{i_{s-1}} \varphi\left(\sigma_{s}\right) U_{i_{s}}^{-1} \in H(n)$.

On the other hand, if $\varphi(w) \in H(n)$, then it must be that $U_{i_{t}} \in H(n)$, which can only happen if $i_{t}=0$ and hence $u_{i_{t}}=u_{0}$. This means that $w$ is accepted by $\mathcal{A}_{H(n)}$. Therefore, we proved that $L\left(\mathcal{A}_{H(n)}\right)=L_{H(n)}$.

Example. Let us consider the case when $n=2$. It's not hard to compute that the subgroup $H(2)$ has index 3 in
$\mathrm{GL}(2, \mathbb{Z})$ and representatives of the right cosets of $H(2)$ in $\operatorname{GL}(2, \mathbb{Z})$ are

$$
U_{0}=I, \quad U_{1}=\left[\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right] \quad \text { and } \quad U_{2}=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]
$$

These representatives correspond to the states $u_{0}, u_{1}$ and $u_{2}$ of the automaton $\mathcal{A}_{H(2)}$, respectively, where $u_{0}$ is the only initial and the only final state. In order to compute the transitions of $\mathcal{A}_{H(2)}$, we will use the equivalence (2.2) above. For instance, we have

$$
U_{0} \varphi(R) U_{1}^{-1}=\left[\begin{array}{cc}
1 & -1 \\
0 & 1
\end{array}\right] \in H(2)
$$

Therefore, $\mathcal{A}_{H(2)}$ has a transition $u_{0} \xrightarrow{R} u_{1}$. The full transition diagram of $\mathcal{A}_{H(2)}$ is given in Figure 1.


Figure 1: The transition diagram of $\mathcal{A}_{H(2)}$.

Now, for any automaton $\mathcal{A}$ with alphabet $\Sigma$ we construct two automata $\operatorname{Inv}(\mathcal{A})$ and $\mathcal{F}_{D}(\mathcal{A})$, where $D$ is a diagonal matrix in the Smith normal form. The automaton $\operatorname{Inv}(\mathcal{A})$ recognizes inverses to the words from $L(\mathcal{A})$, that is:
(1) For every $w \in L(\mathcal{A})$, there exists $w^{\prime} \in L(\operatorname{Inv}(\mathcal{A}))$ such that $\varphi\left(w^{\prime}\right)=\varphi(w)^{-1}$, and
(2) For every $w^{\prime} \in L(\operatorname{Inv}(\mathcal{A}))$, there exists $w \in L(\mathcal{A})$ such that $\varphi(w)=\varphi\left(w^{\prime}\right)^{-1}$.

In other words, for any matrix $A \in \operatorname{GL}(2, \mathbb{Z})$,

$$
A \in \varphi(L(\mathcal{A})) \text { if and only if } A^{-1} \in \varphi(L(\operatorname{Inv}(\mathcal{A})))
$$

Construction of the automaton $\operatorname{Inv}(\mathcal{A})$. We will make use of the following equivalences, which are easy to check: $X^{-1} \sim X, N^{-1} \sim N, S^{-1} \sim S^{3}$, and
$R^{-1} \sim R^{5}$. Informally speaking, to construct $\operatorname{Inv}(\mathcal{A})$ we want to reverse the transitions in $\mathcal{A}$ and replace the labels by their inverses. More formally, $\operatorname{Inv}(\mathcal{A})$ will have the same states as $\mathcal{A}$ plus some newly added states as explained below. The initial states of $\operatorname{Inv}(\mathcal{A})$ are the final states of $\mathcal{A}$, and the final states of $\operatorname{Inv}(\mathcal{A})$ are the initial states of $\mathcal{A}$. For every transitions of the form $q \xrightarrow{X} q^{\prime}$ and $q \xrightarrow{N} q^{\prime}$ in $\mathcal{A}$ we add the transitions $q^{\prime} \xrightarrow{X} q$ and $q^{\prime} \xrightarrow{N} q$ to $\operatorname{Inv}(\mathcal{A})$, respectively. Furthermore, for every transitions of the form $q \xrightarrow{S} q^{\prime}$ and $q \xrightarrow{R} q^{\prime}$ in $\mathcal{A}$ we add the paths

$$
q^{\prime} \xrightarrow{S} p_{1} \xrightarrow{S} p_{2} \xrightarrow{S} q
$$

and

$$
q^{\prime} \xrightarrow{R} p_{3} \xrightarrow{R} p_{4} \xrightarrow{R} p_{5} \xrightarrow{R} p_{6} \xrightarrow{R} q
$$

to $\operatorname{Inv}(\mathcal{A})$, respectively, where $p_{1}, p_{2}, \ldots, p_{6}$ are newly added states. It is not hard to verify that $\operatorname{Inv}(\mathcal{A})$ has the desired properties.

The purpose of the automaton $\mathcal{F}_{D}(\mathcal{A})$ is to recognize conjugates of the words from $L(\mathcal{A})$ with a matrix $D$. Its construction is given in the next theorem. We will be only interested in those conjugates that have integer coefficients, that is, belong to GL $(2, \mathbb{Z})$. Recall that by Proposition 2.3, the conjugate $A^{D}$ of a matrix $A$ belongs to $\operatorname{GL}(2, \mathbb{Z})$ if and only if $A \in H(n)$. This explains why in Theorem 2.4 we consider only those words $w$ that belong to the intersection $L(\mathcal{A}) \cap L_{H(n)}$.

Theorem 2.4. Let $\mathcal{A}$ be an automaton with alphabet $\Sigma$ and let $D=\left[\begin{array}{cc}m & 0 \\ 0 & m n\end{array}\right]$ be a diagonal matrix in the Smith normal form, where $m, n \neq 0$. Then there is an automaton $\mathcal{F}_{D}(\mathcal{A})$ with the following properties:

1. For every $w \in L(\mathcal{A}) \cap L_{H(n)}$, there exists $w^{\prime} \in$ $L\left(\mathcal{F}_{D}(\mathcal{A})\right)$ such that $\varphi\left(w^{\prime}\right)=\varphi(w)^{D}$.
2. For every $w^{\prime} \in L\left(\mathcal{F}_{D}(\mathcal{A})\right)$, there exists $w \in L(\mathcal{A}) \cap$ $L_{H(n)}$ such that $\varphi(w)^{D}=\varphi\left(w^{\prime}\right)$.

In other words, $\varphi\left(L\left(\mathcal{F}_{D}(\mathcal{A})\right)\right)=\left\{\varphi(w)^{D}:\right.$ where $w \in$ $L(\mathcal{A})$ and $\varphi(w) \in H(n)\}$.

Informal description of the automaton $\mathcal{F}_{D}(\mathcal{A})$. One of the ideas behind the construction of $\mathcal{F}_{D}(\mathcal{A})$ is to use the following property of conjugation: $(A B)^{D}=$ $A^{D} B^{D}$ for any $2 \times 2$ matrices $A$ and $B$. This property allows us to compute the conjugate of every word from $L(\mathcal{A})$ symbol by symbol. For example, if we take $w=R S R S$, then

$$
\varphi(w)^{D}=\varphi(R)^{D} \varphi(S)^{D} \varphi(R)^{D} \varphi(S)^{D}
$$

The main problem with this approach is that $\varphi(S)^{D}$ and $\varphi(R)^{D}$ may have fractional coefficients, and hence do not belong to $\operatorname{GL}(2, \mathbb{Z})$, while $\varphi(w)^{D}$ may still be in $\mathrm{GL}(2, \mathbb{Z})$. For example, if $D=\left[\begin{array}{ll}1 & 0 \\ 0 & 2\end{array}\right]$ then

$$
\varphi(S)^{D}=\left[\begin{array}{cc}
0 & -2 \\
\frac{1}{2} & 0
\end{array}\right] \text { and } \varphi(R)^{D}=\left[\begin{array}{cc}
0 & -2 \\
\frac{1}{2} & 1
\end{array}\right]
$$

but

$$
\varphi(R S R S)^{D}=\left[\begin{array}{cc}
1 & 0 \\
-2 & 1
\end{array}\right]^{D}=\left[\begin{array}{cc}
1 & 0 \\
-1 & 1
\end{array}\right]
$$

To overcome this problem, we will use the following trick: Recall that we are only interested in those conjugates that have integer coefficients. By Proposition 2.3, if $\varphi(w)^{D}$ is in $\mathrm{GL}(2, \mathbb{Z})$, then $w$ is in $L_{H(n)}$, and hence there is an accepting run of the automaton $\mathcal{A}_{H(n)}$ on $w$.

Consider again the word $w=R S R S$ and the matrix $D$ from the example above. As we have shown, $\varphi(w)^{D} \in$ $\mathrm{GL}(2, \mathbb{Z})$ and hence $w$ is in $L_{H(2)}$. Let $u_{0}, u_{1}, u_{1}, u_{2}, u_{0}$ be an accepting run ${ }^{2}$ of $\mathcal{A}_{H(2)}$ on $w$. Now, we rewrite $\varphi(R S R S)$ as follows

$$
\begin{equation*}
\varphi(R S R S)= \tag{2.3}
\end{equation*}
$$

$$
\left(U_{0} \varphi(R) U_{1}^{-1}\right)\left(U_{1} \varphi(S) U_{1}^{-1}\right)\left(U_{1} \varphi(R) U_{2}^{-1}\right)\left(U_{2} \varphi(S) U_{0}^{-1}\right)
$$

This is a valid equation because in the proof of Lemma 2.1 we assumed that $U_{0}$ is the identity matrix. By the equivalence (2.2) from Lemma 2.1, each of the factors $U_{0} \varphi(R) U_{1}^{-1}, U_{1} \varphi(S) U_{1}^{-1}, U_{1} \varphi(R) U_{2}^{-1}$, and $U_{2} \varphi(S) U_{0}^{-1}$ is in $H(2)$ and so the matrices $\left(U_{0} \varphi(R) U_{1}^{-1}\right)^{D},\left(U_{1} \varphi(S) U_{1}^{-1}\right)^{D},\left(U_{1} \varphi(R) U_{2}^{-1}\right)^{D}$, and $\left(U_{2} \varphi(S) U_{0}^{-1}\right)^{D}$ are in $\mathrm{GL}(2, \mathbb{Z})$, that is, have only integer coefficients. Thus we can compute each of these factors separately and then multiply them to obtain $\varphi(w)^{D}$. The key point here is that by doing so we can compute the value of $\varphi(w)^{D}$ term by term without introducing fractional coefficients, that is, without going outside of $\operatorname{GL}(2, \mathbb{Z})$.

The role of the matrices $U_{0}, U_{1}, U_{2}$ in the equation (2.3) from the above example is to replace the fractional matrices $\varphi(S)^{D}$ and $\varphi(R)^{D}$ with integer matrices $\left(U_{0} \varphi(R) U_{1}^{-1}\right)^{D},\left(U_{1} \varphi(S) U_{1}^{-1}\right)^{D},\left(U_{1} \varphi(R) U_{2}^{-1}\right)^{D}$, and $\left(U_{2} \varphi(S) U_{0}^{-1}\right)^{D}$. An interesting point here is that the matrices $U_{0}, U_{1}, U_{1}, U_{2}, U_{0}$ correspond to the accepting run $u_{0}, u_{1}, u_{1}, u_{2}, u_{0}$ of $\mathcal{A}_{H(2)}$ on $R S R S$. This trick works because $R S R S$ is accepted by $\mathcal{A}_{H(2)}$ and hence in the equation (2.3) the first and the last matrix is $U_{0}=U_{0}^{-1}=I$. If we take a word $w$ not accepted by $\mathcal{A}_{H(2)}$, then we obtain an invalid equation because

[^2]the last matrix will be different from $U_{0}^{-1}$. For example, $u_{0}, u_{1}, u_{1}, u_{2}$ is a run of $\mathcal{A}_{H(2)}$ on $R S R$, but since $U_{2} \neq I$, we have the inequality
$$
\varphi(R S R) \neq\left(U_{0} \varphi(R) U_{1}^{-1}\right)\left(U_{1} \varphi(S) U_{1}^{-1}\right)\left(U_{1} \varphi(R) U_{2}^{-1}\right)
$$

This gives an idea how to construct the automaton $\mathcal{F}_{D}(\mathcal{A})$. We need to replace every transition $u_{i} \xrightarrow{\boldsymbol{G}} u_{j}$ in $\mathcal{A}_{H(n)}$ with a new path that corresponds to the conjugate of $U_{i} \varphi(\sigma) U_{j}^{-1}$ with $D$. Namely, we compute the matrix $\left(U_{i} \varphi(\sigma) U_{j}^{-1}\right)^{D}$, which by the equivalence (2.2) from Lemma 2.1 belongs to $\operatorname{GL}(2, \mathbb{Z})$, and find a canonical word $v$ such that $\varphi(v)=\left(U_{i} \varphi(\sigma) U_{j}^{-1}\right)^{D}$. After that we replace the transition $u_{i} \xrightarrow{\sigma} u_{j}$ in $\mathcal{A}_{H(n)}$ with a new path labelled by the word $v$ as explained in the example below.
Example. Let $D=\left[\begin{array}{ll}1 & 0 \\ 0 & 2\end{array}\right]$ and consider the transition $u_{0} \xrightarrow{R} u_{1}$ of the automaton $\mathcal{A}_{H(2)}$, which is shown on Figure 1. We have

$$
\begin{aligned}
\left(U_{0} \varphi(R) U_{1}^{-1}\right)^{D} & =\left[\begin{array}{cc}
1 & -1 \\
0 & 1
\end{array}\right]^{D}=\left[\begin{array}{cc}
1 & -2 \\
0 & 1
\end{array}\right] \\
& =\varphi(\text { RRSRRS }) .
\end{aligned}
$$

Hence the transition $u_{0} \xrightarrow{R} u_{1}$ is replaced by a path

$$
u_{0} \xrightarrow{R} p_{1} \xrightarrow{R} p_{2} \xrightarrow{S} p_{3} \xrightarrow{R} p_{4} \xrightarrow{R} p_{5} \xrightarrow{S} u_{1},
$$

where $p_{1}, \ldots, p_{5}$ are newly added states. Similarly, for the transition $u_{1} \xrightarrow{S} u_{1}$ of $\mathcal{A}_{H(2)}$ we have

$$
\begin{aligned}
\left(U_{1} \varphi(S) U_{1}^{-1}\right)^{D} & =\left[\begin{array}{ll}
1 & -1 \\
2 & -1
\end{array}\right]^{D}=\left[\begin{array}{ll}
1 & -2 \\
1 & -1
\end{array}\right] \\
& =\varphi(\text { SRSRRS }) .
\end{aligned}
$$

Hence the transition $u_{1} \xrightarrow{S} u_{1}$ is replaced by a path

$$
u_{1} \xrightarrow{S} p_{6} \xrightarrow{R} p_{7} \xrightarrow{S} p_{8} \xrightarrow{R} p_{9} \xrightarrow{R} p_{10} \xrightarrow{S} u_{1},
$$

where $p_{6}, \ldots, p_{10}$ are newly added states. On the other hand, the transition $u_{1} \xrightarrow{R} u_{2}$ of $\mathcal{A}_{H(2)}$ is replaced by an $\varepsilon$-transition $u_{1} \xrightarrow{\varepsilon} u_{2}$ because

$$
\left(U_{1} \varphi(R) U_{2}^{-1}\right)^{D}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]^{D}=I=\varphi(\varepsilon) .
$$

Note that the automaton constructed in this way recognizes conjugates of all words from $L_{H(n)}$ with matrix $D$. However we are interested only in those words that belong to $L(\mathcal{A})$. So before applying the
above procedure we first need to take the direct product of $\mathcal{A}$ and $\mathcal{A}_{H(n)}$. Formally, this construction with all necessary details is explained below.

Formal proof of Theorem 2.4. Let $\mathcal{A}$ be a finite automaton with alphabet $\Sigma$ and let $D=\left[\begin{array}{cc}m & 0 \\ 0 & m n\end{array}\right]$ be a diagonal matrix in the Smith normal form, where $m, n \neq 0$.

Suppose that $\mathcal{A}$ has the states $q_{0}, q_{1}, \ldots, q_{t}$. Recall from the proof of Lemma 2.1 that the automaton $\mathcal{A}_{H(n)}$, which recognizes $L_{H(n)}$, has the states $u_{0}, u_{1}, \ldots, u_{k}$, where $u_{0}$ is the only initial and the only final state. First, we construct an automaton $\mathcal{A}^{\prime}$ for the language $L(\mathcal{A}) \cap L_{H(n)}$ by taking the direct product of $\mathcal{A}$ and $\mathcal{A}_{H(n)}$. Namely, $\mathcal{A}^{\prime}$ has the states $\left(q_{i}, u_{j}\right)$, for $i=$ $0, \ldots, t$ and $j=0, \ldots, k$. The initial states of $\mathcal{A}^{\prime}$ are of the form $\left(q_{i}, u_{0}\right)$, where $q_{i}$ is an initial state of $\mathcal{A}$, and the final states of $\mathcal{A}^{\prime}$ are of the form $\left(q_{i}, u_{0}\right)$, where $q_{i}$ is a final state of $\mathcal{A}$. Furthermore, there is a transition from $\left(q_{i}, u_{j}\right)$ to $\left(q_{i^{\prime}}, u_{j^{\prime}}\right)$ labelled by $\sigma$ if and only if there are transitions $q_{i} \xrightarrow{\sigma} q_{i^{\prime}}$ and $u_{j} \xrightarrow{\sigma} u_{j^{\prime}}$ in $\mathcal{A}$ and $\mathcal{A}_{H(n)}$, respectively.

Next we replace every transition in $\mathcal{A}^{\prime}$ with a new path as follows. Let $\left(q_{i_{1}}, u_{j_{1}}\right) \xrightarrow{\sigma}\left(q_{i_{2}}, u_{j_{2}}\right)$ be a transition in $\mathcal{A}^{\prime}$. Therefore, there must be a transition $u_{j_{1}} \xrightarrow{\sigma} u_{j_{2}}$ in $\mathcal{A}_{H(n)}$. By the equivalence (2.2) from Lemma 2.1 we have that $U_{j_{1}} \varphi(\sigma) U_{j_{2}}^{-1}$ is in $H(n)$. Hence, by Proposition 2.3, $\left(U_{j_{1}} \varphi(\sigma) U_{j_{2}}^{-1}\right)^{D}$ belongs to GL $(2, \mathbb{Z})$. Let $v=\sigma_{1} \ldots \sigma_{s} \in \Sigma^{*}$ be a canonical word ${ }^{3}$ such that $\varphi(v)=\left(U_{j_{1}} \varphi(\sigma) U_{j_{2}}^{-1}\right)^{D}$. Then we replace the transition $\left(q_{i_{1}}, u_{j_{1}}\right) \xrightarrow{\sigma}\left(q_{i_{2}}, u_{j_{2}}\right)$ with a path of the form

$$
\left(q_{i_{1}}, u_{j_{1}}\right) \xrightarrow{\sigma_{1}} p_{1} \xrightarrow{\sigma_{2}} \cdots \xrightarrow{\sigma_{s-1}} p_{s-1} \xrightarrow{\sigma_{s}}\left(q_{i_{2}}, u_{j_{2}}\right),
$$

where $p_{1}, \ldots, p_{s-1}$ are new states added to $\mathcal{A}^{\prime}$. Let $\mathcal{F}_{D}(\mathcal{A})$ be an automaton that we obtain after applying the above procedure to $\mathcal{A}^{\prime}$.

To prove the first property, take any $w=\sigma_{1} \ldots \sigma_{s} \in$ $L(\mathcal{A}) \cap L_{H(n)}$. Then there must be an accepting run

$$
\rho=\left(q_{i_{0}}, u_{j_{0}}\right)\left(q_{i_{1}}, u_{j_{1}}\right) \ldots\left(q_{i_{s}}, u_{j_{s}}\right)
$$

of $\mathcal{A}^{\prime}$ on $w$. By the construction, for every transition $\left(q_{i_{r-1}}, u_{j_{r-1}}\right) \xrightarrow{\sigma_{r}}\left(q_{i_{r}}, u_{j_{r}}\right)$ in the run $\rho$, there is a path in $\mathcal{F}_{D}(\mathcal{A})$ from $\left(q_{i_{r-1}}, u_{j_{r-1}}\right)$ to $\left(q_{i_{r}}, u_{j_{r}}\right)$ labelled by a word $w_{r}$ such that $\varphi\left(w_{r}\right)=\left(U_{j_{r-1}} \varphi\left(\sigma_{r}\right) U_{j_{r}}^{-1}\right)^{D}$, where $U_{j_{r-1}} \varphi\left(\sigma_{r}\right) U_{j_{r}}^{-1} \in H(n)$. If we let $w^{\prime}=w_{1} \ldots w_{s}$, then $w^{\prime}$ is accepted by $\mathcal{F}_{D}(\mathcal{A})$. To prove that $\varphi\left(w^{\prime}\right)=\varphi(w)^{D}$, we first note that since $w \in L_{H(n)}$, the run $u_{j_{0}} u_{j_{1}} \ldots u_{j_{s}}$

[^3]is an accepting run of $\mathcal{A}_{H(n)}$ on $w$, and in particular $j_{0}=j_{s}=0$. Since $U_{j_{0}}=U_{j_{s}}=U_{0}=I$, we can rewrite $\varphi(w)$ as
\[

$$
\begin{gathered}
\varphi(w)=U_{j_{0}}^{-1}\left(U_{j_{0}} \varphi\left(\sigma_{1}\right) U_{j_{1}}^{-1}\right)\left(U_{j_{1}} \varphi\left(\sigma_{2}\right) U_{j_{2}}^{-1}\right) \cdots \\
\cdots\left(U_{j_{s}-1} \varphi\left(\sigma_{s}\right) U_{j_{s}}^{-1}\right) U_{j_{s}}= \\
=\left(U_{j_{0}} \varphi\left(\sigma_{1}\right) U_{j_{1}}^{-1}\right)\left(U_{j_{1}} \varphi\left(\sigma_{2}\right) U_{j_{2}}^{-1}\right) \cdots\left(U_{j_{s-1}} \varphi\left(\sigma_{s}\right) U_{j_{s}}^{-1}\right)
\end{gathered}
$$
\]

In the last equality we used the fact that $U_{j_{0}}=U_{j_{s}}=I$. Recall that for each $r=1, \ldots, s$, we have $\varphi\left(w_{r}\right)=$ $\left(U_{j_{r-1}} \varphi\left(\sigma_{r}\right) U_{j_{r}}^{-1}\right)^{D}$. Therefore, $\varphi(w)^{D}=$

$$
\begin{aligned}
& \left(U_{j_{0}} \varphi\left(\sigma_{1}\right) U_{j_{1}}^{-1}\right)^{D}\left(U_{j_{1}} \varphi\left(\sigma_{2}\right) U_{j_{2}}^{-1}\right)^{D} \cdots\left(U_{j_{s-1}} \varphi\left(\sigma_{s}\right) U_{j_{s}}^{-1}\right)^{D} \\
& =\varphi\left(w_{1}\right) \varphi\left(w_{2}\right) \cdots \varphi\left(w_{s}\right)=\varphi\left(w^{\prime}\right) .
\end{aligned}
$$

This proves the first property of $\mathcal{F}_{D}(\mathcal{A})$.
To prove the second property of $\mathcal{F}_{D}(\mathcal{A})$, take any $w^{\prime} \in L\left(\mathcal{F}_{D}(\mathcal{A})\right)$ and consider an accepting run of $\mathcal{F}_{D}(\mathcal{A})$ on $w^{\prime}$. This run passes through some states of the form $\left(q_{i}, u_{j}\right)$, that are present in both $\mathcal{F}_{D}(\mathcal{A})$ and $\mathcal{A}^{\prime}$, and some new states that exist only in $\mathcal{F}_{D}(\mathcal{A})$. Let $\left(q_{i_{0}}, u_{j_{0}}\right),\left(q_{i_{1}}, u_{j_{1}}\right), \ldots,\left(q_{i_{s}}, u_{j_{s}}\right)$ be the subsequence of the states of the first type which appear in the accepting run of $\mathcal{F}_{D}(\mathcal{A})$. They naturally divide $w^{\prime}$ into subwords $w^{\prime}=w_{1} w_{2} \ldots w_{s}$, where $w_{r}$ is a label of the path from $\left(q_{i_{r-1}}, u_{j_{r-1}}\right)$ to $\left(q_{i_{r}}, u_{j_{r}}\right)$ for $r=$ $1, \ldots, s$. By construction of $\mathcal{F}_{D}(\mathcal{A})$, for each $r=$ $1, \ldots, s$, there exists a symbol $\sigma_{r} \in \Sigma$ for which there is a transition $\left(q_{i_{r-1}}, u_{j_{r-1}}\right) \xrightarrow{\sigma_{r}}\left(q_{i_{r}}, u_{j_{r}}\right)$ in $\mathcal{A}^{\prime}$ and, moreover, $U_{j_{r-1}} \varphi\left(\sigma_{r}\right) U_{j_{r}}^{-1} \in H(n)$ and $\varphi\left(w_{r}\right)=$ $\left(U_{j_{r-1}} \varphi\left(\sigma_{r}\right) U_{j_{r}}^{-1}\right)^{D}$.

Let $w=\sigma_{1} \sigma_{2} \ldots \sigma_{s}$, then $q_{i_{0}} q_{i_{1}} \ldots q_{i_{s}}$ will be an accepting run of $\mathcal{A}$ on $w$ and $u_{j_{0}} u_{j_{1}} \ldots u_{j_{s}}$ will be an accepting run of $\mathcal{A}_{H(n)}$ on $w$. Thus $w \in L(\mathcal{A}) \cap L_{H(n)}$. Furthermore, we have $u_{j_{0}}=u_{j_{s}}=u_{0}$ and hence $U_{j_{0}}=U_{j_{s}}=I$. So we can rewrite $\varphi(w)$

$$
\begin{gathered}
\varphi(w)=U_{j_{0}}^{-1}\left(U_{j_{0}} \varphi\left(\sigma_{1}\right) U_{j_{1}}^{-1}\right)\left(U_{j_{1}} \varphi\left(\sigma_{2}\right) U_{j_{2}}^{-1}\right) \cdots \\
\cdots\left(U_{j_{s-1}} \varphi\left(\sigma_{s}\right) U_{j_{s}}^{-1}\right) U_{j_{s}}= \\
=\left(U_{j_{0}} \varphi\left(\sigma_{1}\right) U_{j_{1}}^{-1}\right)\left(U_{j_{1}} \varphi\left(\sigma_{2}\right) U_{j_{2}}^{-1}\right) \cdots\left(U_{j_{s-1}} \varphi\left(\sigma_{s}\right) U_{j_{s}}^{-1}\right)
\end{gathered}
$$

From this we obtain the following equalities

$$
\begin{aligned}
& \varphi(w)^{D}=\left(U_{j_{0}} \varphi\left(\sigma_{1}\right) U_{j_{1}}^{-1}\right)^{D}\left(U_{j_{1}} \varphi\left(\sigma_{2}\right) U_{j_{2}}^{-1}\right)^{D} \cdots \\
& \cdots\left(U_{j_{s-1}} \varphi\left(\sigma_{s}\right) U_{j_{s}}^{-1}\right)^{D}=\varphi\left(w_{1}\right) \varphi\left(w_{2}\right) \cdots \varphi\left(w_{s}\right)=\varphi\left(w^{\prime}\right) .
\end{aligned}
$$

This proves the second property of $\mathcal{F}_{D}(\mathcal{A})$.
Proposition 2.4. Let $D$ be a diagonal matrix in the Smith normal form and let $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ be two regular subsets of $\mathrm{GL}(2, \mathbb{Z})$. Then it is decidable whether there exist matrices $A_{1} \in \mathcal{S}_{1}$ and $A_{2} \in \mathcal{S}_{2}$ which satisfy the equation $A_{1} D A_{2}=D$.

Proof. Let $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ be finite automata such that $\mathcal{S}_{1}=L\left(\mathcal{A}_{1}\right)$ and $\mathcal{S}_{2}=L\left(\mathcal{A}_{2}\right)$, respectively. We will show that the equation $A_{1} D A_{2}=D$ has a solution for some $A_{1} \in \mathcal{S}_{1}$ and $A_{2} \in \mathcal{S}_{2}$ if and only if ${ }^{4}$

$$
L\left(\operatorname{Can}\left(\mathcal{F}_{D}\left(\mathcal{A}_{1}\right)\right)\right) \cap L\left(\operatorname{Can}\left(\operatorname{Inv}\left(\mathcal{A}_{2}\right)\right)\right) \neq \emptyset
$$

The proof of the proposition then follows from the fact that the intersection emptiness problem for regular languages is decidable.

First, suppose there exist matrices $A_{1} \in \mathcal{S}_{1}$ and $A_{2} \in \mathcal{S}_{2}$ such that $A_{1} D A_{2}=D$. Let $w_{1} \in L\left(\mathcal{A}_{1}\right)$ and $w_{2} \in L\left(\mathcal{A}_{2}\right)$ be such that $\varphi\left(w_{1}\right)=A_{1}$ and $\varphi\left(w_{2}\right)=A_{2}$, respectively. Also let $D=\left[\begin{array}{cc}m & 0 \\ 0 & m n\end{array}\right]$ for some $m, n \neq 0$. We can rewrite the equation $A_{1} D A_{2}=D$ as $A_{1}^{D}=A_{2}^{-1}$. From this we can see that the matrix $A_{1}^{D}$ must have integer coefficients. Hence, by Proposition 2.3, $A_{1} \in H(n)$ and $w_{1} \in L_{H(n)}$. Since $w_{1} \in L\left(\mathcal{A}_{1}\right) \cap L_{H(n)}$, there is $w_{1}^{\prime} \in L\left(\mathcal{F}_{D}\left(\mathcal{A}_{1}\right)\right)$ such that $\varphi\left(w_{1}^{\prime}\right)=\varphi\left(w_{1}\right)^{D}=A_{1}^{D}$. Furthermore, there is $w_{2}^{\prime} \in L\left(\operatorname{Inv}\left(\mathcal{A}_{2}\right)\right)$ such that $\varphi\left(w_{2}^{\prime}\right)=\varphi\left(w_{2}\right)^{-1}=$ $A_{2}^{-1}$. Since $A_{1}^{D}=A_{2}^{-1}$, we have $\varphi\left(w_{1}^{\prime}\right)=\varphi\left(w_{2}^{\prime}\right)$. In other words, $w_{1}^{\prime}$ and $w_{2}^{\prime}$ are equivalent. Let $w$ be a canonical word such that $w \sim w_{1}^{\prime} \sim w_{2}^{\prime}$, then $w \in L\left(\operatorname{Can}\left(\mathcal{F}_{D}\left(\mathcal{A}_{1}\right)\right)\right) \cap L\left(\operatorname{Can}\left(\operatorname{Inv}\left(\mathcal{A}_{2}\right)\right)\right)$.

Now, suppose there is a word $w$ that belongs to $L\left(\operatorname{Can}\left(\mathcal{F}_{D}\left(\mathcal{A}_{1}\right)\right)\right) \cap L\left(\operatorname{Can}\left(\operatorname{Inv}\left(\mathcal{A}_{2}\right)\right)\right)$. Hence there are words $w_{1}^{\prime}$ and $w_{2}^{\prime}$ such that $w \sim w_{1}^{\prime} \sim w_{2}^{\prime}$ and $w_{1}^{\prime} \in$ $L\left(\mathcal{F}_{D}\left(\mathcal{A}_{1}\right)\right)$ and $w_{2}^{\prime} \in L\left(\operatorname{Inv}\left(\mathcal{A}_{2}\right)\right)$. Therefore, there exists $w_{1} \in L\left(\mathcal{A}_{1}\right) \cap L_{H(n)}$ such that $\varphi\left(w_{1}\right)^{D}=\varphi\left(w_{1}^{\prime}\right)$. Also there exists $w_{2} \in L\left(\mathcal{A}_{2}\right)$ such that $\varphi\left(w_{2}\right)^{-1}=$ $\varphi\left(w_{2}^{\prime}\right)$. Let $A_{1}=\varphi\left(w_{1}\right)$ and $A_{2}=\varphi\left(w_{2}\right)$. Then we have $A_{1}^{D}=\varphi\left(w_{1}\right)^{D}=\varphi\left(w_{1}^{\prime}\right)=\varphi\left(w_{2}^{\prime}\right)=\varphi\left(w_{2}\right)^{-1}=A_{2}^{-1}$, which is equivalent to $A_{1} D A_{2}=D$. Moreover, since $w_{1} \in L\left(\mathcal{A}_{1}\right)$ and $w_{2} \in L\left(\mathcal{A}_{2}\right)$, we have that $A_{1} \in \mathcal{S}_{1}$ and $A_{2} \in \mathcal{S}_{2}$.
Corollary 2.3. Let $M_{1}$ and $M_{2}$ be nonsingular matrices from $\mathbb{Z}^{2 \times 2}$ and let $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ be regular subsets of $\mathrm{GL}(2, \mathbb{Z})$. Then it is decidable whether there exist matrices $A_{1} \in \mathcal{S}_{1}$ and $A_{2} \in \mathcal{S}_{2}$ such that $A_{1} M_{1} A_{2}=M_{2}$.
Proof. The idea of the proof is to compute the Smith normal forms of $M_{1}$ and $M_{2}$ and then reduce the equation $A_{1} M_{1} A_{2}=M_{2}$ for regular subsets $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ to an equation of the form $A_{1} D A_{2}=D$ for different regular subsets $\mathcal{S}_{1}^{\prime}$ and $\mathcal{S}_{2}^{\prime}$, where $D$ is a diagonal matrix in the Smith normal form.

Let $D_{1}$ and $D_{2}$ be the Smith normal forms of $M_{1}$ and $M_{2}$, respectively, that is,

$$
M_{1}=E_{1} D_{1} F_{1} \quad \text { and } \quad M_{2}=E_{2} D_{2} F_{2}
$$

[^4]for some $E_{1}, F_{1}, E_{2}, F_{2} \in \operatorname{GL}(2, \mathbb{Z})$. Without loss of generality, we can assume that $D_{1}$ and $D_{2}$ have strictly positive diagonal coefficients. Note that if the equation $A_{1} M_{1} A_{2}=M_{2}$ has a solution for some $A_{1}, A_{2} \in$ $\mathrm{GL}(2, \mathbb{Z})$, then, by Theorem $2.2, M_{1}$ and $M_{2}$ must have the same Smith normal form. Therefore, if $D_{1} \neq D_{2}$, then the equation does not have a solution.

So suppose that $D=D_{1}=D_{2}$ is the Smith normal form of $M_{1}$ and $M_{2}$. Then $A_{1} M_{1} A_{2}=M_{2}$ is equivalent to $A_{1}\left(E_{1} D F_{1}\right) A_{2}=E_{2} D F_{2}$, which we can rewrite as

$$
\left(E_{2}^{-1} A_{1} E_{1}\right) D\left(F_{1} A_{2} F_{2}^{-1}\right)=D
$$

Let

$$
\begin{aligned}
& \mathcal{S}_{1}^{\prime}=\left\{E_{2}^{-1} A E_{1}: A \in \mathcal{S}_{1}\right\} \text { and } \\
& \mathcal{S}_{2}^{\prime}=\left\{F_{1} A F_{2}^{-1}: A \in \mathcal{S}_{2}\right\} .
\end{aligned}
$$

Then $\mathcal{S}_{1}^{\prime}$ and $\mathcal{S}_{2}^{\prime}$ are regular subsets of $\mathrm{GL}(2, \mathbb{Z})$ because $E_{1}, F_{1}, E_{2}$, and $F_{2}$ are some fixed matrices. Now, it is not hard to see that the equation $A_{1} M_{1} A_{2}=M_{2}$ has a solution $A_{1}, A_{2}$ such that $A_{1} \in \mathcal{S}_{1}$ and $A_{1} \in \mathcal{S}_{2}$ if and only if the equation $A_{1}^{\prime} D A_{2}^{\prime}=D$ has a solution $A_{1}^{\prime}, A_{2}^{\prime}$ such that $A_{1}^{\prime} \in \mathcal{S}_{1}^{\prime}$ and $A_{2}^{\prime} \in \mathcal{S}_{2}^{\prime}$. By Proposition 2.4, this problem is decidable.
2.3 General case: $A_{1} M_{1} \ldots A_{t-1} M_{t-1} A_{t}=M_{t}$. In order to prove an analogue of Corollary 2.3 in the general case, we will extend the construction of the automaton $\mathcal{F}_{D}(\mathcal{A})$ to build an automaton $\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)$ (where $\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}$ are finite automata in alphabet $\Sigma$ and $M_{1}, \ldots, M_{t-1}, M_{t}$ are nonsingular matrices from $\mathbb{Z}^{2 \times 2}$ ) which will have the following properties:
(1) If $w_{1} \in L\left(\mathcal{A}_{1}\right), \ldots, w_{t-1} \in L\left(\mathcal{A}_{t-1}\right)$ and there is a matrix $A \in \mathrm{GL}(2, \mathbb{Z})$ which satisfies the equation

$$
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-1}\right) M_{t-1} A=M_{t}
$$

then there is

$$
w \in L\left(\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)\right)
$$

such that

$$
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-1}\right) M_{t-1} \varphi(w)^{-1}=M_{t}
$$

(and hence $A=\varphi(w)^{-1}$ ).
(2) If $w \in L\left(\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)\right)$, then there are $w_{1} \in L\left(\mathcal{A}_{1}\right), \ldots, w_{t-1} \in L\left(\mathcal{A}_{t-1}\right)$ such that

$$
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-1}\right) M_{t-1} \varphi(w)^{-1}=M_{t}
$$

Construction of the finite automaton $\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)$. The construction will be done by induction on $t$. We will use the following notations: If $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are finite automata in alphabet $\Sigma$, then $\mathcal{A}_{1} \cdot \mathcal{A}_{2}$ denotes the concatenation of $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$. If $\mathcal{A}$ is an automaton and $w \in \Sigma^{*}$, then $\mathcal{A} \cdot w$ denotes an automaton that recognizes the language $L(\mathcal{A}) \cdot\{w\}=\{u w: u \in L(\mathcal{A})\}$. Similarly, $w \cdot \mathcal{A}$ is an automaton that recognizes $\{w\} \cdot L(\mathcal{A})=\{w u: u \in L(\mathcal{A})\}$.

First, we construct an automaton $\mathcal{F}\left(\mathcal{A}_{1}, M_{1} ; M_{2}\right)$, which will serve as a base for induction. Let $D_{1}$ and $D_{2}$ be diagonal matrices with nonnegative coefficients which are equal to the Smith normal forms of $M_{1}$ and $M_{2}$, respectively. If $D_{1} \neq D_{2}$, then define $\mathcal{F}\left(\mathcal{A}_{1}, M_{1} ; M_{2}\right)$ to be an automaton that accepts the empty language. Otherwise, let $D=D_{1}=D_{2}$ be the common Smith normal form of $M_{1}$ and $M_{2}$, and suppose $M_{1}=E_{1} D F_{1}$ and $M_{2}=E_{2} D F_{2}$ for some matrices $E_{1}, F_{1}, E_{2}, F_{2} \in \mathrm{GL}(2, \mathbb{Z})$. Let $w\left(E_{1}\right), w\left(F_{1}\right), w\left(E_{2}^{-1}\right)$ and $w\left(F_{2}^{-1}\right)$ be canonical words that represent the matrices $E_{1}, F_{1}, E_{2}^{-1}$ and $F_{2}^{-1}$, respectively, and define $\mathcal{F}\left(\mathcal{A}_{1}, M_{1} ; M_{2}\right)$ to be the following automaton

$$
\begin{aligned}
& \mathcal{F}\left(\mathcal{A}_{1}, M_{1} ; M_{2}\right)= \\
& \quad w\left(F_{2}^{-1}\right) \cdot \mathcal{F}_{D}\left(w\left(E_{2}^{-1}\right) \cdot \mathcal{A}_{1} \cdot w\left(E_{1}\right)\right) \cdot w\left(F_{1}\right)
\end{aligned}
$$

The proof that the automaton $\mathcal{F}\left(\mathcal{A}_{1}, M_{1} ; M_{2}\right)$ indeed satisfies the desired properties is given in the following proposition.

Proposition 2.5. Let $\mathcal{A}_{1}$ be a finite automaton in alphabet $\Sigma$, and let $M_{1}$ and $M_{2}$ be nonsingular matrices from $\mathbb{Z}^{2 \times 2}$. Then the automaton $\mathcal{F}\left(\mathcal{A}_{1}, M_{1} ; M_{2}\right)$ has the following properties:
(1) If $w_{1} \in L\left(\mathcal{A}_{1}\right)$ and there is a matrix $A \in \operatorname{GL}(2, \mathbb{Z})$ which satisfies the equation $\varphi\left(w_{1}\right) M_{1} A=M_{2}$, then there is $w \in L\left(\mathcal{F}\left(\mathcal{A}_{1}, M_{1} ; M_{2}\right)\right)$ such that $\varphi\left(w_{1}\right) M_{1} \varphi(w)^{-1}=M_{2}\left(\right.$ and hence $\left.A=\varphi(w)^{-1}\right)$.
(2) If $w \in L\left(\mathcal{F}\left(\mathcal{A}_{1}, M_{1} ; M_{2}\right)\right)$, then there is $w_{1} \in L\left(\mathcal{A}_{1}\right)$ such that $\varphi\left(w_{1}\right) M_{1} \varphi(w)^{-1}=M_{2}$.

Proof. Note that if $M_{1}$ and $M_{2}$ have different Smith normal forms, then by the uniqueness part of Theorem 2.2 the equation $A_{1} M_{1} A_{2}=M_{2}$ cannot have a solution $A_{1}, A_{2} \in \operatorname{GL}(2, \mathbb{Z})$. Therefore, in this case both properties of $\mathcal{F}\left(\mathcal{A}_{1}, M_{1} ; M_{2}\right)$ are trivially satisfied. Now, suppose that $D=\left[\begin{array}{cc}m & 0 \\ 0 & m n\end{array}\right]$ is the common Smith normal form of $M_{1}$ and $M_{2}$ and let $E_{1}, F_{1}, E_{2}, F_{2}$ be matrices form $\operatorname{GL}(2, \mathbb{Z})$ such that $M_{1}=E_{1} D F_{1}$ and $M_{2}=E_{2} D F_{2}$.

To see that the first property of $\mathcal{F}\left(\mathcal{A}_{1}, M_{1} ; M_{2}\right)$ holds, let's take any $w_{1} \in L\left(\mathcal{A}_{1}\right)$ for which there is a matrix $A \in \mathrm{GL}(2, \mathbb{Z})$ that satisfies the equation $\varphi\left(w_{1}\right) M_{1} A=M_{2}$. Hence we have that

$$
\varphi\left(w_{1}\right) E_{1} D F_{1} A=E_{2} D F_{2},
$$

which is equivalent to

$$
F_{2}^{-1}\left(E_{2}^{-1} \varphi\left(w_{1}\right) E_{1}\right)^{D} F_{1}=A^{-1}
$$

Because $F_{2}^{-1}, F_{1}$, and $A^{-1}$ are matrices from $\operatorname{GL}(2, \mathbb{Z})$, we conclude that $\left(E_{2}^{-1} \varphi\left(w_{1}\right) E_{1}\right)^{D}$ is in $\operatorname{GL}(2, \mathbb{Z})$. Then, by Proposition 2.3, we have $E_{2}^{-1} \varphi\left(w_{1}\right) E_{1} \in H(n)$ or, equivalently,

$$
w\left(E_{2}^{-1}\right) \cdot w_{1} \cdot w\left(E_{1}\right) \in L_{H(n)}
$$

By the first property of Theorem 2.4, there exists $w^{\prime} \in$ $L\left(\mathcal{F}_{D}\left(w\left(E_{2}^{-1}\right) \cdot \mathcal{A}_{1} \cdot w\left(E_{1}\right)\right)\right)$ such that

$$
\varphi\left(w^{\prime}\right)=\varphi\left(w\left(E_{2}^{-1}\right) \cdot w_{1} \cdot w\left(E_{1}\right)\right)^{D}=\left(E_{2}^{-1} \varphi\left(w_{1}\right) E_{1}\right)^{D}
$$

Let $w=w\left(F_{2}^{-1}\right) \cdot w^{\prime} \cdot w\left(F_{1}\right)$. Then obviously $w$ is in $L\left(\mathcal{F}\left(\mathcal{A}_{1}, M_{1} ; M_{2}\right)\right)$. Moreover,

$$
\varphi(w)=F_{2}^{-1} \varphi\left(w^{\prime}\right) F_{1}=F_{2}^{-1}\left(E_{2}^{-1} \varphi\left(w_{1}\right) E_{1}\right)^{D} F_{1}
$$

The last equation is equivalent to

$$
\varphi\left(w_{1}\right) E_{1} D F_{1} \varphi(w)^{-1}=E_{2} D F_{2}
$$

which is the same as $\varphi\left(w_{1}\right) M_{1} \varphi(w)^{-1}=M_{2}$. Hence the first property holds.

We now prove the second property of $\mathcal{F}\left(\mathcal{A}_{1}, M_{1} ; M_{2}\right)$. Let's take any $w \in L\left(\mathcal{F}\left(\mathcal{A}_{1}, M_{1} ; M_{2}\right)\right)$. Then there exists $w^{\prime} \in L\left(\mathcal{F}_{D}\left(w\left(E_{2}^{-1}\right) \cdot \mathcal{A}_{1} \cdot w\left(E_{1}\right)\right)\right)$ such that $w=w\left(F_{2}^{-1}\right) \cdot w^{\prime} \cdot w\left(F_{1}\right)$. By the second property of the construction $\mathcal{F}_{D}$, there exists $w_{1} \in L\left(\mathcal{A}_{1}\right)$ such that

$$
w\left(E_{2}^{-1}\right) \cdot w_{1} \cdot w\left(E_{1}\right) \in L_{H(n)}
$$

and

$$
\varphi\left(w^{\prime}\right)=\varphi\left(w\left(E_{2}^{-1}\right) \cdot w_{1} \cdot w\left(E_{1}\right)\right)^{D}
$$

The last two conditions are equivalent to the facts that $E_{2}^{-1} \varphi\left(w_{1}\right) E_{1} \in H(n)$ and $\varphi\left(w^{\prime}\right)=\left(E_{2}^{-1} \varphi\left(w_{1}\right) E_{1}\right)^{D}$. From the equation $w=w\left(F_{2}^{-1}\right) \cdot w^{\prime} \cdot w\left(F_{1}\right)$ we have that $\varphi(w)=F_{2}^{-1} \varphi\left(w^{\prime}\right) F_{1}$. Therefore,

$$
\varphi(w)=F_{2}^{-1}\left(E_{2}^{-1} \varphi\left(w_{1}\right) E_{1}\right)^{D} F_{1}
$$

The last equation is equivalent to $\varphi\left(w_{1}\right) E_{1} D F_{1} \varphi(w)^{-1}=E_{2} D F_{2}$, which is the same as $\varphi\left(w_{1}\right) M_{1} \varphi(w)^{-1}=M_{2}$. This proves the second property.

We now explain how to construct an automaton $\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)$. For convenience, the description of this construction is enclosed in the Proposition 2.6 below.

The next lemma will play an important role in the proof of the inductive step in Proposition 2.6. Informally speaking, it states that when we consider all possible Smith normal forms $U D V$ for a fixed $D$, we can assume that $U$ comes from a finite set of matrices.

Lemma 2.2. Let $D=\left[\begin{array}{cc}m & 0 \\ 0 & m n\end{array}\right]$ be a diagonal matrix in the Smith normal form and let $U_{0}, \ldots, U_{k}$ be representatives of the right cosets of $H(n)$ in $\mathrm{GL}(2, \mathbb{Z})$. Then

$$
\begin{aligned}
& \{U D V: U, V \in \mathrm{GL}(2, \mathbb{Z})\}= \\
& \quad=\bigcup_{i=0}^{k}\left\{U_{i} D V: V \in \mathrm{GL}(2, \mathbb{Z})\right\}
\end{aligned}
$$

Proof. Consider a matrix $M=U D V$ for some $U, V \in$ $\mathrm{GL}(2, \mathbb{Z})$ and choose $i$ such that $U \in U_{i} H(n)$. In this case we have that $U_{i}^{-1} U \in H(n)$, and thus $\left(U_{i}^{-1} U\right)^{D}$ belongs to $\mathrm{GL}(2, \mathbb{Z})$ by Proposition 2.3. Let

$$
V^{\prime}=\left(U_{i}^{-1} U\right)^{D} V \in \mathrm{GL}(2, \mathbb{Z})
$$

Then we have an equality

$$
M=U D V=U_{i} D D^{-1} U_{i}^{-1} U D V=U_{i} D V^{\prime}
$$

and hence

$$
M \in\left\{U_{i} D V: V \in \operatorname{GL}(2, \mathbb{Z})\right\}
$$

The inclusion in the other direction is obvious.
Proposition 2.6. Let $\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}$ be finite automata in alphabet $\Sigma$, and $M_{1}, \ldots, M_{t-1}, M_{t}$ be nonsingular matrices from $\mathbb{Z}^{2 \times 2}$. Then there is an automaton $\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)$ which has the following properties:
(1) If $w_{1} \in L\left(\mathcal{A}_{1}\right), \ldots, w_{t-1} \in L\left(\mathcal{A}_{t-1}\right)$ and there is a matrix $A \in \mathrm{GL}(2, \mathbb{Z})$ which satisfies the equation

$$
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-1}\right) M_{t-1} A=M_{t}
$$

then there is

$$
w \in L\left(\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)\right)
$$

such that

$$
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-1}\right) M_{t-1} \varphi(w)^{-1}=M_{t}
$$

(and hence $A=\varphi(w)^{-1}$ ).
(2) If $w \in L\left(\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)\right)$, then there are $w_{1} \in L\left(\mathcal{A}_{1}\right), \ldots, w_{t-1} \in L\left(\mathcal{A}_{t-1}\right)$ such that

$$
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-1}\right) M_{t-1} \varphi(w)^{-1}=M_{t}
$$

Proof. The case when $t=2$ was proved in Proposition 2.5. Suppose that the proposition holds for $t-1$, and thus we have a construction of the automata of the form $\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-2}, M_{1}, \ldots, M_{t-2} ; M_{t-1}\right)$ which satisfy the properties (1) and (2) above. Using induction on $t$, we will show how to construct an automaton $\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)$.

Let $D_{t-1}=\left[\begin{array}{cc}m & 0 \\ 0 & m n\end{array}\right]$ be equal to the Smith normal form of the matrix $M_{t-1}$ and let $U_{0}, \ldots, U_{k}$ be representatives of the right cosets of $H(n)$, which can be computed by Theorem 2.3. Then we define $\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)$ to be an automaton that recognizes the following union of regular languages

$$
\begin{array}{rl}
\bigcup_{i=0}^{k} & L\left(\mathcal { F } \left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-3}, \mathcal{A}_{t-2}, M_{1}, \ldots, M_{t-3}\right.\right. \\
& \left.\left.M_{t-2} U_{i} D_{t-1} ; M_{t}\right) \cdot \mathcal{F}\left(\mathcal{A}_{t-1}, M_{t-1} ; U_{i} D_{t-1}\right)\right)
\end{array}
$$

To see that the first property holds for $\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)$, let's take

$$
w_{1} \in L\left(\mathcal{A}_{1}\right), \ldots, w_{t-1} \in L\left(\mathcal{A}_{t-1}\right)
$$

and suppose there is a matrix $A \in \mathrm{GL}(2, \mathbb{Z})$ which satisfies the equation

$$
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-1}\right) M_{t-1} A=M_{t}
$$

By Lemma 2.2, there is $i \in\{0, \ldots, k\}$ and $V \in$ $\mathrm{GL}(2, \mathbb{Z})$ such that $\varphi\left(w_{t-1}\right) M_{t-1} A=U_{i} D_{t-1} V$. So the above equation is equivalent to the following system of equations

$$
\begin{aligned}
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-2}\right) M_{t-2} U_{i} D_{t-1} V & =M_{t} \\
\varphi\left(w_{t-1}\right) M_{t-1} A V^{-1} & =U_{i} D_{t-1}
\end{aligned}
$$

Since $V \in G L(2, \mathbb{Z})$, by the inductive hypothesis there is a word $u$ such that

$$
\begin{aligned}
& u \in L\left(\mathcal { F } \left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-3}, \mathcal{A}_{t-2},\right.\right. \\
& \\
& \left.\left.\quad M_{1}, \ldots, M_{t-3}, M_{t-2} U_{i} D_{t-1} ; M_{t}\right)\right)
\end{aligned}
$$

and

$$
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-2}\right) M_{t-2} U_{i} D_{t-1} \varphi(u)^{-1}=M_{t}
$$

Moreover, since $A V^{-1} \in \mathrm{GL}(2, \mathbb{Z})$, by Proposition 2.5, there is a word $v \in L\left(\mathcal{F}\left(\mathcal{A}_{t-1}, M_{t-1} ; U_{i} D_{t-1}\right)\right)$ such that $\varphi\left(w_{t-1}\right) M_{t-1} \varphi(v)^{-1}=U_{i} D_{t-1}$. Combining the last two equations together we obtain that

$$
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-1}\right) M_{t-1} \varphi(v)^{-1} \varphi(u)^{-1}=M_{t}
$$

or, equivalently,

$$
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-1}\right) M_{t-1} \varphi(u v)^{-1}=M_{t}
$$

Note that

$$
\begin{aligned}
u v \in & L\left(\mathcal { F } \left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-3}, \mathcal{A}_{t-2}, M_{1}, \ldots, M_{t-3}\right.\right. \\
& \left.\left.M_{t-2} U_{i} D_{t-1} ; M_{t}\right) \cdot \mathcal{F}\left(\mathcal{A}_{t-1}, M_{t-1} ; U_{i} D_{t-1}\right)\right)
\end{aligned}
$$

and hence $u v \in L\left(\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)\right)$. Therefore, property (1) holds.

To show the second property, let's take $w \in$ $L\left(\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)\right)$. Then there is $i \in\{0, \ldots, k\}$ such that

$$
\begin{aligned}
w \in & L\left(\mathcal { F } \left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-3}, \mathcal{A}_{t-2}, M_{1}, \ldots, M_{t-3}\right.\right. \\
& \left.\left.M_{t-2} U_{i} D_{t-1} ; M_{t}\right) \cdot \mathcal{F}\left(\mathcal{A}_{t-1}, M_{t-1} ; U_{i} D_{t-1}\right)\right)
\end{aligned}
$$

Therefore, there are words $u$ and $v$ such that

$$
\begin{aligned}
& u \in L\left(\mathcal { F } \left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-3}, \mathcal{A}_{t-2},\right.\right. \\
& \\
& \left.\left.\quad M_{1}, \ldots, M_{t-3}, M_{t-2} U_{i} D_{t-1} ; M_{t}\right)\right)
\end{aligned}
$$

and $v \in L\left(\mathcal{F}\left(\mathcal{A}_{t-1}, M_{t-1} ; U_{i} D_{t-1}\right)\right)$. By Proposition 2.5 , there is $w_{t-1} \in L\left(\mathcal{A}_{t-1}\right)$ such that

$$
\varphi\left(w_{t-1}\right) M_{t-1} \varphi(v)^{-1}=U_{i} D_{t-1}
$$

Furthermore, by the inductive hypothesis, there are $w_{1} \in L\left(\mathcal{A}_{1}\right), \ldots, w_{t-2} \in L\left(\mathcal{A}_{t-2}\right)$ such that

$$
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-2}\right) M_{t-2} U_{i} D_{t-1} \varphi(u)^{-1}=M_{t}
$$

Combining the last two equation together we obtain

$$
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-1}\right) M_{t-1} \varphi(v)^{-1} \varphi(u)^{-1}=M_{t}
$$

Note that $\varphi(w)^{-1}=\varphi(v)^{-1} \varphi(u)^{-1}$, and hence we have

$$
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-1}\right) M_{t-1} \varphi(w)^{-1}=M_{t}
$$

Therefore, property (2) holds.
THEOREM 2.5. Let $M_{1}, \ldots, M_{t}$ be nonsingular matrices from $\mathbb{Z}^{2 \times 2}$ and let $\mathcal{S}_{1}, \ldots, \mathcal{S}_{t}$ be regular subsets of $\mathrm{GL}(2, \mathbb{Z})$. Then there is an algorithm that decides whether there exist matrices $A_{1} \in \mathcal{S}_{1}, \ldots, A_{t} \in \mathcal{S}_{t}$ such that $A_{1} M_{1} \ldots A_{t-1} M_{t-1} A_{t}=M_{t}$.

Proof. Let $\mathcal{A}_{1}, \ldots, \mathcal{A}_{t}$ be finite automata such that $\mathcal{S}_{i}=\varphi\left(L\left(\mathcal{A}_{i}\right)\right)$, for each $i=1, \ldots, t$. Now, consider an automaton $\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)$ which was constructed in the proof of Proposition 2.6. We will show the following equivalence: there exist matrices $A_{1} \in \mathcal{S}_{1}, \ldots, A_{t} \in \mathcal{S}_{t}$ that satisfy the equation $A_{1} M_{1} \ldots A_{t-1} M_{t-1} A_{t}=M_{t}$ if and only if

$$
\begin{aligned}
& L\left(\operatorname{Can}\left(\operatorname{Inv}\left(\mathcal{A}_{t}\right)\right)\right) \cap L\left(\operatorname { C a n } \left(\mathcal { F } \left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1},\right.\right.\right. \\
&\left.\left.\left.M_{1}, \ldots, M_{t-1} ; M_{t}\right)\right)\right) \neq \emptyset .
\end{aligned}
$$

The statement of the theorem then follows from the decidability of the emptiness problem for regular languages.

First, suppose that there are matrices $A_{1} \in \mathcal{S}_{1}, \ldots, A_{t} \in \mathcal{S}_{t}$ that satisfy the equation $A_{1} M_{1} \ldots A_{t-1} M_{t-1} A_{t}=M_{t}$. Then there are words $w_{1} \in L\left(\mathcal{A}_{1}\right), \ldots, w_{t} \in L\left(\mathcal{A}_{t}\right)$ such that

$$
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-1}\right) M_{t-1} \varphi\left(w_{t}\right)=M_{t} .
$$

By property (1) of Proposition 2.6, there is a word $u \in L\left(\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)\right)$ such that

$$
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-1}\right) M_{t-1} \varphi(u)^{-1}=M_{t} .
$$

In particular, we have $\varphi\left(w_{t}\right)=\varphi(u)^{-1}$. Furthermore, by the construction of $\operatorname{Inv}\left(\mathcal{A}_{t}\right)$, there is a word $v \in$ $L\left(\operatorname{Inv}\left(\mathcal{A}_{t}\right)\right)$ such that $\varphi(v)=\varphi\left(w_{t}\right)^{-1}$. So we have $\varphi(u)=\varphi\left(w_{t}\right)^{-1}=\varphi(v)$, that is, $u \sim v$. Let $w$ be the canonical word that is equivalent to $u$ and $v$. Then

$$
\begin{array}{r}
w \in L\left(\operatorname{Can}\left(\operatorname{Inv}\left(\mathcal{A}_{t}\right)\right)\right) \cap L\left(\operatorname { C a n } \left(\mathcal { F } \left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1},\right.\right.\right. \\
\left.\left.\left.M_{1}, \ldots, M_{t-1} ; M_{t}\right)\right)\right) .
\end{array}
$$

On the other hand, suppose there is a word $w$ such that

$$
\begin{array}{r}
w \in L\left(\operatorname{Can}\left(\operatorname{Inv}\left(\mathcal{A}_{t}\right)\right)\right) \cap L\left(\operatorname { C a n } \left(\mathcal { F } \left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1},\right.\right.\right. \\
\left.\left.\left.M_{1}, \ldots, M_{t-1} ; M_{t}\right)\right)\right) .
\end{array}
$$

Then there are words $u$ and $v$ such that $u \sim v \sim w$ and $u \in L\left(\mathcal{F}\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{t-1}, M_{1}, \ldots, M_{t-1} ; M_{t}\right)\right)$ and $v \in L\left(\operatorname{Inv}\left(\mathcal{A}_{t}\right)\right)$. Hence there is $w_{t} \in L\left(\mathcal{A}_{t}\right)$ such that $\varphi\left(w_{t}\right)=\varphi(v)^{-1}$. Also by property (2) of Proposition 2.6, there are words $w_{1} \in L\left(\mathcal{A}_{1}\right), \ldots, w_{t-1} \in L\left(\mathcal{A}_{t-1}\right)$ such that

$$
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-1}\right) M_{t-1} \varphi(u)^{-1}=M_{t} .
$$

Since $v \sim u$, we have that $\varphi(u)^{-1}=\varphi(v)^{-1}=\varphi\left(w_{t}\right)$. Therefore, the above equation is equivalent to

$$
\varphi\left(w_{1}\right) M_{1} \ldots \varphi\left(w_{t-1}\right) M_{t-1} \varphi\left(w_{t}\right)=M_{t} .
$$

Now, if we let $A_{1}=\varphi\left(w_{1}\right), \ldots, A_{t}=\varphi\left(w_{t}\right)$, then for each $i=1, \ldots, t$ we have $A_{i} \in \mathcal{S}_{i}$, and these matrices satisfy the equation $A_{1} M_{1} \ldots A_{t-1} M_{t-1} A_{t}=M_{t}$.

## 3 Appendix

Construction of the automaton $\operatorname{Can}(\mathcal{A})$. Below is a detailed description of the automaton $\operatorname{Can}(\mathcal{A})$ which is used in the proofs of Propositions 2.2 and 2.4 and Theorem 2.5.

Let $\mathcal{A}$ be a finite automaton with alphabet $\Sigma$. We will construct a new automaton $\operatorname{Can}(\mathcal{A})$ such that the language of $\operatorname{Can}(\mathcal{A})$ contains only canonical words and $\operatorname{Can}(\mathcal{A}) \sim \mathcal{A}$, that is, $\varphi(L(\operatorname{Can}(\mathcal{A})))=\varphi(L(\mathcal{A}))$. In order to do this, we will define a sequence of transformations called Red, $F_{N}$ and $F_{X}$ which will have the following properties:

- $\operatorname{Can}(\mathcal{A})=F_{X} \circ \operatorname{Red} \circ F_{N}(\mathcal{A})$,
- $L\left(F_{N}(\mathcal{A})\right) \subseteq\{X, S, R\}^{*} \cup N\{X, S, R\}^{*}$, that is, $F_{N}(\mathcal{A})$ accepts only those words that have at most one occurrence of $N$ which may appear only in the first position,
- $L\left(\operatorname{Red} \circ F_{N}(\mathcal{A})\right) \subseteq\{X, S, R\}^{*} \cup N\{X, S, R\}^{*}$ and, moreover, $\operatorname{Red} \circ F_{N}(\mathcal{A})$ accepts only those words that do not contain subwords of the form $X X$, $S X^{\alpha} S$ and $R X^{\alpha_{1}} R X^{\alpha_{2}} R$ for any $\alpha, \alpha_{1}, \alpha_{2} \in\{0,1\}$,
- $F_{X} \circ \operatorname{Red} \circ F_{N}(\mathcal{A})$ accepts only canonical words,
- finally, we will have the equivalences

$$
\begin{aligned}
\mathcal{A} \sim F_{N}(\mathcal{A}) & \sim \operatorname{Red} \circ F_{N}(\mathcal{A}) \sim \\
& \sim F_{X} \circ \operatorname{Red} \circ F_{N}(\mathcal{A})=\operatorname{Can}(\mathcal{A}) .
\end{aligned}
$$

We now describe each of these transformations in detail.
Transformation $F_{N}$. We will make use of the following equivalences which can be easily verified: $X \sim$ $N X N, S \sim N X S N$, and $R \sim N S R^{2} S N$.

First, for every transition $q \xrightarrow{X} q^{\prime}$ which appears in $\mathcal{A}$, we add new states $p_{1}, p_{2}$ and a new path of the form

$$
q \xrightarrow{N} p_{1} \xrightarrow{X} p_{2} \xrightarrow{N} q^{\prime} .
$$

Note that since $X \sim N X N$, the addition of such paths produces an equivalent automaton. Similarly, for any transition $q \xrightarrow{S} q^{\prime}$ in $\mathcal{A}$, we add new states $p_{1}, p_{2}, p_{3}$ and a path

$$
q \xrightarrow{N} p_{1} \xrightarrow{X} p_{2} \xrightarrow{S} p_{3} \xrightarrow{N} q^{\prime} .
$$

Finally, for any transition $q \xrightarrow{R} q^{\prime}$ in $\mathcal{A}$, we add new states $p_{1}, p_{2}, p_{3}, p_{4}, p_{5}$ and a path

$$
q \xrightarrow{N} p_{1} \xrightarrow{S} p_{2} \xrightarrow{R} p_{3} \xrightarrow{R} p_{4} \xrightarrow{S} p_{5} \xrightarrow{N} q^{\prime}
$$

Again, the addition of such paths produces an equivalent automaton. Let us call this automaton $\mathcal{A}_{1}$.

Now, for every pair of states $q, q^{\prime}$ in $\mathcal{A}_{1}$, which are connected by a path labelled with $N N$, we add an $\varepsilon$ transition $q \xrightarrow{\varepsilon} q^{\prime}$. We repeat this procedure iteratively until no new $\varepsilon$-transitions of this type can be added. Let $\mathcal{A}_{2}$ be the resulting automaton. Note that since $N N$ is equivalent to the empty word, which represents the identity matrix $I$, the automaton $\mathcal{A}_{2}$ is equivalent to $\mathcal{A}_{1}$ and hence to $\mathcal{A}$.

Let $F_{N}(\mathcal{A})$ be an automaton that recognizes the intersection

$$
L\left(\mathcal{A}_{2}\right) \cap\left(\{X, S, R\}^{*} \cup N\{X, S, R\}^{*}\right)
$$

Obviously, the language of $F_{N}(\mathcal{A})$ is a subset of $\{X, S, R\}^{*} \cup N\{X, S, R\}^{*}$, so we only need to show that $F_{N}(\mathcal{A}) \sim \mathcal{A}$. Take any $w_{1} \in L\left(F_{N}(\mathcal{A})\right)$, then $w_{1} \in L\left(\mathcal{A}_{2}\right)$ and since $\mathcal{A}_{2} \sim \mathcal{A}$, there is $w_{2} \in L(\mathcal{A})$ such that $w_{1} \sim w_{2}$. Next, we need to prove that for any $w_{2} \in L(\mathcal{A})$, there is $w_{1} \in L\left(F_{N}(\mathcal{A})\right)$ such that $w_{2} \sim w_{1}$.

Let us take any $w_{2} \in L(\mathcal{A})$. To construct the required word $w_{1}$, we first need to find all occurrences of letter $N$ in $w_{2}$. For example, suppose that

$$
w_{2}=u_{1} N u_{2} N \ldots u_{n-1} N u_{n}
$$

where each $u_{i} \in\{X, S, R\}^{*}$. If the number of $N$ 's is odd, then in each subword $u_{i}$ with odd $i$ we replace every occurrence of $X, S$, and $R$ with $N X N, N X S N$, and $N S R^{2} S N$, respectively, and leave $u_{i}$ 's with even $i$ unchanged. On the other hand, if the number of $N$ 's is even, then we apply such substitution to each $u_{i}$ with even $i$ and leave $u_{i}$ 's with odd $i$ unchanged. Let $w^{\prime}$ be the resulting word. Then by construction $w^{\prime} \sim w_{2}$ and $w^{\prime} \in L\left(\mathcal{A}_{1}\right)$. Next, we repeatedly remove all occurrences of the subword $N N$ from $w^{\prime}$. This will give us a word $w_{1} \sim w^{\prime} \sim w_{2}$ such that $w_{1} \in L\left(\mathcal{A}_{2}\right)$ and $w_{1}$ contains at most one letter $N$, which may appear only in the first position. Hence $w_{1} \in L\left(F_{N}(\mathcal{A})\right)$. This idea is illustrated by the following example. Let

$$
w_{2}=S X N R N R S N S \in L(\mathcal{A})
$$

so $w_{2}$ contains an odd number of $N$ 's and hence

$$
\begin{aligned}
w^{\prime} & =(N X S N)(N X N) N R N\left(N S R^{2} S N\right)(N X S N) N S \\
& =N X S(N N) X(N N) R(N N) S R^{2} S(N N) X S(N N) S
\end{aligned}
$$

In the above formula the parentheses are inserted only to visually separated subwords in $w^{\prime}$. After removing subwords $N N$ from $w^{\prime}$ we obtain

$$
w_{1}=N X S X R S R^{2} S X S S \in L\left(F_{N}(\mathcal{A})\right)
$$

such that $w_{1} \sim w_{2}$. The next example illustrates the same idea for an even number of $N$ 's. Let

$$
w_{2}=S X N R N R S N S N \in L(\mathcal{A})
$$

then

$$
\begin{aligned}
w^{\prime} & =S X N\left(N S R^{2} S N\right) N R S N(N X S N) N \\
& =S X(N N) S R^{2} S(N N) R S(N N) X S(N N)
\end{aligned}
$$

After removing $N N$ from $w^{\prime}$ we obtain

$$
w_{1}=S X S R^{2} S R S X S \in L\left(F_{N}(\mathcal{A})\right)
$$

such that $w_{1} \sim w_{2}$. This completes the proof that $F_{N}(\mathcal{A}) \sim \mathcal{A}$.

Transformation Red. To construct $\operatorname{Red} \circ F_{N}(\mathcal{A})$ from $F_{N}(\mathcal{A})$ we will make use of the following equivalences $S S \sim X$ and $R R R \sim X$. We will also use the fact that $X$ commutes with $S, R$, and $N$, and that $X X$ is equivalent to the empty word.

First, we apply the following procedure to $F_{N}(\mathcal{A})$ :
(1) For any pair of states $q, q^{\prime}$ in $F_{N}(\mathcal{A})$ that are connected by a path labelled with $X X$, we add an $\varepsilon$-transition $q \xrightarrow{\varepsilon} q^{\prime}$.
(2) For any pair of states $q, q^{\prime}$ in $F_{N}(\mathcal{A})$ that are connected by a path labelled with $S X^{\alpha} S$, where $\alpha \in\{0,1\}$ (recall that $X^{0}$ denotes the empty word), we add a new transition $q \xrightarrow{X^{\beta}} q^{\prime}$, where $\beta=1-\alpha$.
(3) For any pair of states $q, q^{\prime}$ in $F_{N}(\mathcal{A})$ that are connected by a path labelled with $R X^{\alpha_{1}} R X^{\alpha_{2}} R$, where $\alpha_{1}, \alpha_{2} \in\{0,1\}$, we add a new transition $q \xrightarrow{X^{\gamma}} q^{\prime}$, where $\gamma \in\{0,1\}$ is such that

$$
\gamma \equiv \alpha_{1}+\alpha_{2}+1 \quad \bmod 2
$$

We repeat the above steps iteratively until no new transitions can be added.

Let $\mathcal{A}^{\prime}$ be the resulting automaton. By construction, we have $\mathcal{A}^{\prime} \sim F_{N}(\mathcal{A})$. Let $\mathcal{L}_{\text {Red }}$ be the regular language which consists of all words in alphabet $\Sigma$ that do not contain subwords of the form $X X, S X^{\alpha} S$ and $R X^{\alpha_{1}} R X^{\alpha_{2}} R$ for any $\alpha, \alpha_{1}, \alpha_{2} \in\{0,1\}$. Define $\operatorname{Red} \circ F_{N}(\mathcal{A})$ as an automaton that accepts the language $L\left(\mathcal{A}^{\prime}\right) \cap \mathcal{L}_{\text {Red }}$. It is not hard to see that the language of $\operatorname{Red} \circ F_{N}(\mathcal{A})$ is contained in

$$
\mathcal{L}_{\mathrm{Red}} \cap\left(\{X, S, R\}^{*} \cup N\{X, S, R\}^{*}\right)
$$

What is left to show is that $\operatorname{Red} \circ F_{N}(\mathcal{A}) \sim F_{N}(\mathcal{A})$. If $w_{1} \in L\left(\operatorname{Red} \circ F_{N}(\mathcal{A})\right)$, then $w_{1} \in L\left(\mathcal{A}^{\prime}\right)$, and hence $w_{1} \sim w_{2}$ for some $w_{2} \in L\left(F_{N}(\mathcal{A})\right)$ because $\mathcal{A}^{\prime} \sim F_{N}(\mathcal{A})$. On the other hand, if $w_{2} \in L\left(F_{N}(\mathcal{A})\right)$, then we can repeatedly remove subwords $X X$ from $w_{2}$ and replace subwords of the form $S X^{\alpha} S$ and $R X^{\alpha_{1}} R X^{\alpha_{2}} R$, for $\alpha, \alpha_{1}, \alpha_{2} \in\{0,1\}$, with $X^{\beta}$ and $X^{\gamma}$, respectively, where $\beta=1-\alpha$ and $\gamma \in\{0,1\}$ is such that

$$
\gamma \equiv \alpha_{1}+\alpha_{2}+1 \quad \bmod 2
$$

Let $w_{1}$ be a resulting word that does not contain subwords $X X, S X^{\alpha} S$ and $R X^{\alpha_{1}} R X^{\alpha_{2}} R$ for any $\alpha, \alpha_{1}, \alpha_{2} \in$ $\{0,1\}$. Then $w_{1} \sim w_{2}$ and

$$
w_{1} \in L\left(\mathcal{A}^{\prime}\right) \cap \mathcal{L}_{\mathrm{Red}}=L\left(\operatorname{Red} \circ F_{N}(\mathcal{A})\right)
$$

Transformation $F_{X}$. The words accepted by Red $\circ F_{N}(\mathcal{A})$ are almost in canonical form with the exception that the letter $X$ may appear in the middle of a word. To get rid of such $X$ 's we use a similar idea as in the construction of $F_{N}(\mathcal{A})$. Namely, we will use the following equivalences: $S \sim X S X$ and $R \sim X R X$. Note that we will not need the equivalence $N \sim X N X$ because the letter $N$ can appear only at the beginning of a word.

To construct $\operatorname{Can}(\mathcal{A})=F_{X} \circ \operatorname{Red} \circ F_{N}(\mathcal{A})$ from Red $\circ F_{N}(\mathcal{A})$, we do the following. First, for every transition $q \xrightarrow{S} q^{\prime}$ which appears in $\operatorname{Red} \circ F_{N}(\mathcal{A})$, we add new states $p_{1}, p_{2}$ and a new path of the form

$$
q \xrightarrow{X} p_{1} \xrightarrow{S} p_{2} \xrightarrow{X} q^{\prime}
$$

Similarly, for every transition $q \xrightarrow{R} q^{\prime}$ which appears in Red $\circ F_{N}(\mathcal{A})$, we add new states $p_{1}, p_{2}$ and a new path of the form

$$
q \xrightarrow{X} p_{1} \xrightarrow{R} p_{2} \xrightarrow{X} q^{\prime} .
$$

After that we iteratively add $\varepsilon$ transitions $q \xrightarrow{\varepsilon} q^{\prime}$ for every pair of states $q, q^{\prime}$ that are connected by a path with label $X X$. We do this until no new $\varepsilon$-transitions can be added.

Let $\mathcal{A}^{\prime}$ be the resulting automaton, which is by construction equivalent to $\operatorname{Red} \circ F_{N}(\mathcal{A})$. Let $\mathcal{L}_{\text {Can }}$ be the regular language which consists of all canonical words in alphabet $\Sigma$. Define $\operatorname{Can}(\mathcal{A})=F_{X} \circ \operatorname{Red} \circ F_{N}(\mathcal{A})$ as an automaton that accepts the language $L\left(\mathcal{A}^{\prime}\right) \cap \mathcal{L}_{\text {Can }}$. Therefore, $\operatorname{Can}(\mathcal{A})$ accepts only canonical words.

The proof that $\operatorname{Can}(\mathcal{A}) \sim \operatorname{Red} \circ F_{N}(\mathcal{A})$ is similar to the proof that $F_{N}(\mathcal{A}) \sim \mathcal{A}$ given above. If $w_{1} \in$ $L(\operatorname{Can}(\mathcal{A}))$, then $w_{1} \in L\left(\mathcal{A}^{\prime}\right)$ and hence $w_{1} \sim w_{2}$ for some $w_{2} \in L\left(\operatorname{Red} \circ F_{N}(\mathcal{A})\right)$ because $\mathcal{A}^{\prime} \sim \operatorname{Red} \circ F_{N}(\mathcal{A})$. On the other hand, if $w_{2} \in L\left(\operatorname{Red} \circ F_{N}(\mathcal{A})\right)$, then to construct $w_{1} \in L(\operatorname{Can}(\mathcal{A}))$ such that $w_{1} \sim w_{2}$ we first find all occurrences of the letter $X$ in $w_{2}$. For example, let $w_{2}$ has the form

$$
w_{2}=N u_{1} X u_{2} X \ldots u_{n-1} X u_{n}
$$

or the form

$$
w_{2}=u_{1} X u_{2} X \ldots u_{n-1} X u_{n}
$$

where each $u_{i} \in\{S, R\}^{*}$. If the number of $X$ 's is odd, then in each $u_{i}$ with odd $i$ we replace every occurrence of $R$ and $S$ with $X R X$ and $X S X$, respectively, and leave
$u_{i}$ 's with even $i$ unchanged. If the number of $X$ 's is even, then we do the same substitution in all $u_{i}$ 's with even $i$ and leave $u_{i}$ 's with odd $i$ unchanged. After that we remove all occurrences of $X X$. If $w_{1}$ is a resulting word, then $w_{1} \sim w_{2}$ and $w_{1} \in L\left(\mathcal{A}^{\prime}\right)$. Moreover, since $w_{1}$ is in canonical form, we also have $w_{1} \in L(\operatorname{Can}(\mathcal{A}))$. This idea is illustrated by the following example. Suppose

$$
w_{2}=N S R X S X R R X
$$

then after replacing suitable occurrences of $R$ and $S$ with $X R X$ and $X S X$, respectively, we obtain the word

$$
\begin{aligned}
& N(X S X)(X R X) X S X(X R X)(X R X) X= \\
& \quad N X S(X X) R(X X) S(X X) R(X X) R(X X)
\end{aligned}
$$

After removing all occurrences of $X X$ we obtain the word

$$
w_{1}=N X S R S R R \sim w_{2}
$$

which is in canonical form, and hence $w_{1} \in L(\operatorname{Can}(\mathcal{A}))$. This completes the construction of $\operatorname{Can}(\mathcal{A})$.
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[^1]:    ${ }^{1}$ In this formula the central dot denotes concatenation of two finite automata.

[^2]:    ${ }^{2}$ We remind the reader that $u_{0}$ is the only initial and the only final state of $\mathcal{A}_{H(2)}$.

[^3]:    ${ }^{3}$ Actually, we can take $v$ to be any word that represents $\left(U_{j_{1}} \varphi(\sigma) U_{j_{2}}^{-1}\right)^{D}$. The fact that it is canonical is not important for our construction.

[^4]:    ${ }^{4}$ We remind that the construction of the automaton $\operatorname{Can}(\mathcal{A})$ is described in the Appendix.

