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Abstract 

Two different chambers are studied in this thesis: the anechoic chamber (AC) and the 

reverberation chamber (RC). The AC has been developed for many years, while in the past 

few years RC has emerged as a promising facility not just in electromagnetic compatibility 

(EMC) measurements but also as a multi-disciplinary research facility in various areas. 

For the anechoic chamber, a CAD tool is developed to aid the design of an anechoic 

chamber. The objective is to estimate the chamber performance accurately. The ultimate goal 

is to minimise the cost but optimise the chamber performance for given conditions and 

specifications. This is very important for a commercial company. The CAD tool is developed 

based on the GO theory, two different algorithms are realised, acceleration techniques are 

applied, and measurements are performed to validate the CAD tool. 

For the reverberation chamber, a series of new measurement methods in the RC are 

developed including antenna radiation efficiency measurement, diversity gain measurement, 

radiated emission measurement, material characterisation, shielding effectiveness, volume 

measurement, etc. Finally, we apply the B-scan in an RC to characterise the behaviour of the 

electric field in the time domain. Statistical characterisation of the electric field in the time 

domain is given, stirrer efficiency is quantified based on the total scattering cross section 

(TSCS) of stirrers, and time gating technique in the RC is introduced. It has been found that 

the stirrer efficiency can be well-quantified in the time domain and the definition of stirrer 

efficiency in this thesis provides a universal and quantitative way to compare the 

performance between different RCs or different stirrer designs in one RC. 
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Chapter 1: Introduction 

1.1 Background 

In this chapter, we introduce the background information of this thesis. This thesis is focused on two 

different chambers: the anechoic chamber and reverberation chamber. For the anechoic chamber, we 

focus on the design procedure of it since the applications of the anechoic chamber are well developed. 

For the reverberation chamber, there are still many scopes to be explored, a series of new methods and 

applications are proposed, and finally the characterisation of the RC is investigated using B-scan 

results. Guidelines for the reverberation chamber design are also discussed. 

1.1.1    Anechoic Chamber Design 

An anechoic chamber (AC) [1] is a large room lined with radio absorbing materials (RAMs) on the 

walls, floor and ceiling to simulate the free space environment (Fig. 1.1) – no echoes are generated, 

thus all outdoor electromagnetic measurements can be conducted inside such a comfortable indoor 

environment which is not subject to any interference. It is therefore widely used in electrical and 

electronics industry.  

   
(a)                                                                                    (b) 

Fig. 1.1. Anechoic chamber (a) 3D model, (b) measurement with an aircraft inside an anechoic chamber 
(pictures from Rainford EMC Systems Ltd). 

 
A problem is how to optimise the performance of such a chamber for a given chamber size using the 

least amount of RAM (cost-effectively). The cost of the RAM depends on the size and type of it. How 

to choose the RAM and arrange them properly is the key problem. Currently, the design of the 

chamber depends on the designer’s experience and sometimes who needs to take a try-and-error 
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approach or use a large safe margin [2]. Thus, we need a scientific and objective way to find the best 

solution.  

Normally, a large safe margin is built in to ensure the good performance of the chamber. There is a 

trade-off between the performance and the cost, the better RAM (thus better chamber performance) 

normally means more expensive and a larger RAM size (thus less space for measurements). At the 

moment, there are no proper chamber design tools available; all chambers are basically designed 

using some guidelines (including in-house simple tools) and experience. Part objective of this thesis is 

to develop an efficient and systematic solution for anechoic chamber design which will help the 

designer to estimate the chamber performance accurately during the design process. The ultimate goal 

is to minimise the cost but optimise the chamber performance for given conditions and specifications. 

The chamber may have various forms in applications, such as tapered chambers [3], compact 

chambers with reflectors [4], double horn chambers [5], [6], etc. There are many ways and parameters 

to characterise the chamber performance: site attenuation (SA, or normalised SA), site voltage 

standing wave ratio (SVSWR) and field uniformity (FU) are the three key parameters which are 

normally employed in the chamber related standards [7], [8] to evaluate the chamber performance.  

1.1.2    Reverberation Chamber 

A reverberation chamber (RC) is an electrically large screened room with electrically large stirrers 

used to stir the field inside the chamber [9] (Fig. 1.2). We can consider the RC as an opposite 

environment against the anechoic chamber:  

The wall of the AC absorbs the electromagnetic waves while the wall of RC reflects them mostly 

(each time);  

The AC is a deterministic environment while the RC is a statistical environment: in the AC, the 

deterministic theory is used while in the RC the statistical theory is applied. 

The AC can be considered as an ideal Gaussian channel, while the RC can be considered as a 

Rayleigh channel or Rician channel (rich multipath channel). 

 
The RC has been used for a wide range of measurement applications related to such as radiated 

immunity, radiated emission, shielding effectiveness, antenna efficiency, channel emulation, material 

characterisation, biological effects, etc. Although a lot of applications have been developed, there are 

still new methods and applications to explore. In this thesis, we focus on the new methods of the RC, 

a series of new measurement methods are developed. The time domain behaviour of the RC is also 
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investigated which gives a further understanding of the RC. The stirrer efficiency is quantified based 

on the B-scan results. 

 
Fig. 1.2. Reverberation chamber at the University of Liverpool. 

 

1.2 Organisation of the Thesis 

There are seven chapters in this thesis. In Chapter 1, a brief introduction is given; Chapter 2 to 

Chapter 4 are mainly focused on the anechoic chamber, while Chapter 5 and Chapter 6 are about 

reverberation chamber. The summary of the thesis is given in Chapter 7.  

In Chapter 2, we review the theory for the anechoic chamber design, GO theory is presented; two 

forms of GO theory are given, a number of computational electromagnetics (CEM) algorithms are 

discussed and compared for anechoic chamber simulation. 

In Chapter 3, the development details of the CAD tool for the anechoic chamber design are given, 

including 3D model description, preprocessing, material definition, boundary definition, post 

processing, etc. Two algorithms (forward and inverse) are developed with acceleration techniques 

respectively. Adaptive octree is proposed in the forward algorithm, and convex acceleration technique 

is proposed in the inverse algorithm. Both these two techniques improve the computation efficiency 

significantly. 
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In Chapter 4, definitions of NSA, SVSWR, FU are given, and the measurement methods are 

introduced, the measurement figures of NSA, SVSWR and FU are given, results from measurement 

and simulation are compared. Good agreements are obtained. Discussion and conclusions are given. 

In Chapter 5, the applications of the reverberation chamber are reviewed, a series of measurement 

methods in the RC are developed including antenna radiation efficiency measurement, diversity gain 

measurement, radiated emission measurement, material characterisation, shielding effectiveness, 

volume measurement, etc. The new methods are detailed in each subsection with theories and 

measurement verifications.  

In Chapter 6, B-scan has been performed in an RC, the electric field behaviour inside the RC in the 

time domain is investigated, statistical characterisation in the time domain is given, stirrer efficiency 

is quantified, and time-gating technique in the RC is introduced. It has been found that the stirrer 

efficiency can be well-defined by using the total scattering cross section of the stirrers, and this 

definition is not sensitive to the antenna position and the load in the RC. 

In Chapter 7, we summarise all the work in this thesis and identify key contributions, potential 

problems and future work are also discussed. 

1.3 References 

[1] W. H. Emerson, “Electromagnetic wave absorbers and anechoic chamber through the years,” 

IEEE Trans. Antennas Propagat., vol. 21, no. 4, pp. 484–490, Jul. 1973. 

[2] L. H. Hemming, Electromagnetic Anechoic Chambers: A Fundamental Design and 
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pp. 1007–1013, Jul. 1991. 

[5] L. H. Hemming, “Anechoic chamber,” U.S. Patent 4 507 660, March 26, 1985.  

[6] G. A. Sanchez, “Geometrically optimized anechoic chamber,” U.S. Patent 5 631 661, May 20, 
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Chapter 2: Theory for Anechoic Chamber Design 

2.1 Introduction 

In this chapter, the theory used for the anechoic chamber design is introduced – geometric optics 

(GO). GO is normally related with ray tracing or imaging method. From analytical point of few, GO 

is an intuitive theory and easy to understand. However, when realising it the problem is not just an 

electromagnetic problem but also highly related to computer graphics. The realisation of GO and its 

application will be presented in the next chapter. In this chapter, we focus on the theory part of GO 

and do not consider the complexity during realisation. To have a quick overview, publication numbers 

related to GO in each year are shown in Fig. 2.1 (raw data from IEEE Xplorer®). It can be seen that, 

since 1980, there has been increasing interest on it (the number of year 2015 is not complete). 

 
Fig. 2.1. Publication number every year (key words: geometric optics) 

 

2.2 GO Theory 

We first introduce the derivation of GO from Maxwell equations and then present how to obtain the 

reflected E-field from the incident E-field.  

2.2.1    GO from Maxwell Equations 
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Geometrical optics can be treated as an extreme case of very high frequency approximation in 

Maxwell’s theory [1], consider the solution 

𝐸�⃑ (𝑟) = 𝐸�⃑ 𝑒−𝑗𝑘0𝐿(�̅�)                                                                (2.1)                                                                    

𝐻��⃑ (𝑟) = 𝐻��⃑ 𝑒−𝑗𝑘0𝐿(�̅�)                                                                (2.2)                                                                 

where 𝑘0 = 𝜔 𝑐⁄  is the free space wave number, 𝜔 is the angular frequency, 𝑐 is the speed of light, let 

𝑘0 → ∞. Substituting in the source-free Maxwell equations we have [1] 

∇𝐿(𝑟) ×𝐻��⃑ +
𝑛
𝜂
𝐸�⃑ =

−𝑗
𝑘0
∇ × 𝐻��⃑                                                                  (2.3) 

∇𝐿(𝑟) × 𝐸�⃑ − 𝑛𝜂𝐻��⃑ =
−𝑗
𝑘0
∇ × 𝐸�⃑                                                                 (2.4) 

∇𝐿(𝑟) ⋅ 𝐸�⃑ =
−𝑗
𝑘0
∇ ⋅ 𝐸�⃑                                                                  (2.5) 

∇𝐿(𝑟) ⋅ 𝐻��⃑ =
−𝑗
𝑘0
∇ ⋅ 𝐻��⃑                                                                (2.6) 

where 𝑛 = 𝑐√𝜇𝜀  is the refractive index, 𝜀 , 𝜇  are the permittivity and permeability respectively, 

𝜂 = �𝜇/𝜀 is the characteristic impedance of the media. In the high-frequency limit we omit the right-

hand sides of (2.3)-(2.6) and obtain the governing equations for geometrical optics [1] 

∇𝐿(𝑟) × 𝐻��⃑ +
𝑛
𝜂
𝐸�⃑ = 0                                                                  (2.7) 

∇𝐿(𝑟) × 𝐸�⃑ − 𝑛𝜂𝐻��⃑ = 0                                                                  (2.8)                                         

∇𝐿(𝑟) ⋅ 𝐸�⃑ = 0                                                                  (2.9)     

∇𝐿(𝑟) ⋅ 𝐻��⃑ = 0                                                               (2.10) 

Substituting (2.8) in (2.7) and making use of (2.9) we obtain geometrical optics [1] 

|∇𝐿(�̅�)|2 = 𝑛2                                                                (2.11)                                                

2.2.2    Reflected Field from Curved Surface 

It is easy to obtain the reflected wave from an infinite large plane surface, but the reflected wave from 

a curved surface is not that easy. The theory has been given in [2], results are summarised here. 

For an incident wave 𝐸�⃑ 𝑖(𝑄𝑅) shown in Fig. 2.2, the reflected wave can be obtained from [2] 
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𝐸�⃑ 𝑟(𝑠) = 𝐸�⃑ 𝑖(𝑄𝑅)𝑅��
𝜌1𝑟𝜌2𝑟

(𝜌1𝑟 + 𝑠)(𝜌2𝑟 + 𝑠) 𝑒
−𝑗𝛽𝑠                                 (2.12) 

 
Fig. 2.2. Incident and reflected wave for a curved surface. 

 

𝑅� is the dyadic reflection coefficient, 𝜌1𝑟, 𝜌2𝑟 are the principal radii of curvature of the reflected wave 

front at the point of reflection [2], shown in Fig. 2.3 and Fig. 2.4, 𝛽 is the propagation constant. 

𝜌1𝑟 = �
1
2�

1
𝜌1𝑖

+
1
𝜌2𝑖
�+

1
𝑓1
�
−1

                                                    (2.13) 

𝜌2𝑟 = �
1
2�

1
𝜌1𝑖

+
1
𝜌2𝑖
�+

1
𝑓2
�
−1

                                                    (2.14) 

 
Fig. 2.3. Incident wave front. 
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Fig. 2.4. Reflected wave front. 

 

where 

1
𝑓1(2)

=
𝑐𝑜𝑠𝜃𝑖
|𝛉|2 �

𝜃222 + 𝜃122

𝑅1
+
𝜃212 + 𝜃112

𝑅2
� 

±
1
2 ��

1
𝜌1𝑖
−

1
𝜌2𝑖
�
2

+ �
1
𝜌1𝑖
−

1
𝜌2𝑖
�

4𝑐𝑜𝑠𝜃𝑖
|𝛉|2 �

𝜃222 − 𝜃122

𝑅1
+
𝜃212 − 𝜃112

𝑅2
� 

+
4𝑐𝑜𝑠2𝜃𝑖

|𝛉|4 ��
𝜃222 + 𝜃122

𝑅1
+
𝜃212 + 𝜃112

𝑅2
�
2

−
4|𝛉|2

𝑅1𝑅2
��
1/2

                     (2.15) 

where + is used for 𝑓1 and the minus for 𝑓2. In (2.15), |𝛉| is the determinant of  

[𝛉] = �𝐗
�1𝑖 ∙ 𝒖�1 𝐗�1𝑖 ∙ 𝒖�2
𝐗�2𝑖 ∙ 𝒖�1 𝐗�2𝑖 ∙ 𝒖�2

�                                                     (2.16) 

or 

|𝛉| = �𝐗�1𝑖 ∙ 𝒖�1��𝐗�2𝑖 ∙ 𝒖�2� − �𝐗�2𝑖 ∙ 𝒖�1��𝐗�1𝑖 ∙ 𝒖�2�                            (2.17) 

and  

𝜃𝑗𝑘 = 𝐗�𝑗𝑖 ∙ 𝒖�𝑘                                                                (2.18) 

The vectors 𝐗�1𝑖  and 𝐗�2𝑖  represent the principal direction of the incident wave front at the reflection 

point 𝑄𝑅 with principal radii of curvature 𝜌1𝑖  and 𝜌2𝑖 . To define 𝐗�1𝑟 and 𝐗�2𝑟, we first introduce [2] 
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𝐐r = �
𝑄11𝑟 𝑄12𝑟
𝑄12𝑟 𝑄22𝑟

�                                                            (2.19) 

where 𝐐𝑟 is defined as the curvature matrix for the reflected wave front whose entries are [2] 

𝑄11𝑟 =
1
𝜌1𝑖

+
2𝑐𝑜𝑠𝜃𝑖

|𝛉|2 �
𝜃222

𝑅1
+
𝜃212

𝑅2
�                                             (2.20) 

𝑄12𝑟 = −
2𝑐𝑜𝑠𝜃𝑖

|𝛉|2 �
𝜃22𝜃11
𝑅1

+
𝜃11𝜃21
𝑅2

�                                       (2.21) 

𝑄22𝑟 =
1
𝜌2𝑖

+
2𝑐𝑜𝑠𝜃𝑖

|𝛉|2 �
𝜃122

𝑅1
+
𝜃112

𝑅2
�                                            (2.22) 

𝐗�1𝑟 and 𝐗�2𝑟 can be written as [2] 

𝐗�1𝑟 =
�𝑄22𝑟 − 1

𝜌1𝑟
� 𝐱�1𝑟 − 𝑄12𝑟 𝐱�2𝑟

��𝑄22𝑟 − 1
𝜌1𝑟
�
2

+ (𝑄12𝑟 )2

                                           (2.23) 

𝐗�2𝑟 = −�̂�𝑟 × 𝐗�1𝑟                                                                    (2.24) 

where 𝐱�1𝑟 and 𝐱�2𝑟 are unit vectors perpendicular to the reflected ray, and can be obtained using [2] 

𝐱�1𝑟 = 𝐗�1𝑖 − 2�𝐧� ∙ 𝐗�1𝑖 �𝐧�                                                     (2.25) 

𝐱�2𝑟 = 𝐗�2𝑖 − 2�𝐧� ∙ 𝐗�2𝑖 �𝐧�                                                     (2.26) 

𝐧� is the unit vector normal to the surface at the reflection point. 

2.2.3    Alternative GO Form 

In the previous section, the analytical form of GO has been given. To obtain the reflected field 

analytically, the surface equation 𝑧(𝑚,𝑦)  must be known. In practice, the surface could not be 

expressed analytically. Thus, an alternative form is needed to make the GO easy to implement 

numerically. 

An alternative form of GO can be expressed as [3] 

𝐸�⃑ = 𝐸�⃑ 0 ⋅ ��𝑅�𝑖� ⋅ ��𝑇�𝑖� ⋅ ��𝑒−𝛾𝑖𝑙𝑖� ⋅ 𝑆𝑆                            (2.27) 
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where the E-field is assumed to propagate like the light as shown in Fig. 2.5 where 𝐴0 and 𝐴 are the 

cross-sectional area of the ray tubes at the source point and field point of interest, they will be used to 

calculate the spreading factor (𝑆𝑆 = �𝐴0 √𝐴⁄ ). 𝐸�⃑ 0 is the E-field at the source point (reference point), 

𝐸�⃑  is the E-field at the field point. ∏𝑅�𝑖 and ∏𝑇�𝑖 are the reflection and transmission coefficient dyads 

along the whole ray path, ∏𝑒−𝛾𝑖𝑙𝑖 is the total phase variations and losses along the whole path. 

 

Fig. 2.5. Radio wave propagation in GO. 
 

It can be seen from Fig. 2.5 that once the ray path is obtained, it is easy to calculate the E-field at the 

field point. For the anechoic chamber simulation, no transmission coefficient needs to be considered, 

this simplifies (2.27) as  

𝐸�⃑ = 𝐸�⃑ 0 ⋅ ��𝑅�𝑖� ⋅ ��𝑒−𝛾𝑖𝑙𝑖� ⋅ 𝑆𝑆                                           (2.28) 

 where 𝑅� relates the incident field 𝐸�⃑ 𝑖 and reflected field 𝐸�⃑ 𝑟 as 

𝐸�⃑ 𝑟 = �
𝐸∥𝑟

𝐸⊥𝑟
� = 𝑅� ⋅ 𝐸�⃑ 𝑖 = �

𝑅∥∥ 𝑅∥⊥
𝑅⊥∥ 𝑅⊥⊥

� �
𝐸∥𝑖

𝐸⊥𝑖
�                                      (2.29) 

where 𝐸∥  and 𝐸⊥  are the decomposed parallel component and perpendicular component of the E-

field shown in Fig. 2.6. 

Equation (2.28) also simplifies the data structure for the CAD tool. In the simulation, this procedure 

requires a stack to store the rays, once the first ray of the stack is popped and traced, two rays are 

pushed back to the stack, this process will continue until the stack depth becomes zero. Without 
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considering the transmission rays, the total ray number is not changed during the simulation; the rays 

can be stored in arrays. 

 

Fig. 2.6. Definition of the incident and reflected wave. 
 

2.3 Anechoic Chamber Design Methods 

A number of computational electromagnetics (CEM) modelling methods have been employed for 

chamber simulation, and they can be divided into two classes: the micro level and macro level.  

At the micro level, the RAM reflectivity is related to the shape, permittivity and permeability of the 

RAM, full wave methods such as the finite-difference time-domain (FDTD) [4], frequency-domain 

finite-difference (FDFD) [5], finite element method (FEM) [6], and integral equation (IE)  [7, 8] have 

been applied to the simulation and optimisation of the RAM. By taking advantage of the periodic 

boundary condition, the mesh number and memory requirement can be reduced significantly. Other 

methods used for this problem, like the transmission line method [9], homogenisation method [10-12] 

and rigorous coupled-wave analysis [13], simplify the RAM structure under certain assumptions. 

These methods may combine the analytical and numerical strategies together to further reduce the 

memory and time consumption with the expense of accuracy. 

At the macro level, the whole chamber performance is considered. Full wave methods have also been 

applied, because of the complexity and the large electrical size of the whole chamber, simplifications 

have been made to increase the efficiency and reduce the time and memory requirement. For example, 

in [14], to avoid the calculation of the Green’s function in such a complex environment, conductive 

wire meshes have been used to imitate the RAM in the moment method (MoM); in [15], large cells 
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were introduced to increase the time step and reduce the memory requirement in the FDTD method; 

the homogenisation method can also be combined with the transmission line matrix (TLM) to boost 

the efficiency [16]. Brute-force full-wave models without any simplifications have been applied as 

well, such as the TLM [17], hybrid MoM/FEM [18] and FDTD [19]. Even with a high performance 

computer, large electrical size problems with complex material scenarios are not easy to solve due to 

the large memory and time requirements. 

High frequency approximation methods such as GO have been proven to be a fast and efficient way to 

simulate the macro level problem [20-25]. However, RAM modelling at the system level is normally 

simplified by using a cosine approximation [21], an effective medium [26], a homogenisation model 

[10], [11] or a multi-layer model [22]. Thus, the RAM is not fully described and to find an accurate 

equivalent analytical model over a wide frequency range and a wide incident angle is challenging. 

The mesh type, complexity and the electrical size for different CEM methods are summarised in Fig. 

2.7, where N means the number of freedoms/unknowns. It can be found that using only one method to 

simulate the wave propagation in an anechoic chamber could be too complex or too simple. In this 

thesis, to balance these two levels, at the macro level we apply the GO algorithm while at the micro 

level the full wave method FEM is applied. The connection between the GO and FEM is realised by 

using 𝑅�. Software implementations are given in the next chapter. 

 

Fig. 2.7. Comparison of different CEM methods; PO: physical optics, SBR: shooting bouncing ray, GO: 
geometric optics, MLFMM: multilevel fast multipole algorithm, FDTD: finite-difference time-domain, 
FEM: finite element method, MoM: method of moment. (Part of the information in this picture is from 

CST China brochure) 
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2.4 Summary 

In this chapter, we have considered the AC design problem from the theoretical point of view, and the 

theory for the anechoic chamber design has been reviewed. Two forms of GO are given. A number of 

computational electromagnetics (CEM) modelling methods have been compared for chamber 

simulation. To have an efficient solution, an appropriate CEM algorithm needs to be chosen; we 

consider the combination of the FEM and GO method as the proposed solution. The implementation 

and realisation of the proposed solution are given in the next chapter. 
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Chapter 3: Computer Aided Anechoic Chamber Design 

3.1 Introduction 

In this chapter, we focus on the software implementation of the anechoic chamber design. When we 

model an electromagnetic (EM) problem using a computer, the first thing is to define the problem and 

identify what information is needed. Similar to the existing commercial CAD tools, to define an EM 

problem, we need to digitise a 3D model, define the material properties, assign boundary conditions, 

define the excitation source, choose the right solver and post process the results. These are detailed in 

this chapter: the framework of the tool is first given and then followed by the detailed techniques. It is 

shown in this chapter that the development of the CAD tool is not just an electromagnetic problem but 

a multi-disciplinary project which involves electromagnetics, software engineering and computer 

graphics. 

3.2 Framework 

The framework is shown in Fig. 3.1, it includes four parts from the top to the bottom. We name the 

software based on this solution as the fast anechoic chamber evaluation tool (FACET). The graphical 

user interface (GUI) is developed by using Microsoft Visual Basic .NET and the computational 

engine is developed by using MATLAB. They are connected using component object model 

technology. Like other CEM tools, it includes preprocessing, simulation and post processing parts. 

The two different algorithms share the same preprocessing but different post processing part. Each 

part will be explained in details. 

 
Fig. 3.1. Block diagram of the CAD tool. 
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3.3 Software Implementation 

3.3.1    3D Model Description 

To model the anechoic chamber by using a computer, the first thing we need to do is to describe the 

3D structure of the chamber. To make it compatible with other 3D modelling software, the STL file is 

chosen to describe the 3D model. The STL file has two formats: the ASCII format and the binary 

format. We use the ASCII format since it is more direct [1]. A typical ASCII STL format is shown in 

Fig. 3.2.  

 
Fig. 3.2. A typical ASCII STL file format. 

 

The model is discretised into triangular meshes.  An ASCII STL file begins with key word solid, and 

then the name of the model is given (solid1 in Fig. 3.2). The file continues with any number of 

triangles (shown in the right-hand side of Fig. 3.2), facet normal means the normal vector (𝑛𝑇, 𝑛𝑦, 𝑛𝑧) 

of the triangle; the coordinates of the vertices of each triangle are given after vertex ((𝑣1𝑇, 𝑣1𝑦, 𝑣1𝑧), 

(𝑣2𝑇, 𝑣2𝑦, 𝑣2𝑧) and (𝑣3𝑇, 𝑣3𝑦, 𝑣3𝑧)). The normal vector and vertices are ordered by the right-hand 

rule shown in Fig. 3.2 [1]. 

 
Fig. 3.3. Discretised chamber model represented by triangles, unit: metre. 



Chapter 3: Computer Aided Anechoic Chamber Design                 P a g e  | 19 

 

 

 
 

The ASCII STL file can be imported into MATLAB and is shown in Fig. 3.3. The triangle surface 

mesh will be used to determine the intersection point between the ray and the model. 

3.3.2    Preprocessing 

There are two algorithms to realise the GO method: forward and inverse algorithm. In computer 

graphics community, GO is also called ray tracing [2]. Since the preprocessing part for the forward 

and inverse algorithm is different, we first review the forward and inverse algorithm respectively. An 

intuitive understanding is shown in Fig. 3.4. 

For the forward algorithm, the E-field on a predefined monitor plane is recorded, it can deal with 

point-to-area (P2A) problems but the inverse algorithm is more efficient for point-to-point (P2P) 

problems, only the E-field of the predefined points is recorded [3]. In Fig. 3.4(a), a monitor plane is 

defined to intercept the rays pass through it; rays are launched from the source to all directions. The 

bottleneck for the forward algorithm is the speed in finding the intersection point between the ray and 

model. For a single ray, the complexity is 𝑂(𝑁𝑀) (N is the number of patches describing the model, 

M is the reflection order) without using an acceleration technique. It can be reduced to 𝑂(𝑁𝑀/2𝐻) (H 

is the depth of octree) by using octree [4], or 𝑂(𝑀𝑙𝑜𝑔2𝑁) by using kd-tree technique [5], and it can be 

further reduced by taking the advantage of ray coherence theorem [3], [6]. Other techniques include 

parallelisation with graphics processing unit (GPU) [7] and multi-resolution grid to reduce the total 

ray number [8]. In Fig. 3.4(b), both source point and field point are defined; triangles are tested to 

check if there are visible paths connect these two points. The bottleneck for the inverse algorithm is 

finding the path that connects the source and field points with different orders, the maximum 

complexity is 𝑂(𝑁𝑀) [9].  

It is important to note that the complexity discussed above is for a single ray. If we consider the ray 

number T related with the electrical area S of the chamber as  𝑇~𝑂(𝑆2)~𝑂(𝑓2) (f is the frequency of 

interest), and the frequency sweep with F points the complexity of the forward algorithm needs to be 

multiplied by a factor of 𝑂(𝑆𝑓2). However, for the inverse algorithm, the ray path between the source 

point and the field point can be recorded after path finding, this makes it nearly independent of F and 

f, and the complexity will not be affected too much. 

In this thesis, both algorithms are developed with the acceleration techniques; the chamber designer 

can choose the suitable one for a specific problem. If the field distribution in a specific region is of 

interest, the forward algorithm is preferred, if only the field at some discrete points need to be known, 

the inverse algorithm is more efficient. Different from other full-wave methods, the beauty of GO is 
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that the fields contributed by different orders can be separated. The designer can identify where the 

unexpected field comes from by analysing the field with different orders. 

 
(a) 

 
(b) 

Fig. 3.4. Two different approaches in ray tracing: (a) forward algorithm, (b) inverse algorithm. 
 

To find the intersection point between the ray and the triangle meshes, an important date structure is 

the octree. We follow the same process given in [4]. But different from [4], we propose an adaptive 

octree depth instead of a fixed depth octree. The depth (D) is given as 

𝐷 = 1 + �𝑙𝑜𝑔2
𝑚𝑚𝑚 (𝑊,𝐻, 𝐿)

𝑚𝑒𝑚𝑛(𝑇𝑟𝑖𝑚𝑛𝑔𝑙𝑒 𝑒𝑑𝑔𝑒 𝑙𝑒𝑛𝑔𝑡ℎ)�
                                  (3.1) 

where W, H and L represent the width, height and length of the chamber respectively, the mean value 

of all triangle edge length is used to determine the depth of the octree. The complexity of the octree 



Chapter 3: Computer Aided Anechoic Chamber Design                 P a g e  | 21 

 

 

building process is 𝑂(𝑁𝐷), no acceleration technique is necessary, and the octree only needs to be 

built once. 

3.3.3    Far-field Data 

The antenna far-field pattern is considered as the excitation source of the chamber; the E-field at 3 m 

distance is calculated as 𝐸�⃑ 0 in (2.28). As we can see, the structure of the antenna is encapsulated; only 

the far-field data is needed, which can be obtained from either simulation or measurement of the 

antenna. To make it reusable, once the far-field pattern is obtained, it will be saved into a 

library/database which can be reused for future simulations. Four matrices are used to save the 

complex electric far-field at each frequency. They are �𝐸𝜃𝑐𝑎𝑔�, �𝐸𝜃𝑝ℎ𝑎𝑠𝑅�, �𝐸𝜑𝑐𝑎𝑔� and �𝐸𝜑𝑝ℎ𝑎𝑠𝑅� 

with dimension R × C where R is number of points in 𝜑 (azimuthal angle) direction, C is the number 

of points in 𝜃 (polar angle) direction.  A typical farfield data file is shown in Fig. 3.5: the first two 

columns (Theta and Phi) show the angles in spherical coordinates, the third column (Abs(E)) gives the 

magnitude of the farfield at a certain distance, followed by the magnitude and phase in 𝜃 component 

(Abs(Theta) and Phase(Theta)) and 𝜑 component (Abs(Phi) and Phase(Phi)), the last column is the 

axial ration (Ax. Ratio). 

 

Fig. 3.5. A typical far-field data file. 
 

We also need to consider the rotation of the antenna shown in Fig. 3.6. Suppose the far-field is rotated 

around z-axis with angle 𝜑, then around y-axis with angle 𝜃, then around x-axis with angle 𝛾. 

The vector in the transformed coordinate system can be expressed as 

𝑄3𝑄2𝑄1 �
𝐴𝑇
𝐴𝑦
𝐴𝑧
� = �

𝑇𝑇
𝑇𝑦
𝑇𝑧
�                                                                 (3.2) 

where 𝐴 = [𝐴𝑇 𝐴𝑦 𝐴𝑧]𝑇 is the vector in the original coordinate system, 𝑇�⃑ = [𝑇𝑇 𝑇𝑦 𝑇𝑧]𝑇 is the 

vector in the transformed coordinate system, 

𝑄1 = �
𝑐𝑜𝑠𝜑 𝑠𝑖𝑛𝜑 0
−𝑠𝑖𝑛𝜑 𝑐𝑜𝑠𝜑 0

0 0 1
�                                                     (3.3) 
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𝑄2 = �
𝑐𝑜𝑠𝜃 0 𝑠𝑖𝑛𝜃

0 1 0
−𝑠𝑖𝑛𝜃 0 𝑐𝑜𝑠𝜃

�                                                     (3.4) 

𝑄3 = �
1 0 0
0 𝑐𝑜𝑠𝛾 𝑠𝑖𝑛𝛾
0 −𝑠𝑖𝑛𝛾 𝑐𝑜𝑠𝛾

�                                                     (3.5) 

 
Fig. 3.6. Far-field transformation. 

 

3.3.4    Boundary Condition 

If we borrow the philosophy of the OOP (object-oriented programming), each triangle can be 

considered as an object in programming and the type of RAM on it can be considered as its property. 

Different triangles may have different kinds of RAM, as shown in Fig. 3.3. 

The boundary conditions in the full wave simulation normally include the perfect electric conductor 

(PEC), perfect magnetic conductor (PMC), radiation condition or perfect matched layer (PML), etc. In 

GO we can also emulate these kinds of boundary conditions by assigning suitable values to the 

reflection coefficient matrix 𝑅� which has taken the wave polarisation into account as shown in (2.29). 

The coordinates are defined in Fig. 2.6. The 𝑅� for the PEC is  

𝑅� = �
𝑅∥∥ 𝑅∥⊥
𝑅⊥∥ 𝑅⊥⊥

� = �1 0
0 −1�                                                     (3.6) 

For the PML, there are two ways to treat it, we can either set the reflection coefficient to a very small 

value (e.g. -200 dB) or mark it a special type. We can also set the RAM type index as -1, which can 
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make it faster in ray tracing, and all rays that hit on the PML do not need to be traced for the next 

order reflection. 

3.3.5    RAM Definition 

A full numerical model is applied to describe the reflection coefficient of the RAM, the reflection 

coefficient dyad 𝑅�  includes 4 elements: 𝑅∥∥ , 𝑅∥⊥ , 𝑅⊥∥  and 𝑅⊥⊥ , all of them are dependent on the 

incident angle and frequency, 𝑅𝑖𝑗 = 𝑅𝑖𝑗(𝜃,𝜑,𝑓) (i, j can be ∥ or ⊥), a 3D matrix as shown in Fig. 3.7 

is used to save each type of RAM.  

 
Fig. 3.7. Data structure of the reflection coefficient. 

 
Compared with the traditional simplified models [10-13], this approach needs more memory (10 

MB/each RAM type) but much faster than the simplified models which need more operations to 

calculate the reflection coefficient for each reflection (while the proposed approach only needs 

interpolation). Also the proposed numerical model encapsulates the detailed information of RAM 

which can be obtained from either simulation [10-19] or the arch method in measurements [20]. The 

information is saved in a library/database to make it reusable. Each type of RAM corresponds to four 

3D matrices; once they are obtained we do not need to know the micro level properties of the RAM 

(permittivity and shape). This is a general extraction procedure and can be used to any type of RAM. 

A typical FEM analysis of RAM unit can be performed with periodic boundary conditions (PBCs), 

shown in Fig. 3.8. For each incident angle, two orthogonal incident waves/modes need to be analysed, 

shown in Fig. 3.9. Frequency sweep is adopted for each incident angle. When all the 

simulation/measurements are finished, 𝑅� is ready. Since we can only simulate some discrete incident 

angles, for an arbitrary incident angle, the reflection coefficient can be obtained using interpolation. 
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Fig. 3.8. The simulation model of the pyramid absorber. 

 
Fig. 3.9. Two orthogonal incident waves/modes. 

 
A typical value of 𝑅� at 3 GHz is shown in Fig. 3.10 (magnitude) and Fig. 3.11 (phase) with different 

incident angles. A 5° step is used for both polar angle 𝜃 and azimuthal angle 𝜑, for other values 2D 

interpolation is used, note that at the edge of the figure (large incident angle) the transition is not very 

smooth, this is because we have used the nearest available value to interpolate it. As can be seen, in 

Fig. 3.10, the cross-polarisation 𝑅∥⊥, 𝑅⊥∥ are very small and 𝑅∥∥, 𝑅⊥⊥ are not sensitive to azimuthal 

angle 𝜑 since pyramid is a relatively symmetric shape. For small angles of 𝜃, 𝑅∥∥ and 𝑅⊥⊥ are very 

small (~ -20dB), when 𝜃 increase they decrease first and increase quickly with large 𝜃 angles. There 

is an optimised angle (𝜃 ≈ 60°) which has relatively small reflection coefficient compare with other 
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angles. Note this is not general conclusion; this angle depends on the shape and material property of 

the RAM. 

 
Fig. 3.10. Typical magnitude values of each element of 𝑹�, unit: dB. 

 

 

Fig. 3.11. Typical phase values of each element of 𝑹�, the phase reference plane is chosen at the bottom of the 
RAM, unit: degree. 

 
The RAM layout definition process is the same as the boundary condition definition. The type index 

is used to mark the RAM type on each triangle. The rotation of RAM is considered by applying an 

angle offset to 𝑅𝑖𝑗 with ∆𝜑 (𝑅𝑖𝑗(𝜃,𝜑 + ∆𝜑,𝑓)). 
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3.3.6    Forward Algorithm 

In this section, the forward algorithm is detailed with the acceleration techniques. First, the rays are 

launched from the source point, and then reflected and intercepted by the monitor plane as shown in 

Fig. 3.4; finally, results from different reflection orders are superimposed to obtain the total E-field. 

To start the ray tracing procedure, the initial value of the E-field and the cross-sectional area need to 

be known. The sphere surrounding the source point is divided into triangular patches as shown in Fig. 

3.12. The vertices of the patch and the centre of sphere form a tetrahedral, as shown in Fig. 3.13. The 

initial value 𝐸�⃑ 0  is determined by the E-field on the sphere using 2D interpolation of �𝐸𝜃𝑐𝑎𝑔� , 

�𝐸𝜃𝑝ℎ𝑎𝑠𝑅�, �𝐸𝜑𝑐𝑎𝑔� and �𝐸𝜑𝑝ℎ𝑎𝑠𝑅�, the radius of the sphere can be an arbitrary value, we use 3 m. The 

initial cross-sectional area is the triangular area 𝐴0 which will be used to calculate SF later; different 

from the pyramid ray tube in [21], the tetrahedral ray tube is used. For a pyramid ray tube, the wave 

front is quadrilateral, there is a potential risk that the wave front will be distorted and self-intersected 

after reflecting by the model, but for the tetrahedral ray tube, the wave front is always kept the shape 

of triangle. After the ray and ray tube is traced, 𝐸�⃑  at the field point is determined using (2.28). 

 
(a)                                                   (b) 

Fig. 3.12. (a) Sphere division and (b) initial values. 
 

It is interesting to note that each tube shares the same vertex with its neighbour, but the SF can be 

different after the tube interacts with the model, this will make the E-field at the vertices ambiguous. 

To eliminate this ambiguity, we only use the vertices to carry the information of SF, the E-field is 

defined at the sample points inside each patch, as shown in Table 3.1, the tube triangle is divided into 

different orders, and the sample points are chosen to be the centre of each triangle.  

After the initial value of the E-field is determined, rays need to be traced and recorded at the monitor 

plane. Since the adaptive octree has been built in the pre-processing part, we use the famous breadth-
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first search (BFS) algorithm [22] to find the intersection point between the ray and the model. The 

searching process of BFS algorithm is given in Fig. 3.14.  

 

Fig. 3.13. E-field along the ray. 
 

Table 3.1: Triangle with different division order 

Division Order Number of Sample Points Triangle Division 

1 1 
 

2 4 
 

3 16 
 

…
 

…
 

…
 

n 4𝑛−1 

 

The model is divided into boxes with hierarchy, the ray can be launched from anywhere in the model. 

The boxes at the top level are first checked. If the ray intersects with it, check the sub level boxes. In 

the last level, the intersection between the ray and triangle is checked (the shaded area in Fig. 3.14(a)), 

because the ray-box intersection check is much faster than the ray-triangle check. Fig. 3.14(b) gives 

the searching direction and sequence number, the shaded area means the box containing triangles that 

may potentially intersect with the ray. 
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(a) 

 

 
 (b) 

Fig. 3.14. BFS searching algorithm: (a) geometrical view, (b) hierarchical view. 
 

It is important to note that: if the model is over-divided by octree (the octree level is too deep), the 

searching speed will deteriorate. The ray-triangle and the ray-box checking numbers with different 

octree depths are given in Fig. 3.15. The model contains 768 triangle meshes, 1000 random rays are 

launched to perform the benchmark. When the octree depth is 1, the model is not divided into an 

octree; the ray-box checking number is zero. As can be seen in Fig. 3.15, although deeper octree 

reduces the ray-triangle checking number, it increases the ray-box checking number thus more time is 



Chapter 3: Computer Aided Anechoic Chamber Design                 P a g e  | 29 

 

 

wasted on the ray-box intersection check. That is the reason why the adaptive octree has been 

proposed. 

 

Fig. 3.15. Ray-triangle and ray-box checking numbers with different octree depth. 
 

Once the intersection point between the ray and the triangle is found, equation (2.29) is used to 

calculate the reflected E-field and update the initial value and the wave front area 𝐴0 for the next 

trace. Because the incident angle can be of an arbitrary value and the frequency of interest may not be 

exactly the same as the sample frequency in the full numerical model of RAM (where a set of 

frequencies are used), 1D and 2D interpolation are used to obtain the reflection coefficient value. 

First, each matrix in 𝑅� is interpolated with the frequency of interest, since each element in the matrix 

needs to be interpolated, it is time consuming to do it in the ray tracing loop. This procedure can be 

moved out of the ray tracing loop and it only needs to be calculated once for each frequency of 

interest. Then, the 2D angle interpolation is applied to each matrix in 𝑅�. Considering the magnitude 

and phase, this makes only eight 2D interpolations for each ray-triangle intersection, which is much 

faster than the traditional RAM model. 

One of the advantages of GO is that it is easy to parallelise. We have already used the octree 

algorithm to accelerate the intersection checking process. Further acceleration techniques are also 

considered, both the distributed computing and multithreading techniques are employed to divide the 

sphere in Fig. 3.12(a) into sub regions; rays in different sub regions are traced simultaneously in a 

different computing engine, and finally the results are combined. Two methods are used to reduce the 
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number of the total rays: one method is to set a threshold for the E-field value (e.g. -30 dB of the peak 

value). The rays below the threshold will be skipped. Another method is to limit the ray launching 

region; we rarely need to consider the rays close to the polar points in Fig. 3.12(a). By combing these 

two methods the speed can be improved significantly.  

After the monitor plane is defined, the plane needs to be discretized into meshes. The mesh size is 

normally chosen ≤ 𝜆/10 (𝜆 is the wavelength of the frequency of interest). Fig. 3.16(a) gives the 

procedure for the value assignment in each tube: the values on each grid are first initialised as zero, 

after the ray tube is intercepted by the monitor plane, the grid points in the tubes are checked, the 

distance between the grid points and the sample points are calculated, the E-field of the nearest 

sample point is chosen to be the value of the grid point. Fig. 3.16(b) shows the superposition of the 

field values between two tubes, the field value on the grid points shared by different tubes are 

superimposed. 

Finally, the E-field from different orders needs to be superimposed to obtain the total value. 

 
                                                     (a)                                                                               (b) 

Fig. 3.16. Superposition of the E-field in different tubes: (a) value assignment in each tube, (b) value 
update for the grid points shared by different tubes. 

 

3.3.7    Inverse Algorithm 

Different from launching the rays in all directions in the forward algorithm, the inverse algorithm 

finds the path that connects the source point and the field point which is called path finding. After the 

paths are found and saved, the initial value and the reflection coefficient can be obtained in the same 

way as in the forward algorithm, the final E-field with different orders can also be easily 

superimposed. 
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Each triangle has a unique index number; the possible paths to be checked are shown in Fig. 3.17. For 

the rays reflected once from source point (S) to field point (F), the possible paths are S-1-F, S-2-F, S-

3-F and S-4-F. As can be seen in Fig. 3.17(a), only 2 paths are practical (visible), other images are 

invisible because the intersection points are outside the triangle. The same thing happens to the 2nd 

order rays in Fig. 3.17(b), the number of paths to be checked becomes 12. Generally, for the model 

with N triangles, the number of Mth order paths to be checked is 𝑁(𝑁 − 1)𝑀−1 [9], [23]. It is 

important to note that without any acceleration strategy, it could be very time consuming to check the 

images one by one when N and M are large numbers. 

 

(a) 

 

(b) 

Fig. 3.17. Path finding in the inverse algorithm: (a) paths with the 1st order, (b) paths with the 2nd order. 
 

Parallelisation is used as shown in Fig. 3.18. The engine can be a distributed computer or a thread in a 

single computer. The whole path tree is split into different parts which are checked by different 

engines simultaneously.  
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An additional strategy which takes advantage of the chamber shape is proposed and called convex 

acceleration. In topology, the 3D model can be divided into two categories: the concave and the 

convex as shown in Fig. 3.19. 

 
Fig. 3.18. Parallel path finding. 

 

           

(a)                                                        (b) 
Fig. 3.19. Topology of the model: (a) convex shape, (b) concave shape. 

 
For a convex shape, all line segments connecting any pair of points are inside the shape. For a 

concave shape, there is a possibility that the line segments will be intercepted by the model itself. This 

offers an opportunity to accelerate the path finding process. Generally speaking, each path needs to be 
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checked to make sure it is not intercepted by the other triangles of the model, but for a convex model, 

this checking procedure is not necessary since most of the chambers are convex shape. The 

benchmark has been performed to validate the convex acceleration: for a model with 116 triangles, 1 

thread is used, and only the 1st order reflection is considered, we found that the speed with convex 

acceleration is 28 times faster than the general algorithm. 

3.3.8    Post Processing 

The post processing is to process the results and calculate the figures of merit such as the SA in a fully 

anechoic chamber, or NSA in a semi-anechoic chamber, SVSWR and FU. All of these values are 

extracted from the E-field distribution in the post processing part. If the transmitting (Tx) antenna is 

well matched and the input power is normalised to 1 W, the NSA value can be calculated by using 

[24] 

𝑁𝑆𝐴(𝑑𝐵) = 46.76 + 𝐺 − 20𝑙𝑜𝑔𝑓 − 20𝑙𝑜𝑔𝐸𝑐𝑎𝑇                             (3.7) 

where G is the gain of the Tx antenna in free space in dBi, f is the frequency of interest in MHz,  

𝐸𝑐𝑎𝑇 is the maximum E-field value in V/m measured by the receiving (Rx) antenna, when the height 

is scanning from 1 m to 4 m.  

The site attenuation is defined as the ratio of the power input to a matched and balanced lossless tuned 

dipole radiator to that at the output of a similarly balanced matched lossless tuned dipole receiving 

antenna. Normalise means the site attenuation is normalised to the transmitting and receiving antenna 

factors (chapter 5 in [24]). The definitions of SVSWR and FU can be found in [25], [26]. 

For a semi-anechoic chamber, the NSA is required to be in the range of ±4 dB of the values given in 

the standard [25], the SVSWR is required to be ≤ 6 dB and the FU is required to be in the range of 0 

dB to +6 dB for 75% of the sample points for each frequency (shown in Table 3.2). 

Table 3.2: Acceptability Criterion 

Test Performed Acceptability Criterion Reference 

NSA ±4 dB [25] 

SVSWR ≤6 dB [25] 

FU -0 dB, +6 dB for 75% [26] 

 

The cost of RAM used in the chamber can be obtained by  
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𝐶𝑜𝑠𝑡𝑅𝐴𝑀 = �𝐴𝑟𝑒𝑚𝑖 × 𝑃𝑟𝑖𝑐𝑒𝑖                                               (3.8) 

which is the summation of the price for all the RAMs used in the chamber, where i means the type 

index of the RAM. The cost is a vital parameter for a business, especially when the chamber is large. 

The proposed solution can optimise a chamber for given specs. 

3.4    Summary 

In this chapter, the software implementation of the CAD tool has been detailed. Two different 

algorithms have been developed: a forward algorithm and an inverse algorithm. They share the same 

pre-processing part, but different post processing part. The complexity and parallelisation have also 

been discussed respectively. The forward algorithm is more efficient for P2A problems while the 

inverse algorithm is more suitable for P2P problems. The corresponding acceleration strategies have 

been proposed, developed and discussed in details. The adaptive octree has been proposed for the 

forward algorithm, and a new acceleration strategy named convex acceleration has also been proposed 

for the inverse algorithm. Both have improved the efficiency significantly. 

We have also borrowed the philosophy from software engineering: considering the RAM and the 

antenna as objects and the properties (reflection coefficient, position, radiation pattern, etc.) are 

encapsulated. This approach does not require the antenna and RAM detailed information which is 

normally not available. It provides a seamless connection between the micro level and the macro level 

designs, which makes the design procedure systematically. Although compared with the traditional 

analytical model, the proposed RAM model requires more memory to save it (10 MB/each type, it is 

still very small for computers nowadays) which is a trade-off of the proposed approach. 
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Chapter 4: Anechoic Chamber Characterisation and 

Verification 

4.1 Introduction 

The anechoic chamber may have various forms in applications, such as tapered chambers [1], 

compact chambers with reflectors [2], double horn chambers [3], [4], etc. There are many ways and 

parameters to characterise the chamber performance: the site attenuation (SA, or normalised SA), site 

voltage standing wave ratio (SVSWR) and field uniformity (FU) are the three key parameters which 

are normally employed in the chamber related standards [5], [6] to evaluate the chamber performance.  

In this chapter, NSA, SVSWR and FU measurement methods are introduced first, and then we 

compare the measurement results and the simulation results obtained from our developed CAD tool. 

Discussions and conclusions are also given. 

4.2 NSA Measurement and Simulation 

The measurement is performed in a semi-anechoic chamber (ground plane is metallic, walls and 

ceilings are lined with RAMs) and a schematic plot is shown in Fig. 4.1. The measurement distance is 

can be 3 m, 10 m or 30 m, depending on the relevant standards and the size of the object under test. 

 
Fig. 4.1. NSA measurement setup. 

 
In the measurement, the Tx antenna is connected to a signal generator and the Rx antenna is 

connected to a spectrum analyser (or a voltage meter). All measurements are performed in 50 Ohm 
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system. The Rx antenna is scanned in height from 1m to 4m (could be different for different type of 

antenna [5]), the maximum signal  𝑉𝑠𝑖𝑖𝑅 is measured. Then the reading of 𝑉𝑑𝑖𝑟𝑅𝑐𝑖 is taken with two 

coaxial cables disconnected from the two antennas and connected to each other via an adapter. The 

NSA value can be obtained using [5], all units are in dB. 

𝑁𝑆𝐴 = 𝑉𝑑𝑖𝑟𝑅𝑐𝑖 − 𝑉𝑠𝑖𝑖𝑅 − 𝐴𝑆𝑇 − 𝐴𝑆𝑅 − Δ𝐴𝑆𝑇𝑐𝑇                                   (4.1) 

where 𝐴𝑆𝑇 is the antenna factor of the transmitting antenna (dB/m), 𝐴𝑆𝑅 is the antenna factor of the 

receiving antenna (dB/m), Δ𝐴𝑆𝑇𝑐𝑇  is the mutual impedance correction factor (dB). For a semi-

anechoic chamber, the NSA value is required to be in the range of ±4 dB of the values given in the 

standard [5]. 

The NSA value can also be obtained from the E-field. If the transmitting antenna is well-matched and 

the input power is normalised to 1 W, the NSA value can be calculated using [7] 

𝑁𝑆𝐴(𝑑𝐵) = 46.76 + 𝐺 − 20𝑙𝑜𝑔𝑓 − 20𝑙𝑜𝑔𝐸𝑐𝑎𝑇                           (4.2) 
 

where G is the gain of the Tx antenna in free space in dBi, f is the frequency of interest in MHz, 𝐸𝑐𝑎𝑇 

is the maximum E-field value in V/m measured by the receiving antenna when the height is scanning 

from 1 m to 4 m. (4.1) and (4.2) are equivalent, in practice, (4.1) is easy to use since the loss of cables 

can be corrected by measuring 𝑉𝑑𝑖𝑟𝑅𝑐𝑖, but in simulation, (4.2) is more convenient since it is easy to 

force/normalise the radiation power to 1 W for all frequencies. 

 
Fig. 4.2. A cross-section (horizontal) view of an ideal semi-anechoic chamber, the ground plane is set as 

PEC where other planes are set as PML. 
 

We first simulate an ideal semi-anechoic chamber (the RAMs absorb waves perfectly) and then move 

on to a real scenario. A semi-anechoic chamber as shown in Fig. 4.2 is used for evaluation. The size 
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of the chamber is 22 m × 13.5 m × 8 m (L × W × H). The Rx antenna is positioned at the left side in 

the test region, the Tx antenna is 3 m away from the Rx antenna, the height is 2 m, the coordinate is 

(12.62, 6.745, 2). Both Rx and Tx antennas are half-wave dipoles. All the boundary conditions are set 

as PML except the ground plane (set as PEC). A monitor plane is set at 𝑚 = 15.45 𝑚 across the centre 

of the test region (red circle) to record the E-field. 

 
                                                                                (a) 

 
                                                                                (b) 

Fig. 4.3 Total E-field in the semi-anechoic chamber on the monitor plane at 1 GHz: (a) obtained by using 

MoM method, (b) obtained by using the forward algorithm, unit: V/m. 
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Since this is a perfect half-space problem, and the Green’s function for the half space is well-known, 

only the Tx antenna needs to be discretised and the MoM is used to simulate it. The far-field data is 

exported to FACET to predict the chamber performance; the results obtained from FACET and MoM 

method are compared to verify the accuracy of the proposed solution. The magnitude of the total E-

field on the monitor plane at 1 GHz is shown in Fig. 4.3. As can be seen, they are in good agreement. 

The small difference between Fig. 4.3(a) and Fig. 4.3(b) is due to the mutual coupling of the image 

antenna (because of the ground plane). The mutual coupling between the Tx antenna and its image 

was considered in MoM, but not in FACET. A unique feature of GO is that the fields with different 

order of reflection can be viewed separately as shown in Fig. 4.4. The superposition of the zero order 

and first order E-field makes the total E-field in Fig. 4.3(b). It is important to note that when the ray 

tubes hit the corners of the chamber, the wave front distorts drastically which may produce 

unreasonable values for the further rays, thus these ray tubes are filtered and may result in small 

errors. 

 
                                        (a)                                                                          (b) 

 
                                       (c)                                                                           (d) 

Fig. 4.4 y-polarized E-field with different reflective orders: (a) zero order magnitude, (b) first order 

magnitude, unit: V/m, (c) zero order phase, (d) first order phase, unit: degree. 

By using the inverse algorithm, the paths with less than the 2nd orders are shown in Fig. 4.5, higher 

order rays do not exist for the ideal semi-anechoic chamber. Actually only the zero and first order rays 

contribute to the field superposition, higher order rays are absorbed by the PML boundary. 
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The E-field values are extracted with the height scanning from 0 ~ 4 m at the centre of the test region. 

Both the forward and inverse algorithms are used; results are compared and shown in Fig. 4.6. It can 

be seen that all the results are in good agreement except the height is close to the ceiling, this is 

because for the forward algorithm, the ray tubes hit the corners are filtered, the values become 

inaccurate when close to the corner (the height is 8 meters). 

 
Fig. 4.5 Paths connect the source point and the field point with different orders: 1 ray with zero order and 

6 rays with the first order. 

 
Fig. 4.6 Total E-field comparison by using different methods. 
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After the E-field values are extracted, (4.2) is used to obtain the NSA values. The same procedure is 

repeated for each frequency of interest, Fig. 4.7 gives the results obtained from the CISPR standard 

[5], the MoM method and FACET. It is important to note that when we use the half-wave dipole 

antenna, mutual coupling correction factors should be used. As can be seen in Fig. 4.7, all the curves 

agree well with each other. The difference (mainly at lower frequencies) between the MoM and the 

other two is mainly due to the non-typical balun of the Tx antenna as already stated in [5]. Also GO is 

a high frequency method: at lower frequencies, the accuracy of the proposed GO-based method is 

reduced.  

 
Fig. 4.7 NSA comparison of the reference semi-anechoic chamber. 

For this scenario, the overall simulation time using FACET for each polarisation is less than 1 minute 

with a standard PC. The results validate the proposed method with confidence. It should be noted that 

for a practical chamber it is not realistic to simulate it using MoM (a huge amount of memory 

requirement and complex material definition which is sometimes not known). Next we compare the 

simulation and measurement results for a practical semi-anechoic chamber. 

For measurement comparison, a semi-anechoic chamber is selected as shown in Fig. 4.8. The size is 

22 m × 13.5 m × 8 m (L × W × H). Both 3 m and 10 m NSA values are measured following the 

standard steps in [5]. Four different locations of the Rx antenna in the turntable region are tested: left 

(L), right (R), front (F) and centre (C). For each location, there are two height values and two 

polarisations for the Tx antenna. These make 2 × 2 × 4 = 16 cases for each distance as shown in 

Table 4.1. A biconical antenna is used in the frequency range of 30 MHz ~ 200 MHz and a log-

periodic antenna (LPDA) is used in the frequency range of 200 MHz ~ 1 GHz. For the 10 m case, the 

Tx antenna is chosen to be 15° off the axis to test a more general scenario.  
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(a) 

 
(b) 

 
(c) 

Fig. 4.8. NSA measurement scenario: (a) chamber under test (pictures from Rainford EMC Systems Ltd), 

(b) 3 m NSA, (c) 10 m NSA. 
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Table 4.1: NSA Test Scenarios 

Polarisation Tx Height Rx Location 

Horizontal (H) Lower (L) 
Left (L) 

Right (R) 

Vertical (V) Upper (U) 
Front (F) 

Centre (C) 

 

The layout of the RAM is given in Fig. 4.9, the colour represents the RAM type. Each RAM was 

characterised and the complex reflection coefficients for different angles were obtained. The 

magnitude of the normal reflection coefficient is shown in Fig. 4.10. The paths with different orders 

for one of the receiving points are shown in Fig. 4.11. 100 sample points are used for the 1 m to 4 m 

height scanning. The rays up to the 2nd order are considered, and the convex acceleration is used. For 

each scenario, the resource consumption using the inverse algorithm is shown in Table 4.2. The 

resource consumption using the traditional FDTD has also been estimated and given in the table. It 

can be seen that the full wave method takes 8 hours and 10 GB memory to complete the simulation 

and is not a good choice for a chamber designer. For the frequency higher than 1 GHz or a larger 

chamber the problem will become even worse. 

 
Fig. 4.9 Discretised chamber model with different RAMs (represented by the colours in different regions). 

The measurement results for the 3 m NSA values deviated from the CISRP standard [5] are shown in 

Fig. 4.12(a) ~ Fig. 4.12(d), the simulation results using FACET are shown in Fig. 4.12(e) ~ Fig. 

4.12(h). The measured and simulated results agree well with each other, the spikes in the 

measurement results may be due to the unexpected scatters from the complex environment (cables, 
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masts, imperfect ground); Fig. 4.13 gives the measured and simulated 10 m NSA deviation. It can be 

seen that they are correlated; the peak value may have a slight shift in frequency which is due to the 

phase error at lower frequencies (mutual coupling, near-field effect). The differences between the 

simulation and measurement values are within ±2 dB.  

 
Fig. 4.10 Normal reflection coefficient for different types of RAM. 

 
Fig. 4.11 Paths connect the source point and the field point with different orders: 1 ray with zero order, 6 

rays with first order and 18 rays with second order. 
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Table 4.2: Resource Comparison 

 CPU Mesh No. 
Memory 

Requirement 

Simulation 

Time 

GO Inverse 

Algorithm 

2.33GHz 

2 threads 

116 

Triangles 
~ 200 MB 2.5 mins 

FDTD 
3.0 GHz 

4 threads 

~ 90 million 

Hexahedra 
~ 10 GB ~ 8 hrs 

 

 

 
(a)                                                                          (e) 

 
(b)                                                                            (f) 
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(c)                                                                            (g) 

 
(d)                                                                             (h) 

Fig. 4.12 3 m NSA deviation values: (a) ~ (d) measurement results, (e) ~ (h) simulation results. The 

notations are explained in Table 4.1, e.g. HLC stands for horizontal polarisation (H), the Tx antenna at 

the lower (L) height and the Rx antenna is located at the centre (C) of the test region (measurement 

results from Rainford EMC Systems Ltd). 

 
(a)                                                                                 (e) 
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(b)                                                                              (f) 

 
(c)                                                                              (g) 

 
(d)                                                                              (h) 

Fig. 4.13 10 m NSA deviation values: (a) ~ (d) measurement results, (e) ~ (h) simulation results 

(measurement results from Rainford EMC Systems Ltd). 
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4.3 SVSWR Measurement and Simulation 

The measurement scenario is shown in Fig. 4.14. The E-field at the sample points (red dots in Fig. 

4.14(b)) are recorded in the frequency range of 1 GHz ~ 18 GHz. The Tx probe/antenna is swept 

along the measurement axis.  

 
(a) 

 
(b) 

Fig. 4.14 SVSWR measurement setup. (a) picture from Rainford EMC Systems Ltd. 
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Take F1 ~ F6 as an example, F5 and F1 are measured relative to F6 as follows, moving away from the 

Tx antenna [5]: 

1) F5 = F6 + 2 cm away from the Tx antenna 

2) F4 = F6 + 10 cm away from the Tx antenna 

3) F3= F6 + 18 cm away from the Tx antenna 

4) F2 = F6 + 30 cm away from the Tx antenna 

5) F1 = F6 + 40 cm away from the Tx antenna. 

It should be noted that the distance among them are not uniform. This is because we need to sample 

the E-field in a very wide frequency range, if they are sampled uniformly, the recorded E-field could 

be always at the peak or trough points of the standing wave at some frequencies. Suppose 𝐸𝑐𝑎𝑇 and  

𝐸𝑐𝑖𝑛 are the measured maximum and minimum E-fields along the axis respectively. The SVSWR can 

be obtained from 

𝑆𝑉𝐴𝑊𝑅 =
𝐸𝑐𝑎𝑇
′

𝐸𝑐𝑖𝑛
′ =

𝑉𝑐𝑎𝑇
′

𝑉𝑐𝑖𝑛′                                                                   (4.3) 

where 𝐸𝑐𝑎𝑇
′  (𝑉𝑐𝑎𝑇

′ ), 𝐸𝑐𝑖𝑛
′  (𝑉𝑐𝑖𝑛

′ ) are the normalised measured E-field (voltage) 

𝐸∗′ = 𝐸∗
𝑑𝑇𝑇𝑅𝑇
𝑑𝑟𝑅𝑅

                                                                    (4.4) 

Because the free-space attenuation (𝐸 ∝ 𝑑−1) will not be accounted for the calculation of 𝑆𝑉𝐴𝑊𝑅. 𝑑𝑟𝑅𝑅 

can be chosen as the distance between the Tx antenna and the first receive point. 

Table 4.3: SVSWR Test Scenarios 

Polarisation Rx Position 

Horizontal (H) 

 

Vertical (V) 

Front (F) 

Centre (C) 

Right (R) 

Left (L) 

Top (T) 

 
The simulation model is shown in Fig. 4.15, the size of the chamber is 9 m × 6 m × 6 m (L × W × 

H). To reduce reflections from the ground plane, part of the ground is covered by RAMs. After 

applying the inverse method, the rays connect the Tx and Rx antenna can be found, shown in Fig. 
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4.16. By repeating the procedure for all the scenarios listed in Table 4.3, comparisons between the 

measurement and simulation results are shown in Fig. 4.17. 

 
                                 (a)                                                                                   (b) 

Fig. 4.15 Simulation model, different colour represents different type of RAM, (a) top view, (b) bottom 

view. 

 
Fig. 4.16 Rays with different orders. 

It can be seen that the simulated SVSWR is much smaller than the measured value at higher 

frequencies. This is because, at higher frequencies, the radiation pattern may not be exactly the same 

as in the simulation, the tip scattering of RAM could be significant and hard to predict, the reflection 
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coefficient is more sensitive to material properties, and also the supporting objects used in the 

measurement could become potential scattering sources. It can be seen that, when frequency is 

smaller than 8 GHz, the differences between the measured values and simulated values are smaller 

than 2 dB. 

  
(a)                                                                                (b) 

  
(c)                                                                                (d) 

  
(e)                                                                                (f) 
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(g)                                                                                (h) 

  
(i)                                                                                (j) 

Fig. 4.17 Simulated and measured SVSWR, HF means the Tx antenna is horizontal polarisation and the 

Rx is chosen at front position in Table 4.3 (measurement results from Rainford EMC Systems Ltd). 

 

4.4 FU Measurement and Simulation 

The FU measurement is performed by measuring the E-field magnitude at 16 points in the uniform 

field area at each frequency, as shown in Fig. 4.18. The transmitting antenna is placed at a distance of 

3 m from the uniform field area (UFA) plane with a height of 1.55 m. The E-field magnitude for at 

least 12 points (75%, sometimes 100%) of the 16 points of the UFA are required to be within the 

tolerance of 𝑑𝐵+6
−0  [6]. The measurement scenario is shown in Fig. 4.19, to improve the FU, part of the 

ground is covered with RAMs (according to the standard [6]) to reduce the reflection from the ground. 
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Fig. 4.18  FU sample points of the UFA. 

 

Fig. 4.19 FU measurement scenario (picture from Rainford EMC Systems Ltd). 
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The simulation model is shown in Fig. 4.20, as can be seen, part of the ground is covered by RAMs. 

The rays connect the Tx and Rx antennas are shown in Fig. 4.21. The measurement and simulation are 

repeated for horizontal and vertical polarisations. Comparisons are given in Fig. 4.22 with 75% 

sample points and 100% sample points in the frequency range of 80 MHz to 18 GHz. Note when 75% 

sample points fall in the range of 𝑑𝐵+6
−0 , but not for 100% sample points. This is acceptable according 

to the standard, since in practice the size of EUT may not be the same as UFA and not all the surface 

need to be illuminated (only electronic devices). However, nowadays 100% sample points are also 

required which normally means a stricter standard defined by customer. 

 
                                 (a)                                                                                (b) 

Fig. 4.20 Simulation model, different colour represents different type of RAM, (a) top view, (b) bottom 

view. 

 
Fig. 4.21 Rays with different orders. 
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(a) 

 
(b) 

 
(c) 
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(d) 

Fig. 4.22 Simulated and measured FU (a) horizontal polarisation FU with 75% sample points, (b) vertical 

polarisation FU with 75% sample points, (c) horizontal polarisation FU with 100% sample points, (d) 

vertical polarisation FU with 100% sample points (measurement results from Rainford EMC Systems 

Ltd). 

The results show that: for the frequencies higher than 200 MHz and lower than 8 GHz, the difference 

is smaller than 2 dB for both polarisations. For the frequencies lower than 200 MHz, the error could 

be due to the high frequency approximation of the GO method. For the frequencies higher than 8 

GHz, the error could be due to the difference between the simulation and measurement: radiation 

pattern of the antenna, material property of the RAM, scattering/reflections from masts and cables, 

also the tip scattering of the RAM is not considered in simulation. 

4.5 Summary 

In this chapter, the definitions of NSA, SVSWR and FU have been given; measurement results and 

simulation results obtained from the developed CAD tool have been compared. For the NSA values, 

the difference between the simulated values and measurement values can be smaller than ±2 dB in 

the whole frequency range (30 MHz ~ 1 GHz). For the SVSWR values, a good agreement has been 

obtained when the frequency is between 1 GHz ~ 14 GHz, and the difference is smaller than 2 dB 

when frequency is lower than 8 GHz. For the FU values, the difference is smaller than 2 dB in the 

frequency range of 300 MHz ~ 8 GHz.  

It is important to note that the GO is a high frequency approximation method, in the measurement part 

we have compared the simulation and measurement results which are in good agreement. A potential 

problem is: at lower frequencies, the near field mutual coupling and diffraction may affect the results 

(the prediction accuracy is expected to be reduced using the GO method). Another issue is that the tip 
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scattering of RAM at higher frequencies becomes significant and it is not considered in this model, 

when the tip scattering becomes the major contribution for the unexpected field (in millimetre wave), 

it will limit the boundary of the high frequency of this method. This could be in the region of 

statistical electromagnetics but not deterministic electromagnetics. There are also detailed structures 

which could not be included in the simulation because of the complexity of the measurement scenario 

(masts, cables, etc.). 
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Chapter 5: New Measurement Methods in a 

Reverberation Chamber 

5.1 Introduction 

From this chapter, we focus on the reverberation chamber (RC). In the electromagnetics (EM) 

community, an RC is normally an electrically large room which is designed to make the field therein 

as diffused as possible [1]. While anechoic chamber (AC) can be regarded as a useful facility to study 

the deterministic electromagnetics, a reverberation chamber can be considered as an important facility 

to investigate statistical electromagnetics (SEM). In the past few years, the applications of the RC 

have been extended from EMC community to various areas. Publication numbers related to the 

reverberation chamber in each year are shown in Fig. 5.1 (raw data from IEEE Xplorer®). As can be 

seen, since 1990, there has been a significant increasing interest in this area. The statistics in 2015 is 

not complete, that is the reason why the publication number is small. 

 
Fig. 5.1. Publication number every year (key words: reverberation chamber) 

 
To review the applications of the RC systematically, we list some typical applications in Table 5.1 

and related references. 

The purpose of this chapter is to present new measurement methods in an RC. The measurement data 

normally contains more information than we expected. How to extract the useful information as much 

as possible is an important topic. In this chapter we present new measurement methods for antenna 

radiation efficiency, diversity gain, radiated emission, material permittivity and shielding 

effectiveness measurements. It is interesting to note that these measurement methods are not isolated; 
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they are inter-related. For example, when measuring the diversity gain, we need to consider the 

radiation efficiency of antennas. Actually, in most measurements in an RC, the antenna effect should 

be taken into account since it acts as a radiating source and a load in the RC simultaneously. 

Table 5.1: Typical applications of an RC 

Applications References 

 Free space S-parameters [2] 

Antenna radiation efficiency [1, 3-13] 

Antenna directivity/pattern/gain [14-17] 

Radiated emission [1, 18] 

Radiated immunity [1, 19] 

Shielding effectiveness [1, 20-24] 

Diversity gain/channel capacity [25-28] 

MIMO channel emulation [29-33] 

Bit error rate [34] 

Doppler effect [35-37] 

Total isotropic sensitivity [38-39] 

Absorption cross section [40-45] 

Material permittivity [45] 

Scattering cross section [46-49] 

 

5.2 Antenna Radiation Efficiency Measurement in an RC 

There are many ways to measure the radiation efficiency of antennas in an RC. First, we present the 

measurement method with reference antenna and then study the methods without reference antenna.  

5.2.1    Method Using Reference Antenna 

We start from the method given in IEC 61000-4-21 [1]. As shown in Fig. 5.2, the computer controls 

the operation of the stirrers and collects the S-parameters from the VNA for each stirrer position. 
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Suppose antenna 2 is the AUT, and the Ref Ant is the reference antenna with known radiation 

efficiency. The measurement procedure is given as follows. 

Step 1) Calibrate the VNA (the reference plane is calibrated at the end of the cable).  

Step 2) Place all the antennas inside the RC to ensure that the chamber Q factor does not change 

during the whole measurement, and the main beams of the each antenna are not directed to 

each other to reduce the unstirred part. 

Step 3) Connect antenna 1 to the VNA port 1 and antenna 2 to port 2, the reference antenna is loaded 

with a 50 Ohm termination. Collect the complex S-parameters 𝑆𝐴22 , 𝑆𝑎21  for each stirrer 

position (𝑆𝐴∗ means the S-parameters with AUT). 

Step 4) Connect the reference antenna to port 2 of the VNA and load the AUT with a 50 Ohm 

termination. Collect the complex S-parameters 𝑆𝑅22, 𝑆𝑅21 for each stirrer position (𝑆𝑅∗ means 

the S-parameters with the reference antenna). 

 

Fig. 5.2. Radiation efficiency measurement setup using a reference antenna. 
 

If the RC has good field uniformity, which means the chamber transfer function from antenna 1 to the 

AUT and antenna 1 to the reference antenna are the same 

〈�𝑆𝐴21,𝑠�
2〉

(1 − |〈𝑆𝐴22〉|2)𝜂𝐴
= 𝑇𝐴21 = 𝑇𝑅21 =

〈�𝑆𝑅21,𝑠�
2〉

(1 − |〈𝑆𝑅22〉|2)𝜂𝑅
                                     (5.1) 

where 𝑆𝐴21,𝑠 is the stirred part of the S-parameters [3] 
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𝑆∗,𝑠 = 𝑆∗ − 〈𝑆∗〉                                                                          (5.2) 

〈∗〉  means the average value of the S-parameter using any stirring method (e.g. mechanical stir, 

frequency stir, polarisation stir, source stir, etc.). 〈𝑆∗22〉 can also be obtained from anechoic chamber, 

since 〈𝑆∗22〉 = 𝑆∗,22𝑅𝑟𝑅𝑅𝑠𝑝𝑎𝑐𝑅 [2, 9]. The radiation efficiency of AUT can be obtained as 

𝜂𝐴 =
〈�𝑆𝐴21,𝑠�

2〉 (1 − |〈𝑆𝑅22〉|2)

〈�𝑆𝑅21,𝑠�
2〉 (1 − |〈𝑆𝐴22〉|2)

𝜂𝑅                                                      (5.3) 

The total efficiency (include the mismatching of the antenna) will be  

𝜂𝐴𝑖𝑐𝑖 = 𝜂𝐴(1 − |〈𝑆𝐴22〉|2) =
〈�𝑆𝐴21,𝑠�

2〉

〈�𝑆𝑅21,𝑠�
2〉
𝜂𝑅𝑖𝑐𝑖                                        (5.4) 

The radiation efficiency in this thesis is defined as the ratio of the total power radiated by an antenna 

to the net power accepted by the antenna from the connected transmitter, while the total efficiency 

includes the mismatch of the antenna. It can be seen that, this method is direct and easy to understand. 

However, the problem is that we need an antenna with known radiation efficiency; this could be a 

problem in practice. If the accuracy requirement is not high, a well-matched horn antenna can be used 

as the reference antenna, an estimation value 95% (±5%) can be used as a reference value [1]. 

5.2.2    Method without Using a Reference Antenna 

 
Fig. 5.3. Radiation efficiency measurement without reference antenna. 

 

Recently, Holloway et al developed new methods to measure the radiation efficiency of antennas 

without involving a reference antenna [3]. The methods based on the difference of Q factor measured 
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from frequency domain and time domain. The measurement setup is shown in Fig. 5.3, as can be seen, 

no reference antenna is needed. 

In the frequency domain, when the antennas are idea antennas (well-matched, 100% radiation 

efficiency) and no line-of-sight, the Q factor can be obtained from [3] 

𝑄𝐹𝐷 = 𝐶𝑅𝑅〈|𝑆21|2〉                                                              (5.5) 

where 𝐶𝑅𝑅 is the chamber  constant [3] 

𝐶𝑅𝑅 =
16𝜋2𝑉
𝜆3

                                                                 (5.6) 

𝑉  is the volume of the chamber, and 𝜆  is the free-space wavelength. If we correct the antenna 

efficiency, and consider the line-of-sight component, the corrected 𝑄𝐹𝐷 becomes [3] 

𝑄𝐹𝐷𝑅𝑐𝑟 =
𝐶𝑅𝑅 〈�𝑆21,𝑠�

2〉 
𝜂1𝑖𝑐𝑖𝜂2𝑖𝑐𝑖

                                                             (5.7) 

where 𝑆21,𝑠 is the stirred part of the S-parameters [3] 

𝑆∗,𝑠 = 𝑆∗ − 〈𝑆∗〉                                                               (5.8) 

Meanwhile, the Q factor can be obtained from time domain [3] 

𝑄𝑇𝐷 = 𝜔𝜏𝑅𝑅                                                                 (5.9) 

where 𝜏𝑅𝑅 is the chamber decay constant which can be extracted from time domain response of the 

chamber [34], 𝜏𝑅𝑅 describes how fast the power profile decays in the time domain (𝑒−𝑖/𝜏𝑅𝐶). Because 

the Q factor obtained from should be the same, thus 𝑄𝐹𝐷𝑅𝑐𝑟 = 𝑄𝑇𝐷, we have [3] 

𝜂1𝑖𝑐𝑖𝜂2𝑖𝑐𝑖 =
𝐶𝑅𝑅 〈�𝑆21,𝑠�

2〉 
𝜔𝜏𝑅𝑅

                                                           (5.10) 

Now we only have only one equation for two variables 𝜂1𝑖𝑐𝑖 and 𝜂2𝑖𝑐𝑖 which cannot be solved. It is 

important to note that the S-parameters can be related using enhanced back scatter constant [3] 

𝑒𝑏 =
�〈�𝑆11,𝑠�

2〉 〈�𝑆22,𝑠�
2〉

〈�𝑆21,𝑠�
2〉

                                                      (5.11) 
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For a well-stirred RC, 𝑒𝑏 = 2 [50], if only one antenna is used (the one-antenna method in [3]), which 

means the transmitting antenna and receiving antenna are the same, 〈�𝑆11,𝑠�
2〉 = 〈�𝑆22,𝑠�

2〉. From 

(5.10) and (5.11) (details can be found in Appendix A2), the radiation efficiency of antennas can be 

expressed as [3] 

𝜂𝑖 =
1

(1 − |⟨𝑆𝑖𝑖⟩|2)�
𝐶𝑅𝑅

2𝜔𝜏𝑅𝑅
〈�𝑆𝑖𝑖,𝑠�

2〉   (𝑖 = 1 𝑜𝑟 2)                           (5.12) 

If both antennas are used, we do not need 𝑒𝑏 = 2 to solve (5.10) and (5.11), but need 𝑒𝑏  to be 

identical for two antennas, we have (the two-antenna method in [3])  

𝜂𝑖 =
1

(1 − |⟨𝑆𝑖𝑖⟩|2)�
𝐶𝑅𝑅

𝜔𝑒𝑏𝜏𝑅𝑅
〈�𝑆𝑖𝑖,𝑠�

2〉   (𝑖 = 1 𝑜𝑟 2)                          (5.13) 

If three antennas are used, there is no requirement for 𝑒𝑏, we have (the three-antenna method in [3]) 

𝜂1 =
1

(1 − |⟨𝑆11⟩|2)�
𝐶𝑅𝑅
𝜔𝜏𝑅𝑅

〈�𝑆21,𝑠�
2〉 〈�𝑆31,𝑠�

2〉

〈�𝑆32,𝑠�
2〉

                                     (5.14) 

𝜂2 =
1

(1 − |⟨𝑆22⟩|2)�
𝐶𝑅𝑅
𝜔𝜏𝑅𝑅

〈�𝑆21,𝑠�
2〉 〈�𝑆32,𝑠�

2〉

〈�𝑆31,𝑠�
2〉

                                     (5.15) 

𝜂3 =
1

(1 − |⟨𝑆33⟩|2)�
𝐶𝑅𝑅
𝜔𝜏𝑅𝑅

〈�𝑆31,𝑠�
2〉 〈�𝑆32,𝑠�

2〉

〈�𝑆21,𝑠�
2〉

                                     (5.16) 

The two-antenna method works well for high efficiency antennas. However, when the AUT is very 

lossy (radiation efficiency is very small), 𝑆𝑖𝑖,𝑠 could be outside the dynamic range of VNA. In this 

case, we may need a power amplifier to increase the transmitting power. But when the power 

amplifier is involved, the reverse signal from the output to the input is not allowed. This makes 𝑆𝑖𝑖,𝑠 

hard to measure when it is very small. Thus we need an alternative method which can use the 

information of 𝑆21  (like the gain measurement in an anechoic chamber), and when the signal 

amplitude is small we can use a power amplifier to increase the dynamic range. In the following part 

of this section, we propose a modified two-antenna method to solve this problem.  
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5.2.3    Modified Two-Antenna Method 

The measurement scenario is illustrated in Fig. 5.4. In this method, we need at least one antenna of 

high radiation efficiency, to make sure that the time domain response from this antenna can be used to 

extract the chamber decay time and the 𝑆11,𝑠 for this antenna is in the dynamic range of VNA. Here 

we assume that the radiation efficiency of antenna 2 in Fig. 5.4 is high, thus the one-antenna method 

in [3] can be applied to antenna 2. Antenna 1 is assumed to be the AUT. 

 

Fig. 5.4. The radiation efficiency measurement setup in an RC (modified two-antenna method). 
 

It has been shown that the radiation efficiency of antenna 2 can be obtained using one-antenna method 

equation (5.12) 

𝜂2 =
1

(1 − |⟨𝑆22⟩|2)�
𝐶𝑅𝑅

2𝜔𝜏𝑅𝑅
〈�𝑆22,𝑠�

2〉                                             (5.17) 

It is helpful to introduce a virtual antenna to understand the enhanced backscatter effect. Assume that 

the virtual antenna in Fig. 5.4 is exactly the same as antenna 2. When the chamber is well-stirred, the 

enhanced backscatter constant brings the stirred S-parameters between antenna 2 and the virtual 

antenna together by the following equation [3] 

𝑒𝑏 =
�〈�𝑆22,𝑠�

2〉 〈�𝑆𝑣𝑣,𝑠�
2〉

〈�𝑆2𝑣,𝑠�
2〉

= 2                                                  (5.18) 
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It should be noted that 𝑒𝑏 = 2 is an assumption for a well-stirred RC, 𝑒𝑏 depends on the dimensions 

of the problem (e.g. 𝑒𝑏 =1.5 for 1D and 𝑒𝑏 =2.25 for 2D), it could also be affected by the directivity 

of the antenna (at high frequencies, it may not be 2). Currently experimental results were given and 

empirical conclusions were obtained, but there is still a lack of rigorous theory to characterise what 

factors could affect 𝑒𝑏 and how [63].  

Because the virtual antenna is assumed to be exactly the same as antenna 2. We have 〈�𝑆22,𝑠�
2〉 =

〈�𝑆𝑣𝑣,𝑠�
2〉, thus 

〈�𝑆2𝑣,𝑠�
2〉 =

〈�𝑆22,𝑠�
2〉

2
                                                              (5.19) 

In the Section 5.2.1, the chamber transfer function between antenna 2 and the virtual antenna can be 

written as 

𝑇2𝑣 =
〈�𝑆2𝑣,𝑠�

2〉
(1 − |⟨𝑆22⟩|2)(1 − |⟨𝑆𝑣𝑣⟩|2)𝜂2𝜂𝑣

 

=
〈�𝑆22,𝑠�

2〉
2(1 − |⟨𝑆22⟩|2)2𝜂22

                                                                      (5.20) 

The chamber transfer function between the AUT and antenna 2 is 

𝑇21 =
〈�𝑆21,𝑠�

2〉
(1 − |⟨𝑆22⟩|2)(1− |⟨𝑆11⟩|2)𝜂2𝜂1

                                            (5.21) 

If the RC is well-stirred and has a good field uniformity, 𝑇2𝑣 = 𝑇21, substitute (5.17) to (5.21) to 

obtain 𝜂1 

𝜂1 =
〈�𝑆21,𝑠�

2〉
(1 − |⟨𝑆11⟩|2)�

2𝐶𝑅𝑅
𝜔𝜏𝑅𝑅 〈�𝑆22,𝑠�

2〉
                                              (5.22) 

This is the efficiency of the AUT using the proposed method. Vice versa, if antenna 1 is a highly 

efficient antenna, we can obtain the radiation efficiency of the AUT (antenna 2) as 

𝜂2 =
〈�𝑆21,𝑠�

2〉
(1 − |⟨𝑆22⟩|2)�

2𝐶𝑅𝑅
𝜔𝜏𝑅𝑅 〈�𝑆11,𝑠�

2〉
                                                (5.23) 

If we compare (5.22) with the two-antenna method (5.13), it can be found that, while the proposed 

method requires 𝑒𝑏 = 2 for antenna 2 and the RC is well-stirred (spatially uniform), (5.13) does not 
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require 𝑒𝑏 = 2 but needs 𝑒𝑏  to be identical for the two antennas. In order to verify the proposed 

method, measurements are conducted. 

To verify the effectiveness of the proposed method, an antenna with known low radiation efficiency is 

needed. It is not easy to find a very lossy antenna with known radiation efficiency, so we use an 

attenuator connected to an antenna and consider the attenuator as part of the antenna. We know how 

much radiation efficiency is reduced by introducing the attenuator, but in the measurement, no special 

treatment is required, the attenuator and the antenna become an integrated AUT. This offers an 

opportunity to verify the proposed method. 

The measurement scenario is shown in Fig. 5.5(a) and the size of the RC is 3.6 m × 4 m × 5.8 m. 

After the VNA was calibrated, antenna 1 (Rohde & Schwarz® HF 906) and antenna 2 (SATIMO® 

SH 2000) were connected to port 1 and port 2, respectively, with no line-of-sight, 359 stirrer locations 

with a step size of 1 degree for the stirrers and 10,001 points were set for the range of 2.8 GHz ~ 4.2 

GHz which means that the inverse fast Fourier transform (IFFT) of the collected S-parameters has a 

time domain response of 7,140 ns in length with a time step resolution of 0.24 ns.  

            

                                                         (a)                                                                                  (b) 

Fig. 5.5. (a) The radiation efficiency measurement setup in an RC (modified two-antenna method), (b) 
AUT with different attenuators. 

 
The measured S-parameters of antenna 1 with different attenuators are shown in Fig. 5.6. It can be 

seen that when the attenuation is large, the effect of RC could become too small to be detected in the 

dynamic range of the VNA. The corresponding 𝑙𝑛 (𝐼𝑆𝑆𝑇(𝑆)2) are shown in Fig. 5.7, which can be 

regarded as the measured power signal in the time domain. It can be found that the reflected signal is 

so small that it quickly drops below the noise level and cannot be detected in the limited dynamic 

range. 
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                                               (a)                                                                                  (b) 

  
                                           (c)                                                                                  (d) 

Fig. 5.6. Typical measured S-parameters with different attenuators (a) 0dB, (b) 10 dB, (c) 20 dB, (d) 30 
dB. 

 

 
                                            (a)                                                                                  (b) 

 
                                           (c)                                                                                  (d) 

Fig. 5.7. 𝒍𝒏 (𝑰𝑭𝑭𝑻(𝑺)𝟐) of the typical measured S-parameters with different attenuators (a) 0 dB, (b) 10 
dB, (c) 20 dB, (d) 30 dB. 
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Because the power decay in the RC follows 𝑃0𝑒−𝑖 𝜏𝑅𝐶⁄ , 𝜏 is the measured decay time which can be 

obtained from the slope (𝑘) of 𝑙𝑛 (𝐼𝑆𝑆𝑇(𝑆)2), which is 𝜏𝑅𝑅 = −1/𝑘 [51]. When the attenuation of 

antenna 1 is large we cannot extract 𝜏𝑅𝑅  from 𝑙𝑛 (𝐼𝑆𝑆𝑇(𝑆11)2)  so we use 𝜏  obtained from 

𝑙𝑛 (𝐼𝑆𝑆𝑇(𝑆22)2), since antenna 2 is a highly efficient antenna and the time domain response has a 

better signal to noise ratio (SNR) over the time period of interest, the chamber decay time 𝜏𝑅𝑅 

becomes easy to extract.  Since 𝜏𝑅𝑅 is frequency dependent, an elliptic band-pass filter with 200 MHz 

bandwidth was used to obtain 𝜏𝑅𝑅 for different centre frequency [34, 51]. The averaged 𝜏𝑅𝑅 obtained 

from 359 stirrer locations is shown in Fig. 5.8. 

 
Fig. 5.8 𝝉𝑹𝑪 extracted from 𝒍𝒏 (𝑰𝑭𝑭𝑻(𝑺𝟐𝟐)𝟐). 

 
 

 
                                            (a)                                                                                  (b) 

 
                                           (c)                                                                                  (d) 

Fig. 5.9. The measured radiation efficiency of antenna 1 with different attenuators. (a) 0 dB attenuator, 
(b) 10 dB attenuator, (c) 20 dB, (d) 30 dB. 
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Three methods have been used to process the collected S-parameters: the proposed method using 

(5.22), the one-antenna method, and the two-antenna method in [3]. The frequency stir with 100 

sample points were also used (14 MHz bandwidth) to provide an averaged result for each frequency - 

this makes 359 × 100 = 35,900 samples at each frequency, the measured results are given in Fig. 5.9. 

As expected, when the antenna radiation efficiency is high, the results from 3 methods are in a good 

agreement, even when the radiation efficiency is close to -10 dB, the results are still very similar. 

However, when the radiation efficiency decreases to -20 dB or -30 dB the one-antenna and two-

antenna methods give inaccurate prediction but the proposed method still has a good performance. 

This problem was not caused by 𝜏𝑅𝑅  but from 𝑆11,𝑠 , because 𝜏𝑅𝑅  was extracted from 𝑆22 . As 

discussed before, when antenna 1 is very lossy, the magnitude of the reflected signal can be very 

small (outside the dynamic range of the VNA after calibration and poor SNR), this is easy to 

understand, when a 30 dB attenuator is connected and the chamber loss is around 20 dB, the received 

signal will be around 30 + 20 + 30 = 80 dB smaller than the transmitted signal, which is most likely 

comparable with noise. Also note that the error from the one-antenna method is larger than that from 

the two-antenna method, this was also found in [3], this is understandable from mathematical point of 

few, since the precondition 𝑒𝑏1 = 𝑒𝑏2 = 2 for one-antenna method is stricter than 𝑒𝑏1 = 𝑒𝑏2 for two-

antenna method, thus two-antenna method has smaller deviation. 

5.2.4    Short Summary of Section 5.2 

A modified two-antenna method to measure the radiation efficiency of antennas in an RC has been 

proposed. The conventional method [1] requires a reference antenna, the one-antenna method and 

two-antenna method in [3] require no reference antenna, but the loss of the antenna must be much 

smaller than the loss of the RC. The method proposed in this chapter does not need a reference 

antenna with known efficiency and the loss of the AUT can be arbitrary. The proposed method offers 

an opportunity to measure the antenna with very low radiation efficiency (e.g. implantable antenna 

with 𝜂  around 0.3% [52-53]) in the RC. The proposed method can also be generalised to 

nonreciprocal antennas (active antennas). If the transmitting (Tx) efficiency and receiving (Rx) 

efficiency of the AUT are different (nonreciprocal), the total Tx efficiency (at certain Tx power) and 

total Rx efficiency (at certain Rx signal strength) will be 

𝜂𝑖𝑐𝑖1𝑇𝑇 = 〈�𝑆21,𝑠�
2〉�2𝐶𝑅𝑅 [𝜔𝜏𝑅𝑅 〈�𝑆22,𝑠�

2〉]⁄                                 (5.24) 

𝜂𝑖𝑐𝑖1𝑅𝑇 = 〈�𝑆12,𝑠�
2〉�2𝐶𝑅𝑅 [𝜔𝜏𝑅𝑅 〈�𝑆22,𝑠�

2〉]⁄                                (5.25) 
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Some issues should be noted when applying this method: 

1) The RC must be well-stirred. The enhanced back scatter effect is invalid when the RC is not well-

stirred and the 𝑒𝑏 will not be 2, this is the fundamental assumption of the proposed method. 

2) The assumption of antenna 2 being a highly efficient antenna is to make sure that 𝑆22,𝑠 is in the 

dynamic range of the VNA. The measured 𝜂1  does not depend on the radiation efficiency of 

antenna 2. Antenna 2 is used to extract the chamber transfer function and 𝜏𝑅𝑅, as long as 𝜂2 can 

be measured accurately using one-antenna method, the radiation efficiency of antenna 2 can be 

arbitrary. From Fig. 5.9(b), it can be seen that there is 1 dB error at 4 GHz for the one-antenna 

method. In this scenario, as long as 𝜂2 is larger than 10%, the error caused by 𝜂2 will be smaller 

than 1 dB. 

3) As can be seen in (5.22) and (5.23), 𝜏𝑅𝑅 obtained from antenna 2 affects the results directly, thus 

𝜏𝑅𝑅 should be carefully measured, and antenna 2 must be an efficient antenna. It should be noted 

that the chamber decay time is an intrinsic value related with the RC (including load), however, in 

practice, when it is measured using very lossy antennas, the time domain response is affected by 

the antenna, this was also pointed out in [3]. The attenuators do not change 𝜏𝑅𝑅, but affect the 

time domain response (extracted from 𝐼𝑆𝑆𝑇(𝑆11)) which makes 𝜏𝑅𝑅 hard to be extracted (because 

of the noise level/dynamic range). 𝜏𝑅𝑅  is determined by the chamber loss and all the loading 

effect, including the antennas.  

4) If the radiation efficiency is so small that the 𝑆21,𝑠 in (5.22) or (5.23) is outside the dynamic range 

of VNA, an amplifier can be used, the original 𝑆21,𝑠 can be obtained by adding the offset. 

5.3 Diversity Gain Measurement in an RC 

Reverberation chambers (RCs) have been used to emulate the multipath propagation channel in 

mobile communications in indoor and outdoor environments [34]. To mitigate the fading in the 

multipath environment, more than one antenna is used to transmit and receive the radio signal so as to 

increase the channel capacity and improve the signal-to-noise ratio (SNR) in a MIMO system. The 

received signals from different channels are combined with a specific strategy such as the switching, 

selection combining or maximum combing schemes. The diversity gain (DG) is an important figure of 

merit to measure the MIMO system performance, which normally gives a direct understanding of how 

the MIMO system outperforms the single channel system. 

The definition of DG may have different forms depending on the reference used. The apparent DG is 

the measured data relative to the branch with the strongest power level at a given level of the 
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cumulative distribution function (CDF) of the received signal while the effective DG uses the ideal 

reference antenna at a given CDF level and the actual DG uses the single antenna as the reference at a 

given CDF level [26, 27]. The effective DG corrects the impedance mismatch with the transmission 

line and the dissipative loss and is widely used to characterise the performance of the MIMO antenna. 

Traditionally, in addition to the AUT, two extra antennas are needed: one is used as the transmit (Tx) 

antenna, the other is used as a reference antenna which must have known radiation efficiency. This 

could be a problem for some labs. The measured channel samples are normalised using the radiation 

efficiency of the reference antenna and the chamber transfer function. The CDF of the normalised 

samples can be obtained and the DG value can be read directly from the CDF figure [25-27]. 

In this research, a 2-branch MIMO antenna is used to demonstrate the proposed method which can be 

extended to any number of branches. The proposed method incorporates the one- or two-antenna 

method for radiation efficiency measurement [3]. The measurements and verifications of the proposed 

method are given; conclusions are drawn in the final section. 

5.3.1    Traditional Diversity Gain Measurement Method 

 
Fig. 5.10. MIMO antenna measurement system using an RC. 

 
The MIMO antenna measurement system in a RC is given in Fig. 5.10 where the computer controls 

the operation of the stirrers and collects the S-parameters from the vector network analyser (VNA) for 

each stirrer position. Step motors are used to drive the stirrers and ensure the repeatability of the 

stirrers. The measurement procedure is given as follows: 
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Step 1) Calibrate the VNA including the cables used to connect the antennas. 

Step 2) Place all the antennas inside the chamber to keep the chamber Q factor constant. 

Step 3) Connect the Tx antenna to the VNA port 1 and the reference antenna to port 2, load the AUT 

with a 50 Ohm termination, and collect the full S-parameters (𝑆11𝑇𝑇, 𝑆21𝑅𝑅𝑅, 𝑆22𝑅𝑅𝑅) for each 

stirrer position. 

Step 4) Connect the AUT branch a to port 2, load the reference antenna and AUT branch b with a 50 

Ohm termination, collect S-parameters 𝑆21𝑎 for each stirrer position. 

Step 5) Repeat Step 4) with port 2 connected to the AUT branch b while AUT branch a with a 50 

Ohm termination and collect S-parameters 𝑆21𝑏 for each stirrer position. 

It is necessary to note that in Step 4) and Step 5), the stirrer position must be the same to make sure 

that the environment is unchanged, an alternative way is to use an RF switch to select the channel 

from port a or b or use VNA with more than two ports [54]. Otherwise the received signals from 

different branches are decorrelated and independent which has no meaning of diversity gain. 

After all the S-parameters are collected, the normalized channel samples for branches a and b are  

ℎ21𝑎 = �𝑆21𝑎,𝑠��
𝜂𝑅𝑅𝑅(1 − |〈𝑆11𝑇𝑇〉|2)

𝑇𝑅𝑅𝑅
                                        (5.26) 

 

ℎ21𝑏 = �𝑆21𝑏,𝑠��
𝜂𝑅𝑅𝑅(1 − |〈𝑆11𝑇𝑇〉|2)

𝑇𝑅𝑅𝑅
                                      (5.27) 

 
where 𝜂𝑅𝑅𝑅 is the radiation efficiency of the reference antenna, 𝑇𝑅𝑅𝑅 is the chamber transfer function 

measured by using the  reference antenna, the definition is  

𝑇𝑅𝑅𝑅 =
〈�𝑆21𝑅𝑅𝑅,𝑠�

2〉

(1 − |〈𝑆11𝑇𝑇〉|2)(1 − �〈𝑆22𝑅𝑅𝑅〉�
2)

                                  (5.28) 

𝑆∗,𝑠  is the stirred part of the S-parameter [3] defined in (5.8), Different from [26] we use the 

magnitude of the S-parameter while the direct coupling part is removed by using the well-known 

vector average subtraction in (25). 

If we choose the maximum value of these two branches, the combined samples are  

ℎ𝑐𝑐𝑐𝑏 = 𝑚𝑚𝑚(ℎ21𝑎,ℎ21𝑏)                                               (5.29) 
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Other strategies are also applicable for the method proposed. From the CDF plot of ℎ21𝑎, ℎ21𝑏 and 

ℎ𝑐𝑐𝑐𝑏 the diversity gain value can be obtained.  

5.3.2    Diversity Gain Measurement without a Reference Antenna 

The radiation efficiency measurement in a RC without a reference antenna has been investigated [3]. 

Checking (5.26) - (5.28) carefully, we have found that the chamber transfer function 𝑇𝑅𝑅𝑅 can actually 

be obtained from one branch of AUT and this branch can be used as the reference antenna at the same 

time. Thus the reference antenna is not necessary and Step 3) in the traditional procedure can be 

skipped. And in Steps 4) and 5) all S-parameters need to be collected. To validate this idea, let us 

assume that branch a of the AUT is used as the reference antenna, if the two-antenna method is used, 

the radiation efficiency of branch a will be [3] 

𝜂𝑅𝑅𝑅 = 𝜂𝑎 = �𝐶𝑅𝑅 〈�𝑆22𝑎,𝑠�
2〉𝑐𝑐𝑟

𝜔𝑒𝑏𝜏𝑅𝑅
                                       (5.30) 

where 𝐶𝑅𝑅  is the chamber constant defined in (5.6), 𝜔 = 2𝜋𝑓 is the angular frequency, 𝜏𝑅𝑅  is the 

chamber decay time which can be obtained from the inverse Fourier transform (IFFT) of S-parameters 

[3, 34], 𝑒𝑏 is the enhanced back scatter constant [50] 

𝑒𝑏 =
�〈�𝑆11𝑇𝑇,𝑠�

2〉 〈�𝑆22𝑎,𝑠�
2〉

〈�𝑆21𝑎,𝑠�
2〉

                                              (5.31) 

〈�𝑆22𝑎,𝑠�
2〉𝑐𝑐𝑟 is the corrected S-parameter 

〈�𝑆22𝑎,𝑠�
2〉𝑐𝑐𝑟 =

〈�𝑆22𝑎,𝑠�
2〉

(1 − |〈𝑆22𝑎〉|2)2
                                            (5.32) 

The chamber transfer function can be written as 

𝑇𝑅𝑅𝑅 =
〈�𝑆21𝑎,𝑠�

2〉
(1 − |〈𝑆11𝑇𝑇〉|2)(1− |〈𝑆22𝑎〉|2)

                             (5.33) 

By substituting (5.30) into (5.26) and (5.27), replacing (5.28) with (5.33), the reference antenna is 

eliminated, thus the proposed method is mathematically proved. 
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ℎ21𝑎 = �𝑆21𝑎,𝑠�(1 − |〈𝑆11𝑇𝑇〉|2)
�
�𝐶𝑅𝑅 〈�𝑆22𝑎,𝑠�

2〉
𝜔𝑒𝑏𝜏𝑅𝑅

〈�𝑆21𝑎,𝑠�
2〉  

                                    (5.34) 

ℎ21𝑏 = �𝑆21𝑏,𝑠�(1 − |〈𝑆11𝑇𝑇〉|2)
�
�𝐶𝑅𝑅 〈�𝑆22𝑎,𝑠�

2〉
𝜔𝑒𝑏𝜏𝑅𝑅

〈�𝑆21𝑎,𝑠�
2〉  

                                  (5.35) 

 

(a) 

 

(b) 

Fig. 5.11.  Measurement setup in RC using traditional method: (a) the system view, (b) the AUT. 
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To validate the proposed new method, we employ both the traditional method and the proposed 

method for MIMO antenna measurements. We first apply the traditional DG measurement method. 

The measurement setup is shown in Fig. 5.11(a); empty cartons are used to support the AUT for the 

simplicity reason. The size of the RC is 3.6 m × 4 m × 5.8 m. The frequency setting of the VNA is 1 

GHz ~ 4 GHz with 10,001 sample points. The reason for having chosen so many points is that we 

need to calculate the chamber decay time 𝜏𝑅𝑅 from the IFFT of S-parameter, under this setting, the 

resolution time step of IFFT is 0.25 ns and the total time is 2,500 ns. The AUT is shown in Fig. 

5.11(b), the Tx antenna is a double-ridged waveguide horn antenna (Rohde & Schwarz® HF906). The 

reference antenna is a homemade planar inverted-L antenna (PILA) and the detailed dimensions are 

given in [55]. The mechanical stirring sample number is 360 with 1° step size.  

 
(a) 

 
(b) 

Fig. 5.12.  (a) Radiation efficiency of the reference antenna (PILA) by using one- and two-antenna 
methods, (b) chamber transfer function obtained from the reference antenna (PILA). 
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The radiation efficiency of the PILA is obtained by using one- and two- antenna methods [3], 

including mechanical stir, frequency stir with nearest 50 frequency samples are used, this means 360 

× 50 = 18,000 samples for each frequency. The radiation efficiency results are shown in Fig. 5.12(a). 

As can be seen, a good agreement is obtained between one- and two- antenna methods. We use the 

values from the two-antenna method to calculate the normalized samples, since it has a smaller 

uncertainty [3]. The chamber transfer function 𝑇𝑅𝑅𝑅  has also been calculated using (5.28) and the 

result is given in Fig. 5.12(b). 

All the samples between 2 GHz ~ 3 GHz (the working frequency of the AUT) are used to plot the 

CDF. This means 360 × 3,335 = 1,200,600 samples for each branch. The results are given in Fig. 

5.13. Because the antennas for the two branches are the same, the CDFs from the two branches are the 

same. The apparent DG and the effective DG at 1% can be obtained from Fig. 5.13 as -11.05 + 21.24 

= 10.19 dB and -11.05 + 20.33 = 9.28 dB, respectively. 

 

Fig. 5.13.  CDF plot of both branches and the combined signal, theoretical Rayleigh distribution is also 
given. 

 
As discussed before, if we treat branch a as the reference antenna, the reference antenna PILA is now 

not needed. The chamber decay time 𝜏𝑅𝑅 can be extracted from the S-parameters, as shown in Fig. 

5.14. Since 𝜏𝑅𝑅  can be extracted from any of the S-parameters [3], the average value is used. It can be 

seen that they are very similar and we use the average value to calculate 𝜂𝑅𝑅𝑅 in (5.30). The enhanced 

back scatter constant in (5.31) are extracted from the S-parameters and shown in Fig. 5.15, it is very 

close to 2 which means the RC is well stirred [3]. Thus, the radiation efficiency of the branch a 

antenna can be obtained using (5.30) which is shown in Fig. 5.16(a). In addition, Fig. 5.16(b) gives 
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the chamber transfer function calculated using (5.33), which agrees well with that obtained using the 

traditional method in Fig. 5.12(b). 

 
Fig. 5.14.  Chamber decay time extracted from S-parameters. 

 
Fig. 5.15.  Enhanced back scatter constant extracted from S-parameters. 

 
Finally, we use the same sample number as in the traditional method to generate the CDF which is 

given in Fig. 5.17. The apparent DG and the effective DG at 1% are 10.19 dB and 9.15 dB, 

correspondingly, which are very close to the traditional measurement results. Because the DG is 

frequency dependent, we have also divided the working frequency range 2 GHz ~ 3 GHz into 10 

bands (100 MHz each) and verified the DG values using both the traditional and proposed methods. 
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(a) 

 
(b) 

Fig. 5.16.  (a) Radiation efficiency of the reference antenna (branch a) by using one and two antenna 
method, (b) chamber transfer function obtained from the branch a. 

 
The results are also in a very good agreement (Appendix A1). It can be seen that, how the frequency 

band is allocated will not affect both the traditional and the proposed method. 

The results from the two methods are summarised in Table 5.2, (at the centre frequency 2.5 GHz with 

1 GHz bandwidth). They are in good agreement. The biggest difference is 0.13 dB which is quite 

small, thus this has proved the validity of the proposed method.  
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Fig. 5.17.  CDF plot of both branches and the combined signal using method without reference antenna. 

Table 5.2: DG Results Comparison 

Apparent DG (dB) Effective DG (dB) Method 

10.19 9.28 Traditional method 

10.19 9.15 Proposed method 

 

5.3.3    Diversity Gain Measurement without Extra Antennas 

We showed that by incorporating the one- or two-antenna method for antenna efficiency measurement 

into the DG measurement, the reference antenna is not needed and one of the branches of the MIMO 

antenna can be used as the reference antenna. This can simplify the measurement setup greatly.  

Further study suggests that the Tx antenna can also be eliminated by taking advantage of the enhanced 

back scattering effect and introducing a virtual antenna, one branch of the MIMO antenna can be 

treated as the Tx antenna, this leads a new measurement method without the need for any additional 

antenna. Only the antenna under test (AUT) is required. The measurement setup is given in Fig. 5.18.  

Assume that port 1 is connected to branch a and port 2 is connected to branch b of the AUT. If branch 

a is treated as the reference antenna, the radiation efficiency of branch a becomes 
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𝜂𝑅𝑅𝑅 = 𝜂𝑎 = �𝐶𝑅𝑅 〈�𝑆11𝑎,𝑠�
2〉𝑐𝑐𝑟

𝜔𝑒𝑏𝜏𝑅𝑅
                                        (5.36) 

which eliminates the need for a reference antenna, where 𝐶𝑅𝑅 is the chamber constant defined in (5.6), 

the chamber transfer function in (5.28) can now be written as 

𝑇𝑅𝑅𝑅 =
〈�𝑆21𝑎𝑏,𝑠�

2〉
(1 − |〈𝑆11𝑎〉|2)(1− |〈𝑆22𝑏〉|2)

                                  (5.37) 

and (5.27) becomes 

ℎ21𝑎𝑏 = �𝑆21𝑎𝑏,𝑠��
𝜂𝑅𝑅𝑅(1 − |〈𝑆11𝑎〉|2)

𝑇𝑅𝑅𝑅
                                      (5.38) 

 
Fig. 5.18.  Introduce a virtual antenna which is the same as AUT. 

Equation (5.38) can be regarded as an alternative form of (5.27) if we treat branch a as the Tx antenna. 

Next we need to extract the receiving samples in (5.26) from 𝑆11𝑎. Like the one-antenna method in [3], 

we introduce a virtual antenna which is exactly the same as branch a as shown in Fig. 5.18. Suppose 

that the chamber is well stirred, we have [50] 

𝑒𝑏 =
�〈�𝑆11𝑎,𝑠�

2〉 〈�𝑆22𝑣,𝑠�
2〉

〈�𝑆21𝑣𝑎,𝑠�
2〉

= 2                                               (5.39) 
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where the 𝑆22𝑣,𝑠 and 𝑆21𝑣𝑎,𝑠 are the S-parameters of the virtual antenna. Since the virtual antenna is 

exactly the same as the AUT, we have 〈�𝑆11𝑎,𝑠�
2〉 = 〈�𝑆22𝑣,𝑠�

2〉, this makes 

〈�𝑆21𝑣𝑎,𝑠�
2〉 =

〈�𝑆11𝑎,𝑠�
2〉

2
                                                           (5.40) 

If branch a and branch b are well isolated, which means the signal received by these two ports are not 

relevant. Thus the signal samples received by branch a in (5.26) can be rewritten as  

ℎ21𝑣𝑎 = �𝑆11𝑎,𝑠��
𝜂𝑅𝑅𝑅(1 − |〈𝑆11𝑎〉|2)

2𝑇𝑅𝑅𝑅
                                        (5.41) 

And the combined signal in (5.29) becomes 

ℎ𝑐𝑐𝑐𝑏 = 𝑚𝑚𝑚(ℎ21𝑣𝑎,ℎ21𝑎𝑏)                                                    (5.42) 

Now the Tx antenna is eliminated. It is important to note that in (5.42) ℎ21𝑣𝑎  and ℎ21𝑎𝑏  are not 

exactly in the same environment, it is easy to understand that 〈�𝑆21𝑣𝑎,𝑠�
2〉 = 〈�𝑆11𝑎,𝑠�

2〉 2⁄  does not 

mean 𝑆21𝑣𝑎,𝑠=�𝑆11𝑎,𝑠 2⁄ , but when the isolation between these two ports are good enough, ℎ21𝑣𝑎 and 

ℎ21𝑎𝑏 are independent random variables, this makes (5.42) valid. 

  

                                           (a)                                                                              (b) 
Fig. 5.19.  Measurement setup in the RC using the method with no extra antennas: (a) the system view, 

(b) zoom in view of the AUT 
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The measurement setup for this method is shown in Fig. 5.19, empty cartons are used to support the 

AUT from the ground. Port 1 and port 2 of the VNA are connected to the branch a and branch b of the 

AUT. Branch a is considered as the reference antenna. 

The size of the RC is 3.6 m × 4 m × 5.8 m. The frequency setting of the VNA is 1 GHz - 4 GHz with 

10,001 sample points, this means that the time domain resolution of IFFT(S) is 0.25 ns and the total 

time is 2,500 ns. The AUT is a homemade two-port planar inverted-L antenna (PILA) and the detailed 

dimensions are given in [55]. The mechanical stirring sample number is 360 with 1° step size, and the 

frequency stir with nearest 50 frequency samples is also used, this means 360 × 50 = 18,000 samples 

for each frequency. The measured 𝑒𝑏 in (5.39) is shown in Fig. 5.20, compared with the measurement 

in the last section, they are in a very good agreement and close to 2, which means the chamber is well-

stirred [3]. 

 
Fig. 5.20.  Enhanced back scatter constant extracted from the measured S-parameters. 

The radiation efficiency value of branch a has been given in Fig. 5.16(a). The chamber transfer 

function obtained using (5.37) is shown in Fig. 5.21. As can be seen, the chamber transfer function is 

larger than the previous measured value. This is because the horn antenna (as the Tx antenna) and the 

reference antenna (including the support structure) have been moved out from the RC which has 

reduced the loss of the chamber. 

Finally, all the samples collected from 2 GHz to 3 GHz (the working frequency range of the AUT) are 

used to generate the CDF plot, and the combined CDF obtained from (5.42) is given in Fig. 5.22. The 

apparent DG and the effective DG at 1% are -10.99 + 21.18 = 10.19 dB and -10.99 + 20.33 = 9.34 dB, 
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respectively. We have also checked the results using 100 MHz bandwidth; the results are similar 

(difference smaller than 1 dB). 

 
Fig. 5.21.  Measured chamber transfer function using (5.37). 

 
Fig. 5.22.  CDF plot of both branches and the combined signal using the proposed method. 
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5.3.4    Short Summary of Section 5.3 

It should be noted that the proposed method in Section 5.3.2 has limitations which may be easily 

ignored, when we use the one- or two- antenna method to extract the radiation efficiency of branch a, 

we assume that the assumptions in one- or two- antenna method are still valid in this environment. 

Both one-antenna and two-antenna methods require that the RC is well stirred and the losses in the 

chamber are dominated by the chamber wall losses (including load). This means the channel is 

Rayleigh channel and the antenna loss will not change too much over the chamber decay time 𝜏𝑅𝑅. 

Additionally, for the one-antenna method, it requires 𝑒𝑏 = 2; for the two-antenna method, it requires 

𝑒𝑏 to be identical for the AUT and Tx antenna (spatial homogeneity in the chamber), the required 

condition for the two-antenna method is weaker than the one-antenna method and gives high accuracy 

[3], and we choose the two-antenna method in this chapter. It is also possible to incorporate the three-

antenna method to the DG measurement which needs one more step to connect the branch a and 

branch b to the port 1 and port 2 of the VNA. 

The proposed method in Section 5.3.3 also has similar limitations, the method is based on the one- or 

two- antenna method in [3], the chamber must be well-stirred and the losses in the chamber are 

dominated by the chamber wall losses (including any load), the introduction of virtual antenna 

requires the conditions of one-antenna method to be satisfied (𝑒𝑏 = 2 and spatially uniform). It takes 

advantage of the enhanced back scattering effect by introducing the virtual antenna, it has been 

pointed out that 〈�𝑆21𝑣𝑎,𝑠�
2〉 = 〈�𝑆11𝑎,𝑠�

2〉 2⁄  does not mean 𝑆21𝑣𝑎,𝑠=�𝑆11𝑎,𝑠 2⁄ , when the mutual 

coupling between the MIMO branches is high, ℎ21𝑣𝑎 and ℎ21𝑎𝑏 are no longer independent random 

variables, this will render the proposed method inaccurate, the distribution obtained from 𝑆11𝑎,𝑠 

cannot be used to predict the distribution of ℎ21𝑣𝑎. To verify this, the mutual coupling is extracted 

from the unstirred part of S-parameters 〈𝑆21𝑎𝑏〉 and given in Fig. 5.23. It can be seen that the mutual 

coupling is very small, which validates the proposed method. The proposed method does not need 

extra antennas and the complexity of the measurement system is reduced. The 𝑆11 of each branch 

antenna and the mutual coupling between the branch antennas can also be extracted simultaneously 

(from the unstirred part of the S-parameters). It should be noted that the proposed method considers 

the radiation efficiency of branches, but decorrelates the signals when the mutual coupling is high. 

However, the measurement results still provide useful information (such as S-parameters, mutual 

coupling and radiation efficiency). The measured DG can be regarded as a practical limit when 

branches are well isolated. 
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Although a two-branch MIMO antenna is used in this chapter, the proposed method can be easily 

extended to an arbitrary number of branches. Thus it is an effective and general method for MIMO 

antenna measurements. Future work may include the degradation analysis of the proposed method 

with different MIMO antennas. The method proposed in this chapter can also be generalised to 

measure the channel capacity following a similar procedure [26-27]. 

 
 Fig. 5.23.  Mutual coupling of the two branches of the MIMO AUT. 

 

5.4 Radiated Emission Measurement in an RC 

Reverberation chambers have been used to measure the radiated emission (RE) of equipment under 

test (EUT) since 1975 [56]. The standard procedure has been well established in IEC 6100-4-21 

standard [1]. In 2006, efforts were made to simplify the measurement procedure, by measuring the 

received power in the time domain, the RC does not need to be calibrated in advance [18]. However, 

this method requires the signal generator (SG) to be switched off quickly (much smaller than the 

chamber decay time) and the spectrum analyser (SA) needs to work in a zero span mode to record the 

received power in the time domain. Moreover, the SG and the SA must be synchronised for trigger. 

These could be a problem for some instruments. In 2011, new methods on antenna radiation 

efficiency measurement without reference antenna in an RC were developed (the one-, two- and three-

antenna method) [3]. This offers an opportunity to further simplify the RE measurement procedure in 

an RC. 
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In this section, two new alternative methods are proposed by incorporating the one- and/or two-

antenna methods into the RE measurement. The method in the IEC standard requires a SG and a SA, 

while the proposed methods require a vector network analyser (VNA) and a SA. The time domain 

response of the RC is extracted from the inverse fast Fourier transform (IFFT) of the collected S-

parameters, this eliminates the synchronization issue in [18] and the radiation efficiency of antennas 

could be measured at the same time. It is interesting to note that, by taking advantage of the enhanced 

back scattering effect [50], only one antenna is required. Both proposed methods do not need the RC 

to be calibrated in advance. 

The method in the IEC standard is reviewed first and followed by the two proposed methods. 

Measurements are conducted to verify the results by using three methods (the method in IEC standard 

and two proposed methods). And finally, discussions and conclusions are given. 

5.4.1    RE Measurement Method in the IEC Standard 

The method in the IEC standard [1] is reviewed first; either averaged or maximum received power can 

be employed. The averaged received power is used in this section, because it has a lower uncertainty 

[1]. The measurement system is shown in Fig. 5.24 where the computer controls the operation of the 

stirrers and records the reading from the SA for each stirrer position over the frequency band of 

interest. In this section the stirrers rotate step by step (in mode-tuned operation [1]). 

 
Fig. 5.24.  The RE measurement system in the IEC standard. 

The measurement procedure is given as follows: 
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1) The EUT is turned on; the SG is replaced with a 50 Ohm load. Then record the SA reading 

for each stirrer position. 

2) Turn off the EUT, connect antenna 1 to the SG (reference source) and record the SA reading 

for each stirrer position. 

3) The radiated power of the EUT (𝑃𝑟𝑎𝑑𝐸𝑈𝑇) can be obtained from 

𝑃𝑟𝑎𝑑𝐸𝑈𝑇 =
〈𝑃𝐴𝐴𝐸𝑈𝑇〉
〈𝑃𝐴𝐴𝑟𝑅𝑅〉

𝑃𝑟𝑎𝑑1                                                          (5.43) 

𝑃𝑟𝑎𝑑1 = 𝑃𝑟𝑅𝑅𝐿𝑐𝑎𝑏𝑙𝑅1(1− |𝑆11|2) 𝜂1                                         (5.44) 

where 〈𝑃𝐴𝐴𝐸𝑈𝑇〉 is the averaged received power (SA readings) from the EUT for all stirrer positions, 

〈𝑃𝐴𝐴𝑟𝑅𝑅〉  is the averaged received power (SA readings) from the reference source for all stirrer 

positions, 𝑃𝑟𝑎𝑑1 is the radiated power of antenna 1 when connected to the SG, 𝑃𝑟𝑅𝑅  is the output 

power from SG, 𝐿𝑐𝑎𝑏𝑙𝑅1  is the loss of the cable between antenna 1 and SG, 𝑆11  is the reflection 

coefficient of antenna 1, 𝜂1 is the radiation efficiency of antenna 1. 

Two issues should be noted when following the procedure in the IEC standard [1] 

1) The loss of the cable must be known; 

2) The performance of antenna 1 must be known (𝑆11 and 𝜂1) 

Both of these measurements need a VNA: for the radiation efficiency measurement, the IEC standard 

also gives a standard procedure (which needs a reference antenna with known radiation efficiency), 

but a separate measurement needs to be conducted to characterise the performance of the antenna 

which is time consuming. However, by combing the one- and two- antenna methods in [3], this extra 

measurement is not necessary as we will see from the proposed methods below. 

5.4.2   RE Measurement Using a VNA and Two Antennas 

The first measurement step is the same as Step 1) in the IEC standard. For Step 2), as shown in Fig. 

5.25, the EUT is turned off, we use a VNA and connect port 1 to antenna 1 and port 2 to antenna 2, 

respectively. The reference plane of the VNA is calibrated at the ends of cable 1 and cable 2 (at the 

input port of the antennas). 

By applying the chamber transfer function between antenna 1 and antenna 2, we have 

𝑇21 =
��𝑆21,𝑠�

2�

(1 − |⟨𝑆22⟩|2)(1− |⟨𝑆11⟩|2)𝜂1𝜂2 
                                            (5.45) 
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where 𝑆21,𝑠 is the stirred part of S-parameters defined in (5.8), 〈⋅〉 means the averaged value of S-

parameter using any stirring method (mechanical stir, frequency stir, source stir, etc.), 𝜂1 and 𝜂2 are 

the radiation efficiency of antenna 1 and antenna 2, respectively.  

 

Fig. 5.25.  The RE measurement system with a VNA and two antennas. 

Note that the measurement setup in Fig. 5.25 is the same as in the two-antenna measurement method 

(the EUT can be regarded as a load), and the radiation efficiency of antenna 1 and antenna 2 can be 

obtained using (5.13) [3] 

By applying the chamber transfer function between antenna 2 and the EUT, we have 

𝑇2𝐸𝑈𝑇 =
〈𝑃𝐴𝐴𝐸𝑈𝑇〉
𝑃𝑟𝑎𝑑𝐸𝑈𝑇 

1
𝐿𝑐𝑎𝑏𝑙𝑅2(1 − |⟨𝑆22⟩|2) 𝜂2 

                                  (5.46) 

If the chamber is well-stirred, 𝑇21 = 𝑇2𝐸𝑈𝑇, the radiated power from the EUT (𝑃𝑟𝑎𝑑𝐸𝑈𝑇) can be solved 

as 

𝑃𝑟𝑎𝑑𝐸𝑈𝑇 =
〈𝑃𝐴𝐴𝐸𝑈𝑇〉(1 − |⟨𝑆11⟩|2)𝜂1

𝐿𝑐𝑎𝑏𝑙𝑅2 ��𝑆21,𝑠�
2�

                                              (5.47) 

𝜂1 can be obtained using (5.13). Thus the proposed method is mathematically derived. Compared with 

the method in the IEC standard [1], this method does not need a SG (but a VNA instead); the radiation 

efficiency of antennas and the cable loss do not need to be measured separately.  
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5.4.3   RE Measurement Using a VNA and One Antenna 

Now we are going to introduce a virtual antenna to derive the chamber transfer function of the RC 

using only one antenna, as shown in Fig. 5.26. 

 
Fig. 5.26.  The RE measurement system with a VNA and one antenna. 

The virtual antenna is assumed to be exactly the same as antenna 2, this makes (5.45) become 

𝑇2𝑣 =
��𝑆21,𝑠�

2�

(1 − |⟨𝑆22⟩|2)2𝜂22 
                                                       (5.48) 

If the chamber is well-stirred, 𝑒𝑏 = 2 [3, 50], we have 

〈�𝑆22,𝑠�
2〉 〈�𝑆21,𝑠�

2〉� = 2                                                    (5.49) 

From (5.48) and (5.49) the chamber transfer function is only related to the parameters of antenna 2 

𝑇2𝑣 =
��𝑆22,𝑠�

2� /2

(1 − |⟨𝑆22⟩|2)2𝜂22 
                                                   (5.50) 

Let 𝑇2𝑣 = 𝑇2𝐸𝑈𝑇, the radiated power from the EUT (𝑃𝑟𝑎𝑑𝐸𝑈𝑇) can be solved as 

𝑃𝑟𝑎𝑑𝐸𝑈𝑇 =
𝑃𝐴𝐴𝐸𝑈𝑇(1 − |⟨𝑆22⟩|2)𝜂2

𝐿𝑐𝑎𝑏𝑙𝑅2 ��𝑆22,𝑠�
2� 2�

                                         (5.51) 
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If only antenna 1 is used we have  

𝑃𝑟𝑎𝑑𝐸𝑈𝑇 =
𝑃𝐴𝐴𝐸𝑈𝑇(1 − |⟨𝑆11⟩|2)𝜂1

𝐿𝑐𝑎𝑏𝑙𝑅1 ��𝑆11,𝑠�
2� 2�

                                         (5.52) 

Thus the proposed method with a VNA and only one antenna is mathematically derived. Compared 

with the method in 5.4.2, only one antenna is needed. 

Note that the measurement setup in Fig. 5.26 is the same as the one-antenna method in [3], 𝜂1 and  𝜂2 

in (5.51) and (5.52) can be obtained using (5.12) [3]  

In the next section, measurements are conducted to verify the proposed methods. 

5.4.4   RE Validation Measurement 

The validation measurements were conducted in the RC at the University of Liverpool; the size of the 

RC is 3.6 m × 4 m × 5.8 m. The EUT used is from Invisible Systems [57], it is a sensor/transceiver 

which collects and transmits the data (temperature, electric meters, etc.) wirelessly. The carrier 

frequency of the sensor is 869.5 MHz which is much larger than the lowest usable frequency (LUF) of 

the RC (150 MHz in this case). The measurement system and the sensor are shown in Fig. 5.27(a) and 

(b), the EUT and antennas are supported by empty cartons (low loss), and are positioned with no line-

of-sight paths. 

 
(a) 
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(b) 

Fig. 5.27.  (a) The measurement system in an RC; (b) the plastic enclosure and the sensor (EUT). 

 
Fig. 5.28. Measured averaged SA readings. 

Three methods were conducted: a log-periodic antenna (LPDA, Rohde & Schwarz HL223) was used 

as antenna 2, a homemade wideband Vivaldi antenna was used as antenna 1. To protect the SA, a 10 

dB attenuator was connected to antenna 2 to attenuate the received signal, the reference level of SG 
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was set as 0 dBm (𝑃𝑟𝑅𝑅 = 1𝑚𝑊 at 869.5 MHz), 359 stirrer locations with a step size of 1 degree were 

used, S-parameters with 10,001 points were collected in the range of 0.5 GHz ~ 1.5 GHz using a VNA. 

The reason why so many S-parameters points were collected is that we need to perform the IFFT 

using the S-parameters to obtain accurate 𝜏𝑅𝑅 [34]. The frequency stirring with 100 sample points (10 

MHz bandwidth) was used to provide an averaged result for each frequency, this makes 359× 100 = 

35,900 samples at each frequency. 

 
Fig. 5.29.  Measured chamber decay time 𝝉𝑹𝑪. 

 
Fig. 5.30.  Measured reflection coefficients of antennas. 

The averaged SA readings of EUT and reference source are shown in Fig. 5.28. The peak values are -

13.24 dBm and -32.32 dBm, respectively. The measured chamber decay time is extracted and shown 
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in Fig. 5.29 using the least square method [51]. The reflection coefficients of antennas were measured 

using the complex averaged S-parameters at each frequency [2] (Fig. 5.30). The radiation efficiency 

of antennas using two- and one-antenna methods are given in Fig. 5.31 and Fig. 5.32.  

 
Fig. 5.31.  Measured radiation efficiency of antennas using two-antenna method. 

The chamber transfer functions are obtained using (5.45) or (5.48). For one antenna method, it can be 

obtained from either antenna 1 or antenna 2. The results are shown in Fig. 5.33, as can be seen, they 

are in a very good agreement. 

 
Fig. 5.32.  Measured radiation efficiency of antennas using one-antenna method. 
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Fig. 5.33.  Measured chamber transfer function. 

The measured radiated power using three methods (5.43), (5.47), and (5.51),(5.52) are summarised in 

Table 5.3, either antenna 1 or antenna 2 can be used in the third method (1Ant + VNA + SA). As 

expected, a very good agreement is obtained, the difference is quite small (0.2 dB).  

Table 5.3: Measured Radiated Power Using Three Methods 

Method* Measured radiated power 𝑃𝑟𝑎𝑑𝐸𝑈𝑇 

2Ant + SG + SA (IEC standard) 17.4 dBm 

2Ant + VNA + SA 17.2 dBm 

1Ant + VNA + SA (Vivaldi) 17.2 dBm 

1Ant + VNA + SA (LPDA) 17.2 dBm 

*2Ant + SG + SA means using 2 antennas, a signal generator and a spectrum analyser. 

5.4.5    Short Summary of Section 5.4 

The contribution of this section is: two new alternative methods have been proposed in this section to 

measure the RE of EUT. In the IEC standard method, the loss of the cable and the performance of the 

antenna need to be known in advance. Also a SG and two antennas are required. It has been shown 

that the SG is not necessary in the proposed methods, instead a VNA can be used to complete the 

measurement and only one antenna is enough, which simplifies the measurement system without 

losing accuracy. This method requires minimum number of instruments in the RE measurement in an 

RC. In this measurement, a two-in-one instrument was used (including both a VNA and a SA). The 
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one- and/or two-antenna method were incorporated into the RE measurement. The radiation efficiency 

of antennas, reflection coefficients, and the chamber transfer function were measured simultaneously. 

Compared with the method in [18], there is no need to measure the received power in the time domain, 

thus no synchronization issue is involved. The chamber decay time is obtained from the IFFT of S-

parameters. 

There is a 0.2 dB difference in Table 5.3, if we examine the full procedure carefully, the error may 

come from two sources: 

1) The measurement of cable loss: In the RC, we had a relatively long cable (around 5 meters), 

when measuring the loss of the cable using a VNA, the cable was bend and the route might not 

be exactly the same as in the RE measurement, thus the cable loss may vary. 

2) The difference in the collected sample number: In the IEC standard method, no frequency stir is 

used, the averaged received power is obtained from 359 samples (mechanical stir), while using 

the VNA, the sample number is 35,900 (mechanical stir + frequency stir). It is also possible to 

calibrate the RC in a certain frequency band using a SG, but it takes more time compared with 

the use of a VNA. 

There are issues to be treated carefully when using the proposed methods: 

1) The proposed methods are based on the one- and/or two-antenna method. The preconditions of 

these methods need to be satisfied; this has been discussed in [3]. The chamber must be well-

stirred and the loss of the chamber (including the EUT) is larger than the loss of antennas. 

However, typical values of the radiation efficiency can also be used if a higher uncertainty is 

acceptable (75% for LPDA and 90% for horn antenna [1]). 

2) The transmitting time of the EUT should be much larger than the chamber decay time, in this 

measurement, the sensor (EUT) was reprogrammed for the measurement to keep radiating. If the 

EUT did not radiate continuously, it might not be easy to capture the signal using a SA, or the 

sweep time of the SA should be set very long. 

5.5 Permittivity Measurement in an RC 

Reverberation chambers (RCs) have been used for the measurement of absorption cross section (ACS) 

in the recent years [40-45], the ACS value can be further used to extract the material properties of 

dielectric objects [45]. However, this method is limited to electrically large objects. Only when the 

skin depth is much smaller than the sample cross dimension, the real part (𝜀𝑟) of the permittivity can 



Chapter 5: New Measurement Methods in a Reverberation Chamber               P a g e  | 97 

 

 

be obtained. When the skin depth is much larger than the cross-dimension the relationship between 

the conductivity and permittivity (𝜎 √𝜀𝑟⁄ ) can be found but not the specific values of the conductivity 

and permittivity. For general cases, a much more complex relationship can be obtained but hard to 

evaluate. 

For a given frequency, the ACS is a single value, but the permittivity has a real part and an imaginary 

part, it is impossible to find a unique solution of two variables from one equation. That is the reason 

why the real part and imaginary part cannot be obtained at the same time in [45]. If we consider the 

frequency dependence, and assume that the permittivity and conductivity will not change much over a 

certain frequency range, it is possible to obtain both the real part and imaginary part. If both 

permittivity and conductivity are also frequency dependent, it will limit the proposed method; since 

we do not have enough information to solve the unknown variables (solution may not be unique). 

We limit the object shape to a sphere since for a spherical object, the ACS is independent of the 

incident angle; this directly links the measured ACS value in a RC with the theoretical value, because 

the measured ACS in an RC is the averaged value of all the incident angles. By considering the ACS 

value at different frequencies, the real part permittivity and conductivity that satisfy the ACS value at 

all the frequencies can be found, an evaluation function is defined, like the probability distribution 

function (PDF), the PDF-like evaluation function will make the results self-explanatory, no 

presumptions and uncertainty analysis are needed after the measurement and calculation. The effect of 

the container and the limitations of the method are also discussed. 

5.5.1    Theory 

The measurement setup is shown in Fig. 5.34, a plastic sphere filled with water is shown in Fig. 

5.34(b). The measurement process is the same as the ACS measurement in the RC. The averaged ACS 

of the object under test (OUT) can be obtained by comparing the measured S-parameters of the empty 

chamber and the chamber loaded with the OUT [43].   

< 𝐴𝐶𝑆 >=
𝜆2

8𝜋
�

1
𝑇𝑤𝑐

−
1
𝑇𝑛𝑐

�                                                       (5.53) 

where 𝜆  is the wavelength of the corresponding frequency,  𝑇𝑤𝑐  is the corrected transmission 

coefficient (chamber transfer function) with the OUT and 𝑇𝑛𝑐 is the corresponding value without the 

OUT, the corrected transmission coefficient can be obtained from the S-parameters and the radiation 

efficiency of the two antennas (𝜂1, 𝜂2) 
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𝑇 =
〈�𝑆21,𝑠�

2〉
(1 − |〈𝑆11〉|2)𝜂1(1 − |〈𝑆22〉|2)𝜂2

                                          (5.54) 

where 𝑆21,𝑠 is the stirred part of the S-parameter which can be obtained by using the vector average 

subtraction in (5.8). It is also interesting to note that the radiation efficiency of the transmitting (Tx) 

antenna and receiving (Rx) antenna can both be measured in the same scenario at the same time [3], 

no extra measurement is needed. 

   

                                               (a)                                                                       (b) 

Fig. 5.34. ACS measurement system setup, (a) schematic plot, (b) a plastic sphere filled with water. 

The spherical dialectic ACS value can be obtained analytically using Mie theory [58] 

𝐴𝐶𝑆𝐴𝑝ℎ𝑅𝑟𝑅 = 𝜋𝑟2(𝑄𝑅𝑇𝑖 − 𝑄𝑠𝑐𝑎)                                                    (5.55) 

where 𝑟  is the radius of the sphere, 𝑄𝑅𝑇𝑖  is the extinction efficiency and 𝑄𝑠𝑐𝑎  is the scattering 

efficiency 

𝑄𝑅𝑇𝑖 =
2

(𝑘𝑟)2�
(2𝑛 + 1)Re(𝑚𝑛 + 𝑏𝑛)

∞

𝑛=1

                                        (5.56) 

𝑄𝑠𝑐𝑎 =
2

(𝑘𝑟)2�
(2𝑛 + 1)(|𝑚𝑛|2 + |𝑏𝑛|2)

∞

𝑛=1

                                 (5.57) 

𝑘 = 2𝜋/𝜆 is the wave number, 𝑚𝑛 and 𝑏𝑛 are the Mie coefficients which are different for coated or 

uncoated spheres [44, 58, 59], and they will be different when considering the holder of the OUT. 

Theoretically, by combing (5.53) and (5.55), and considering the frequency dependence, the 

permittivity 𝜀𝑟 and conductivity 𝜎 can be obtained by solving the equation system 
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𝐴𝐶𝑆|𝑅=𝑅𝑖 = 𝜋𝑟2(𝑄𝑅𝑇𝑖 − 𝑄𝑠𝑐𝑎)|𝑅=𝑅𝑖 ,    𝑖 = 1 …𝑁                                (5.58) 

where 𝑁 is the total frequency sample number. Obviously, it is a transcendental equation system 

which is hard to solve. In the next section, we will introduce a direct and easy way to solve (5.58). 

5.5.2    Extracting the Permittivity and Conductivity 

To illustrate how the 𝜀𝑟 and 𝜎 can be obtained, we assume that the OUT is the sea water in a sphere 

with a radius 𝑟 = 9.7 𝑐𝑚 , the sea water relative permittivity is 𝜀𝑟 = 74  and the conductivity is 

𝜎 = 3.53 𝑆/𝑚, and we assume that they do not change over the frequency of interest. A plastic 

spherical container is used to ensure that the water is in spherical shape, the effect of the container 

will be discussed later, here we assume that it has the same material property as air. Fig. 5.35 gives 

the ACS values calculated from Mie series. 

 
Fig. 5.35. ACS value with different frequency. 

If we sweep the 𝜀𝑟 and the 𝜎 at each given frequency, the ACS value can be calculated using (5.55) 

and is shown in Fig. 5.36. For each frequency, we can find a contour line in Fig. 5.36 with the 

corresponding value in Fig. 5.35.  

Next, we overlay all these contour lines together; all these contour lines will cross a common point 

which is the permittivity and the conductivity of the OUT. Fig. 5.37 shows the overlay plot of the 

contour lines at all selected frequencies. As it can be seen all the contour lines share one common 
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point (74, 3.53) which is exactly the point corresponding to the relative permittivity and conductivity 

of the OUT. 

 
(a) 

 

 
(b) 

Fig. 5.36. (a) ACS value at 0.5 GHz, (b) ACS value at 1.5 GHz, unit: 𝒎𝒎𝟐. 
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Fig. 5.37. Overlay of all the contour lines. 

It is important to note that in the ideal situation, the measurement uncertainty is zero, which means the 

ACS value at each frequency point is exactly measured. In reality, all the measurement results have its 

uncertainty, and the contour lines may not always cross a common point. Thus there is an uncertainty 

issue. 

     
                                                    (a)                                                                          (b) 

 Fig. 5.38. (a) Geometric view of distance definition, (b) distance plot in dB. 

Since the contour lines can be extracted from measurement as shown in Fig. 5.36 for each frequency, 

an evaluation function can be defined to illustrate how close the permittivity and conductivity test 

points are to the contour lines. We define the distance as  

𝑑𝑖 = 𝑚𝑖𝑛�(𝜀𝑟 − 𝐶(𝑚,𝑦)𝑇)2 + (10𝑙𝑜𝑔10
𝜎

𝑅(𝑇,𝑦)𝑦
)2                             (5.59)  
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where 𝐶(𝑚,𝑦)  is the contour line equation which is described numerically by the coordinates  

𝐶(𝑚,𝑦)𝑇 and 𝐶(𝑚,𝑦)𝑦. Since the logarithmic axis is used for 𝜎 value, the distance in logarithmic axis 

is defined, 𝑚𝑖𝑛 means the nearest distance is chosen. A geometric view of (5.59) is shown in Fig. 

5.38(a). As can be seen, for each grid point, a value can be found to illustrate the distance between the 

grid point and the contour line. 100 × 100 points in 𝜀𝑟  axis and 𝜎  axis are used to calculate the 

distance; we use −10𝑙𝑜𝑔10(𝑑𝑖) to show the distance in dB scale in Fig. 5.38(b). 

The same procedure can be applied to all the contour lines for all the frequency points. The average 

distance can be defined as  

𝑑𝑎𝑣𝑟 =
∑ 𝑑𝑖𝑁
𝑖=1
𝑁

                                                                       (5.60) 

If 100 frequency points are chosen in the range of 200 MHz ~ 1.5 GHz to calculate the average 

distance using (5.60), −10𝑙𝑜𝑔10(𝑑𝑎𝑣𝑟) in dB unit is shown in Fig. 5.39. 

 
Fig. 5.39. Average distance for all the frequency points and the trust region. 

We can consider 𝑑𝑎𝑣𝑟  as the evaluation function which considers all the contour lines for all the 

measured frequencies. It is easy to see that the point (74, 3.53) is the nearest point to all the contour 

lines. It can also be observed that for a given uncertainty e.g. −10𝑙𝑜𝑔10(𝑑𝑎𝑣𝑟) > 5 𝑑𝐵  the trust 

region of permittivity and conductivity can be easily found. Like PDF which is used to describe the 

random variables, this evaluation function explains the measurement results by using the 

measurement data which makes it self-explanatory.  
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Normally, the measured data is not as smooth as that shown in Fig. 5.35, suppose we have measured 

ACS values superimposed with random noise; the noise follows Gaussian distribution with mean 

value 0 and standard deviation 500 as shown in Fig. 5.40. The same procedure can be applied as well; 

the result is shown in Fig. 5.41. The trust region with different threshold value can also be easily 

obtained. Because of the noise, the result is less significance than Fig. 5.39. And another peak point at 

the left corner actually means that the object with smaller relative permittivity and conductivity may 

have similar results.  

 
Fig. 5.40. ACS value superimposed with random noise. 

 
Fig. 5.41. Average distance for all the frequency points (consider random noise). 
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The container only affects the Mie coefficients in (5.56) and (5.57). We assume that the outer radius 

of the container is 10 𝑐𝑚, the relative permittivity is 4 and the conductivity is 0. The ACS values are 

calculated and shown in Fig. 5.42. 

 
Fig. 5.42. ACS comparison of coated and uncoated sphere. 

Similarly, the reference ACS value of different permittivity and conductivity needs to be updated. Fig. 

5.36(b) becomes Fig. 5.43. The other procedures are the same. As can be seen, the container does not 

affect the proposed method, but the permittivity and conductivity of the container need to be known in 

advance. 

 
Fig. 5.43. ACS value with coated sphere at 1.5 GHz, unit: 𝒎𝒎𝟐. 
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5.5.3    Short Summary of Section 5.5 

The contribution of this section is: a new method has been proposed to measure the permittivity and 

conductivity of a spherical object. Compared with the existing method [45], the frequency 

dependency of ACS was considered which makes the absolute value of both relative permittivity and 

conductivity can be obtained. The effect of the container has been discussed and it did not affect the 

proposed method. For the practical measurement, noise may interfere with the results, an evaluation 

function has been defined to treat the noisy data and PDF-like results for the permittivity and 

conductivity have been given. The distribution of the permittivity and conductivity has made the 

results self-explanatory. It was also important to note that when the data was interfered by noise, the 

trust region may become not unique, which would reduce the significance of the results, in this case, 

the prior knowledge may need to help to choose the correct trust region. 

Because the transmission coefficient 𝑇 has been used to calculate the ACS values, limitations for 𝑇 

were also applied for the proposed method, obviously the RC should be well-stirred. The frequency of 

interest for the 𝜀𝑟  and 𝜎 should also be larger than the lowest usable frequency of the RC. Other 

limitations will depend on the properties of OUT, as can be seen in Fig. 5.36, if 𝜎 is very large, the 

ACS value will become less dependent on 𝜀𝑟, which will increase the uncertainty for the measured  𝜀𝑟. 

5.6 Shielding Effectiveness Measurement in an RC 

To protect an electronic device from unexpected signals or to reduce the emission of the device itself, 

an enclosure is normally employed to protect it. The shielding effectiveness (SE) is an important 

figure of merit to characterise the electromagnetic isolation performance of the enclosure. 

Generally, the SE can be measured by following the IEEE standard 299 [1] or using a nested 

reverberation chamber (RC) [21]. However, this kind of method requires special facilities: an 

anechoic chamber (AC) or an RC, which may not be available for many companies. For an 

electrically large enclosure, it has been noted that the SE value is related to the 𝑄  factor of the 

enclosure [60]. If the apertures of the enclosure can be covered, by comparing the covered 𝑄𝑐 and the 

uncovered 𝑄𝑢, the SE can be extracted. 

It has been tried to obtain the SE from the 𝑄 factor in [23-24, 61], and the 𝑄 factor was obtained from 

the autocorrelation width of the measured S-parameters [23, 61]. However different cut-off level of 

the autocorrelation width may give different Q value. The selection of the cut-off level is experience 

based and more than one antenna is needed for the measurement. This section is aimed at solving the 
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above problem, results from the nested RC method and the proposed method are presented and 

compared, conclusions are drawn and limitations are discussed. 

5.6.1    Theory 

For an electrically large well-stirred enclosure, it has been shown that the SE (defined by using the 

ratio of the power density outside the enclosure to the power density inside the enclosure) is related to 

the transmission cross section (TCS) and the 𝑄 factor [60] 

𝑆𝐸(𝑑𝐵) = 10𝑙𝑜𝑔10 �
𝑆𝑖
𝑆𝑐
� = 10𝑙𝑜𝑔10

4𝜋𝑉
⟨𝜎𝑇𝑅𝐴⟩𝜆𝑄𝑖𝑐𝑖

                            (5.61) 

where 𝑆𝑖 is the power density of the uniformly random incident plane wave (external), 𝑆𝑐 is the power 

density inside the enclosure (internal), 𝑉 is the volume of the enclosure, 𝜆 is the wavelength of the 

frequency of interest. ⟨𝜎𝑇𝑅𝐴⟩ is the averaged TCS of the apertures. 𝑄𝑖𝑐𝑖 is the total 𝑄 factor of the 

enclosure which can be expressed as [60]: 

𝑄𝑖𝑐𝑖−1 = 𝑄𝑠𝑢𝑟𝑅−1 + 𝑄𝐴𝑅𝐴−1 + 𝑄𝑎𝑛𝑖−1 +𝑄𝑇𝑅𝐴−1                                            (5.62) 

where  

𝑄𝑠𝑢𝑟𝑅 =
3𝑉

2𝜇𝑟𝑆𝛿
                                                                  (5.63) 

It is determined by the loss due to the finite conductivity of the walls of the enclosure, 𝑆 is the inner 

surface area, 𝜇𝑟 is the relative permeability of the wall, 𝛿 is the skin depth. 

𝑄𝐴𝑅𝐴 =
2𝜋𝑉

𝜆⟨𝜎𝐴𝑅𝐴⟩
                                                              (5.64) 

              

is the contribution from all the lossy materials inside the cavity, ⟨𝜎𝐴𝑅𝐴⟩ is the total averaged absorption 

cross section. 

𝑄𝑎𝑛𝑖 =
16𝜋2𝑉
𝑚𝜆3

                                                               (5.65) 

is the contribution from the absorption of the antenna. 𝑚 is the mismatch factor of the antenna. 

𝑄𝑇𝑅𝐴 =
4𝜋𝑉

𝜆⟨𝜎𝑇𝑅𝐴⟩
                                                            (5.66) 
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is the contribution from the averaged TCS. 

It should be noted that (5.61) cannot be used directly: 𝑄𝑖𝑐𝑖 can be extracted from the S-parameters [3], 

however, the averaged TCS ⟨𝜎𝑇𝑅𝐴⟩ cannot be easily measured directly. 

If we assume that the aperture can be properly covered, the contribution from the aperture can be 

identified by using the covered and uncovered 𝑄 factors. The measurement scenarios are shown in Fig. 

5.44. Let 𝑄𝑖𝑐𝑖𝑢 be the total 𝑄 factor for the uncovered EUT and 𝑄𝑖𝑐𝑖𝑐 be the total 𝑄 factor for the 

covered EUT (assume the aperture is perfectly covered, ⟨𝜎𝑇𝑅𝐴⟩ = 0), 𝑄𝑇𝑅𝐴 should be 

𝑄𝑇𝑅𝐴−1 = 𝑄𝑖𝑐𝑖𝑢−1 − 𝑄𝑖𝑐𝑖𝑐−1                                                     (5.67) 

Using (5.61), (5.66) and (5.67), we can derive 

𝑆𝐸𝑄(𝑑𝐵) = 10𝑙𝑜𝑔10
(𝑄𝑖𝑐𝑖𝑢−1 − 𝑄𝑖𝑐𝑖𝑐−1 )−1

𝑄𝑖𝑐𝑖𝑢
                           (5.68) 

thus the SE is now only determined by these 𝑄 factors.  

 
(a)                                                                             (b) 

Fig. 5.44. (a) Enclosure with aperture uncovered, (b) enclosure with aperture covered. 

More specifically, the 𝑄 factor can be obtained from the frequency domain and the time domain. Thus 

we are going to introduce another two equations for the SE in both the time and frequency domains. 

In the time domain, it has been shown in [3] that 𝑄𝑇𝐷 = 𝜔𝜏, 𝜔 is the angular frequency, 𝜏 is the decay 

time constant of the EUT (the same as the definition of 𝜏𝑅𝑅 used in the antenna radiation efficiency 

measurement). Equation (5.68) can be further expressed as 

𝑆𝐸𝑄(𝑑𝐵) = 𝑆𝐸𝑇𝐷(𝑑𝐵) = 10𝑙𝑜𝑔10
𝜏𝑐

𝜏𝑐 − 𝜏𝑢
                                   (5.69) 
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where 𝜏𝑐  is the decay time constant of the covered EUT and 𝜏𝑢  corresponds to the decay time 

constant of the uncovered EUT. Both 𝜏𝑐 and 𝜏𝑢 can be obtained from the direct measurement in the 

time domain [62] or from the inverse fast Fourier transform (IFFT) of the S-parameters measured in 

the frequency domain [51]. Note that 𝜏 is the average decay time which means the waves interact with 

the EUT uniformly. Imagine a high gain antenna with main lobe directs to a large aperture: the 

antenna cannot even see the aperture, in this case, 𝜏 cannot be accurately extracted. 

It is interesting to examine the insight of the SE from the time domain. The SE value is only related to 

the decay time constant and independent of the volume of the EUT. As expected, when the EUT is 

well shielded, 𝜏𝑢 → 𝜏𝑐, 𝑆𝐸 → ∞; when the EUT is completely open and the antenna radiates freely, 

𝜏𝑢 → 0, 𝑆𝐸 → 0. 

In the frequency domain, 𝑄𝐹𝐷 ∝ 𝑇, where 𝑇 is the chamber transfer function, we have [3] 

𝑄𝐹𝐷 =
16𝜋2𝑉 〈�𝑆21,𝑠�

2〉
𝜆3

                                                         (5.70) 

where 𝑆∗,𝑠  is the stirred part of S-parameters (no line-of-sight), 〈⋅〉 means the average value of S-

parameters with any stirring method (mechanical stir, frequency stir, source stir, etc.). When the EUT 

is well-stirred, the enhanced backscatter constant [3, 51] 

𝑒𝑏 = �〈�𝑆11,𝑠�
2〉 〈�𝑆22,𝑠�

2〉 〈�𝑆21,𝑠�
2〉� = 2                                  (5.71) 

Assume we have two identical antennas in the EUT (not necessary in practice), we have 〈�𝑆11,𝑠�
2〉 =

〈�𝑆22,𝑠�
2〉 = 2 〈�𝑆21,𝑠�

2〉. Now, equation (5.70) can be expressed as 

𝑆𝐸𝑄(𝑑𝐵) = 𝑆𝐸𝐹𝐷(𝑑𝐵) = 10𝑙𝑜𝑔10
𝑇𝑐

𝑇𝑐 − 𝑇𝑢
                                                  

= 10𝑙𝑜𝑔10
〈�𝑆11,𝑠𝑐�

2〉

〈�𝑆11,𝑠𝑐�
2〉 − 〈�𝑆11,𝑠𝑢�

2〉
                                 (5.72) 

where 𝑇𝑐 and 𝑇𝑢 are the chamber transfer function of the covered and uncovered EUT respectively, 

𝑆11,𝑠𝑐 and 𝑆11,𝑠𝑢 are the stirred part of the S-parameters with covered and uncovered EUT. The stirred 

part can be obtained from the well-known vector average subtraction [3] in (5.8) 

It should be noted that (5.72) requires 𝑒𝑏 = 2 for both covered and uncovered EUT. In practice, 𝑒𝑏 

depends on the shape of the cavity and stirring effectiveness. When the aperture is large and the 

frequency is high, the cavity could be not well-stirred and 𝑒𝑏 ≠ 2 [63]. 
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To measure the stirred part of S-parameters, some kind of stirring mechanism should be involved. 

Normally, it is not easy to stir the EUT mechanically, but source stir and frequency stir can be easily 

applied which are shown in the measurement process. 

5.6.2    Measurement 

To verify the proposed one-antenna method, the nested RC method [21] is first used to conduct the 

measurement, and the results from a nested RC are compared with that from the proposed method. 

The measurement setup is shown in Fig. 5.45. Because there is no stirrer in the EUT, a nylon wire is 

fixed with antenna 1 to realise a simple source stir (by pulling the nylon wire manually), as shown in 

Fig. 5.45(b). 

    
                                                 (a)                                                                    (b) 

 
(c) 

Fig. 5.45. SE measurement using nested RC: (a) measurement scenario, (b) antenna in the EUT, (c) 

system setup. 
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A wideband monopole antenna is used as antenna 3, two double-ridged waveguide horn antennas are 

used as antenna 2 (Rohde & Schwarz® HF 906) and antenna 1 (SATIMO® SH 2000). A vector 

network analyser (VNA) is employed. 

After cables are connected to the VNA and two-port calibration is conducted, antenna 2 is first 

connected to port 2 of the VNA and antenna 1 is connected to a 50 Ohm load. Antenna 2 is then 

connected to a 50 Ohm load and antenna 1 is connected to port 2 of the VNA, all the S-parameters are 

recorded and saved for post-processing.  

In this measurement we use 10,001 points in the range of 2.8 ~ 5.2 GHz and 100 rotation steps with a 

step size of 3 degrees. The size of the RC is 3.6 m × 4 m × 5.8 m, the size of the EUT is 0.8 m × 1 m 

× 1.1 m, which is about 8𝜆 × 10𝜆 × 11𝜆 at 3 GHz. According to Weyl’s law [64], the mode number 

is around 7,300 which is large enough. Using a nested RC, the SE value can be obtained as [21] 

𝑆𝐸𝑅𝑅 = 10𝑙𝑜𝑔10
⟨|𝑆32|2⟩/(1 − |⟨𝑆22⟩|2)
⟨|𝑆31|2⟩/(1 − |⟨𝑆11⟩|2)                                       (5.73) 

Two apertures of different sizes (shown in Fig. 5.46) are tested, a foam block is used to control the 

aperture size and ensure its stability in the measurement process. When using the proposed method, to 

reduce the effect of the RC on 𝑆11, the doors of the RC are kept open and only 𝑆11 is recorded. 

      
(a)                                                     (b) 

Fig. 5.46. EUT with different apertures: (a) a small aperture, (b) a big aperture. 

To obtain the 𝜏 in (5.69), we need to measure the S-parameters in the frequency domain and then 

apply the IFFT to the measured S-parameters. 10,001 points are collected in the range of 2.8 ~ 5.2 

GHz which give a resolution of 0.2 ns in the time domain with a length of 4,166 ns. Because 𝜏 is 

frequency dependent, a 5-order elliptic band-pass filter with 200 MHz bandwidth is used to filter the 
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S-parameters, as shown in Fig. 5.47(a), then the IFFT is applied to the filtered S-parameters. Because 

the time domain power in the cavity decays exponentially (𝑒−𝑖/𝜏), the least-square fit is applied to 

𝑙𝑛 (𝑃𝑜𝑤𝑒𝑟) to extract the slope ratio 𝑘, and 𝜏 = −1/𝑘 can be extracted. To avoid the fit error caused 

by the noise level, only part of the signal is used for least-square fit as shown in Fig. 5.47(b). By 

sweeping the centre frequency of the filter, 𝜏 with different centre frequencies are obtained [34].  

 
(a) 

 
(b) 

Fig. 5.47. 𝝉 extraction procedure. (a) measured 𝑺𝟏𝟏 and filtered 𝑺𝟏𝟏(EUT with big aperture), (b) time 

domain response: 𝒍𝒏(𝑰𝑭𝑭𝑻(𝑺𝟏𝟏)𝟐) and least-square fit. 
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To measure the stirred part of the S-parameters 𝑆∗,𝑠  in (5.72), in practice, both source stir and 

frequency stir are used: for each frequency, S-parameters with 10 source potions are used, and a 

window of 1000 sample points (200 MHz) is used to apply the frequency stir. 

The measured decay time constants for the covered and uncovered apertures are shown in Fig. 5.48 

(a): for each case, 10 source positions are used and the averaged values are used to calculate the 𝑆𝐸𝑇𝐷. 

The measured SEs of the two apertures using three equations (5.69), (5.72) and (5.73) are given in Fig. 

5.48 (b) and (c).  

 
(a) 

 
(b) 
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(c) 

Fig. 5.48. SE measurement results using (5.69), (5.72) and (5.73): (a) averaged 𝝉 (solid lines) and 𝝉 with 

different source positions (light dots), (b) SE values of EUT with a small aperture, (c) SE values of EUT 

with a big aperture. 

The SE values are relatively small due to the aperture sizes and a good agreement between 𝑆𝐸𝑇𝐷 and 

𝑆𝐸𝑅𝑅 is obtained. However, 𝑆𝐸𝐹𝐷 shows peaks and troughs and has some deviations from the other 

two results at some frequencies, which means 𝑒𝑏 ≠ 2 at these frequencies (not well-stirred). More 

discussions are given in the next section. 

5.6.3    Short Summary of Section 5.6 

A one-antenna method to measure the SE of an electrically large enclosure has been presented and 

validated. It is interesting to note that the SE can be related only to 𝜏 or stirred S-parameter 𝑆∗,𝑠. In 

addition, the following aspects should be noted. 

When measuring the covered EUT and uncovered EUT, 𝑄𝑠𝑢𝑟𝑅 , 𝑄𝐴𝑅𝐴  and 𝑄𝑎𝑛𝑖  are assumed to be 

unchanged in the two scenarios. In reality, when the aperture is large, 𝑄𝑠𝑢𝑟𝑅 will be different, however, 

if 𝑄𝑖𝑐𝑖 is dominated by 𝑄𝑇𝑅𝐴, this error becomes small. The EUT must be electrically large and well-

stirred, this is the pre-condition of (5.61), in this measurement, although 10 source stir locations are 

used, 𝑆𝐸𝐹𝐷 still shows bigger deviations than 𝑆𝐸𝑇𝐷. This is easy to understand, at a specific frequency, 

different electrical field distributions may have similar 𝜏  values (because the loss distribution is 

relatively uniform), while a small perturbation in a cavity can have totally different S-parameters. In 

this measurement, manually pulling the wire can change the antenna position significantly but cannot 
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change the orientation too much. In practice, it may not have a chance to make sure that the EUT is 

well-stirred, in this case, 𝑆𝐸𝑇𝐷 is recommended to use. 

In (5.69), 𝜏𝑐 acts as a reference value and should be carefully measured. When the aperture is not 

properly covered, it is likely to be overestimated when using (5.69) 

𝑆𝐸𝑇𝐷(𝑑𝐵) = 10𝑙𝑜𝑔10 �1 +
𝜏𝑢

𝜏𝑐 − 𝜏𝑢
�                                           (5.74) 

when 𝜏𝑐 is smaller than the real value, the measured 𝑆𝐸𝑇𝐷 will be larger than the real value and give 

an overestimated result. Equation (5.72) also has this problem, when the EUT is not perfectly shielded,  

𝑇𝑐 is smaller than the real value. This can be observed in Fig. 5.48(b) and (c). We have also checked 

the SE for the covered EUT using the nested RC method and the result is given in Fig. 5.49, as can be 

seen it is not perfectly shielded. In practice, shorting out all the apertures of a complex enclosure 

reliably could be difficult and time consuming, particularly if they are painted or coated in an 

insulating material. 

 
Fig. 5.49. SE values of the covered EUT using the nested RC method. 

When the SE value is very large, the measurement will be very sensitive to 𝜏𝑢 and uncertainty will 

become larger as shown from the following derivative 

𝜕𝑆𝐸𝑇𝐷
𝜕𝜏𝑢

(𝑑𝐵) =
10 ln(10)⁄
𝜏𝑐 − 𝜏𝑢

                                                      (5.75) 

Suppose we use 𝜏𝑢 ≈ 300 𝑛𝑠 in Fig. 5.48(a) and 𝑆𝐸𝑅𝑅 ≈ 15 𝑑𝐵 in Fig. 5.49, 𝜏𝑐 can be obtained using 

(5.69) as 𝜏𝑐 = 309.8 𝑛𝑠. Then, the SE values with different 𝜏𝑢 can be calculated and given in Fig. 
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5.50 (at a certain frequency). It can be seen that when 𝜏𝑢 is very close to 𝜏𝑐, the SE becomes very 

sensitive. This could be a problem when measuring EUT with large SE values, as shown in Fig. 5.50, 

the difference of 𝜏𝑢 for SE at 20 dB and 50 dB is only 3 ns which may be smaller than the uncertainty 

of 𝜏𝑢. 

 
Fig. 5.50. SE values with different 𝝉𝒖 values (𝝉𝒄=309.8 ns). 

A very drastic SE change in a narrow band may be smoothed out. Both (5.69) and (5.72) can be used 

to calculate the SE. When using (5.69), S-parameters in a certain bandwidth are needed to calculate 𝜏, 

which is an averaged 𝜏 (in the pass-band of the filter). When using (5.72), frequency stir may also 

smooth out the peaks and troughs; this has been discussed in [21]. However, measuring the  𝜏 in the 

time domain directly can eliminate this problem [62]. 

The main advantages of the proposed approaches are the simple measurement setup and cost 

effectiveness.  

One can use (5.69) to calculate 𝜏𝑐 with known 𝑆𝐸𝑅𝑅 and 𝜏𝑢, which means that the nested RC needs 

only to be used once. Once the 𝜏𝑐 is obtained, it can be used for future measurements. This can be 

very cost effective for product pre-compliance evaluations. 

The volume of the EUT does not need to be known, and only one antenna is used. The antenna can be 

homemade and the performance does not need to be known, provided that it works in the frequency 

band of interest (matched). Although the 𝑄  factors obtained from the time domain 𝑄𝑇𝐷  and the 

frequency domain 𝑄𝐹𝐷  are related to the total radiation efficiency of the antenna [3] �𝜂𝑖𝑐𝑖𝑎𝑙�2 =

𝑄𝐹𝐷 𝑄𝑇𝐷⁄ , they will not affect the SE value, because the contribution of the antenna itself 𝑄𝑎𝑛𝑖 is 
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assumed to be unchanged for the two scenarios, unless the antenna is so lossy that makes 𝑄𝑎𝑛𝑖 

dominate the 𝑄𝑖𝑐𝑖. 

There is no need for an AC or RC when using the proposed method. In the measurement, 𝑆11 was 

measured with RC doors open, it was found that the measured 𝜏  was not sensitive to the test 

environment, unless the SE was very small. This is easy to understand, when the leaky wave is 

scattered back from the environment and received by the antenna in the enclosure, the magnitude will 

be very small and it will not affect 𝜏 too much. To validate this, we left the doors open, fixed the EUT 

with a large aperture and extract 𝜏 for 100 stirrer positions. The results are given in Fig. 5.51. As can 

be seen, the effect caused by the outside RC is less than ±5 𝑛𝑠 which is much smaller than the 

variation caused by different antenna positions (±20 𝑛𝑠 in Fig. 5.48(a)). Thus the measurement can 

be done in a robust environment and reduce the cost. 

 
Fig. 5.51. Extracted 𝝉 for 100 stirrer positions when the RC doors are left open. 

Theoretically, the three SE equations (5.69), (5.72) and (5.73) are equivalent. However, the 

measurement uncertainties and required facilities are different. The nested RC method (5.73) is 

believed to have the smallest uncertainty, because mechanical stir is used for each frequency. At the 

same time, the measurement setup is the most complex. For the two proposed equations (5.69) and 

(5.72), it has been found that the SE from 𝜏 is more stable than the SE from 𝑆∗,𝑠 in Fig. 5.48(b) and (c). 

The 𝜏 value is not sensitive to the outside environment, in this measurement we used averaged 𝜏 to 

reduce the uncertainty. The most critical problem can be found in (5.75), when the EUT is well 

shielded, the uncertainty of (5.69) and (5.72) increases quickly (Fig. 5.50) which could limit the use of 
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them. How to measure the 𝜏 in (5.69) and 𝑆∗,𝑠 in (5.72) with very small uncertainty/high resolution 

could be the future work. 

5.7 Volume Measurement 

It should be noted that, (5.10) can not only be used to measure the radiation efficiency of antennas but 

also be used to measure/sense the volume of a large cavity. This could be useful for some applications 

such as in the shipbuilding industry or measure the available volume of a large granary or storehouse 

(Fig. 5.52).  

 

Fig. 5.52. Volume measurement requirement in practice. 

In the shipbuilding industry, to measure the volume/capacity of a ship hold is important and useful. 

Once the available volume and weight are known, the cargos to be shipped can be optimised to 

maximise the efficiency/benefit of the shipment. And another application is, after a ship was built or 

modified, the available volume need to be measured to make sure that it is the same as expected. It is 

easy to obtain the weight information from the draft marks on the bow of a ship. However, the volume 

information below the deck is not easy to measure because of the complex environment. 

Conventionally, a laser is used to build a 3D model and the volume can be calculated from the 3D 

model which is time consuming and expensive [65]. Moreover, inside structures like tubes and stairs 

need to be removed to make sure that the laser can be applied. Similarly, the same problem exists in 

measuring the available volume of a large granary or storehouse. Since the inner structure can be 

complex and irregular, conventional measurement methods could be hard to implement. 

If we solve (5.6) and (5.10) for the cavity volume V, we have 

⎩
⎪
⎨

⎪
⎧ 𝐶𝑅𝑅 =

16𝜋2𝑉
𝜆3

𝜂1𝑖𝑐𝑖𝜂2𝑖𝑐𝑖 =
𝐶𝑅𝑅 〈�𝑆21,𝑠�

2〉 
𝜔𝜏𝑅𝑅

                                                  (5.76) 

the volume of the cavity can be obtained as 
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𝑉 =
𝜆2𝑐0〈𝜏〉𝜂1𝑖𝑐𝑖𝜂2𝑖𝑐𝑖  
8𝜋〈|𝑆21 − 〈𝑆21〉|2〉

                                                         (5.77) 

where 𝑆21 is the transmission coefficient, 〈〉 means the average value using any stirring method (e.g. 

mechanical stir, frequency stir, polarisation stir, source stir, etc.), 𝜆 is the free-space wavelength. 𝑐0 is 

the speed of light in free space (3 × 108 𝑚/𝑠), 𝜂1𝑖𝑐𝑖 and 𝜂2𝑖𝑐𝑖 are the total efficiency (having taken 

the loss and impedance matching into account) of antenna 1 and antenna 2 respectively. Here we use 

〈𝜏〉 instead of 𝜏𝑅𝑅 , because we obtain 𝜏 in different scenarios and use the average value, it is not 

necessary in an RC so we omit the subscript RC. 

If the cavity is well-stirred, 〈�𝑆11,𝑠�
2〉 = 2 〈�𝑆21,𝑠�

2〉, we can use the one-antenna approach [3, 50] 

𝑉 =
𝜆2𝑐0〈𝜏〉𝜂𝑖𝑖𝑐𝑖2  

4𝜋〈|𝑆𝑖𝑖 − 〈𝑆𝑖𝑖〉|2〉
, 𝑖 = 1 𝑜𝑟 2                                (5.78) 

We calibrate the total efficiency of antennas using an RC with known volume, and then we change the 

environment: load the RC using radio absorbing materials (RAMs), open the door of the RC. After the 

environment is changed we repeat the measurement to validate the proposed method. 

5.7.1    Calibration Process 

The measurement scenario is the same as antenna radiation efficiency measurement, shown in Fig. 

5.53, two horn antennas are used as antenna 1 (Rohde & Schwarz® HF 906) and antenna 2 

(SATIMO® SH2000). 100 stirrer positions with 3.5 degrees/step are used. At each stirrer position, 

10001 frequency points are collected in the frequency range of 2.8 GHz to 4.2 GHz. The volume of 

the RC is 3.6 m × 4 m × 5.8 m = 83.52 𝑚3. 

      
                                               (a)                                                                                  (b) 

Fig. 5.53. Calibration measurement in an RC, (a) schematic view, (b) measurement setup. 
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If we use the two-antenna method in (5.77), the measured 𝑄𝐹𝐷 in (5.5) is given in Fig. 5.54, at each 

frequency a frequency stir/window with 100 nearest frequencies are used.  

 
Fig. 5.54. Measured 𝑸𝑭𝑫 in the calibration process. 

Note 𝑄𝐹𝐷 is not accurate when the total efficiency of antennas are not excluded (𝑄𝐹𝐷 and 𝑄𝑇𝐷 are not 

the same when the total efficiencies of antennas are not 100%), but 𝑄𝑇𝐷 is not affected by the total 

efficiency of antennas. We need to know 𝑄𝑇𝐷 to obtain 𝜂1𝑖𝑐𝑖𝜂2𝑖𝑐𝑖 [3] 

𝜂1𝑖𝑐𝑖𝜂2𝑖𝑐𝑖 =
𝑄𝐹𝐷

𝑄𝐹𝐷𝑅𝑐𝑟
=
𝑄𝐹𝐷
𝑄𝑇𝐷

                                                      (5.79) 

 
Fig. 5.55. Averaged 𝝉 (black line) and 𝝉 with different stirrer positions (light lines) in calibration process. 
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The same procedure in Section 5.6 is used to extract 𝜏 and 𝑄𝑇𝐷, shown in Fig. 5.55 and Fig. 5.56. The 

averaged 𝜏 is used to calculate 𝑄𝑇𝐷 (Fig. 5.56). Finally, 𝜂1𝑖𝑐𝑖𝜂2𝑖𝑐𝑖 can be obtained using (5.79) and 

shown in Fig. 5.57. 

 
Fig. 5.56. Measured 𝑸𝑻𝑫 in the calibration process. 

 
Fig. 5.57. Calibrated 𝜼𝟏𝒕𝒐𝒕𝜼𝟐𝒕𝒐𝒕 in the calibration process. 
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5.7.2    Measurement Process 

After the calibration process is finished, 𝜂1𝑖𝑐𝑖𝜂2𝑖𝑐𝑖 is obtained, and can be used to measure other 

cavities. Only 𝑆21 and 𝜏 in (5.77) need to be measured. To validate the proposed method, we change 

the environment: load the RC with RAMs, open the door with 45 degrees and 90 degrees (shown in 

Fig. 5.58 (b) and (c) respectively). In practice, it may have an entrance without a conducting door, so 

we open the door to emulate an imperfect cavity. 

 
(a) 

             
                                                (b)                                                           (c) 

Fig. 5.58. Measurement scenarios. (a) RC loaded with RAMs, (b) RC with 45 degrees door open, (c) RC 

with 90 degrees door open. 
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Fig. 5.59. Measured 𝝉 in three scenarios. 

The same technique as in the calibration process is used to obtain the 𝜏 value in different scenarios, as 

shown in Fig. 5.59.The measured  〈�𝑆21,𝑠�
2〉 is given in Fig. 5.60. Finally we apply (5.77) to obtain the 

volume of the cavity, shown in Fig. 5.61. The whole calibration and measurement procedure are also 

repeated by using one antenna format (5.78), results are shown in Fig. 5.62 and Fig. 5.63 respectively. 

 

Fig. 5.60. Measured 〈�𝑺𝟐𝟏,𝒔�
𝟐〉 in three scenarios. 
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It should be noted that, in practice we may not have stirrers to change the field distribution in the 

cavity, but source stir [66] and frequency stir are also applicable. To verify it, we keep the stirrers 

steady; mount antenna 2 on a rotation platform (shown in Fig. 5.64) and 100 platform rotation angles 

with 3.5 degrees/step are used. The whole calibration and measurement procedure are repeated, 

results are given in Fig. 5.65 and Fig. 5.66. Note antenna 1 is not rotated, results from antenna 1 only 

is not available. 

 
Fig. 5.61. Measured volume value in three scenarios using two-antenna method. 

 
Fig. 5.62. Measured volume value in three scenarios using antenna 1 only. 
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Fig. 5.63. Measured volume value in three scenarios using antenna 2 only. 

 

 

Fig. 5.64. Antenna 2 mounted on a rotation platform as a source stirrer. 
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Fig. 5.65. Measured volume value in three scenarios using source stir and two-antenna method. 

 
Fig. 5.66. Measured volume value in three scenarios using source stir and antenna 2 only. 

The results are summarised in Table 5.4 and discussed in the next section. 

5.7.3    Short Summary of Section 5.7 

A fast measurement method to measure the volume of a large cavity has been proposed in this section. 

Large means the cavity is large compared with the wavelength of the used electromagnetic/acoustic 

wave. The method is non-destructive and the system can be assembled as a portable volume probe to 
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measure large cavities like ship, granary and storehouse. The measurement can be real-time and the 

shape of the cavity can be arbitrary (complex shape has better field uniformity). After the 

measurement system is calibrated, only 𝜏 and S-parameters need to be measured. Measured volume 

values in the frequency range of 3 GHz ~ 4 GHz are summarised in Table 5.4.  

Table 5.4: Summarised Measurements Results 

Measurement Method Scenarios 
Mean 

(Relative Error) 
Standard Deviation 

Mechanical 

 stir 

1 & 2* 

RAMs* 84.53 (1.2%) 2.34 

45 86.90 (4.0%) 2.33 

90 90.19 (8.0%) 2.92 

1 

RAMs 82.08 (-1.7%) 2.19 

45 85.23 (2.0%) 2.48 

90 89.63 (7.3%) 3.03 

2 

RAMs 86.85 (4.0%) 2.71 

45 88.79 (6.3%) 2.57 

90 93.86 (12.4%) 2.84 

Source  

stir 

1 & 2* 

RAMs 82.03 (-1.8%) 4.97 

45 84.34 (1.0%) 6.34 

90 86.87 (4.0%) 6.76 

2 

RAMs 82.03 (-1.8%) 3.67 

45 84.42 (1.1%) 5.40 

90 85.66 (2.6%) 6.05 
*1 & 2 means using the two-antenna method; 1 means using antenna 1 only; 2 means using antenna 2 only; RAMs means the 

RC is loaded with RAMs; 45 means the door is open with 45 degrees; 90 means the door is open with 90 degrees. 

It is interesting to note that, although the proposed method does not depend on the Q factor of the 

cavity. Results from a small Q cavity tend to have a larger standard deviation. This is easy to 

understand, when the Q factor reduces, the environment degrades from RIMP to free space, and the 

transmission coefficient becomes highly dependent on the antenna patterns, orientations, and the 

distance between antennas (from Hill’s equation to Friis equation). Thus, it is hard to realise a well-

stirred cavity and could have a large error if the measurement sample number is small (narrow band 

antenna). A wideband antenna/broadband frequency sweep is better. 
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The relative error is calculated from the deviation from 83.52 𝑚3. It can be found that when the door 

is open (from 45 degrees to 90 degrees), the measured volume is larger than the real value. This is 

because when the door is open, we have an equivalent larger cavity. This means the uncovered 

apertures could lead the measured volume larger than the real value. In this measurement the area of 

the door is 1.94 𝑚2 (1.6% of the surface area of the inner walls). Theoretically, the RAMs have 

occupied a certain volume, we can see from the results of the source stir in Table 5.4, the measured 

volumes for the RC with loaded RAMs are indeed smaller, but it is not clear from the results for the 

mechanical stir. This may be due to the total volume of RAMs used is too small (~ 0.1 𝑚3) to be 

sensed accurately. 

For one-antenna method in (5.78), the condition of 𝑒𝑏 = 2 should be met. If we compare the results 

from antenna 1 and antenna 2 in the mechanical stir, it can be found that the results from antenna 2 

have a larger error than antenna 1, this should be due to the error from 𝑒𝑏, because the S-parameters 

are recorded in the same environment and system configuration. 

There is an equation similar to Hill’s equation in acoustics; we can also use sound/supersonic waves 

to detect the volume of a cavity (no longer limited to metallic cavities). A more general form can be 

written as  

𝑉 = 𝐶𝑆
𝜆2〈𝜏〉
〈𝑇𝑠〉

                                                             (5.80) 

where CF is the calibration factor which can be determined by using a cavity with known volume, 𝜆 is 

wavelength (electromagnetic or acoustic wave), 〈𝑇𝑠〉 is the averaged stirred power transfer function, 

〈𝜏〉 is the averaged decay time. In room acoustics, it can be converted from the 60 dB reverberation 

time (𝑅𝑇60) with 𝜏 = 𝑅𝑇60/(6𝑙𝑛10) [67] 

It should be noted that the method has its own limitations. Although the method is independent on Q 

factor, it is hard to realise a statistical uniform field in low Q cavities. Another issue is if the cavity is 

partially filled with liquid or dielectric materials either absorb or reflect waves completely 

(inhomogeneous cavity), the wave velocity is changed which could increase the measurement error. 

How the inhomogeneous materials affect the results could be very complex. Also if the shape of the 

cavity is so irregular that the power density is no longer uniform in the cavity (like the SE 

measurement), the volume cannot be measured accurately. Future work may include on-site 

measurements and validation. 
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5.8 Key Contributions 

A series of new measurement methods have been developed in this chapter, key contributions are: 

1) A modified two-antenna method to measure the radiation efficiency of antennas in an RC has 

been proposed. The proposed method does not need a reference antenna with known 

efficiency and the loss of the AUT can be arbitrary which offers an opportunity to measure 

the antenna with very low radiation efficiency (e.g. implantable antenna) in the RC. The 

proposed method can also be generalised to nonreciprocal antennas (active antennas), if the 

transmitting (Tx) efficiency and receiving (Rx) efficiency of the AUT are different 

(nonreciprocal). 

2) New diversity gain measurement methods have been proposed which does not need a 

reference antenna and even extra antennas. 

3) Two new alternative methods have been proposed to measure the RE of EUT. It has been 

shown that the signal generator is not necessary in the proposed methods, instead a VNA can 

be used to complete the measurement and only one antenna is enough, which simplifies the 

measurement system without losing accuracy. The one- and/or two-antenna method were 

incorporated into the RE measurement. The radiation efficiency of antennas, reflection 

coefficients, and the chamber transfer function can be measured simultaneously. 

4) A new method has been proposed to measure the permittivity and conductivity of a spherical 

object in the RC, compared with the conventional one, the frequency dependency of ACS was 

considered which makes the absolute value of both relative permittivity and conductivity can 

be obtained. An evaluation function has been defined to treat the noisy data and PDF-like 

results for the permittivity and conductivity have been given. The distribution of the 

permittivity and conductivity has made the results self-explanatory. 

5) A one-antenna method to measure the SE of an electrically large enclosure has been presented 

and validated. 

6) A fast measurement method to measure the volume of a large cavity has been proposed. The 

method is non-destructive and can be real-time, the shape of the cavity can be arbitrary 

(complex shape has better field uniformity). The proposed method can also be realised by 

using acoustic waves. 
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Chapter 6: B-Scan in a Reverberation Chamber 

6.1 Introduction 

In this chapter, we investigate the reverberation chamber in the time domain. The time domain 

behaviour of an RC has been observed in [1, 2] to investigate the statistical isotropy of the RC. The 

information extracted from the time domain can be combined with that from the frequency domain, 

and a series of applications become possible, such as measuring the radiation efficiency of antennas 

without using a reference antenna [3], absorption cross section measurement [4], Q factor extraction 

and chamber decay time control [5], etc. B-scan is a two-dimensional time domain impulse scan and 

has been widely used in many applications such as radar, medical imaging, non-destructive testing 

[6], etc. However, a complete B-scan has not yet been implemented in an RC. Some relevant work has 

been done in [1, 2], which provides important insight from the time domain, and the synthetic-

aperture technique is used with 9 stirrer positions [1, 2]. In the time domain, the arrived signal with 

different time and angle (anisotropy of the RC) can be observed directly which provides important 

guidelines and insights for the future measurement setup. 

The statistical behaviour in the frequency domain has been well investigated [7, 8], and the statistical 

distributions of the electric field in the frequency domain are well-known. However, there are limited 

studies in the time domain statistical distribution, which is one of the main contributions of this 

chapter. An important definition is the stirrer efficiency, which is hard to quantify in the frequency 

domain (even impossible). Many efforts have been made to discuss it [9-12], which provided 

important practical guidelines and experience. It has been found that, the stirrer efficiency (if defined 

by using K-factor) could be changed by load or antenna positions [13-15]. Thus, it is related to too 

many variables and hard to characterise in the frequency domain. In this chapter, it has been found 

that the stirrer efficiency can be well defined in the time domain and only related to the equivalent 

total scattering cross section (TSCS) of the stirrers. The equivalent TSCS of stirrers is determined by 

the geometric properties of the stirrers (shape, position, etc.) and how the stirrers are moved; it is not 

sensitive to the load and antenna position. Like the efficiency definition in other applications, the 

stirrer efficiency defined in this chapter is in the range of 0% to 100% which corresponds to an RC 

with no stirrer and well-stirred RC respectively. The definition in this chapter provides a universal 

way to compare the performance between different RCs or different stirrer designs in one RC. 

Moreover, the time-gating technique has been used to remove the early-time behaviour in the chamber 

decay constant extraction [3, 16], it has been found in this chapter that the time-gating technique can 

also be used in an RC to filter the unwanted signals to correct the chamber transfer function. By 

removing the unwanted signals, the stirrer efficiency can be increased without changing the stirrers.  
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This chapter is organised as follows: the measurement setup and theory are given first, followed by 

the understanding and discussion of the results where three main aspects are addressed: the statistical 

behaviour, stirrer efficiency quantification and time-gating technique. Finally, discussions and 

conclusions are summarised. 

6.2 B-Scan Measurement and Theory 

 
(a) 

 
(b) 

Fig. 6.1. B-scan measurement setup in an RC: (a) schematic measurement setup, (b) measurement setup 
in the RC at the University of Liverpool. 
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To realise a B-scan in an RC, it is possible to measure the time domain response directly using an 

impulse source and an oscilloscope [17]. Another method is to measure the system response in the 

frequency domain and apply the inverse fast Fourier transform (IFFT) to obtain the time domain 

response. Measuring the frequency domain response using a vector network analyser (VNA) is 

simpler and can provide larger dynamic range [18]. In this chapter, frequency domain measurement 

method is used to obtain the time domain response. 

The measurement setup is shown in Fig. 6.1, the size of the RC is 3.6 m (W) × 5.8 m (L) × 4 m (H). 

Two horn antennas are used as antenna 1 (Rohde & Schwarz® HF 906) and antenna 2 (SATIMO® 

SH 2000), both antennas are well-matched from 2 GHz. The rotation platform, stirrers and VNA are 

synchronised and controlled by a computer. S-parameters with 10001 sample points in the frequency 

range of 2 GHz to 4 GHz are recorded for different platform angles and stirrer positions; this 

corresponds to the time domain (after IFFT) resolution of 0.25 ns and duration of 5000 ns. For each 

platform angle, 100 stirrer positions are used with 3.5 degrees/step. The platform is rotated with 2 

degrees/step for one complete revolution to have a good angular resolution. Thus we have 180 × 100 

= 18000 set of S-parameters in total.  

 
The time domain response can be obtained from the IFFT of the measured S-parameters, and a 10th 

order elliptic band pass filter is applied to reduce the ripples caused by a rectangular window [19], of 

which the pass band is set as 2.4 GHz ~ 3.6 GHz. We denote the electric field at the receiving antenna 

as 

𝐸(𝑡,𝜃,𝑛) = 𝐼𝑆𝑆𝑇��̃�(𝜃,𝑓,𝑛)�                                                  (6.1) 

where �̃� represents the filtered S-parameters depends on the rotation angle of antenna 1 (𝜃), frequency 

(𝑓) and stirrer position (𝑛). The plots of 𝐼𝑆𝑆𝑇��̃�11(𝜃,𝑓,𝑛)� and 𝐼𝑆𝑆𝑇��̃�21(𝜃,𝑓,𝑛)� give a monostatic 

and bistatic B-scan map respectively. Although the electric field obtained from the IFFT of S-

parameters is not the actual E-field in space, it does not affect our study in this chapter; we can 

consider it as equivalent E-field and it has been shown that the statistical behaviour of received 

voltage and electric field are the same [7]. The gain of antenna 1 in the measured frequency range is 

around 10 dBi (half-power beamwidth ≈ 60° ), thus a good angular resolution can be obtained. 

Obviously, rotating an omnidirectional (low gain) antenna is meaningless. 

Since the measured S-parameters include unstirred part �̃�𝑢𝑠 and stirred part �̃�𝑠 [3] 

�̃� = �̃�𝑢𝑠 + �̃�𝑠 = 〈�̃�〉 + �̃�𝑠                                                      (6.2) 
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where 〈∙〉 means the average using any stirring method (e.g. mechanical stir, frequency stir, source 

stir, etc.). Applying the IFFT to both sides of (6.2) 

𝐼𝑆𝑆𝑇��̃�� = 𝐼𝑆𝑆𝑇�〈�̃�〉� + 𝐼𝑆𝑆𝑇��̃�𝑠�                                        (6.3) 

𝐼𝑆𝑆𝑇��̃�� is the total time domain response and 𝐼𝑆𝑆𝑇�〈�̃�〉� is the unstirred part in the time domain. 

For an ideal/well-stirred reverberation chamber, 〈�̃�〉  is the free-space S-parameter and 〈�̃�〉 =

�̃�𝐹𝑟𝑅𝑅𝐴𝑝𝑎𝑐𝑅 [20]. As can be seen later, when the RC is not ideal (stirrer efficiency is not 100%), the 

unstirred part 〈�̃�〉 does not only include the free-space response, but also include the contribution of 

equivalent TSCS of stirrers (the moving objects in the RC). It is not rigorous to consider 〈�̃�〉 as just 

the unstirred part of the free-space response in the RC. 

6.2.1    Statistical Behaviour in the Time Domain 

If we consider the statistical behaviour of the impulse response in the time domain, the E-field can be 

regarded as a non-stationary stochastic process. For a specific time, because the incident wave 

superimpose randomly, by applying the Lindberg central limit theorem, the rectangular E-field 

follows normal distribution at each specific time. If the early time response and the unstirred part are 

ignored, the probability distribution function (PDF) can be expressed as  

𝑃𝐷𝑆[𝐸(𝑡)] = 𝑃𝐷𝑆[𝐸𝑇(𝑡)] = 𝑃𝐷𝑆�𝐸𝑦(𝑡)� = 𝑃𝐷𝑆[𝐸𝑧(𝑡)] = 𝑒−
𝑇2
2𝜎2 (𝜎√2𝜋)�                 (6.4) 

with a mean value 〈𝐸(𝑡)〉 = 0, and 𝜎 is a time dependent variable. An expression for 𝜎(𝑡) needs to be 

known, if we consider the power decay 𝑃(𝑡), it decays exponentially which can be expressed as  

〈𝑃(𝑡)〉 ∝ 〈𝐸(𝑡)2〉 = 𝑃0𝑒−𝑖𝜏𝑅𝐶
−1

                                                          (6.5) 

where 𝜏𝑅𝑅 is the decay constant of the RC, 𝑃0 is a constant which determines the initial power. From 

(6.4), the PDF of  𝐸(𝑡)2 which follows chi-square distribution with one degree of freedom can be 

obtained 

𝑃𝐷𝑆[𝐸(𝑡)2]~𝜒12 = 𝑒−
𝑇2
2𝜎2 (𝜎√2𝜋𝑚)�                                          (6.6) 

From (6.6), the mean value can be obtained as  

〈𝐸(𝑡)2〉 = 𝜎2                                                                 (6.7) 

If we compare (6.5) and (6.7), the time dependent 𝜎 can be obtained as 
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𝜎(𝑡) = �𝑃0𝑒−𝑖𝜏𝑅𝐶
−1                                                            (6.8) 

Thus the statistical behaviour of the impulse response E-field is well characterised. Note that 𝜏𝑅𝑅 is 

frequency dependent and can be considered as the average value in the spectrum range of the 

excitation impulse. 

6.2.2    Stirrer Efficiency 

If we check the TSCS measurement in [21], the stirrers can be considered as an object under test, and 

it has been used to characterise the TSCS of stirrers in simulation [22, 23]. It should be noted that, in 

the TSCS measurement, the object under test is required to be moved freely in space. However, in 

practice, the stirrers are rotating around fixed axes (cannot be moved freely), thus the measured TSCS 

is actually the equivalent TSCS. Since only the equivalent TSCS plays a part in the measurement, we 

are not interested in the real value TSCS of stirrers. We denote the equivalent TSCS as 𝑇𝑆𝐶𝑆� , thus 

𝑇𝑆𝐶𝑆�  of stirrers can be obtained from the difference of the decay speed of ⟨𝐸(𝑡)2⟩ and ⟨𝐸(𝑡)⟩2 [21-

23] 

⟨𝐸(𝑡)2⟩ = 𝑃0𝑒−𝑖𝜏𝑅𝐶
−1

                                                                      (6.9) 

⟨𝐸(𝑡)⟩2 = 𝑃0𝑒−𝑖(𝜏𝑅𝐶
−1+𝜏𝑠−1)                                                         (6.10)  

The least-square fit can be applied to extract the chamber decay time 𝜏𝑅𝑅 and the scattering damping 

time 𝜏𝑠 [21], and 𝑇𝑆𝐶𝑆�  of stirrers can be obtained as [21] 

𝑇𝑆𝐶𝑆� =
𝑉
𝜏𝑠𝑐0

                                                                         (6.11) 

Thus 𝜏𝑠 = 𝑉/�𝑇𝑆𝐶𝑆� × 𝑐0�, where 𝑉 is the volume of the RC, 𝑐0 is the speed of light. If we check 

(6.9) - (6.11) carefully, it can be found that the contribution of 𝜏𝑠 is independent of the load of the 

chamber, because the load of the chamber has been included in 𝜏𝑅𝑅. The contribution of 𝜏𝑠 can be 

extracted by  

⟨𝐸(𝑡)⟩2

⟨𝐸(𝑡)2⟩
= 𝑒−𝑖𝜏𝑠−1                                                                  (6.12) 

If we check (6.3), it can be found that, 𝜏𝑠  and 𝑇𝑆𝐶𝑆�  actually describe how fast the unstirred part 

decays compared with the total signal strength (PDP). If we define the stirrer efficiency as the residual 

of the ratio in (12) caused by the scattering damping time 𝜏𝑠, we have 
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𝜂𝑠 = 1 − 𝑒−𝑖0𝜏𝑠−1                                                                 (6.13) 

where 𝑡0 is a typical/reference time (similar to the concept of typical physical dimension in [17, 24]). 

The stirrer efficiency becomes in the range of 0% to 100%. It can be seen that when a very small 

stirrer is used, the stirrer efficiency is small, as there is no significant difference between (6.9) and 

(6.10), 𝜏𝑅𝑅−1 ≈ (𝜏𝑅𝑅−1 + 𝜏𝑠−1), 𝜏𝑠 → +∞, 𝜂𝑠 → 0%. When the RC is well-stirred, ⟨𝐸(𝑡)⟩2 decays to zero 

very fast and 𝜏𝑅𝑅−1 + 𝜏𝑠−1 → +∞, 𝜏𝑠 → 0, 𝜂𝑠 → 100%. In this thesis we choose 𝑡0 = 12 √𝑉3 𝑐0�  which 

means the wave is allowed to interact with the walls of the RC at least twice, more discussions on 𝑡0 

are given in Appendix A3. Then 𝜂𝑠 in (6.13) becomes 

𝜂𝑠 = 1 − 𝑒−12 √𝑉
3 (𝑐0𝜏𝑠)�                                                    (6.14) 

(6.13) can also be written in the TSCS form using (6.11) 

𝜂𝑠 = 1 − 𝑒−12𝑇𝐴𝑅𝐴� 𝑉
2
3⁄                                                     (6.15) 

It is only related to the ratio between the equivalent TSCS of the stirrers and the surface area of the 
RC. 
 
The definition in (6.13) confirms that 𝜏𝑠 is only related to 𝑇𝑆𝐶𝑆�  of stirrers which is not sensitive to the 
load and the antenna positions in the RC. 

 

6.2.3    Time-Gating Technique 

In the frequency domain, it is well-known that the chamber transfer function 𝑇 can be corrected by 

removing the unstirred part of S-parameters [3] 

𝑇𝑅𝐹𝐷 = 〈|𝑆21 − 〈𝑆21〉|2〉                                                     (6.16) 

where 𝑇𝑅𝐹𝐷  denotes the chamber transfer function is corrected in the frequency domain. 

Correspondingly, in the time domain, if we check (6.9) and (6.10), because of 𝜏𝑠, (𝜏𝑅𝑅−1 + 𝜏𝑠−1) > 𝜏𝑅𝑅−1, 

the unstirred part ⟨𝐸(𝑡)⟩2 decays faster than ⟨𝐸(𝑡)2⟩. This is easy to understand, as the longer the 

wave travels, the more times it interacts with stirrers. Filtering the signals in the time domain can also 

correct the unstirred part 

𝑇𝑅𝑇𝐷 = 〈�𝑆𝑆𝑇�𝑇𝐺�𝐼𝑆𝑆𝑇��̃�21����
2〉                                            (6.17) 

where 𝑇𝐺  means the time-gating operation, 𝑆𝑆𝑇  denotes the fast Fourier transform, 𝑇𝑅𝑇𝐷  is the 

chamber transfer function corrected in the time domain. The philosophy is similar to what is done in 

the reflectivity measurement of radio absorbing material [25]: to measure the S-parameter in the 
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frequency domain, transfer it to the time domain, then apply the time domain truncation to select the 

wanted signals, and finally, transfer the selected signals back to the frequency domain. 

6.3 Measurement Results 

We first rotate antenna 1 but keep the stirrer positions fixed, so there is no variable 𝑛 in (6.1). The top 

view of the measurement setup inside the chamber is shown in Fig. 6.2(a), and typical filtered S-

parameters 𝑆21 and 𝑆11 are shown in Fig. 6.2(b). Then antenna 1 is rotated with 2 degrees/step, and 

the IFFT is applied to all filtered S-parameters. We denote the bistatic and monostatic time domain 

responses as 𝐸21(𝑡,𝜃)2 = �𝐼𝑆𝑆𝑇��̃�21(𝜃,𝑓)��2 and 𝐸11(𝑡,𝜃)2 = �𝐼𝑆𝑆𝑇��̃�11(𝜃,𝑓)��2 respectively.  

 

     

(a) 

(b)  

                                                                                    (b) 
Fig. 6.2. (a) Top view of B-scan measurement setup inside an RC, (b) typical filtered S-parameters. 
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(a)                                                    

 

(b) 
Fig. 6.3. B-scan in the range of 0 ~ 50 ns with stirrers fixed, (a) bistatic map, 𝑬𝟐𝟏(𝒕,𝜽)𝟐 in dB, all the 

figures in this chapter share the same 𝜽 definition given in Fig. 6.2(a), (b) monostatic map, 𝑬𝟏𝟏(𝒕,𝜽)𝟐 in 
dB. 
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(a)                                                    

 
(b) 

Fig. 6.4. B-scan in the range of 0 ~ 500 ns with stirrers fixed, (a) bistatic map, 𝑬𝟐𝟏(𝒕,𝜽)𝟐 in dB, (b) 
monostatic map, 𝑬𝟏𝟏(𝒕,𝜽)𝟐 in dB. 

 

The bistatic and monostatic B-scan power maps in the range of 0 to 50 ns are shown in Fig. 6.3. In 

Fig. 6.3(a), the line-of-sight (LoS) component which can be seen clearly arrived first (𝜃 ≈ 45°, the 
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distance is 3 m between antenna 1 and antenna 2, the travelling time is 10 ns), followed by signals 

from the image sources (𝜃 ≈ 135°, 𝜃 ≈ 280°) which are also significant; In Fig. 6.3(b), reflections 

from walls and corners are easily identified (for monostatic map, the time need to be divided by 2 

when calculating the distance). Note the reflected wave from  𝜃 = 90° is diffused because of the 

vertical stirrer. The concentric circles in the centre are the reflection from the antenna itself which is 

independent of rotation angle. The bistatic and monostatic B-scan power maps in the range of 0 to 500 

ns are given in Fig. 6.4. As expected, the field is diffused as it travels in the RC.  

 
                                             (a)                                                                               (b) 

 
                                               (c)                                                                             (d) 

Fig. 6.5. PDP plot, (a) 〈𝑬𝟐𝟏(𝒕,𝜽)𝟐〉 in the range of 0 to 50 ns, (b) 〈𝑬𝟏𝟏(𝒕,𝜽)𝟐〉 in the range of 0 to 50 ns, (c) 
〈𝑬𝟐𝟏(𝒕,𝜽)𝟐〉 in the range of 0 to 500 ns, (d) 〈𝑬𝟏𝟏(𝒕,𝜽)𝟐〉 in the range of 0 to 500 ns. 
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                                                (a)                                                                         (b) 

 
                                               (c)                                                                           (d) 

Fig. 6.6. Unstirred time-domain response, (a) 〈𝑬𝟐𝟏(𝒕,𝜽)〉𝟐 in the range of 0 to 50 ns, (b) 〈𝑬𝟏𝟏(𝒕,𝜽)〉𝟐 in the 
range of 0 to 50 ns, (c) 〈𝑬𝟐𝟏(𝒕,𝜽)〉𝟐in the range of 0 to 500 ns, (d) 〈𝑬𝟏𝟏(𝒕,𝜽)〉𝟐 in the range of 0 to 500 ns. 

 
To investigate the angle dependency of the stirrer efficiency, 100 stirrer positions are used for each 

angle of antenna 1. 〈𝐸21(𝑡,𝜃)2〉 and 〈𝐸11(𝑡,𝜃)2〉  are shown in Fig. 6.5, while the unstirred part 

〈𝐸21(𝑡,𝜃)〉2 and 〈𝐸11(𝑡,𝜃)〉2 are shown in Fig. 6.6.  〈𝐸21(𝑡,𝜃)2〉 is actually the power delay profile 

(PDP), as expected, (6.10) decays faster than (6.9), and the early time response from the walls cannot 

be cancelled, since the waves have not interacted with the stirrers yet. 〈𝐸21(𝑡)2〉 and 〈𝐸21(𝑡)〉2 for a 

fixed angle are shown in Fig. 6.7. It can be seen from Fig. 6.7 that, because the value of (𝜏𝑅𝑅−1 + 𝜏𝑠−1) 

in (6.10) is not infinite, 𝜂𝑠 is not 100%, 𝐼𝑆𝑆𝑇�〈�̃�〉 � ≠ 𝐼𝑆𝑆𝑇��̃�𝐹𝑟𝑅𝑅𝐴𝑝𝑎𝑐𝑅�. This explains the difference 

between the S-parameter measurement in the anechoic chamber and reverberation chamber [20]. The 

difference between 〈�̃�〉 and �̃�𝐹𝑟𝑅𝑅𝐴𝑝𝑎𝑐𝑅 is due to the unstirred part which can be observed in the time 

domain, it does not only include the free-space response but also includes the contribution of 𝑇𝑆𝐶𝑆�  
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(decay exponentially). In practice, if 𝜂𝑠 is high, the difference between 〈�̃�〉 and �̃�𝐹𝑟𝑅𝑅𝐴𝑝𝑎𝑐𝑅 is small, 

�̃�𝐹𝑟𝑅𝑅𝐴𝑝𝑎𝑐𝑅 can stilled be measured in the RC. 

 
(a) 

 
(b) 

Fig. 6.7. (a) Typical 〈𝑬𝟐𝟏(𝒕)𝟐〉 and 〈𝑬𝟐𝟏(𝒕)〉𝟐 at a specific 𝜽 angle in dB scale, (b) typical 𝑬𝟐𝟏(𝒕), 〈𝑬𝟐𝟏(𝒕)〉 

and 𝑬𝟐𝟏 profile (square root of the PDP) plot in linear scale, dominated response in different time range 

are also marked. 
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The least-square fit is applied to extract 𝜏𝑠 in (6.10). As shown in Fig. 6.7, the slope of 〈𝐸21(𝑡)2〉 and 

〈𝐸21(𝑡)〉2 are 𝑘1 and 𝑘2, respectively. From (6.9) and (6.10), we have 

𝜏𝑅𝑅−1 = −𝑘1𝑙𝑛10 10⁄                                                       (6.18) 

𝜏𝑅𝑅−1 + 𝜏𝑠−1 = −𝑘2𝑙𝑛10 10⁄                                                     (6.19) 

𝜏𝑠 can be obtained as 

𝜏𝑠 =
10

(𝑘1 −  𝑘2)𝑙𝑛10
                                                        (6.20) 

or directly from the least-square fit using the ratio between 〈𝐸21(𝑡)〉2 and 〈𝐸21(𝑡)2〉 in (6.12). In Fig. 

6.7(b), 𝐸21(𝑡) and 〈𝐸21(𝑡)〉 are also shown with time in log scale and magnitude in linear scale. As 

can be seen, at the beginning, the time domain response is dominated by the free-space response (first 

arrived waves), because of the contribution of 𝑇𝑆𝐶𝑆� , 〈𝐸21(𝑡)〉 decays faster than 𝐸21(𝑡) in a few 

hundred nanoseconds, the decay speed is determined by 𝜏𝑠  in (20). For an ideal RC we have 

𝐼𝑆𝑆𝑇�〈�̃�〉 � = 𝐼𝑆𝑆𝑇��̃�𝐹𝑟𝑅𝑅𝐴𝑝𝑎𝑐𝑅� which means 〈𝐸21(𝑡)〉 decays so fast that 𝜏𝑠 → 0.  

 

(a) 
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(b) 

Fig. 6.8. Loaded and unloaded 𝝉𝑹𝑪 (a) and 𝜼𝒔 (b) with different rotation angles. 

In order to investigate the load effect on the stirrer efficiency, we have repeated the whole 

measurement with the RC loaded with radio absorbing materials. Loaded and unloaded 𝜏𝑅𝑅, 𝜂𝑠 with 

different rotation angles are shown in Fig. 6.8. Obviously, 𝜏𝑅𝑅 is not sensitive to antenna positions, 

we have 𝜏𝑅𝑅𝑙𝑐𝑎𝑑 = 993 𝑛𝑠, 𝜏𝑅𝑅𝑢𝑛𝑙𝑐𝑎𝑑 = 1726 𝑛𝑠. Although 𝜏𝑅𝑅 are different, we still have the same 

𝜂𝑠 , and 𝜂𝑠  remaining insensitive to the rotation angles (95.8 ± 2 %) as expected. As discussed 

previously, 𝜂𝑠 depends only on the equivalent TSCS of stirrers. 

Next we investigate the corrected chamber transfer function in the frequency domain (6.16) and time 

domain (6.17). Suppose the time gate is from 𝑡1 to 𝑡2, for the loaded and unloaded RC, the power 

range must be the same, which means that we have the same initial and dissipated powers for the 

loaded and unloaded RC during the time gate (energy conservation). Otherwise, 𝑇𝑅𝑇𝐷  in different 

scenarios cannot be compared. If the chamber buildup time is ignored [19], we have 

𝑃0𝑒−𝑖1𝑢𝑛𝑙𝑜𝑎𝑑𝜏𝑅𝐶𝑢𝑛𝑙𝑜𝑎𝑑
−1

= 𝑃0𝑒−𝑖1𝑙𝑜𝑎𝑑𝜏𝑅𝐶𝑙𝑜𝑎𝑑
−1

, thus 

 𝑡1𝑢𝑛𝑙𝑐𝑎𝑑𝜏𝑅𝑅𝑢𝑛𝑙𝑐𝑎𝑑−1 = 𝑡1𝑙𝑐𝑎𝑑𝜏𝑅𝑅𝑙𝑐𝑎𝑑−1                                              (6.21)  

𝑡2𝑢𝑛𝑙𝑐𝑎𝑑𝜏𝑅𝑅𝑢𝑛𝑙𝑐𝑎𝑑−1 = 𝑡2𝑙𝑐𝑎𝑑𝜏𝑅𝑅𝑙𝑐𝑎𝑑−1                                              (6.22) 
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As can be seen in Fig. 6.7, after 500 ns, the unstirred part is quite small, we use 𝑡1𝑢𝑛𝑙𝑐𝑎𝑑 = 500 𝑛𝑠, 

𝑡2𝑢𝑛𝑙𝑐𝑎𝑑 = 5000 𝑛𝑠 for the unloaded RC and 𝑡1𝑙𝑐𝑎𝑑 = 288 𝑛𝑠, 𝑡2𝑙𝑐𝑎𝑑 = 2876 𝑛𝑠 for the loaded RC 

respectively.  

The results are shown in Fig. 6.9, a frequency stir with nearest 100 frequency points is used. The 

uncorrected chamber transfer function 〈|𝑆21|2〉 is given first in Fig. 6.9(a), because of the unstirred 

part, it shows angle dependency. The angle dependency of K-factor in dB is also shown in Fig. 6.9(b). 

At each rotation angle, the K-factor is calculated using the unbiased estimator [10]  

𝐾 =
𝑁 − 2
𝑁 − 1

〈
|〈𝑆21〉|2

|𝑆21 − 〈𝑆21〉|2
〉 −

1
𝑁

                                            (6.23) 

where 𝑁 = 100 with a frequency stir with 100 nearest frequencies.  

   
                                          (a)                                                                                 (b) 

   
                                          (c)                                                                                  (d) 

Fig. 6.9. (a) Uncorrected chamber transfer function 〈|𝑺𝟐𝟏|𝟐〉, (b) K-factor, (c) 𝑻𝑪𝑭𝑫, (d) 𝑻𝑪𝑻𝑫, the RC is 

unloaded. 
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The corrected chamber transfer function using (6.16) and (6.17) are given in Fig. 6.9(c)(d). As 

expected, no angle dependency is observed which means both methods can remove the unstirred 

component. A comparison between 𝑇𝑅𝐹𝐷and 𝑇𝑅𝐹𝐷  is given in Fig. 6.10, because part of the time 

domain signal is filtered by using time gating, this results in 𝑇𝑅𝑇𝐷 < 𝑇𝑅𝐹𝐷. It is not an issue, because 

normally we are interested in the relative 𝑇 rather than the absolute 𝑇, and it can be seen in Fig. 

6.10(b) that there is a very good agreement between 𝑇𝑅𝐹𝐷𝑙𝑐𝑎𝑑 − 𝑇𝑅𝐹𝐷𝑢𝑛𝑙𝑐𝑎𝑑  and  𝑇𝑅𝑇𝐷𝑙𝑐𝑎𝑑 −

𝑇𝑅𝑇𝐷𝑢𝑛𝑙𝑐𝑎𝑑. The small deviation (< 0.2 dB) could be due to the ignorance of the different chamber 

buildup time in (6.21) and (6.22), which leads to slightly different total energy for the loaded and 

unloaded RC in the time gate. 

 
                                                   (a)                                                                                     (b) 

Fig. 6.10. (a) Corrected chamber transfer functions, (b) difference between loaded and unloaded T. 

 
Fig. 6.11. K-factor in dB at 𝜽 = 𝟒𝟎°, the RC is unloaded. 
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It is interesting to note that, even two antennas are positioned in LoS, the K-factor (smoothed with 

frequency stir) can still be very small at some specific frequencies (Fig. 6.11). Remember the 

unstirred part is not only from the LoS, it can be also from the walls (specular reflection [2]) and other 

structures (also the contribution of 𝑇𝑆𝐶𝑆� ), when the waves from these sources cancel each other at 

some frequencies, a small K-factor is observed. 

6.4 Discussion and Conclusions 

In this chapter, a very fine B-scan measurement has been performed in an RC. Measurement scenarios 

are summarised in Table 6.1. Based on the B-scan results, this chapter is focused on three aspects: the 

statistical behaviour of the E-field in the time domain, the stirrer efficiency quantification, and the 

time gating technique.  

Table 6.1: Measurement Scenarios 

Scenario 
Stirrer 

Position No. 

Platform 

Position No. 
Load/Unload 

Measurement 

Time 

1 1 180  Unload 4 hours 

2 100 180 Unload 402 hours 

3 100 180 Load 402 hours 

 

It has been shown in this chapter that the late-time E-field can be regarded as a non-stationary 

stochastic process with Gaussian distribution; the standard deviation is time dependent and related to 

the chamber decay time (6.8).  

For the stirrer efficiency, we have measured it in a bandwidth of 1.2 GHz (2.4 GHz ~ 3.6 GHz) with 

different angle of antenna 1 (Fig. 6.8(b)). Since  𝜏𝑅𝑅  and  𝜏𝑠  are frequency dependent, 𝜂𝑠  is also 

frequency dependent. If we use a smaller bandwidth (200 MHz) and sweep the centre frequency, a 

frequency dependency of stirrer efficiency can be observed (like the extraction of 𝜏𝑅𝑅 in [3]). Further 

measurement scenarios are given in Table 6.2, we rotate only the horizontal stirrer, only the vertical 

stirrer and both stirrers. Because of the limitation of the maximum sample number of the VNA, the 

frequency range of 0.2 GHz ~ 4.1 GHz is divided into three bands with 10001 sample points in each 

band, thus we have total 30003 sample points. Finally, we remove half of the vertical stirrer (Fig. 

6.12) and repeat the measurement with 10 random antenna positions, one of them is LoS to check if 

there is any relation between the K-factor and 𝜂𝑠. 
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Table 6.2: Further Measurement Scenarios 

Scenario 
Stirrer 

Position No. 
Load/Unload Antenna 

Position No. Frequency Range 

Only H 360 Load 1 0.2 GHz  ~ 4.1 GHz  
(30003 points) 

Only V 360 Load 1 0.2 GHz ~ 4.1 GHz  
(30003 points) 

H & V 360 Load 1 0.2 GHz ~ 4.1 GHz  
(30003 points) 

Small V* 360 Load 10 1.9 GHz ~ 4.1 GHz 
(10001 points) 

* Small V means half of the vertical stirrer is removed shown in Fig. 6.12. 

 

 
Fig. 6.12. Measurement with half of the vertical stirrer. 
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Fig. 6.13. Stirrer efficiency with different stirrer rotation, light dot is the measured result; solid line is the 

smoothed result. 

 

Fig. 6.14. Stirrer efficiency with half of the vertical stirrer (10 random antenna positions are used with 1 

LoS). 

The results are given in Fig. 6.13 and Fig. 6.14, and K-factors with random antenna positions are 

given in Fig. 6.15. As expected, when both stirrers are used, we have the highest stirrer efficiency and 

a smaller stirrer gives small stirrer efficiency. Although the K-factor has a large variation (~15 dB), 

they do not affect the stirrer efficiency. The LoS component only affects the initial response in a few 
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nanoseconds, but the decay speed in a few hundred nanoseconds (Fig. 6.16) is determined by the 

equivalent TSCS of the stirrers and not sensitive to the antenna position. 

 
Fig. 6.15. K-factor in dB with half of the vertical stirrer (10 random antenna positions are used with 1 

LoS). 

 

Fig. 6.16. ⟨𝑬(𝒕)⟩𝟐/⟨𝑬(𝒕)𝟐⟩ in dB with half of the vertical stirrer, a comparison between LoS and non-line-

of-sight (NLoS). 

If we check the mean value of 𝜂𝑠, it can be found that the mean value of  𝜂𝑠 of the half vertical stirrer 

is around  55%, this corresponds to the 𝑇𝑆𝐶𝑆�  of 0.0665𝑉2/3 in (6.15). Because the TSCS can be 

superimposed under the dilute approximation [21, 26], if a whole vertical stirrer is used, the 𝑇𝑆𝐶𝑆�  is 

roughly 2 × 0.0665𝑉2/3, this corresponds to the stirrer efficiency of 80% which agrees well in Fig. 
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6.13. We also have comparable stirrer efficiency between horizontal and vertical stirrer in Fig. 6.13. 

The 𝑇𝑆𝐶𝑆�  of the two stirrers is around 2 × 2 × 0.0665𝑉2/3, this corresponds to the stirrer efficiency 

of 96% which agrees well with the H & V in Fig. 6.13. Thus from (6.15) we have 

𝜂𝑠𝑖𝑐𝑖 = 1 −�(1 − 𝜂𝑠𝑖)
𝑁

𝑖=1

                                                        (6.24) 

where 𝜂𝑠𝑖  is the stirrer efficiency with only i-th stirrer,  𝜂𝑠𝑖𝑐𝑖  is the stirrer efficiency when all N 

stirrers are moving together. 

 
Fig. 6.17. ⟨𝑬(𝒕)⟩𝟐/⟨𝑬(𝒕)𝟐⟩ in dB using the source stir method. 

An important question is: how to increase the stirrer efficiency? From (6.24), we can conclude that a 

big stirrer or many stirrers working together is obviously better, but the trade-off is a reduction of the 

test volume. The source stir is a proven method to improve the performance of the RC [27, 28]. 

Actually, if we consider the moving antenna as the stationary coordinate frame, rotating the antenna is 

actually rotating the whole RC, which obviously has a large 𝑇𝑆𝐶𝑆� . We have also tried to aim the 

antenna to the stirrer (in 10 random antenna positions in Fig. 6.12), because there are always leaky 

waves (from side lobes, back lobes, scattering from rotation axis and stationary object) which do not 

fully interact with the moving stirrer, thus waves from the antenna have not fully interacted with the 

stirrer except for the extreme case (source stir). Note the TSCS contribution dominates the time 

domain response in a few hundred seconds, in this time scale the leaky wave dominates the unstirred 

part. Otherwise the stirrer and the antenna can be considered as an integrated big antenna and the 

moving of the stirrer becomes the moving of the source (source stir). To verify this, we use the data 

from scenario 1 in Table 6.1 to calculate the stirrer efficiency (keep the stirrers steady and rotate the 
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antenna), a nearly 100% stirrer efficiency is obtained in the frequency range of 2.4 GHz ~ 3.6 GHz. 

The ratio between ⟨𝐸(𝑡)⟩2 and ⟨𝐸(𝑡)2⟩ is shown in Fig. 6.17, it drops down to the noise level in 100 

ns.  

To summarise, the stirrer efficiency in this chapter is highly related to the equivalent TSCS of stirrers 

(the moving object in the RC), which is not sensitive to the antenna position and the load of the RC, 

thus it provides a general way to compare the performance of different RCs or one chamber with 

different stirrers. The proposed definition is intuitive and can be understood from another point of 

view: a small stirrer means the wave needed to travel a relatively long time and interact with stirrers 

more times to be random enough (a slow ⟨𝐸(𝑡)⟩2 decay), while a big stirrer means the wave can 

become random quickly (a fast ⟨𝐸(𝑡)⟩2 decay). Because the 𝑇𝑆𝐶𝑆�  can be superimposed, which means 

the stirrer efficiency is predictable, this is important for the RC design, the designer can evaluate how 

large a stirrer is enough (or how many stirrers are needed) based on the existing design using (6.24). 

A time-gating technique in the RC has been proposed, which provides an alternative method to 

correct the unstirred part in the time domain. It should be noted that when using this time-gating 

technique to compare the transfer functions in the unloaded and loaded RCs, the start time and the end 

time of the time gate are different. The time-gating technique can be used to improve the stirrer 

efficiency: by filtering the early time response, a uniform chamber transfer function can be obtained. 

For antenna measurement the time domain response can be easily truncated, for other measurements if 

the time domain response cannot be easily separated (radiated susceptibility or radiated emission 

measurement), physically high stirrer efficiency is still required. 

It would be necessary to clarify the difference between the stirrer efficiency and the field uniformity 

(FU). The FU is determined by the measured average E-field in the frequency domain [15] which 

includes both the unstirred part and stirred part. Stirrer efficiency describes how fast the unstirred part 

decays compared with the total response or how fast the total signal is dominated by the stirred part. It 

also describes the difference between 〈�̃�〉  and �̃�𝐹𝑟𝑅𝑅𝐴𝑝𝑎𝑐𝑅 , as discussed before, 〈�̃�〉  does not only 

include free-space response (in a few nanoseconds), but also include the contribution of 𝑇𝑆𝐶𝑆�  of 

moving objects (in a few hundred nanoseconds), we need ⟨𝐸(𝑡)⟩2 to decay very fast make sure the 

unstirred part is dominated by the free space response (a few nanoseconds), that is when 𝜂𝑠 → 100%, 

〈�̃�〉 → �̃�𝐹𝑟𝑅𝑅𝐴𝑝𝑎𝑐𝑅.  

To have a good RC, we need the stirred part to be as uniform as possible and the unstirred part as 

small as possible. The use of diffusers [29, 30] on the specular reflection wall actually diffuse the 

unstirred part to improve the field uniformity, but the stationary diffusers cannot change the 𝑇𝑆𝐶𝑆�  of 

the stirrers thus cannot change the stirrer efficiency (the decay speed of ⟨𝐸(𝑡)⟩2). However, if only the 
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field uniformity is used as the standard it is already a good RC, unless for some special applications 

(e.g. measure the free space S-parameters in an RC) we need 𝐼𝑆𝑆𝑇�〈�̃�〉 � = 𝐼𝑆𝑆𝑇��̃�𝐹𝑟𝑅𝑅𝐴𝑝𝑎𝑐𝑅� 

(〈�̃�〉=�̃�𝐹𝑟𝑅𝑅𝐴𝑝𝑎𝑐𝑅). 

High stirrer efficiency does not necessarily mean a good FU (when a high directivity antenna direct to 

the test region) and a good FU does not necessarily mean high stirrer efficiency (both stirred part and 

unstirred part are uniform but the unstirred part decays slowly in time domain). Normally, if the stirrer 

efficiency is high and the K-factor is small, the field in the test region is dominated by the stirred part, 

if the stirred part is uniform, a good FU is obtained (except some special cases the stirred part can also 

be non-uniform [31]). 

6.5 Key Contributions 

In this chapter, B-scan has been applied to a reverberation chamber (RC) for the first time to 

characterise the time domain behaviour of the chamber. Based on the understanding of B-scan 

measurement results, three aspects have been mainly discussed:  

1) The statistical behaviour of the fields in the time domain is investigated, it has been found that 

the received power of the impulse response follows chi-square distribution with one degree of 

freedom;  

2) The stirrer efficiency is first quantified based on the equivalent total scattering cross section 

(TSCS) of stirrers; this definition is not sensitive to the antenna position and load in an RC. 

The quantified stirrer efficiency provides a universal way to evaluate the stirrer design and the 

chamber performance;  

3) Time-gating technique in an RC is proposed which provides an alternative method to 

eliminate the early time response and correct the chamber transfer function of the RC, this 

could be potentially used to increase the stirrer efficiency without changing the stirrers.  
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Chapter 7: Conclusions and Future Work 

In this thesis, two different chambers are discussed: the anechoic chamber and the reverberation 

chamber. Key contributions have been listed in each chapter, there are also work could be done in the 

future. 

Contributions in each chapter are identified: 

In Chapter 1, introduction and motivations of this thesis are given.  

In Chapter 2, the GO theory is presented with two forms; a number of computational electromagnetics 

(CEM) algorithms are discussed and compared for anechoic chamber simulation. It has been shown 

that GO combined with FEM could be the best choice. 

In Chapter 3, a CAD tool is developed; the development details of the CAD tool for the anechoic 

chamber design are given, including 3D model description, preprocessing, material definition, 

boundary definition, post processing, etc. Two algorithms (forward and inverse) are developed with 

acceleration techniques respectively. Adaptive octree is proposed in the forward algorithm, and 

convex acceleration technique is proposed in the inverse algorithm. Both these two techniques 

improve the computation efficiency significantly. 

In Chapter 4, the definitions of NSA, SVSWR and FU have been given; measurement results and 

simulation results are compared. It has been found that, for the NSA values, the difference between 

the simulated values and measurement values can be smaller than ±2 dB in the whole frequency 

range (30 MHz ~ 1 GHz). For the SVSWR values, a good agreement has been obtained when the 

frequency is between 1 GHz ~ 14 GHz, and the difference is smaller than 2 dB when frequency is 

lower than 8 GHz. For the FU values, the difference is smaller than 2 dB in the frequency range of 

300 MHz ~ 8 GHz. Possible error sources and the limit of the proposed method are also discussed. 

In Chapter 5, the applications of the reverberation chamber are reviewed, a series of measurement 

methods in the RC are developed including antenna radiation efficiency measurement, diversity gain 

measurement, radiated emission measurement, material characterisation, shielding effectiveness, and 

volume measurement: 

1) A modified two-antenna method to measure the radiation efficiency of antennas in an RC has 

been proposed. The proposed method offers an opportunity to measure the antenna with very 

low radiation efficiency (e.g. implantable antenna) in the RC without the need for reference 

antenna.  
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2) By applying the non-reference antenna method to the diversity gain and radiated emission 

measurement, the measurement process can be simplified without losing accuracy. 

3) A new method has been proposed to measure the permittivity and conductivity of a spherical 

object. The frequency dependency of ACS was considered which makes both relative 

permittivity and conductivity can be obtained. The effect of the container has been discussed 

and it did not affect the proposed method. The proposed method has self-explanatory results 

which gives a PDF-like distribution of permittivity and conductivity. 

4) A new method is proposed to measure the shielding effectiveness (SE) of an electrically large 

enclosure. In the proposed method, only one antenna is needed in the whole measurement 

procedure. There is no requirement to use a reference antenna. If the aperture of the enclosure 

under test (EUT) can be covered, the SE can be measured quickly by comparing the Q factor or 

the decay time of the covered and uncovered EUT. The results are compared with those 

obtained using the nested reverberation chamber method. The proposed method does offer a 

new understanding of SE from both time domain and frequency domain. 

5) An efficient method to measure the volume of a large conducting cavity. The proposed method 

is based on Hill’s equation. By measuring the Q factor in the time and frequency domains, the 

volume of the cavity can be extracted. In the time domain, the Q factor can be extracted directly 

from the time domain response. While in the frequency domain, the Q factor depends on the 

volume of the cavity and the transferred power, the transferred power can be measured directly. 

By correcting the frequency domain Q with the radiation efficiency of antennas, the Q factors 

obtained from both the time domain and frequency domains are equal in a well-stirred chamber; 

this provides an opportunity to measure the volume of the cavity. Acoustic waves can also be 

used which will not limit this method to only conducting cavities.  

In Chapter 6, B-scan has been applied to a reverberation chamber (RC) for the first time to 

characterise the time domain behaviour of the chamber, three aspects have been investigated:  

1) It has been found that the received power of the impulse response follows chi-square 

distribution with one degree of freedom;  

2) The stirrer efficiency is first quantified based on the equivalent total scattering cross section 

(TSCS) of stirrers; this definition is not sensitive to the antenna position and load in an RC. 

The quantified stirrer efficiency provides a universal way to evaluate the stirrer design and the 

chamber performance;  

3) Time-gating technique in an RC is proposed which provides an alternative method to 

eliminate the early time response and correct the chamber transfer function of the RC.  
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There are also possible future work: 

From Chapter 2 to Chapter 4, we developed a CAD tool for the design of an anechoic chamber. It has 

also been shown that the tool is efficient and accurate for the anechoic chamber simulation and 

suitable for real world chamber design. It is important to note that the GO is a high frequency 

approximation method, in the measurement part we have compared the simulation and measurement 

results which were in good agreement, and the error was smaller than ±2 dB. A potential problem is, 

at higher frequencies, the tip scattering of RAM becomes significant and it is not considered in the 

model, when the tip scattering becomes the major contribution for the unexpected field (in millimetre 

wave), it will limit the boundary of the high frequency of this method. This could be in the region of 

statistical electromagnetics but not deterministic electromagnetics. Another issue is the diffraction or 

scattering of the rays, if the tip scattering effect is considered, the ray number will be huge and outside 

the ability of standard computers. For example, if the scattered ray no. is 1000, every time the ray is 

reflected, 1000 extra rays need to be generated, which will increase the simulation time drastically 

(1000 times) and make the ray tracing algorithm useless. There has been some research [1] using 

inverse algorithm to consider only part (but not all) of the diffracted waves. How to deal with the 

scattered field is still a challenging problem not just in EM community but also in computer graphics 

community. 

In the Chapter 5, we have developed a series of new applications of the RC. We proposed a method 

which does not need extra antennas, and it was also pointed out that the proposed method decorrelates 

the signals when the mutual coupling is high. How to estimate this degradation could be the future 

work. For the permittivity measurement, there are also limitations, when the conductivity is very 

large, the ACS value will become less dependent on 𝜀𝑟, which will increase the uncertainty for the 

measured  𝜀𝑟. How to measure the object with high conductivity could be the future work. And also 

the proposed method is limited to the spherical object, is it possible to extend it to arbitrarily shaped 

object? For the SE measurement using one antenna, when the EUT is well shielded the uncertainty of 

increases quickly. How to measure the decay time constant 𝜏  with very small uncertainty/high 

resolution could be challenging. For the volume measurement, if the cavity is partially filled with 

liquid or dielectric materials either absorb or reflect waves completely (inhomogeneous cavity), the 

wave velocity is changed which could increase the measurement error. How the inhomogeneous 

materials affect the Hill’s equation could be an interesting problem. 

In Chapter 6, we have quantified the stirrer efficiency. Enhanced back scatter coefficient (𝑒𝑏) can be 

used to judge if the RC is well-stirred or not [2, 3], is there any relationship between 𝑒𝑏 and 𝜂𝑠? 𝜏𝑅𝑅 

can be regarded as a random variable [4-6], thus 𝜏𝑠 could also be considered as a random variable. 
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What is the probability distribution function (PDF) of 𝑇𝑆𝐶𝑆� , 𝜏𝑠 and 𝜂𝑠, and what factors could affect 

these PDFs are still unknown. 
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Appendix A1 

The measured diversity gain using traditional method and the proposed method in Chapter 5.3.2 are 

given in Fig. A.1, the DG values are listed in Table A.1. 
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                                        (s)                                                                                 (t) 

Fig. A1.1. CDF plot of branches, combined signal and theoretical Rayleigh distribution in the frequency 

range of 2 GHz ~ 3 GHz, DG values are listed in Table A.1. 
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Table A.1: Measured DG using the traditional method and the proposed method 

Frequency 
Range DG Traditional Method Proposed Method 

2.0 ~ 2.1 
GHz 

Apparent DG (a) -11.98+22.05=10.07 dB -12.08+22.14=10.06 dB 

Effective DG (b) -11.98+20.33=8.35 dB -12.08+20.33=8.25 dB 

2.1 ~ 2.2 
GHz 

Apparent DG (c) -11.25+21.31=10.06 dB -11.34+21.4=10.06 dB 
Effective DG (d) -11.25+20.33=9.08 dB -11.34+20.33=8.99 dB 

2.2 ~ 2.3 
GHz 

Apparent DG (e) -10.84+21.05=10.21 dB -10.98+21.18=10.2 dB 
Effective DG (f) -10.84+20.33=9.49 dB -10.98+20.33=9.35 dB 

2.3 ~ 2.4 
GHz 

Apparent DG (g) -10.62+20.83=10.21 dB -10.77+20.98=10.21 dB 
Effective DG (h) -10.62+20.33=9.71 dB -10.77+20.33=9.56 dB 

2.4 ~ 2.5 
GHz 

Apparent DG (i) -10.8+21.17=10.37 dB -10.92+21.3=10.38 dB 
Effective DG (j) -10.8+20.33=9.53 dB -10.92+20.33=9.41 dB 

2.5 ~ 2.6 
GHz 

Apparent DG (k) -10.92+21.08=10.16 dB -11.05+21.2=10.15 dB 
Effective DG (l) -10.92+20.33=9.41 dB -11.05+20.33=9.28 dB 

2.6 ~ 2.7 
GHz 

Apparent DG (m) -10.97+21.24=10.27 dB -11.1+21.36=10.26 dB 
Effective DG (n) -10.97+20.33=9.36 dB -11.1+20.33=9.23 dB 

2.7 ~ 2.8 
GHz 

Apparent DG (o) -10.7+20.82=10.12 dB -10.83+20.94=10.11 dB 
Effective DG (p) -10.7+20.33=9.63 dB -10.83+20.33=9.5 dB 

2.8 ~ 2.9 
GHz 

Apparent DG (q) -10.84+20.92=10.08 dB -10.95+21.07=10.12 dB 
Effective DG (r) -10.84+20.33=9.49 dB -10.95+20.33=9.38 dB 

2.9 ~ 3.0 
GHz 

 

Apparent DG (s) -11.25+21.43=10.18 dB -11.4+21.59=10.19 dB 

Effective DG (t) -11.25+20.33=9.08 dB -11.4+20.33=8.93 dB 
 

The details of how the theoretical Rayleigh curve is generated are also given. Suppose 𝑋  is the 

magnitude of the receiving signal, and it follows Rayleigh distribution 

𝑃𝐷𝑆(𝑋) =
𝑚
𝜎2

𝑒−𝑇2/2𝜎2 , 𝑚 ≥ 0                                                (𝐴1.1) 

the CDF of 𝑋 is 

𝐶𝐷𝑆(𝑋) = 1 − 𝑒−
𝑇2
2𝜎2                                                             (𝐴1.2) 

𝑋2 is the power of the receiving signal, it follows exponential distribution 

𝑃𝐷𝑆(𝑋2) =
1

2𝜎2
𝑒−𝑇/2𝜎2 ,𝑚 ≥ 0                                                    (𝐴1.3) 

The mean value of 𝑋2 is 
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𝑀𝑒𝑚𝑛(𝑋2) = 2𝜎2 

If we normalise the signal to the mean power value, 𝜎 = �1/2, (A1.2) becomes 𝐶𝐷𝑆(𝑋) = 1 − 𝑒−𝑇2, 

the theoretical Rayleigh curve can be obtained from the following Matlab code. 

% Plot theoretical Rayleigh distribution. 

RayleighMagdB = -30:0.1:10; 

RayleighMag = 10.^( RayleighMagdB /20); 

RayleighCDF= 1 - exp(-RayleighMag.^2); 

figure; 

semilogy(RayleighMagdB, RayleighCDF,'color','r','LineWidth', 2);  

figure(gcf); 
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Appendix A2 

Derivations of the one-, two- and three-antenna method are given. From (5.7) and (5.9) we have  

𝑄𝐹𝐷𝑅𝑐𝑟 =
𝐶𝑅𝑅 〈�𝑆21,𝑠�

2〉
𝜂1𝑖𝑐𝑖𝜂2𝑖𝑐𝑖

= 𝜔𝜏𝑅𝑅 = 𝑄𝑇𝐷                                (𝐴2.1) 

thus  

𝜂1𝑖𝑐𝑖𝜂2𝑖𝑐𝑖 =
𝐶𝑅𝑅 〈�𝑆21,𝑠�

2〉 
𝜔𝜏𝑅𝑅

                                                (𝐴2.2) 

We apply this relation (A2.2) to antenna 1 only and let 〈�𝑆11,𝑠�
2〉 /𝑒𝑏1 = 〈�𝑆21,𝑠�

2〉 , we have 

𝜂1𝑖𝑐𝑖2 =
𝐶𝑅𝑅  〈�𝑆11,𝑠�

2〉 /𝑒𝑏1
𝜔𝜏𝑅𝑅

                                                (𝐴2.3) 

Then we apply (A2.2) to antenna 2 only and let 〈�𝑆22,𝑠�
2〉 /𝑒𝑏2 = 〈�𝑆21,𝑠�

2〉 , we have 

𝜂2𝑖𝑐𝑖2 =
𝐶𝑅𝑅  〈�𝑆22,𝑠�

2〉 /𝑒𝑏2
𝜔𝜏𝑅𝑅

                                                (𝐴2.4) 

As can be seen from (A2.2) – (A2.4), if 𝑒𝑏1 = 𝑒𝑏2 = 2, we solve (A2.3) and (A2.4) for 𝜂1𝑖𝑐𝑖 and 

𝜂1𝑖𝑐𝑖 respectively, we have the one-antenna method  

𝜂𝑖 =
𝜂𝑖𝑖𝑐𝑖

(1 − |⟨𝑆𝑖𝑖⟩|2) =
1

(1 − |⟨𝑆𝑖𝑖⟩|2)�
𝐶𝑅𝑅

2𝜔𝜏𝑅𝑅
〈�𝑆𝑖𝑖,𝑠�

2〉   (𝑖 = 1 𝑜𝑟 2)                     (𝐴2.5) 

If we have only 𝑒𝑏1 = 𝑒𝑏2 = 𝑒𝑏 (not necessarily 2), we solve the equation system (A2.2) – (A2.4) for 

𝜂1𝑖𝑐𝑖, 𝜂2𝑖𝑐𝑖 and 𝑒𝑏, the two-antenna method is obtained 

𝜂𝑖 =
𝜂𝑖𝑖𝑐𝑖

(1 − |⟨𝑆𝑖𝑖⟩|2) =
1

(1 − |⟨𝑆𝑖𝑖⟩|2)�
𝐶𝑅𝑅

𝜔𝑒𝑏𝜏𝑅𝑅
〈�𝑆𝑖𝑖,𝑠�

2〉   (𝑖 = 1 𝑜𝑟 2)                  (𝐴2.6) 

𝑒𝑏 =
�〈�𝑆11,𝑠�

2〉 〈�𝑆22,𝑠�
2〉

〈�𝑆21,𝑠�
2〉

                                                      (𝐴2.7) 

If there are three antennas, besides (A2.2) we have 
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𝜂1𝑖𝑐𝑖𝜂3𝑖𝑐𝑖 =
𝐶𝑅𝑅 〈�𝑆31,𝑠�

2〉 
𝜔𝜏𝑅𝑅

                                                    (𝐴2.8) 

𝜂2𝑖𝑐𝑖𝜂3𝑖𝑐𝑖 =
𝐶𝑅𝑅 〈�𝑆32,𝑠�

2〉 
𝜔𝜏𝑅𝑅

                                                    (𝐴2.9) 

Combine (A2.2), (A2.8) and (A2.9), then solve the equation system for 𝜂1𝑖𝑐𝑖 , 𝜂2𝑖𝑐𝑖  and 𝜂3𝑖𝑐𝑖 

respectively,  there is no requirement for 𝑒𝑏, the three-antenna method is obtained 

𝜂1 =
𝜂1𝑖𝑐𝑖

(1 − |⟨𝑆11⟩|2) =
1

(1 − |⟨𝑆11⟩|2)�
𝐶𝑅𝑅
𝜔𝜏𝑅𝑅

〈�𝑆21,𝑠�
2〉 〈�𝑆31,𝑠�

2〉

〈�𝑆32,𝑠�
2〉

                          (𝐴2.10) 

𝜂2 =
𝜂2𝑖𝑐𝑖

(1 − |⟨𝑆22⟩|2) =
1

(1 − |⟨𝑆22⟩|2)�
𝐶𝑅𝑅
𝜔𝜏𝑅𝑅

〈�𝑆21,𝑠�
2〉 〈�𝑆32,𝑠�

2〉

〈�𝑆31,𝑠�
2〉

                          (𝐴2.11) 

𝜂3 =
𝜂3𝑖𝑐𝑖

(1 − |⟨𝑆33⟩|2) =
1

(1 − |⟨𝑆33⟩|2)�
𝐶𝑅𝑅
𝜔𝜏𝑅𝑅

〈�𝑆31,𝑠�
2〉 〈�𝑆32,𝑠�

2〉

〈�𝑆21,𝑠�
2〉

                          (𝐴2.12) 

Results are the same as in [3] in Chapter 5. 
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Appendix A3 

An appropriate typical/reference time 𝑡0 need to be chosen to determine 𝜂𝑠. Assume the shape of the 

RC is a cube, if the wave is allowed to interact with all the walls inside the RC at least twice (the 

wave follows the red dot line in Fig. A3.1), the travel time is 12 √𝑉3 𝑐0� . 

 

Fig. A3.1. An intuitive explanation of the wave interaction with the boundaries in a cubic RC, a sphere 

with radius 𝒓 = 𝑽𝟏/𝟑/√𝟖𝝅 is also shown. 

As can be seen, when 𝑇𝑆𝐶𝑆� = 𝑉2/3 4⁄  (a quarter of the surface area of a face in Fig. A3.1), 𝜂𝑠 = 1 −

𝑒−3 = 95.0%. This is a reasonable value to our knowledge, if we have such a large sphere with radius 

𝑟 = 𝑉1/3/√8𝜋 which can move freely in the RC, the stirrer efficiency should be high (the TSCS of 

the sphere is 2𝜋𝑟2 = 𝑉2/3 4⁄  when the electrical size is large [1]). Normally, the stirrers are rotating 

around fixed axes, the equivalent TSCS is smaller than the real TSCS of the stirrers.  

It should be noted that, theoretically there are infinite ways to map 𝑇𝑆𝐶𝑆� 𝑉2/3⁄  to the range of 0% to 

100%. If we use a variable 𝛼  to control the allowed travel time and let 𝑡0 = 𝛼 √𝑉3 𝑐0� , 𝜂𝑠  with 

different 𝛼 values are shown in Fig. A3.2. As can be seen, when 𝛼 is small, high stirrer efficiency 

becomes hard to achieve, which means a very short time is allowed for the waves to travel to become 

random. In practice, we need an appropriate value to have an intuitive understanding and it is not 

reasonable to have a too small (high 𝜂𝑠 can never be achieved) or too large 𝛼 (always give a high 𝜂𝑠). 

In this thesis, 𝛼 = 12 is recommended. 
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Fig. A3.2. 𝜼𝒔 curves with different 𝜶 values. 
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