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#### Abstract

In the MSSM the quasi-infrared fixed point for the top-quark Yukawa coupling gives rise to specific predictions for the soft-breaking parameters. We discuss the extent to which these predictions are modified by the introduction of additional 'nonholomorphic' soft-breaking terms. We also show that in a specific class of theories, there exists an RG-invariant trajectory for the 'nonholomorphic" terms, which can be understood using a holomorphic spurion term.


PACS number(s): 12.60.Jv, 11.10.Gh

## I. INTRODUCTION

The enduring popularity of the minimal supersymmetric standard model (MSSM) derives originally from the demonstration that it gave rise to gauge coupling unification, at a scale consistent with proton decay limits (at least with regard to contributions from dimension 6 operators). This success is predicated on (or at least consistent with) the desert hypothesis, whereby the next fundamental physics scale beyond the weak scale is far beyond it: gauge unification, a string scale, or even the Planck mass. Within this context, a "standard' picture of the origin of supersymmetry breaking has emerged: supersymmetry is broken (dynamically or spontaneously) in a distinct sector of the theory and transmitted to observable physics via a 'messenger sector.' At energies below a characteristic mass scale $M$ the observable effective field theory can be expanded in powers of $1 / M$; then we suppose that the breaking of supersymmetry can be parametrised by the vacuum expectation value of the $F$ term of a chiral superfield $\mathcal{Z}$, such that $\left\langle F_{\mathcal{Z}}\right\rangle \approx M_{Z} M$, and it is easy to show that the following soft terms are $O\left(M_{Z}\right)$ :

$$
\begin{align*}
L_{\mathrm{soft}}^{(1)}= & \left(m^{2}\right)^{j}{ }_{i} \phi^{i} \phi_{j}+\left(\frac{1}{6} h^{i j k} \phi_{i} \phi_{j} \phi_{k}\right. \\
& \left.+\frac{1}{2} b^{i j} \phi_{i} \phi_{j}+\frac{1}{2} M \lambda \lambda+\text { H.c. }\right), \tag{1.1}
\end{align*}
$$

whereas the following further possible dimension 3 terms are suppressed by powers of $M_{Z} / M$ :

$$
\begin{equation*}
L_{\mathrm{soft}}^{(2)}=\frac{1}{2} r_{i}^{j k} \phi^{i} \phi_{j} \phi_{k}+\frac{1}{2} m_{F}^{i j} \psi_{i} \psi_{j}+m_{A}^{i a} \psi_{i} \lambda_{a}+\text { H.c. } \tag{1.2}
\end{equation*}
$$

The terms in Eq. (1.2) arise from nonholomorphic terms ( $D$ terms) in the effective field theory, so we will refer to them as nonholomorphic soft terms [an abuse of terminology, in fact, inasmuch as of course the first term in Eq. (1.1) also arises from a nonholomorphic term].

In fact, if there are no gauge singlets, the terms in Eq. (1.2) are "natural'" in the same sense as those of Eq. (1.1), in that they do not give rise to quadratic divergences; but in any event (within the paradigm described above) one would not exclude them even if they do give quadratic divergences,
since we only require naturalness up to the scale $M$. This was emphasised recently by Martin [1], who also pointed out that by the same token there are dimension-4 supersymmetrybreaking contributions which (although suppressed by more powers of $1 / M$ ) may give rise to interesting effects.

Returning to the terms shown in Eq. (1.2), however, there are two reasons why we should consider them. First, their suppression compared to Eq. (1.1) is founded on a specific framework for the origin of supersymmetry breaking which may or may not be true; secondly, even given the framework, the recent model-building trend has been away from the desert hypothesis: for example, in the suggestion of (very) large extra dimensions. It is not clear to us whether in such theories the suppression of Eq. (1.2) relative to Eq. (1.1) will necessarily be sustained. Be that as it may, we believe that there is a case for an agnostic approach to supersymmetry-breaking whereby all dimension 2 and dimension 3 terms are considered without prejudice, in theories where they do not cause quadratic divergences.

In a previous paper [2] we gave the one-loop $\beta$ functions for the parameters defined in Eq. (1.2), both in general and in the MSSM context. In this paper we extend the general results to two loops. We find (and verify through two loops) a renormalization-group-(RG)-invariant relation which can be imposed between $r, b, m^{2}$, and $m_{A}$. We also investigate the consequences of Yukawa infrared (and quasi-infra-red) fixed point structure for the MSSM, where we find that some (but not all) of the predictions founded on the MSSM survive in the presence of the nonholomorphic terms.

## II. THE $\boldsymbol{\beta}$ FUNCTIONS

We begin with the one-loop $\beta$ functions for a theory with

$$
\begin{equation*}
L=L_{\mathrm{SUSY}}+L_{\mathrm{soft}}, \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{\mathrm{soft}}=L_{\mathrm{soft}}^{(1)}+L_{\mathrm{soft}}^{(2)}, \tag{2.2}
\end{equation*}
$$

and where $L_{\text {SUSY }}$ is the Lagrangian for the supersymmetric gauge theory, containing the gauge multiplet $\left\{A_{\mu}, \lambda\right\}$ ( $\lambda$ being the gaugino) and a chiral superfield $\Phi_{i}$ with component fields $\left\{\phi_{i}, \psi_{i}\right\}$ transforming as a (in general reducible) representation $R$ of the gauge group $\mathcal{G}$. (We give results here for
a simple gauge group, though the extension to a nonsimple gauge group is straightforward.) We assume a superpotential of the form

$$
\begin{equation*}
W=\frac{1}{6} Y^{i j k} \phi_{i} \phi_{j} \phi_{k} \tag{2.3}
\end{equation*}
$$

Note that we do not include an explicit supersymmetric $\mu$ term in $W$; the usual theory containing only $L_{\text {soft }}^{(1)}$ together with a supersymmetric $\mu$ term can be recovered by taking in $L_{\text {soft }}^{(2)}$

$$
\begin{equation*}
m_{A}^{i a}=0, m_{F}=\mu, \quad r_{i}^{j k}=Y^{j k l} \mu_{i l} \tag{2.4}
\end{equation*}
$$

and replacing $\left(m^{2}\right)^{i}{ }_{j}$ in $L_{\text {soft }}^{(1)}$ by $\left(m^{2}\right)^{i}{ }_{j}+\mu^{i l} \mu_{j l}$.
The one-loop results for the gauge coupling $\beta$ function $\beta_{g}$ and for the chiral field anomalous dimension $\gamma$ are

$$
\begin{equation*}
16 \pi^{2} \beta_{g}=g^{3} Q \quad \text { and } \quad 16 \pi^{2} \gamma_{j}^{i}=P_{j}^{i} \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
Q=T(R)-3 C(G) \quad \text { and } \quad P_{j}^{i}=\frac{1}{2} Y^{i k l} Y_{j k l}-2 g^{2} C(R)_{j}^{i} \tag{2.6}
\end{equation*}
$$

Here

$$
\begin{align*}
T(R) \delta_{a b} & =\operatorname{Tr}\left(R_{a} R_{b}\right), \quad C(G) \delta_{a b}=f_{a c d} f_{b c d}, \quad \text { and } \\
C(R)_{j}^{i} & =\left(R_{a} R_{a}\right)_{j}^{i} \tag{2.7}
\end{align*}
$$

and as usual $Y_{i j k}^{*}=Y^{i j k}$, etc. For the new soft terms from Eq. (1.2) we have [2]

$$
\begin{align*}
& 16 \pi^{2} \beta_{m_{F i j}}=P^{k}{ }_{i} m_{F k j}+P^{k}{ }_{j} m_{F i k},  \tag{2.8a}\\
& 16 \pi^{2} \beta_{m_{A i a}}=P^{j}{ }_{i} m_{A j a}+g^{2} Q m_{A i a}, \tag{2.8b}
\end{align*}
$$

and

$$
\begin{align*}
16 \pi^{2}\left(\beta_{r}\right)_{i}^{j k}= & \frac{1}{2} P^{l}{ }_{i} r_{l}^{j k}+P^{k}{ }_{l} r_{i}^{j l}+\frac{1}{2} r_{i}^{m n} Y_{l m n} Y^{l j k} \\
& +2 r_{l}^{m j} Y_{i m n} Y^{k l n}+2 g^{2} r_{l}^{j k} C(R)^{l}{ }_{i} \\
& +2 g^{2} r_{l}^{m j}\left(R_{a}\right)^{k}\left(R_{a}\right)^{l}{ }_{m}-2 m_{F l m} Y^{m n j} Y^{p l k} Y_{n p i} \\
& -4 g^{2} m_{F i l} C(R)^{l}{ }_{m} Y^{m j k} \\
& -4 g \sqrt{2}\left[g^{2} C(G) m_{A}^{j a}\left(R_{a}\right)^{k}{ }_{i}\right. \\
& \left.+\left(R_{a}\right)^{j}{ }_{l} Y^{l m k} Y_{m n i} m_{A}^{n a}\right]+(k \leftrightarrow j) . \tag{2.9}
\end{align*}
$$

For the original soft terms in Eq. (1.1) we have

$$
\begin{gather*}
16 \pi^{2} \beta_{h}^{i j k}=U^{i j k}+U^{k i j}+U^{j k i}  \tag{2.10a}\\
16 \pi^{2} \beta_{b}^{i j}=V^{i j}+V^{j i},  \tag{2.10b}\\
16 \pi^{2}\left[\beta_{m^{2}}\right]_{j}^{i}=W_{j}^{i}, \tag{2.10c}
\end{gather*}
$$

$$
\begin{equation*}
16 \pi^{2} \beta_{M}=2 g^{2} Q M \tag{2.10d}
\end{equation*}
$$

where

$$
\begin{gather*}
U^{i j k}=h^{i j l} P^{k}{ }_{l}+Y^{i j l} X^{k}{ }_{l},  \tag{2.11a}\\
V^{i j}=b^{i l} P^{j}{ }_{l}+r_{l m}^{i} h^{j l m}+r_{l}^{i m} r_{m}^{j l}-m_{F k l} Y^{i l m} m_{F m n} Y^{j n k} \\
+4 g^{2} M m_{F}^{i k} C(R)^{j}{ }_{k}-4 g^{2} C(G) m_{A}^{i a} m_{A}^{j a},  \tag{2.11b}\\
W^{i}{ }_{j}=\frac{1}{2} Y_{j p q} Y^{p q n}\left(m^{2}\right)^{i}{ }_{n}+\frac{1}{2} Y^{i p q} Y_{p q n}\left(m^{2}\right)^{n}{ }_{j} \\
+2 Y^{i p q} Y_{j p r}\left(m^{2}\right)^{r}{ }_{q}+h_{j p q} h^{i p q}+r_{j}^{k l} r_{k l}^{i}+2 r_{j l}^{k} r_{k}^{i l} \\
-4\left(m_{F}^{k l} m_{F l m}+m_{A m a} m_{A}^{k a}\right) Y^{i m n} Y_{j k n} \\
-8 g^{2}\left[M M^{*} C(R)^{i}{ }_{j}+m_{F}^{k l} m_{F j k} C(R)^{i}{ }_{l}+C(G) m_{A}^{i a} m_{A j a}\right. \\
\left.+\left(R_{a} R_{b}\right)^{i}{ }_{j} m_{A k a} m_{A}^{k b}\right]-4 \sqrt{2} g\left[Y^{i m l} m_{F m n}\left(R_{a}\right)^{n}{ }_{j} m_{A l a}\right. \\
\left.+Y_{j m l} m_{F}^{m n}\left(R_{a}\right)^{i}{ }_{n} m_{A}^{l a}\right] \tag{2.11c}
\end{gather*}
$$

with

$$
\begin{equation*}
X_{j}^{i}=h^{i k l} Y_{j k l}+4 g^{2} M C(R)_{j}^{i} . \tag{2.12}
\end{equation*}
$$

Note that we have omitted from Eq. (2.10c) a contribution of the form $g^{2}\left(R_{a}\right)^{i}{ }_{j} \operatorname{Tr}\left[R_{a} m^{2}\right]$. This term arises only for $U(1)$ and amounts to a renormalization of the linear $D$ term that is allowed in that case. The two-loop $\beta$ functions are listed in the Appendix (for the case $m_{F}=0$ ).

There has been much interest recently in RG-invariant relations expressing the usual soft couplings $M, h^{i j k}$, and $\left(m^{2}\right)_{j}^{i}$ in terms of the $\beta$ functions for the unbroken theory. In Refs. [3] these relations were derived from the superconformal anomaly, while in Ref. [4] they were derived using exact results for the soft-breaking $\beta$ functions obtained using the spurion formalism. From the latter point of view, there would seem no a priori reason to expect such RG-invariant results for the new nonstandard couplings. The reason for this is that the spurion formalism enables us to relate the renormalization of the standard soft terms $M, h^{i j k}$, and $\left(m^{2}\right)^{i}{ }_{j}$ to the anomalous dimension $\gamma$ of the chiral superfield. This does not carry over to, for example, the case of $r_{i}^{j k}$ because the corresponding superspace interaction is $\Phi^{2} \Phi^{*}$ which is nonrenormalizable and hence leads to divergences beyond those described by $\gamma$. It is (at first sight) surprising, therefore, that it is in fact possible to develop RG-invariant expressions for the nonstandard couplings. We start by writing $m_{F}=\mu$ in Eqs. (2.8) $-(2.11)$, since, as we shall explain in more detail later, $m_{F}$ will effectively be playing the rôle of a supersymmetric $\mu$ term. Then first, the relation

$$
\begin{equation*}
r_{i}^{j k}=\sqrt{2} g\left[\left(R_{a}\right)^{j}{ }_{i} m_{A}^{k a}+\left(R_{a}\right)^{k}{ }_{i} m_{A}^{j a}\right]+Y^{j k l} \mu_{i l} \tag{2.13}
\end{equation*}
$$

defines a renormalization-group trajectory for $r_{i}^{j k}$. If we impose Eq. (2.13) in Eq. (2.9), we find

$$
\begin{align*}
\left(\beta_{r}\right)_{i}^{j k}= & \sqrt{2} \beta_{g}\left[\left(R_{a}\right)^{j}{ }_{i} m_{A}^{k a}+\left(R_{a}\right)^{k}{ }_{i} m_{A}^{j a}\right]+\sqrt{2} g\left[\left(R_{a}\right)^{j}{ }_{i} \beta_{m_{A}}^{k a}\right. \\
& \left.+\left(R_{a}\right)^{k}{ }_{i}{ }_{\beta_{m_{A}}^{j a}}\right]+\beta_{Y}^{j k l} \mu_{i l}+Y^{j k l} \beta_{\mu i l} . \tag{2.14}
\end{align*}
$$

This clearly implies that Eq. (2.13) is RG invariant. Now suppose that in the usual theory, with a supersymmetric $\mu$ term and only the soft terms contained in $L_{\text {soft }}^{(1)}$, we have solved the RG equations, with the functions $\left(m_{s}^{2}\right)^{i}{ }_{j}$ and $b_{s}^{i j}$ being the solutions for $\left(m^{2}\right)^{i}{ }_{j}$ and $b^{i j}$. If we additionally impose

$$
\begin{equation*}
b^{i j}=b_{s}^{i j}+2 m_{A}^{a i} m_{A}^{a j} \tag{2.15}
\end{equation*}
$$

we find, on imposing Eq. (2.15) in Eq. (2.10b),

$$
\begin{equation*}
\beta_{b}^{i j}=\mu \frac{d}{d \mu} b_{s}^{i j}+2 \beta_{m_{A}}^{a i} m_{A}^{a j}+2 m_{A}^{a i} \beta_{m_{A}}^{a j} \tag{2.16}
\end{equation*}
$$

which implies that Eq. (2.15) is RG invariant. Finally, if we set

$$
\begin{equation*}
m^{A i a} m_{A j a}=\rho \delta_{j}^{i}, \quad\left(m^{2}\right)_{j}^{i}=\left(m_{s}^{2}\right)_{j}^{i}+\mu^{i k} \mu_{k j}+2 \rho \delta_{j}^{i}, \tag{2.17}
\end{equation*}
$$

where $\rho$ is an arbitrary constant, and the matter multiplet satisfies $C(R)^{i}{ }_{j}=C(G) \delta_{j}^{i}$, then we find on substituting Eq. (2.17) into Eq. (2.10c) that

$$
\begin{align*}
\left(\beta_{m^{2}}\right)^{i}{ }_{j}= & \mu \frac{d}{d \mu}\left(m_{s}^{2}\right)_{j}^{i}+\beta_{\mu}^{i k} \mu_{k j}+\mu^{i k} \beta_{\mu k j} \\
& +2 \beta_{m_{A}}^{a i} m_{A a j}+2 m_{A}^{a i} \beta_{m_{A} a j} \tag{2.18}
\end{align*}
$$

demonstrating the RG invariance of Eq. (2.17). Note that here we are including a supersymmetric $\mu$ term. To be more explicit, another way to phrase our results is to say that in a theory with $W=\frac{1}{6} Y^{i j k} \phi_{i} \phi_{j} \phi_{k}+\frac{1}{2} \mu^{i j} \phi_{i} \phi_{j}$, together with $L_{\text {soft }}$ as in Eq. (2.2), but taking $m_{F}=0$ in Eq. (1.2), the relations

$$
\begin{gather*}
r_{i}^{j k}=\sqrt{2} g\left[\left(R_{a}\right)^{j}{ }_{i} m_{A}^{k a}+\left(R_{a}\right)^{k}{ }_{i} m_{A}^{j a}\right],  \tag{2.19a}\\
b^{i j}=b_{s}^{i j}+2 m_{A}^{a i} m_{A}^{a j},  \tag{2.19b}\\
m^{A i a} m_{A j a}=\rho \delta^{i}{ }_{j}, \quad\left(m^{2}\right)^{i}{ }_{j}=\left(m_{s}^{2}\right)^{i}{ }_{j}+2 \rho \delta^{i}{ }_{j} \tag{2.19c}
\end{gather*}
$$

are RG invariant [once again with the proviso that the matter multiplet satisfies $C(R)^{i}{ }_{j}=C(G) \delta^{i}{ }_{j}$ in the case of Eq. $(2.19 \mathrm{c})]$. Using the two-loop results given in the Appendix, we can show that the trajectory is also RG invariant at twoloop order. In the special case of a one-loop finite theory (and setting $\mu=0$ ) the above trajectory was described in Ref. [2].

The existence of the RG trajectory described by Eq. (2.19) can in fact be understood using spurions (we are most grateful to the referee for pointing out the following argument). Consider the term

$$
\begin{equation*}
L_{\mathrm{soft}}=\sqrt{2} m_{A} \int \theta^{\alpha} W_{\alpha}^{a} \Phi^{a} d^{2} \theta+\text { c.c. } \tag{2.20}
\end{equation*}
$$

where $\Phi^{a}(\phi, \psi, F)$ is a chiral superfield in the adjoint representation and

$$
\begin{equation*}
W_{\alpha}^{a}=\lambda_{\alpha}^{a}-D^{a} \theta_{\alpha}+\cdots \tag{2.21}
\end{equation*}
$$

is the usual superspace gauge field strength. In the WessZumino gauge this reduces to

$$
\begin{equation*}
L_{\mathrm{soft}}=m_{A}\left(\lambda^{a} \psi^{a}+\text { c.c. }\right)-\sqrt{2} m_{A} D^{a}\left(\phi^{a}+\phi^{* a}\right) . \tag{2.22}
\end{equation*}
$$

When the auxiliary field $D$ is eliminated this produces the following contributions to the Lagrangian

$$
\begin{equation*}
L=m_{A}\left(\lambda^{a} \psi^{a}+\text { c.c. }\right)+\frac{1}{2}\left[g \phi^{*} R^{a} \phi+\sqrt{2} m_{A}\left(\phi^{a}+\phi^{* a}\right)\right]^{2} \tag{2.23}
\end{equation*}
$$

which, it is easy to see, precisely accounts for all the terms in Eq. (2.19). The fact that we were forced to place the chiral superfield in the adjoint representation to obtain an RG invariant trajectory is now simply understood in that for such a field we can obtain all our '"nonholomorphic'" soft breakings from a single holomorphic term, Eq. (2.20). Moreover, the fact that it is holomorphic means that we can immediately apply the nonrenormalization theorem to show that (on the trajectory)

$$
\begin{equation*}
\beta_{m_{A}}=\left(\frac{\beta_{g}}{g}+\gamma\right) m_{A} \tag{2.24}
\end{equation*}
$$

It is easy to verify this result through two loops using Eqs. (2.8b), (A2).

## III. THE MSSM

Retaining only the third generation Yukawa couplings we have the superpotential

$$
\begin{equation*}
W=\lambda_{t} H_{2} Q \bar{t}+\lambda_{b} H_{1} Q \bar{b}+\lambda_{\tau} H_{1} L \bar{\tau}, \tag{3.1}
\end{equation*}
$$

and soft breaking terms

$$
\begin{align*}
L_{\mathrm{soft}}^{(1)}= & \sum_{\phi} m_{\phi}^{2} \phi^{*} \phi+\left[m_{3}^{2} H_{1} H_{2}+\sum_{i=1}^{3} \frac{1}{2} M_{i} \lambda_{i} \lambda_{i}+\text { H.c. }\right] \\
& +\left[A_{t} \lambda_{t} H_{2} Q \bar{t}+A_{b} \lambda_{b} H_{1} Q \bar{b}+A_{\tau} \lambda_{\tau} H_{1} L \bar{\tau}+\text { H.c. }\right] \tag{3.2}
\end{align*}
$$

and

$$
\begin{align*}
L_{\mathrm{soft}}^{(2)}= & m_{\psi} \psi_{H_{1}} \psi_{H_{2}}+\bar{A}_{t} \lambda_{t} H_{1}^{*} Q \bar{t}+\bar{A}_{b} \lambda_{b} H_{2}^{*} Q \bar{b} \\
& +\bar{A}_{\tau} \lambda_{\tau} H_{2}^{*} L \bar{\tau}+\text { H.c. } \tag{3.3}
\end{align*}
$$

If we set $m_{\psi}=\bar{A}_{\tau}=\bar{A}_{b}=\bar{A}_{t}=\mu$ and $m_{1,2}^{2} \rightarrow m_{1,2}^{2}+\mu^{2}$ then we recover the MSSM. (A note on notation: in our previous paper [2] we followed Inoue et al. [5], who used $m_{\psi}$ $=m_{4}, \bar{A}_{\tau}=m_{5}, \bar{A}_{b}=m_{7}, \bar{A}_{t}=m_{9}$, and correspondingly $A_{\tau}$ $=m_{6}, A_{b}=m_{8}$, and $A_{t}=m_{10}$.) As in Eq. (3.1) we assume third generation dominance here (this may not be true, of
course). In fact we neglect all mixing between the generations and all couplings associated with the first two generations throughout; for the generalisation to include these (in the absence of our nonholomorphic terms) in the quasi-fixedpoint context, see Ref. [6].

The supersymmetric couplings evolve according to the well-known equations

$$
\begin{gather*}
\frac{d \alpha_{i}}{d t}=-b_{i} \alpha_{i}^{2}, \quad(i=1,2,3)  \tag{3.4a}\\
\frac{d y_{t}}{d t}=-y_{t}\left(6 y_{t}+y_{b}-\sum_{i} C_{i}^{t} \alpha_{i}\right)  \tag{3.4b}\\
\frac{d y_{b}}{d t}=-y_{b}\left(6 y_{b}+y_{t}+y_{\tau}-\sum_{i} C_{i}^{b} \alpha_{i}\right)  \tag{3.4c}\\
\frac{d y_{\tau}}{d t}=-y_{\tau}\left(4 y_{\tau}+3 y_{b}-\sum_{i} C_{i}^{\tau} \alpha_{i}\right) \tag{3.4d}
\end{gather*}
$$

where $t=-(1 / 2 \pi) \ln \mu$,

$$
\begin{equation*}
\alpha_{i}=\frac{g_{i}^{2}}{4 \pi}, \quad y_{t}=\frac{\lambda_{t}^{2}}{4 \pi}, \quad \text { etc. }, \tag{3.5}
\end{equation*}
$$

and

$$
\begin{gather*}
b_{i}=\left(\frac{33}{5}, 1,-3\right), \quad C_{i}^{t}=\left(\frac{13}{15}, 3, \frac{16}{3}\right), \\
C_{i}^{b}=\left(\frac{7}{15}, 3, \frac{16}{3}\right), \quad C_{i}^{\tau}=\left(\frac{9}{5}, 3,0\right), \quad i=1,2,3 . \tag{3.6}
\end{gather*}
$$

It is straightforward to show from our results that

$$
\begin{align*}
\frac{d m_{\psi}}{d t}= & -\frac{1}{2}\left(y_{\tau}+3 y_{b}+3 y_{t}-2 \sum_{i} C_{i}^{H} \alpha_{i}\right) m_{\psi},  \tag{3.7a}\\
\frac{d \bar{A}_{\tau}}{d t}= & -\frac{1}{2}\left(y_{\tau}-3 y_{b}+3 y_{t}\right) \bar{A}_{\tau}-3 y_{b} \bar{A}_{b} \\
& +\left(2 m_{\psi}-\bar{A}_{\tau}\right) \sum_{i} C_{i}^{H} \alpha_{i},  \tag{3.7b}\\
\frac{d \bar{A}_{b}}{d t}= & -\frac{1}{2}\left(3 y_{b}+5 y_{t}-y_{\tau}\right) \bar{A}_{b}-\bar{A}_{\tau} y_{\tau}+y_{t}\left(2 m_{\psi}-\bar{A}_{t}\right) \\
+ & \left(2 m_{\psi}-\bar{A}_{b}\right) \sum_{i} C_{i}^{H} \alpha_{i},  \tag{3.7c}\\
\frac{d \bar{A}_{t}}{d t}= & -\frac{1}{2}\left(y_{\tau}+5 y_{b}+3 y_{t}\right) \bar{A}_{t}+y_{b}\left(2 m_{\psi}-\bar{A}_{b}\right) \\
& +\left(2 m_{\psi}-\bar{A}_{t}\right) \sum_{i} C_{i}^{H} \alpha_{i}, \tag{3.7d}
\end{align*}
$$

$$
\begin{equation*}
\frac{d A_{\tau}}{d t}=-4 y_{\tau} A_{\tau}-3 y_{b} A_{b}-\sum_{i} C_{i}^{\tau} \alpha_{i} M_{i} \tag{3.7e}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d A_{b}}{d t}=-y_{\tau} A_{\tau}-6 y_{b} A_{b}-y_{t} A_{t}-\sum_{i} C_{i}^{b} \alpha_{i} M_{i} \tag{3.7f}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d A_{t}}{d t}=-y_{b} A_{b}-6 y_{t} A_{t}-\sum_{i} C_{i}^{t} \alpha_{i} M_{i} \tag{3.7~g}
\end{equation*}
$$

$$
\begin{align*}
\frac{d m_{1}^{2}}{d t}= & -y_{\tau}\left(m_{1}^{2}+A_{\tau}^{2}+m_{L}^{2}+m_{\bar{\tau}}^{2}\right)-3 y_{b}\left(m_{1}^{2}+A_{b}^{2}+m_{Q}^{2}+m_{b}^{2}\right) \\
& -3 y_{t} \bar{A}_{t}^{2}+2 \sum_{i} C_{i}^{H} \alpha_{i}\left(m_{\psi}^{2}+M_{i}^{2}\right),  \tag{3.7h}\\
\frac{d m_{2}^{2}}{d t}= & -3 y_{t}\left(m_{2}^{2}+A_{t}^{2}+m_{Q}^{2}+m_{t}^{2}\right)-y_{\tau} \bar{A}_{\tau}^{2}-3 y_{b} \bar{A}_{b}^{2} \\
& +2 \sum_{i} C_{i}^{H} \alpha_{i}\left(m_{\psi}^{2}+M_{i}^{2}\right), \tag{3.7i}
\end{align*}
$$

$$
\begin{gather*}
\frac{d m_{3}^{2}}{d t}=-\frac{1}{2}\left(y_{\tau}+3 y_{b}+3 y_{t}\right) m_{3}^{2}-y_{\tau} \bar{A}_{\tau} A_{\tau}-3 y_{b} \bar{A}_{b} A_{b} \\
-3 y_{t} \bar{A}_{t} A_{t}+\frac{1}{2} \sum_{i} C_{i}^{H} \alpha_{i}\left(m_{3}^{2}-2 M_{i} m_{\psi}\right)  \tag{3.7j}\\
\frac{d m_{Q}^{2}}{d t}=-X_{b}-X_{t}+2 \sum_{i} C_{i}^{Q} \alpha_{i} M_{i}^{2}  \tag{3.7k}\\
\frac{d m_{t}^{2}}{d t}=-2 X_{t}+2 \sum_{i} C_{i}^{\bar{t}} \alpha_{i} M_{i}^{2} \tag{3.71}
\end{gather*}
$$

$$
\begin{equation*}
\frac{d m^{2}-\frac{b}{b}}{d t}=-2 X_{b}+2 \sum_{i} C_{i}^{\bar{b}} \alpha_{i} M_{i}^{2} \tag{3.7~m}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d m_{L}^{2}}{d t}=-X_{\tau}+2 \sum_{i} C_{i}^{H} \alpha_{i} M_{i}^{2} \tag{3.7n}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d m_{\bar{\tau}}^{2}}{d t}=-2 X_{\tau}+2 \sum_{i} C_{i}^{\bar{\tau}} \alpha_{i} M_{i}^{2} \tag{3.7o}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d M_{i}}{d t}=-b_{i} M_{i} \alpha_{i} \tag{3.7p}
\end{equation*}
$$

where

$$
\begin{gather*}
C^{Q}=\left(\frac{1}{30}, \frac{3}{2}, \frac{8}{3}\right), \quad C^{\bar{t}}=\left(\frac{8}{15}, 0, \frac{8}{3}\right), \quad C^{\bar{b}}=\left(\frac{2}{15}, 0, \frac{8}{3}\right), \\
C^{\bar{\tau}}=\left(\frac{6}{5}, 0,0\right), \quad C_{i}^{H}=\left(\frac{3}{10}, \frac{3}{2}, 0\right), \quad i=1,2,3, \quad \tag{3.8}
\end{gather*}
$$

and where

$$
\begin{align*}
& X_{t}=y_{t}\left(m_{Q}^{2}+m_{t}^{2}+m_{2}^{2}+\bar{A}_{t}^{2}+A_{t}^{2}-2 m_{\psi}^{2}\right), \\
& X_{b}=y_{b}\left(m_{Q}^{2}+m_{b}^{2}+m_{1}^{2}+\bar{A}_{b}^{2}+A_{b}^{2}-2 m_{\psi}^{2}\right), \\
& X_{\tau}=y_{\tau}\left(m_{L}^{2}+m_{\tau}^{2}+m_{1}^{2}+\bar{A}_{\tau}^{2}+A_{\tau}^{2}-2 m_{\psi}^{2}\right) \tag{3.9}
\end{align*}
$$

## A. The small $\tan \boldsymbol{\beta}$ region

In the small $\tan \beta$ region where we take $y_{b}=y_{\tau}=0$, Eqs. (3.4a), (3.4b) are easily solved to give

$$
\begin{gather*}
\alpha_{i}(t)=\frac{\alpha_{0}}{1+b_{i} \alpha_{0} t},  \tag{3.10a}\\
y_{t}(t)=y_{0} f(t) H_{6}\left(t, y_{0}\right), \tag{3.10b}
\end{gather*}
$$

where

$$
\begin{equation*}
f(t)=\prod_{i}\left[1+b_{i} \alpha_{0} t\right]^{C_{i}^{t} / b_{i}} \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{6}\left(t, y_{0}\right)=\frac{1}{1+6 y_{0} F(t)}, \quad F(t)=\int_{0}^{t} f(\tau) d \tau \tag{3.12}
\end{equation*}
$$

and where $y_{0}=y_{t}(0)$ and we assume a common initial gauge coupling $\alpha_{i}(0)=\alpha_{0}$ at a unification scale $M_{U}$. We then easily solve Eqs. (3.7a)-(3.7d) to give

$$
\begin{gather*}
m_{\psi}(t)=H_{6}\left(t, y_{0}\right)^{1 / 4} \widetilde{f}(t) m_{\psi}(0),  \tag{3.13a}\\
\mathcal{A}_{t}(t)=1+\widetilde{f}(t)^{-2}\left[\mathcal{A}_{t}(0)-1\right],  \tag{3.13b}\\
\mathcal{A}_{b}(t)=1+H_{6}\left(t, y_{0}\right)^{1 / 6} \widetilde{f}(t)^{-2}\left[\mathcal{A}_{t}(0)+\mathcal{A}_{b}(0)-2\right] \\
+\widetilde{f}(t)^{-2}\left[1-\mathcal{A}_{t}(0)\right],  \tag{3.13c}\\
 \tag{3.13~d}\\
\mathcal{A}_{\tau}(t)=1+\widetilde{f}(t)^{-2}\left[\mathcal{A}_{\tau}(0)-1\right],
\end{gather*}
$$

where

$$
\begin{equation*}
\widetilde{f}(t)=\prod_{i}\left[1+b_{i} \alpha_{0} t\right]^{C_{i}^{H} / b_{i}}, \tag{3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{A}_{t}=\frac{\bar{A}_{t}(t)}{m_{\psi}(t)}, \quad \mathcal{A}_{b}=\frac{\bar{A}_{b}(t)}{m_{\psi}(t)}, \quad \mathcal{A}_{\tau}=\frac{\bar{A}_{\tau}(t)}{m_{\psi}(t)} . \tag{3.15}
\end{equation*}
$$

Using the elementary solution of Eq. (3.7p),

$$
\begin{equation*}
M_{i}=\frac{M_{0}}{1+b_{i} \alpha_{0} t} \tag{3.16}
\end{equation*}
$$

where we assume a common initial gaugino mass $M_{i}(0)$ $=M_{0}$, we can also solve Eq. (3.7g), giving

$$
\begin{align*}
A_{t}(t)= & \left\{A_{t}(0)+6 y_{0} M_{0}[t f(t)-F(t)]\right\} H_{6}\left(t, y_{0}\right) \\
& -M_{0} t \frac{1}{f(t)} \frac{d f}{d t} \tag{3.17}
\end{align*}
$$

It is instructive to note that the boundary condition on the gaugino masses plays a crucial role in determining the form of the solution. Thus if we take instead

$$
\begin{equation*}
M_{i}(0)=m_{3 / 2} b_{i} \alpha_{0} \tag{3.18}
\end{equation*}
$$

then we obtain

$$
\begin{align*}
A_{t}= & H_{6}\left[A_{t}(0)+m_{3 / 2}\left(6 y_{0}-\sum_{i} C_{i}^{t} \alpha_{0}\right)\right] \\
& +m_{3 / 2}\left[\sum_{i} C_{i}^{t} \alpha_{i}(t)-6 y(t)\right] \tag{3.19}
\end{align*}
$$

which, if we impose the initial condition $A_{t}(0)+m_{3 / 2}\left(6 y_{0}\right.$ $\left.-\Sigma_{i} C_{i}^{t} \alpha_{0}\right)=0$, is the one-loop form of the conformal anomaly solution [3,4] for $A_{t}$.

Proceeding with Eq. (3.17), we can (with more labor) solve Eqs. (3.7h), (3.7i), (3.7k)-(3.7o), giving

$$
\begin{aligned}
m_{Q}^{2}(t)= & m_{Q}^{2}(0)+M_{0}^{2}\left(\frac{8}{3} f_{3}(t)+\frac{3}{2} f_{2}(t)+\frac{1}{30} f_{1}(t)\right) \\
& +\frac{1}{6} \Delta(t)+Y(t), \\
m_{t}^{2}(t)= & m_{\bar{t}}^{2}(0)+M_{0}^{2}\left(\frac{8}{3} f_{3}(t)+\frac{8}{15} f_{1}(t)\right)+\frac{1}{3} \Delta(t)+2 Y(t), \\
m_{\bar{b}}^{2}= & m_{\bar{b}}^{2}(0)+M_{0}^{2}\left(\frac{8}{3} f_{3}(t)+\frac{2}{15} f_{1}(t)\right), \\
m_{2}^{2}(t)= & m_{2}^{2}(0)+M_{0}^{2}\left(\frac{3}{2} f_{2}(t)+\frac{3}{10} f_{1}(t)\right)+\frac{1}{2} \Delta(t)-3 Y(t), \\
m_{1}^{2}(t)= & m_{1}^{2}(0)+M_{0}^{2}\left(\frac{3}{2} f_{2}(t)+\frac{3}{10} f_{1}(t)\right) \\
& +\left\{\widetilde{f}^{2}(t)^{2} m_{\psi}(0)^{2}+2 m_{\psi}(0)\left[\bar{A}_{t}(0)\right.\right. \\
& \left.\left.-m_{\psi}(0)\right]\right\} H_{6}\left(t, y_{0}\right)^{1 / 2}+m_{\psi}(0) \\
& \times\left[m_{\psi}(0)-2 \bar{A}_{t}(0)\right]-3 y_{0}\left[\bar{A}_{t}(0)\right. \\
& \left.-m_{\psi}(0)\right]^{2} \Omega_{(6,3 / 2)}(t),
\end{aligned}
$$

$$
m_{L}^{2}(t)=m_{L}^{2}(0)+M_{0}^{2}\left(\frac{3}{2} f_{2}(t)+\frac{3}{10} f_{1}(t)\right)
$$

$$
\begin{equation*}
m_{\bar{\tau}}^{2}(t)=m_{\bar{\tau}}^{2}(0)+\frac{6}{5} M_{0}^{2} f_{1}(t) \tag{3.20}
\end{equation*}
$$

where

$$
\begin{align*}
f_{i}(t)= & \frac{1}{b_{i}}\left(1-\frac{1}{\left(1+b_{i} \alpha_{0} t\right)^{2}}\right), \\
\Delta(t)= & {\left[\Sigma(0)-A_{t}(0)^{2}\right] H_{6}\left(t, y_{0}\right)+\left\{A_{t}(0)+6 M_{0} y_{0}[t f(t)\right.} \\
& -F(t)]\}^{2} H_{6}\left(t, y_{0}\right)^{2}-6 y_{0} M_{0}^{2} H_{6}\left(t, y_{0}\right) t^{2} \frac{d f}{d t}-\Sigma(0) \\
& +\left\{m_{\psi}(0)^{2} \widetilde{f}(t)^{2}-m_{\psi}(0)\left[m_{\psi}(0)\right.\right. \\
& \left.\left.-\bar{A}_{t}(0)\right]\right\} H_{6}\left(t, y_{0}\right)^{1 / 2}+\left\{m_{\psi}(0)\left[2 \bar{A}_{t}(0)-3 m_{\psi}(0)\right]\right. \\
& \left.-3\left[\bar{A}_{t}(0)-m_{\psi}(0)\right]^{2} \Omega_{(6,1 / 2)}(t)\right\} H_{6}\left(t, y_{0}\right), \tag{3.21}
\end{align*}
$$

with $\Sigma=m_{Q}^{2}+m_{t}^{2}+m_{2}^{2}$, and where

$$
\begin{equation*}
\Omega_{(a, n)}(t)=\int_{0}^{t} f(\tau) \widetilde{f}(\tau)^{-2} H_{a}\left(\tau, y_{0}\right)^{n} d \tau \tag{3.22}
\end{equation*}
$$

and

$$
\begin{align*}
Y(t)= & -\frac{1}{6}\left\{m_{\psi}(0)^{2} \widetilde{f}^{2}+2 m_{\psi}(0)\left[m_{\psi}(0)\right.\right. \\
& \left.\left.-\bar{A}_{t}(0)\right]\right\} H_{6}\left(t, y_{0}\right)^{1 / 2} \\
& +\frac{1}{6} m_{\psi}(0)\left[3 m_{\psi}(0)-2 \bar{A}_{t}(0)\right] \\
& -\frac{1}{2} y_{0}\left[\bar{A}_{t}(0)-m_{\psi}(0)\right]^{2} \Omega_{(6,3 / 2)}(t) . \tag{3.23}
\end{align*}
$$

Once again, use of the alternative boundary condition Eq. (3.18) and the corresponding solution for $A_{t}(t)$ leads instead (with appropriate initial conditions for the masses) to the conformal anomaly form for the $m^{2}$ terms. This we leave as an exercise for the reader.

In the special case of the MSSM, explicit solutions for the soft parameters were written down in Refs. [7]. Recently Codoban and Kazakov [8] have given an elegant derivation using the spurion formalism; their results may be obtained by setting $m_{\psi}=\bar{A}_{\tau}=\bar{A}_{b}=\bar{A}_{t}=0$. We note that in the more general case considered here it is not possible to obtain a simple closed form for $m_{3}^{2}(t)$. However, this is not a major drawback since in typical running analyses, $m_{3}^{2}\left(M_{Z}\right)$ is in any case derived by minimizing the effective potential.

## B. The large tan $\boldsymbol{\beta}$ region

In the large $\tan \beta$ region, if we make the approximation [9] $y_{b} \approx y_{t}=y, y_{\tau} \approx 0$, the Yukawa coupling is given to a good approximation by

$$
\begin{equation*}
y(t)=y_{0} \hat{f}(t) H_{7}\left(t, y_{0}\right) \tag{3.24}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{f}(t)=\prod_{i}\left[1+b_{i} \alpha_{0} t\right]^{C_{i}^{t b} / b_{i}} \tag{3.25}
\end{equation*}
$$

with $C^{t b}=\left(\frac{2}{3}, 3, \frac{16}{3}\right)$, and

$$
\begin{equation*}
H_{7}\left(t, y_{0}\right)=\frac{1}{1+7 y_{0} \hat{F}(t)}, \quad \hat{F}(t)=\int_{0}^{t} \hat{f}(\tau) d \tau \tag{3.26}
\end{equation*}
$$

Note that $C_{2,3}^{t b}=C_{2,3}^{t}=C_{2,3}^{b}$ while we have chosen to set $C_{1}^{t b}$ $=\frac{1}{2}\left(C_{1}^{t}+C_{1}^{b}\right)$. (In fact, it makes very little difference if we instead use $C^{t b}=C^{t}$, in which case $f=\hat{f}$ and $F=\hat{F}$.) We can then solve Eqs. (3.7a)-(3.7d) to obtain

$$
\begin{equation*}
m_{\psi}(t)=H_{7}\left(t, y_{0}\right)^{3 / 7} \widetilde{f}(t) m_{\psi}(0) \tag{3.27a}
\end{equation*}
$$

$$
\begin{align*}
\mathcal{A}_{t}(t)= & 1+\frac{1}{2} \widetilde{f}(t)^{-2} H_{7}\left(t, y_{0}\right)^{2 / 7}\left[\mathcal{A}_{t}(0)+\mathcal{A}_{b}(0)-2\right] \\
& +\frac{1}{2} \widetilde{f}(t)^{-2}\left[\mathcal{A}_{t}(0)-\mathcal{A}_{b}(0)\right] \tag{3.27b}
\end{align*}
$$

$$
\begin{align*}
\mathcal{A}_{b}(t)= & 1+\frac{1}{2} \widetilde{f}(t)^{-2} H_{7}\left(t, y_{0}\right)^{2 / 7}\left[\mathcal{A}_{t}(0)+\mathcal{A}_{b}(0)-2\right] \\
& -\frac{1}{2} \widetilde{f}(t)^{-2}\left[\mathcal{A}_{t}(0)-\mathcal{A}_{b}(0)\right]  \tag{3.27c}\\
\mathcal{A}_{\tau}(t)= & 1+H_{7}\left(t, y_{0}\right)^{-3 / 7} \widetilde{f}(t)^{-2}\left[\mathcal{A}_{\tau}(0)+\frac{1}{5} \mathcal{A}_{t}(0)-\frac{4}{5} \mathcal{A}_{b}(0)\right. \\
& \left.-\frac{2}{5}\right]+\frac{3}{10} H_{7}\left(t, y_{0}\right)^{2 / 7} \widetilde{f}(t)^{-2}\left[\mathcal{A}_{t}(0)+\mathcal{A}_{b}(0)-2\right] \\
& -\frac{1}{2} \widetilde{f}(t)^{-2}\left[\mathcal{A}_{t}(0)-\mathcal{A}_{b}(0)\right] . \tag{3.27d}
\end{align*}
$$

We also find from Eqs. (3.7f), (3.7g) that

$$
\begin{align*}
A_{t}(t)= & \left\{\frac{1}{2}\left[A_{t}(0)+A_{b}(0)\right]+7 y_{0} M_{0}[t \hat{f}(t)-\hat{F}(t)]\right\} \\
& \times H_{7}\left(t, y_{0}\right)-M_{0} t \frac{1}{\hat{f}(t)} \frac{d \hat{f}}{d t}+\left\{\frac{1}{2}\left[A_{t}(0)-A_{b}(0)\right]\right. \\
& \left.+5 y_{0} M_{0}[t g(t)-G(t)]\right\} H_{5}\left(t, y_{0}\right)-M_{0} t \frac{1}{g(t)} \frac{d g}{d t}, \\
A_{b}(t)= & \left\{\frac{1}{2}\left[A_{t}(0)+A_{b}(0)\right]+7 y_{0} M_{0}[t \hat{f}(t)-\hat{F}(t)]\right\} \\
& \times H_{7}\left(t, y_{0}\right)-M_{0} t \frac{1}{\hat{f}(t)} \frac{d \hat{f}}{d t}-\left\{\frac{1}{2}\left[A_{t}(0)-A_{b}(0)\right]\right. \\
& \left.+5 y_{0} M_{0}[t g(t)-G(t)]\right\} H_{5}\left(t, y_{0}\right)+M_{0} t \frac{1}{g(t)} \frac{d g}{d t}, \tag{3.28}
\end{align*}
$$

where

$$
\begin{equation*}
g=\left[1+b_{1} \alpha_{0} t\right]^{c_{1} / b_{1}}, \tag{3.29}
\end{equation*}
$$

with $2 c_{1}=C_{1}^{t}-C_{1}^{b}=1 / 5$, and

$$
\begin{gather*}
G=\frac{1}{\left(c_{1}+b_{1}\right) \alpha_{0}}\left\{\left[1+b_{1} \alpha_{0} t\right]^{c_{1} / b_{1}+1}-1\right\}, \\
H_{5}\left(t, y_{0}\right)=\frac{1}{1+5 y_{0} \hat{F}(t)} . \tag{3.30}
\end{gather*}
$$

With the further assumptions $\bar{A}_{b}(0) \approx \bar{A}_{t}(0), \quad A_{b}(0)$ $\approx A_{t}(0), m_{1}^{2} \approx m_{2}^{2}, m_{\bar{b}}^{2} \approx m_{t}^{2}$, and using $g(t) \approx 1$ and $G(t)$ $\approx t$, Eqs. (3.27), (3.28) simplify to

$$
\begin{align*}
& m_{\psi}(t)= H_{7}\left(t, y_{0}\right)^{3 / 7} \widetilde{f}(t) m_{\psi}(0),  \tag{3.31a}\\
& \mathcal{A}_{t}= \mathcal{A}_{b}=  \tag{3.31b}\\
& \mathcal{A}_{\tau}= 1+\widetilde{f}(t)^{-2} H_{7}\left(t, y_{0}\right)^{2 / 7}\left[t, \mathcal{A}_{t}(0)-1\right], \\
&+\frac{3}{5} H_{7}\left(t, y_{0}\right)^{2 / 7} \widetilde{f}(t)^{-2}\left[\mathcal{A}_{\tau}(0)-\frac{3}{5} \mathcal{A}_{t}(0)-\frac{2}{5}\right]  \tag{3.31c}\\
& A_{t}(t)= A_{b}(t)= \\
&\left\{A_{t}(0)+7 y_{0} M_{0}[t \hat{f}(t)-\hat{F}(t)]\right\} H_{7}\left(t, y_{0}\right)  \tag{3.31d}\\
&- M_{0} t \frac{1}{\hat{f}(t)} \frac{d \hat{f}}{d t},
\end{align*}
$$

and we find that with these assumptions we can obtain the following explicit solutions for the soft masses

$$
\begin{align*}
m_{Q}^{2}(t)= & m_{Q}^{2}(0)+M_{0}^{2}\left(\frac{8}{3} f_{3}(t)+\frac{3}{2} f_{2}(t)+\frac{1}{30} f_{1}(t)\right) \\
& +\frac{2}{7} \widetilde{\Delta}(t)+\widetilde{Y}(t) \\
m_{t}^{2}(t)= & m_{t}^{2}(0)+M_{0}^{2}\left(\frac{8}{3} f_{3}(t)+\frac{8}{15} f_{1}(t)\right)+\frac{2}{7} \widetilde{\Delta}(t)+\widetilde{Y}(t), \\
m_{2}^{2}(t)= & m_{2}^{2}(0)+M_{0}^{2}\left(\frac{3}{2} f_{2}(t)+\frac{3}{10} f_{1}(t)\right)+\frac{3}{7} \widetilde{\Delta}(t)-2 \widetilde{Y}(t), \tag{3.32}
\end{align*}
$$

where

$$
\begin{aligned}
\widetilde{\Delta}= & {\left[\Sigma(0)-A_{t}(0)^{2}\right] H_{7}\left(t, y_{0}\right)+\left\{A_{t}(0)+7 M_{0} y_{0}[t \hat{f}(t)\right.} \\
& -\hat{F}(t)]\}^{2} H_{7}\left(t, y_{0}\right)^{2}-7 y_{0} M_{0}^{2} H_{7}\left(t, y_{0}\right) t^{2} \frac{d \hat{f}}{d t}-\Sigma(0) \\
& +\left\{m_{\psi}(0)^{2}\left[\widetilde{f}(t)^{2} H_{7}\left(t, y_{0}\right)^{-1 / 7}-1\right]-7 y_{0}\left[\bar{A}_{t}(0)\right.\right. \\
& \left.-m_{\psi}(0)\right]^{2} \hat{\Omega}_{(7,6 / 7)}(t)+14 m_{\psi}(0)\left[\bar{A}_{t}(0)-m_{\psi}(0)\right]
\end{aligned}
$$

$$
\begin{equation*}
\left.\times\left[H_{7}\left(t, y_{0}\right)^{1 / 7}-1\right]\right\} H_{7}\left(t, y_{0}\right), \tag{3.33}
\end{equation*}
$$

with

$$
\begin{equation*}
\widetilde{Y}(t)=\frac{2}{7} m_{\psi}(0)^{2}\left\{1-H_{7}\left(t, y_{0}\right)^{6 / 7} \widetilde{f}(t)^{2}\right\} \tag{3.34}
\end{equation*}
$$

$\hat{\Omega}$ is defined like $\Omega$ in Eq. (3.22), except that $f \rightarrow \hat{f}$.

## C. Quasi-infrared fixed points and sum rules

The possibility that the weak-scale values of various parameters in the MSSM are governed by quasi-infrared fixedpoint (QIRFP) behavior [10] has received a good deal of attention; see, for example, Refs. [6], [8], [9], [11-14]. In this scenario, the value of the Yukawa coupling at the weak scale is close to the value corresponding to having a Landau pole at the unification scale. It follows that this value will be obtained for a wide range of input Yukawa couplings at $M_{U}$. In the small $\tan \beta$ case, for example, we have from Eq. (3.10b) that when $6 y_{0} F(t) \gg 1$ then $y_{t} \approx f(t) /(6 F(t))$, independent of $y_{0}$. Moreover, since $F\left(M_{Z}\right) \approx 18$ it follows that there is a range of perturbatively believable values of $y_{0}$ such that the QIRFP is approached at $M_{Z}$. (For a discussion of the extent to which this scenario is preserved at higher orders, see Ref. [12].) In what follows we will investigate whether this behavior of the Yukawa coupling causes QIRFP behavior for the soft parameters, simply by taking the limit of large $y_{0}$, and examining whether the results are independent of the initial conditions at $M_{Z}$. Of course whether the range of $y_{0}$ corresponding to close approach to any resulting QIRFP includes perturbatively believable values will depend on the details of the solution.

Thus from Eq. (3.17) we see that for small $\tan \beta$ and large $y_{0}$,

$$
\begin{equation*}
A_{t}(t) \approx M_{0}\left(\frac{t f(t)}{F(t)}-1-\frac{t}{f(t)} \frac{d f}{d t}\right) \tag{3.35}
\end{equation*}
$$

In the large $\tan \beta$ case, we have from Eq. (3.24) that for large $\tan \beta, y \approx \hat{f}(t) /(7 \hat{F}(t))$, and from Eq. (3.28)

$$
\begin{align*}
& A_{t} \approx M_{0}\left(\frac{t \hat{f}(t)}{\hat{F}(t)}-\frac{t}{\hat{f}(t)} \frac{d \hat{f}}{d t}+\frac{\operatorname{tg}(t)}{G(t)}-\frac{t}{g(t)} \frac{d g}{d t}-2\right), \\
& A_{b} \approx M_{0}\left(\frac{t \hat{f}(t)}{\hat{F}(t)}-\frac{t}{\hat{f}(t)} \frac{d \hat{f}}{d t}-\frac{\operatorname{tg}(t)}{G(t)}+\frac{t}{g(t)} \frac{d g}{d t}\right) . \tag{3.36}
\end{align*}
$$

Since the only difference between $f$ and $\hat{f}$, and correspondingly $F$ and $\hat{F}$, is the replacement of $C_{1}^{t}$ by $C_{1}^{t b}$, and since we have $g(t) \approx 1$ and $G(t) \approx t$, we see that the QIRFP predictions for $A_{t}$ and $A_{b}$ for large $\tan \beta$ are in fact close to the small $\tan \beta$ prediction for $A_{t}$. To be more explicit, for small $\tan \beta$ we find

$$
\begin{equation*}
\frac{A_{t}\left(M_{Z}\right)}{M_{3}\left(M_{Z}\right)} \approx-0.6 \tag{3.37}
\end{equation*}
$$

with less than a $1 \%$ difference in the large $\tan \beta$ case for $A_{t}\left(M_{Z}\right) / M_{3}\left(M_{Z}\right)$ or $A_{b}\left(M_{Z}\right) / M_{3}\left(M_{Z}\right)$, in agreement with Refs. [6], [9], [13].

Turning to the soft masses, we find that for small $\tan \beta$ and large $y_{0}$

$$
\begin{equation*}
\Delta \approx M_{0}^{2}\left(\frac{(t f-F)^{2}}{F^{2}}-\frac{t^{2}}{F} \frac{d f}{d t}\right)-\Sigma(0) \tag{3.38}
\end{equation*}
$$

with a similar equation for $\widetilde{\Delta}$ in the large $\tan \beta$ case, but with $f \rightarrow \hat{f}, F \rightarrow \hat{F}$ (after setting $A_{b} \approx A_{t}, \bar{A}_{b} \approx \bar{A}_{t}$ ), so that $\Delta$ depends on the initial values of the soft masses through $\Sigma(0)$.

In the standard case where the superpotential Eq. (3.1) contains also a $\mu$ term, but the soft terms are given only by Eq. (3.2), the resulting QIRFP pattern has been discussed by previous authors. As mentioned earlier, we can reproduce this case by setting $m_{\psi}=\bar{A}_{\tau}=\bar{A}_{b}=\bar{A}_{t}=\mu$ and $m_{1,2}^{2} \rightarrow m_{1,2}^{2}$ $+\mu^{2}$. However, for ease of presentation we start by analyzing the case $m_{\psi}=\bar{A}_{\tau}=\bar{A}_{b}=\bar{A}_{t}=0$; but it is straightforward to check that our results are still valid when we include the supersymmetric $\mu$ term as above. The most robust prediction is easily seen to be that (at small $\tan \beta$ )

$$
\begin{equation*}
\left.\frac{\Sigma\left(M_{z}\right)}{M_{3}\left(M_{Z}\right)^{2}} \approx \delta\left[\frac{(t f-F)^{2}}{F^{2}}+\frac{d}{d t}\left(\frac{t^{2}}{f} \frac{d f}{d t}\right)-\frac{t^{2}}{F} \frac{d f}{d t}\right]\right|_{M_{Z}} \tag{3.39}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta=\left(\frac{\alpha_{0}}{\alpha_{3}\left(M_{Z}\right)}\right)^{2} \tag{3.40}
\end{equation*}
$$

and we have used

$$
\sum_{i} C_{i}^{t} f_{i}=\frac{d}{f t}\left(\frac{t^{2}}{f} \frac{d f}{d t}\right)
$$

There is an analogous expression for large $\tan \beta$. So we see that for large $y_{0}, \Sigma$ is independent of the initial values of the soft masses. The result

$$
\frac{\Sigma\left(M_{Z}\right)}{M_{3}\left(M_{Z}\right)^{2}} \approx\left\{\begin{array}{l}
0.75 \text { small } \tan \beta  \tag{3.41}\\
0.76 \text { large } \tan \beta
\end{array}\right.
$$

(note the negligible difference between the large and small $\tan \beta$ cases) is in agreement with Refs. [6], [13].

If we assume a universal scalar (mass) ${ }^{2}, m_{0}^{2}$, at $M_{U}$ then it is easy to see that there are similar fixed points for the following quantities. At small $\tan \beta$ :

$$
\begin{align*}
& \frac{m_{Q}^{3}+m_{2}^{2}}{M_{3}\left(M_{Z}\right)^{2}} \approx 0.28  \tag{3.42a}\\
& \frac{m_{1}^{2}+2 m_{2}^{2}}{M_{3}\left(M_{Z}\right)^{2}} \approx-0.75 \tag{3.42b}
\end{align*}
$$

$$
\begin{equation*}
\frac{m_{t}^{2}}{M_{3}\left(M_{Z}\right)^{2}} \approx 0.47 \tag{3.42c}
\end{equation*}
$$

in broad agreement with Refs. [6], [13]. At large $\tan \beta$ :

$$
\begin{align*}
& \frac{m_{Q}^{2}-m_{t}^{2}}{M_{3}\left(M_{Z}\right)^{2}} \approx 0.05,  \tag{3.43a}\\
& \frac{2 m_{Q}^{2}+m_{2}^{2}}{M_{3}\left(M_{Z}\right)^{2}} \approx 0.81, \tag{3.43b}
\end{align*}
$$

which do not seem to appear explicitly in the literature, although it is easy to see that, for example, they are implied by Eqs. (20)-(23) of Ref. [9]. Note also that, writing

$$
\begin{align*}
\frac{\Delta\left(M_{Z}\right)}{M_{3}^{2}\left(M_{Z}\right)} & \left.\approx \delta\left[\frac{(t f-F)^{2}}{F^{2}}-\frac{t^{2}}{F} \frac{d f}{d t}\right]\right|_{M_{Z}}-\delta \frac{\Sigma(0)}{M_{0}^{2}} \\
& \approx-0.94-0.12 \frac{\Sigma(0)}{M_{0}^{2}} \tag{3.44}
\end{align*}
$$

then as long as $\Sigma(0) / M_{0}^{2}<7$ then the dependence on $\Sigma(0)$ of this ratio is suppressed. The result is further QIRFP behavior, for a limited range of boundary conditions at $M_{U}$ for the soft masses [8]; we will not discuss this possibility further, however.

As we pointed out before, the above predictions remain valid when the nonholomorphic terms simply reproduce the supersymmetric $\mu$-term. Let us turn now to examine the extent to which they survive the introduction of completely general nonholomorphic terms; first in the small $\tan \beta$ case. We see that $Y(t)$ in Eq. (3.23) still depends on $m_{\psi}(0)$ and $\bar{A}_{t}(0)$ as $y_{0} \rightarrow \infty$, and this dependence in fact grows with $y_{0}$, since the integrand of $\Omega_{(6,3 / 2)}$ develops a pole at $\tau=0$ as $y_{0} \rightarrow \infty$; similarly for $m_{1}^{2}$. Clearly, however, since $\Sigma$ is independent of $Y$, the results Eqs. (3.39) and (3.41) survive in the general case, but not Eq. (3.42a).

For large $\tan \beta$, we find that for $\widetilde{Y}$ in Eq. (3.34) we have $\widetilde{Y} \approx 2 / 7 m_{\psi}(0)^{2}$ as $y_{0} \rightarrow \infty . \Sigma, m_{Q}^{2}-m_{t}^{2}$ and $2 m_{Q}^{2}+m_{2}^{2}$ are, however, independent of $\widetilde{Y}$ so we obtain

$$
\begin{equation*}
\frac{\Sigma\left(M_{Z}\right)}{M_{3}\left(M_{Z}\right)^{2}} \approx 0.76 \tag{3.45}
\end{equation*}
$$

for arbitrary initial scalar masses, and

$$
\begin{align*}
& \frac{m_{Q}^{2}-m_{t}^{2}}{M_{3}\left(M_{Z}\right)^{2}} \approx 0.05 \\
& \frac{2 m_{Q}^{2}+m_{2}^{2}}{M_{3}\left(M_{Z}\right)^{2}} \approx 0.81 \tag{3.46}
\end{align*}
$$

for a universal scalar (mass) ${ }^{2}$. The fact that the latter QIRFPs are valid even for non-supersymmetric $m_{\psi}, \bar{A}_{\tau}, \bar{A}_{b}$, and $\bar{A}_{t}$ is rather remarkable. It is clear from Eq. (3.27) that this happens because in the limit $y_{0} \rightarrow \infty, m_{\psi}, \bar{A}_{t, b, \tau}$ all approach


FIG. 1. A plot of $\mathcal{A}_{t}+\mathcal{A}_{b}$ against $t=(1 / 2 \pi) \ln \left(M_{U} / \mu\right)$ for $\tan \beta \approx 1.7$, with $\mathcal{A}_{b}\left(M_{U}\right)=\mathcal{A}_{\tau}\left(M_{U}\right)=1$, and with $2 \leqslant \mathcal{A}_{t}\left(M_{U}\right)$ $\leqslant 11$.
zero. In Ref. [2] we argued that in the presence of the nonholomorphic soft terms it might be that there was no explicit supersymmetric $\mu$ term, and we explicitly demonstrated that there were regions of parameter space corresponding to an acceptable electroweak vacuum. Unfortunately this scenario cannot be implemented here, since using $m_{1}^{2} \approx m_{2}^{2}$ we obtain at once (using the tree minimisation conditions in the absence of a $\mu$ term) that $m_{1}^{2} \approx m_{2}^{2} \approx-1 / 2 M_{Z}^{2}$ which violates the well known requirement that $m_{1}^{2}+m_{2}^{2}>\left|m_{3}^{2}\right|$. The new parameters themselves do exhibit QIRFP behavior if we consider ratios of $\bar{A}_{t, b, \tau}$ to $m_{\psi}$. Starting with the small $\tan \beta$ case, we see that while $\mathcal{A}_{t}, \mathcal{A}_{b}$ and $\mathcal{A}_{\tau}$ have no individual QIRFP, we have (as $y_{0} \rightarrow \infty$ )

$$
\begin{equation*}
\mathcal{A}_{t}+\mathcal{A}_{b} \approx 2 \tag{3.47}
\end{equation*}
$$

As pointed out in Ref. [2] and clearly manifested in Eqs. (3.13), the ratios of $\bar{A}_{t, b, \tau}$ to $m_{\psi}$ have true infrared fixed points (i.e., as $t \rightarrow \infty$ ) of 1 , corresponding to the supersymmetric limit, and so $\mathcal{A}_{t}+\mathcal{A}_{b}$ has an infrared fixed point of 2. The point is that the QIRFP behavior occurs for finite $t$ rather than for $t \rightarrow \infty$. In Fig. 1 we show the approach to the QIRFP for $\mathcal{A}_{t}+\mathcal{A}_{b}$ for $\tan \beta$ close to the QIRFP value. There is clear convergence towards the QIRFP although this convergence is somewhat slowed by the power $\frac{1}{6}$ of $H_{7}\left(t, y_{0}\right)$ in Eq. (3.13c). This means that to see significant convergence we need to be at or beyond the limit of perturbative believability for $y_{0}$ (though in Ref. [12] we argued using Padé-Borel summation techniques that the domain of attraction of the QIRFP could be extended beyond the naive perturbative region).

In Fig. 2 we show the contrasting behavior of the individual ratio $\mathcal{A}_{b}$ which clearly has no QIRFP; the approach to the fixed point value $\mathcal{A}_{b}=1$ is much slower than the approach to the QIRFP in Fig. 1. Of course for the prediction Eq. (3.47) to have experimental relevance we would need $m_{\psi}$ to be non-negligible at $M_{Z}$ : otherwise, the associated contributions to the squark mass matrices would be small. Since as


FIG. 2. A plot of $\mathcal{A}_{b}$ against $t=(1 / 2 \pi) \ln \left(M_{U} / \mu\right)$ for $\tan \beta$ $\approx 1.7$, with $\mathcal{A}_{b}\left(M_{U}\right)=\mathcal{A}_{\tau}\left(M_{U}\right)=1$, and with $2 \leqslant \mathcal{A}_{t}\left(M_{U}\right) \leqslant 11$.
we already remarked, in fact $m_{\psi}(t) \rightarrow 0$ as $y_{0} \rightarrow \infty$, it follows that we would need $m_{\psi}$ to be large at $M_{U}$. Therefore we cannot simultaneously have good fixed point convergence for the $m^{2} / M_{3}^{2}$ fixed points and the $\mathcal{A}$ fixed point, Eq. (3.47), and have the latter have experimental consequences. An exception is Eq. (3.43a), since both $\widetilde{\Delta}$ and $\widetilde{Y}$ cancel in this combination, as is easily seen from Eq. (3.32).

In the large $\tan \beta$ case, we see that if we have $\mathcal{A}_{t}(0)$ $=\mathcal{A}_{b}(0)$ then there is a QIRFP $\mathcal{A}_{t}=\mathcal{A}_{b}=1$, while $\mathcal{A}_{\tau}$ actually grows for large $y_{0}$, unless

$$
\begin{equation*}
5 \mathcal{A}_{\tau}(0)+\mathcal{A}_{t}(0)-4 \mathcal{A}_{b}(0)=2 \tag{3.48}
\end{equation*}
$$

This behavior reflects the fact that the stability matrix for the evolution of $\mathcal{A}_{t}, \mathcal{A}_{b}$, and $\mathcal{A}_{\tau}$, given in Ref. [2], has at least one negative eigenvalue in this case.

## IV. SUMMARY

In this paper we have continued the study of the RG evolution of "nonholomorphic" soft terms that we began in Ref. [2]. In a special class of theories, we have shown the existence of a relation between the $r$ and $m^{i a}$ terms that is RG invariant.

We have also explored the infrared behavior of these soft terms in the MSSM. Of course, in general we simply have a much enlarged parameter space, so we have restricted our attention to the two cases when either the top-quark Yukawa is close to its quasi-infrared fixed point (corresponding to small $\tan \beta$ ) or when the top and bottom Yukawas are equal and close to a quasi-infrared fixed point (corresponding to large $\tan \beta$ ).

We have shown that (for small $\tan \beta$ ) we obtain the predictions at $M_{Z}$ (independent of the boundary conditions at $M_{U}$ )

$$
\begin{align*}
m_{Q}^{2}+m_{t}^{2}+m_{2}^{2} & \approx 0.75 M_{3}^{2}  \tag{4.1a}\\
A_{t} & \approx-0.6 M_{3}  \tag{4.1b}\\
\bar{A}_{t}+\bar{A}_{b} & \approx 2 m_{\psi}, \tag{4.1c}
\end{align*}
$$

where Eq. (4.1c) certainly holds but for Eqs. (4.1a), (4.1b) to hold it would have to be that $m_{\psi} \ll M_{3}$.

For large $\tan \beta$ Eq. (4.1) again holds (with the same qualification), but in addition we also have (if there is a universal $m_{0}^{2}$ at $M_{U}$ )

$$
\begin{align*}
& m_{Q}^{2}-m_{t^{2}}^{-2} \approx 0.05 M_{3}\left(M_{Z}\right)^{2} \\
& 2 m_{Q}^{2}+m_{2}^{2} \approx 0.81 M_{3}\left(M_{Z}\right)^{2} \tag{4.2}
\end{align*}
$$

Finally we note that recently an interesting phenomenon termed 'focussing"' has been noticed [15]; this also confers a substantial measure of predictivity on the values of certain soft masses. In focussing, the value of some soft mass at a particular scale is independent of the soft mass scale at unification. For a certain class of boundary conditions at unifi-
cation, which includes the usual 'universal', case, this focus point of the RG trajectories occurs for $m_{2}^{2}$ and at a value close to the weak scale (for a range of moderate values of $\tan \beta$ ). We note that, in contrast to the QIRFP case, focussing is not driven by the behavior of the Yukawa couplings at unification.
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## APPENDIX

In this appendix we list the results for the two-loop $\beta$ functions for $r_{i}^{j k}, m_{A}^{i a}, b^{i j}$, and $\left(m^{2}\right)^{i}{ }_{j}$, with $m_{F}$ set to zero. (The two-loop $\beta$ functions for $M$ and $h^{i j k}$ may be found in Refs. [16,17].) We find

$$
\begin{align*}
& \left(16 \pi^{2}\right)^{2}\left(\beta_{r}^{(2)}\right)_{i}^{j k}=-2 g^{2} Y^{j p l} Y_{i p m} C(R)^{m}{ }_{n} \widetilde{r}_{l}^{k n}-2 g^{2} Y^{j p l} Y_{i p m} \widetilde{r}_{n}^{k m} C(R)_{l}^{n}-2 Y^{j l m} Y_{i l n} Y_{m p q} Y^{n p r} \widetilde{r}_{r}^{k q}-2 g^{4} \tilde{r}_{m}^{j k}\left[C(R)^{2}\right]_{i}^{m} \\
& -2 g^{4}\left[C(R)^{2}\right]^{j}{ }_{l} \widetilde{r}_{i}^{k l}-4 g^{4} \widetilde{r}_{m}^{j l} C(R)^{k}{ }_{l} C(R)^{m}{ }_{i}-2 g^{2} \widetilde{r}_{m}^{j l} Y_{i l n} Y^{m n q} C(R)^{k}{ }_{q}-2 g^{2} \widetilde{r}_{m}^{j l} Y_{l n} Y^{k m n} C(R)^{p}{ }_{i} \\
& -Y^{j k l} Y_{l m n} Y^{n q r} Y_{i p r} \widetilde{r}_{q}^{m p}-Y^{j l m} Y_{i l n} Y^{k n p} Y_{m q r} \widetilde{r}_{p}^{q r}-2 Y^{j p q} Y_{m n p} Y^{k l m} Y_{i l r} \widetilde{r}_{q}^{n r}-3 g^{2} Y^{j k n} Y_{l m n} \widetilde{r}_{p}^{l m} C(R)^{p}{ }_{i} \\
& -2 g^{2} Y^{j l m} Y_{i l n} \widetilde{r}_{m}^{n p} C(R)^{k}{ }_{p}+4 g^{2} Y^{j l m}\left(R_{a}\right)^{n}{ }_{l} Y_{i n p} \widetilde{r}_{m}^{p q}\left(R_{a}\right)^{k}{ }_{q}+2 g^{2} \widetilde{r}_{n}^{l m} C(R)^{j}{ }_{m} Y^{k n q} Y_{i l q} \\
& -2 g^{2} Y^{j k q} Y_{n p q} \widetilde{r}_{l}^{m p}\left(R_{a}\right)^{n}{ }_{i}\left(R_{a}\right)^{l}{ }_{m}+4 g^{4} \widetilde{r}_{i}^{j m}\left[C(R)^{2}\right]^{k}{ }_{m}+8 g^{4} \widetilde{r}_{m}^{j l}\left(R_{a} R_{b}\right)^{m}{ }_{l}\left(R_{a} R_{b}\right)^{k}{ }_{i} \\
& -4 g^{4} C(G) \widetilde{r}_{m}^{j l}\left(R_{a}\right)^{m}{ }_{l}\left(R_{a}\right)^{k}{ }_{i}-g^{2}\left[\widetilde{r}_{n}^{l m} Y_{l m p} Y^{j p q}+2 \widetilde{r}_{m}^{l q} Y_{l n p} Y^{j p m}-2 g^{2} C(G) \widetilde{r}_{n}^{j q}\right]\left(R_{a}\right)_{q}^{n}\left(R_{a}\right)^{k}{ }_{i} \\
& -4 g^{2}\left(R_{a}\right)_{m}^{l} \widetilde{r}_{n}^{j m} P_{l}^{n}\left(R_{a}\right)^{k}{ }_{i}-\widetilde{r}_{i}^{j l} Y_{l m n} Y^{k m p} P^{n}{ }_{p}-Y_{l m n} Y^{j k n} \widetilde{r}_{i}^{m p} P_{p}^{l}-2 g^{2} \widetilde{r}_{i}^{j l}[C(R) P]^{k}{ }_{l}-g^{2} \widetilde{r}_{l}^{j k}[C(R) P]_{i}^{l} \\
& -2 Y^{j l m} Y_{i n p} P_{l}^{n} \widetilde{r}_{m}^{k p}-2 Y^{j l m} Y_{i l n} \widetilde{r}_{p}^{n k} P^{p}{ }_{m}-2 Y^{j l m} Y_{i l n} P^{n}{ }_{p} \widetilde{r}_{m}^{k p}-g^{4} Q \widetilde{r}_{l}^{j k} C(R)^{l}{ }_{i}+2 g^{4} Q \widetilde{r}_{i}^{j l} C(R)^{k}{ }_{l} \\
& -\frac{1}{2} \widetilde{r}_{l}^{j k} Y^{l m n} Y_{i m p} P^{p}{ }_{n}+\sqrt{2} g\left\{6 g^{4} C(G) Q\left(R_{a}\right)^{j}{ }_{i} m_{A}^{a k}-4 g^{2} \operatorname{Tr}\left[P R_{a} R_{b}\right]\left(R_{b}\right)^{j}{ }_{i} m_{A}^{a k}-2 g^{2} C(G)\left(P m_{A}^{a}\right)^{j}\left(R_{a}\right)^{k}{ }_{i}\right. \\
& \left.-\left(R_{a}\right)^{j}{ }_{i} Y_{l m n} Y^{k m p} P^{n}{ }_{p} m_{A}^{a l}\right\}+j \leftrightarrow k, \tag{A1}
\end{align*}
$$

$$
\begin{align*}
\left(16 \pi^{2}\right)^{2}\left(\beta_{m_{A}}^{(2)}\right)^{a i}= & -2 g^{2} \operatorname{Tr}\left[P R_{a} R_{b}\right] m_{A}^{i b}-Y^{i k l} Y_{k m n} P^{m}{ }_{l} m_{A}^{n a}-2 \sqrt{2} g Y^{i k l} Y_{k m n}\left(R_{a}\right)^{m}{ }_{p} \widetilde{r}_{l}^{n p}+2 g^{2} C(G)\left[2 g^{2} Q m_{A}^{i a}-\left(P m_{A}^{a}\right)^{i}\right. \\
& \left.-\sqrt{2} g\left(R_{a}\right)^{k}{ }_{l} \widetilde{r}_{k}^{i l}\right] \tag{A2}
\end{align*}
$$

where $P^{i}{ }_{j}$ and $Q$ are as defined in Eq. (2.6), and

$$
\begin{equation*}
\widetilde{r}_{i}^{j k}=r_{i}^{j k}-\sqrt{2} g\left[\left(R_{a}\right)^{j}{ }_{i} m_{A}^{k a}+\left(R_{a}\right)^{k}{ }_{i} m_{A}^{j a}\right] . \tag{A3}
\end{equation*}
$$

Clearly, on the RG trajectory given by Eq. (2.13) (now with $\mu=0)\left(\beta_{m_{A}}^{(2)}\right)^{a i}$ and especially $\left(\beta_{r}^{(2)}\right)_{i}^{j k}$ simplify considerably, and satisfy Eq. (2.14). We further find

$$
\begin{align*}
\left(16 \pi^{2}\right)^{2}\left(\beta_{b}^{(2)}\right)^{i j}= & -b^{i l} Y_{l m n} Y^{m p j} P_{p}^{n}-2 g^{2} C(R)^{i}{ }_{k} V^{k j}+2 g^{4} b^{i k} C(R)^{j}{ }_{k} Q+8 g^{4} C(G)[T(R)-2 C(G)] m_{A}^{i a} m_{A}^{j a} \\
& -4 g^{2}\left(R_{b} R_{a}\right)^{i}{ }_{k} Y^{j k l} Y_{l m n} m_{A}^{m a} m_{A}^{n b}+2 g^{2} C(G) Y^{i j k} Y_{k l m} m_{A}^{l a} m_{A}^{m a}-2 Y^{i k n} Y_{k l m} r_{n p}^{l} h^{m p j}-Y_{k l n} Y^{i n p} r_{p}^{m j} r_{m}^{k l} \\
& -2 Y^{i m n} Y_{k l m} r_{n}^{l p} r_{p}^{j k}-2 r_{l}^{i k} r_{m}^{j l} P^{m}{ }_{k}+2 g^{2}\left[C(R)^{l}{ }_{m} r_{l}^{i k}-C(R)^{k}{ }_{l} r_{m}^{i l}\right] r_{k}^{j m}-Y^{i k l} X^{m}{ }_{l} r_{k m}^{j}-2 h^{i k l} P^{m}{ }_{l} r^{j}{ }_{k m}+j \leftrightarrow k, \tag{A4}
\end{align*}
$$

$$
\begin{aligned}
\left(16 \pi^{2}\right)^{2}\left(\beta_{m^{2}}^{(2)}\right)_{j}^{i}= & \left(-\left[\left(m^{2}\right)_{j}^{l} Y_{l m n} Y^{m p i}+\frac{1}{2} Y_{j l m} Y^{i p m}\left(m^{2}\right)_{n}^{l}+\frac{1}{2} Y_{j n m} Y^{i l m}\left(m^{2}\right)^{p}{ }_{l}+Y_{j l n} Y^{i r p}\left(m^{2}\right)^{l}{ }_{r}+h_{j l n} h^{i l p}\right.\right. \\
& \left.+4 g^{2} M M^{*} C(R)^{i}{ }_{n} \delta^{p}{ }_{j}+2 g^{2}\left(R_{a}\right)^{i}{ }_{j}\left(R_{a} m^{2}\right)^{p}{ }_{n}\right] P^{n}{ }_{p}+\left[2 g^{2} M^{*} C(R)^{p}{ }_{j} \delta^{i}{ }_{n}-h_{j l n} Y^{i l p}\right] X^{n}{ }_{p}-\frac{1}{2}\left[Y_{j l n} Y^{i l p}\right.
\end{aligned}
$$

$$
\left.+2 g^{2} C(R)^{p}{ }_{j} \delta_{n}^{i}\right] W_{p}^{n}+12 g^{4} M M^{*} C(R)_{j}^{i} Q+4 g^{4} S C(R)_{j}^{i}+2 Y^{i k l} Y_{j m n}\left[P_{k}^{m}+g^{2} C(R)^{m}{ }_{k}\right] m_{A a k} m_{A}^{a n}
$$

$$
+4 g^{2}\left(R_{b} R_{a}\right)^{i}{ }_{j} m_{A a} P m_{A}^{b}-4 g^{2}\left(R_{b} R_{a} P\right)^{i}{ }_{j} m_{A a} m_{A}^{b}+4 Y^{i k l} Y_{j k m}\left(m_{A}^{a} P\right)_{l} m_{A}^{a m}-2 g^{2} C(G) Y^{i k l} Y_{j k m} m_{A a l} m_{A}^{a m}
$$

$$
+8 g^{4} Q\left(R_{b} R_{a}\right)^{i}{ }_{j} m_{A k a} m_{A}^{k b}+4 g^{4} C(G)\left(R_{b} R_{a}\right)^{i}{ }_{j} m_{A k a} m_{A}^{k b}+4 g^{4} C(G)[2 Q+3 C(G)] m_{A}^{i a} m_{A j a}
$$

$$
+2 g^{2} Y^{i k l} C(R)^{m}{ }_{j} Y_{k m n} m_{A l a} m_{A}^{n a}-8 g^{4}\left(R_{a} R_{b}\right)_{j}^{i} m_{A c} R_{a} R_{b} m_{A}^{c}+2 Q g^{2} Y^{i k l} Y_{j k m} m_{A l a} m_{A}^{a m}
$$

$$
+8 g^{2}\left(R_{a} R_{b}\right)^{i}{ }_{k} Y_{j l m} Y^{k l n} m_{A n b} m_{A}^{m a}+8 g^{2}\left(R_{a}\right)^{i}{ }_{k} Y_{j l m}\left(Y^{k l n}\left(m_{A b} R_{a}\right)_{n} m_{A}^{b m}+\left(R_{a}\right)_{n}^{l} Y^{n k p} m_{A p b} m_{A}^{m b}\right)
$$

$$
+4 g^{2}\left(R_{a}\right)^{i}{ }_{k}\left(R_{a}\right)^{l}{ }_{j} Y_{l m n} Y^{k m p} m_{A p b} m_{A}^{n b}+4 \sqrt{2} g\left(r_{l}^{i k} Y_{j m n}\left(R_{a}\right)^{n}{ }_{k} Y^{l m p} m_{A p a}+2 g^{2}\left(R_{a} R_{b}\right)^{i}{ }_{k} r_{j}^{k l}\left(m_{A b} R_{a}\right)_{l}\right)
$$

$$
-2 Y^{i k l} Y_{l n p} r_{j}^{m n} r_{k m}^{p}-Y_{j k m} Y^{m p q} r_{l}^{i k} r_{p q}^{l}-2 Y^{i k l} Y_{k m p} r_{l}^{p n} r_{j n}^{m}-4 g^{2} C(R)^{i}{ }_{m} r_{j}^{k l} r_{k l}^{m}-2 g^{2}\left[C(R)^{m}{ }_{l} r_{m}^{i k}\right.
$$

$$
\begin{equation*}
\left.\left.-C(R)_{m}^{k} r_{l}^{i m}\right] r_{k j}^{l}-4 g^{2}\left(R_{a}\right)_{k}^{i}\left(R_{a}\right)^{m}{ }_{n} r_{j}^{k l} r_{m l}^{n}-r_{j}^{k l} r_{k m}^{i} P_{l}^{m}-r_{l}^{i k} r_{j m}^{l} P_{k}^{m}-r_{l}^{i k} r_{j k}^{m} P_{m}^{l}\right)+ \text { H.c. } \tag{A5}
\end{equation*}
$$

where $V^{i j}, W^{i}{ }_{j}$, and $X^{i}{ }_{j}$ are as defined in Eqs. (2.11b), (2.11c), (2.12) but with $m_{F}=0$, and where

$$
\begin{equation*}
S \delta_{a b}=\left(m^{2}\right)^{i}{ }_{j}\left(R_{a} R_{b}\right)_{j}^{i}-M M^{*} C(G) \delta_{a b} \tag{A6}
\end{equation*}
$$

The form of Eqs. (A4) and (A5) on the RG trajectory is less clear than in the case of Eqs. (A1) and (A2), but nevertheless after some work we find that Eqs. (2.16) and (2.18) are satisfied at this order (with $\mu=0$ ). [In the case of Eq. (A5), we are again obliged to specialize to theories for which the matter multiplet satisfies $C(R)^{i}{ }_{j}=C(G) \delta^{i}{ }_{j}$, as at one loop.] $A$
fortiori, we see that the same conditions which imply oneloop finiteness also guarantee two-loop finiteness, as was discovered in the case of the standard soft couplings in Ref. [16]. Although we have presented two-loop results for the case $m_{F}=0$, we have checked that for $m_{F}=\mu$, the relations Eqs. (2.13), (2.15) and (2.17) continue to be RG-invariant-in other words, the relations Eq. (2.19) are RG invariant in a theory with a supersymmetric $\mu$ term together with $L_{\text {soft }}$ as in Eq. (2.2), and with $m_{F}=0$ in Eq. (1.2). As explained earlier, this is a consequence of the fact that couplings satisfying Eqs. (2.19) follow from the single holomorphic term Eq. (2.20).
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