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Generally, the user group of a language is remarkably diverse in terms of
speaker-specific characteristics such as dialect and speaking style. Hence, quality
of spoken content varies notably from one individual to another. This diversity
causes problems for Automatic Speech Recognition systems. An Automatic Speech
Recognition system should be able to assess the hypothesised results. This can be
done by evaluating a confidence measure on the recognition results and comparing
the resulting measure to a specified threshold. This threshold value, referred to as
confidence score, informs how reliable a particular recognition result is for the
given speech.

A system should perform optimally irrespective of input speaker characteristics.
However, most systems are inflexible and non-adaptive and thus, speaker
adaptability can be improved. For achieving these purposes, a solid criterion is
required to evaluate the quality of spoken content and the system should be made
robust and adaptive towards new speakers as well.

This thesis implements a confidence score using posterior probabilities to examine
the quality of the output, based on the speech data and corpora provided by
Devoca Oy. Furthermore, speaker adaptation algorithms: Maximum Likelihood
Linear Regression and Maximum a Posteriori are applied on a GMM-HMM system
and their results are compared. Experiments show that Maximum a Posteriori
adaptation brings 2% to 25% improvement in word error rates of semi-continuous
model and is recommended for use in the commercial product. The results of other
methods are also reported. In addition, word graph is suggested as the method for
obtaining posterior probabilities. Since it guarantees no such improvement in the
results, the confidence score is proposed as an optional feature for the system.

Keywords: Acoustic model, ASR, Confidence score, MAP, MLLR, Speaker adap-
tation
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1 Introduction

1.1 Overview

Humans interact with each other through some modes and methods, and speech
is arguably the most important of those. Human speech is delivered in a natural
language. Currently, many natural languages exist and all of those have different
structures. In recent years, significant advancements have been observed in the field
of constructing systems that are able to recognise the speech. They are generally
referred to as Automatic Speech Recognition (ASR) systems. The last decade, in
particular, has seen some major improvements in development of such systems. Their
use in everyday life has increased tremendously, which was previously in specific tasks
of some ASR-oriented application only. The demand of ASR system applications
in industries is ever increasing. Until a few years ago, it was a big question if
primary user devices can provide the computational power needed to run this system.
Recently, the vast use of internet and cloud storage facilities have made possible
the use of speech recognition in common mobile devices. The application areas of
ASR include automotive industry, health sector, military (intelligence), mobile device
assistants and call centres.

Speech recognition performs well, when it is performed under laboratory con-
ditions that are clean and the noise is very low [4]. This performance decreases
substantially when the conditions are changed from ideal laboratory conditions to
real life where a lot of background chatter and noises are present [5]. Regarding the
accuracy, the system can be trained using small chunks of speech of various differ-
ent speakers, which improve its the robustness and make it less dependent on speaker.

When a systems detects a speech signal, the quality of spoken words is examined.
A reliable system has the capability to estimate how well a particular set of words is
spoken to it. It evaluates the reliability of the spoken words by assigning them some
scores, which are then used to prioritise some words over others. This measure is
called confidence score and assists the system decide which spoken words are better
than the others. Posterior probability, acoustic stability and hypothesis density [3]
are few of the confidence scoring measures.

In the beginning, most of the speech recognition systems used to be speaker-
dependent (SD) systems [6]. Those systems perform well with a certain (set of)
speaker(s) only. At the same time, this property raises a considerable issue because
it restricts the performance of the systems to those speakers only. In recent years,
speaker-independent (SI) systems have been developed to overcome this flaw of SD
systems. These are able to perform well with a variety of speakers. As [6] describes,
word error rate (WER) of a SD system is generally two or three times lesser than
that of a SI systems, hence SD systems perform better than SI systems in case of
only the specific speakers. SI systems are more robust and adaptive towards a wider
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range of speakers as compared to SD systems, hence these are a better choice when
the system is used by a number of different people. To introduce this independence
from the speaker-specific properties, SI systems are embedded with some additional
features. The most important of those features is known as speaker adaptation and
is an essential requirement of a SI system. Since most of the systems are used by a
number of different users, it is a good idea to incorporate the adaptation algorithm
in the system to make it more responsive in case a new speaker interacts with it.
The improvement in adaptation quality is usually directly proportional to the degree
of mismatch between the data used for training and adaptation.

1.2 Target

This thesis is divided in two tasks that aim towards improvement of an existing
speech recognition system used by Devoca Oy. The first task is to understand confi-
dence scoring and based on that understanding, build a measure from the acoustic
model that calculates the respective confidence scores from given hypothesised words.
This score indicates the reliability of the recognised words in output transcription.
This thesis develops a confidence score based on posterior probabilities of words
in a recognition hypothesis. Word graphs are used for calculating the posterior
probabilities and those probabilities are compared to a specified threshold value. The
output hypothesis contains only those words which have higher posterior probability
values than the threshold.

The second task of this thesis is to develop the basic knowledge of speaker adap-
tation and its implementation. Two of the most popular methods are implemented,
namely Maximum Likelihood Linear Regression (MLLR) and Maximum a Posteriori
(MAP) to adapt the acoustic model. Since, these two are well established methods in
the field of ASR, a general behaviour of the outcome is already known. This thesis
is an effort to verify these methods on the system and data. These techniques and
their respective results are discussed. Based on the results, this thesis is concluded
with the method that fits the data well and produces lesser word error rate (WER).

1.3 Organization

This thesis can be divided into following chapters.

Chapter 1 analyses the research problem and briefly mentions the methods which
are used to solve the problem.

Chapter 2 explains the fundamental concepts and presents the idea of speech
recognition process. This chapter introduces ASR systems and their building blocks,
and describes the concerning toolkit along with its usage.
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Chapter 3 briefly discusses small vocabulary systems, their limitations and their
practical aspects.

Chapter 4 and 5 give relevant theoretical knowledge and explain the details of
confidence scoring and speaker adaptation algorithms respectively. These include
different methods used to implement these algorithms.

Chapter 6 describes the building process and features of the acoustic model along
with all the steps during training and evaluation phases. It also introduces the
experimental setup which is used for the implementation of the methods mentioned
in the respective chapters with their associated results and necessary underlying
details.

Chapter 7 provides discussion on the results and some recommendations about
further experimentation.
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2 Speech Recognition

This chapter introduces the speech recognition and important building blocks of a
speech recognising system. The discussion starts with the evolution of ASR systems
over the past hundred years and significant milestones in the history of this field are
mentioned. The next section focuses on explaining different phases of the system
such as feature extraction, acoustic model and language model. Finally, a brief
introduction of the toolkit used in this thesis is described.

Following discussion on the history of ASR system is largely based on [7].

2.1 Historical Evolution

Speech technology has been under the scientific radar since early 20th century. Since
when a system model for speech synthesis and recognition was proposed, this field has
encountered a lot of changes and improvements, and the progress in the last century
has been nothing short of astonishing. The earliest recognisers were generally single
digit recognisers. On the other hand, the systems currently in use are state-of-the-art
and take into account all the varying statistical aspects of the signal and handle
complex speech with good accuracy.

In 1930, the first major milestone was achieved when Homer Dudley at Bell
Laboratories developed a speech synthesizer known as VODER. In 1952, Bell Labo-
ratories developed a single digit recogniser for a single speaker [8]. Homer Dudley
and Harvey Fletcher were the first ones to introduce the idea of processing the speech
signal in frequency domain [9, 10]. The systems in modern day are based upon this
approach. Dudley and Fletcher can be regarded as the pioneers of speech recognition,
since they emphasised the significance of signal spectrum and the phonetic nature
of a speech signal. Since phonemes carry a separate and independent mapping in
frequency domain, it is relatively easy to process those in frequency domain, than in
time domain.

Successful results in the statistical framework resulted in the development of
several new systems, including CMU Sphinx [11] and DECIPHER [12]. The last
decade of 20th century saw a rapid trend in development of software technology,
which initiated speech research worldwide. Systems were being improved with the
passage of time and made capable of handling complex speech signals and models.
With the growing research needs, a standard system was required which would
serve as a baseline software and is usable for future development of new algorithms
and methods. In this regard, HMM Tool Kit (HTK) [13] developed at Cambridge
University exists as the most widely used software in speech systems community
around the world.
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2.2 Framework of speech recognition

Recognising speech is a complicated task, since most recognition tasks involve a large
vocabulary. When different words are spoken in a distinct and separate manner, it is
fairly an easy task to recognise those. The actual condition appears to be otherwise in
routine conversations. Words are spoken fluently and their exists no clear boundary
that may help the system distinguish between different words. This makes an already
tough recognition task even tougher. Speech is generally represented in terms of
waveform which is not ideal for recognition task. The signal possesses a complex
structure and conveys superfluous of information as well. The initial goal is to
represent this signal in terms of features which preserve only crucial information
which is essential for speech recognition. Systems can use the knowledge of the
feature vector

O = o1o2...ot (1)

where ot is the feature at any given time frame t. The aim is to obtain the word
sequence

W = w1w2...wm (2)

where m is the total number of words. This problem is probabilistic i.e. to find the
word sequence that is most probable.

Ŵ = arg max
W

P (W |O) (3)

If the feature likelihood, word probabilities and observation probabilities are
known, Bayes’ formula is used as follows:

P (W |O) = P (O|W )P (W )
P (O) (4)

Since P (O) is associated with all of the word sequences so it can be ignored [14]
in equation 4 for convenience in calculations which results in:

Ŵ = arg max
W

P (W )P (O|W ) (5)

Acoustic models are compared with observations, and language models provide
possibilities of different word sequences and their respective probabilities. Decoder
processes all this information and results in the recognised text. Figure 1 describes the
structure of a commonly used system, constructed upon aforementioned components.

2.2.1 Feature Extraction

Similar to all the signals that exist, speech waveform also contains some relevant
and irrelevant information These pieces of information form properties of the signal.



6

Figure 1: Typical structure of a modern ASR system

On a larger scale, sentences or words and on a smaller scale, phones or phonemes
can be termed as the relevant information. In this thesis, those relevant pieces of
information are termed as features. Inconsistent information such as fillers, cough and
sneeze, and consistent information e.g. environmental noise and intrinsic variation of
speech can be classified as the irrelevant information. Process of recognising speech
initiates with the parametrization or feature extraction of the signal. These features
are quite tricky to define and deal with. This thesis attempts to extract the features
that represent the signal and contain the maximum relevant information about the
words. Feature extraction produces usable and compact signal from speech. This
provides the system with the optimum knowledge of the content and lessens the
recognition complexity. Therefore it is vital to find the features which consist of least
amount of dimensions and provide the most important information with minimum
loss. These features should undergo no changes if the environmental or speaker
conditions fluctuate.

As mentioned in section 2.1, the idea of processing speech in frequency domain
has been in practical use for the some time [9, 10]. The main reason why time domain
signal is converted to frequency domain is, that this signal contains high correlation
among its different components. whereas frequency domain components correlate
very less and can be independently processed. Each sound part generates a distinct
spectral counterpart, which makes its easier to infer the original content from the
respective spectral component. The spectrograms of all the vowels and the word
kaksi (Finnish equivalent of number two) are depicted in the Figures 2 and 4. It can
be observed that a and ä generate visibly different spectra in Figure 4. Similarly, o
and ö differ substantially in their frequency ranges.

An important step, referred to as spectral shaping, is done as pre-processing
and involves two fundamentals operations: analog to digital conversion and filtering.
Former is a well known term and its explanation is out of the scope in this thesis.
Latter can be described as a frequency pre-emphasis filter, which blocks relatively
less important frequencies and allows only useful frequencies to pass. This is usually
a first order FIR high-pass filter. The mathematical expression associated to this
filter is given as follows:
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Figure 2: Vowels in Finnish [1]

Figure 3: Time domain (below) and frequency domain (above) signals of the word
kaksi. Different phones have distinguishable spectra [2]

Hpre(z) = 1− aprez−1 (6)

whereas the value of coefficient apre usually ranges from 0.9 to 1.0 according to [15].
It is important to have some information in high frequency region as well. This filter
attempts to flatten out the spectrum and neutralises this natural offset.

Next step is framing and windowing of the signal. Speech signal is a slow time-
varying process. Generally slow transitions are found in the signal and the signal
can be considered almost stationary over a very brief time span. This short period
often lasts in the range of 10 ms to 25 ms. Framing process divides this signal into
those short time intervals (frames). These are essentially very small time frames
which overlap with each other. Overlap is approximately 10 ms for these frames.
Moreover, there exist some discontinuities at the frame edges, which are minimised
by the application of Hamming window [15]. This serves as a necessary procedure
before spectral analysis. The reason is, that presence of these abrupt transitions
or discontinuities results in redundant high frequency outliers afterwards. This
windowed frame is the typical input for feature extraction process, which then applies
different spectral schemes such as Discrete Fourier Transform (DFT) or Fast Fourier
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Transform (FFT) to obtain the spectrum. In a certain frame t, short time DFT can
be calculated as follows:

S(k, t) =
N−1∑
n=0

w(n)s(n, t) exp −j2πkn
N

(7)

where n denotes the discrete time, k represents the frequency and N is the total
length of the DFT. Hamming window w(n) is applied to the time domain speech
signal s(n, t). The resulting signal S(k, t) is the spectrum of the original signal.

Naturally, humans have good distinguishing capability in low frequency regions,
and doing so in high frequencies is somehow more tedious. This emphasises the need
to introduce a perceptual frequency scale that conforms with the non-linear hearing
ability of human beings. One of the most common perceptual scale translates linear
scale frequency into Mel-frequencies as follows:

m = 2595 log10(1 + f

700) = 1127 loge(1 + f

700) (8)

Spectral components are compressed in a logarithmic manner to compensate the
non-linearities in the loudness of auditory system. This compression also helps in
speech enhancement. Applying discrete cosine transform (DCT) to this logarithmi-
cally compressed spectrum results in Mel Frequency Cepstral Coefficients (MFCC).
In order to reduce the dimensions, only those coefficients are used which consist
of lower orders. MFCC is the most widely used type of the features, though some
alternative choices exist as well [16, 17].

Moreover, logarithmic signal energy can directly be computed from time domain
signal. This replaces c0 as the first coefficient of MFCC. In the very final stage,
a normalization scheme is applied to handle the issue of noise robustness which is
associated to these features.

2.2.2 Acoustic Models

Phonemes constitute the words in speech. Each phoneme is expressed by features,
and those features should be matched with phonemes. In practice, phonemes corre-
spond with feature chains rather than certain individual features. Acoustic models
are utilized to model those feature chains and required as an elementary structural
component in a typical modern ASR system. They characterize the time structure of
phonemes. GMM based HMMs are widely used for acoustic modelling [18] because
these contain a certain degree of flexibility and accuracy. Both simple as well complex
HMM systems can be trained.
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2.2.2.1 Hidden Markov models

Section 2.1 discusses that the idea of practically applying a statistical framework
using HMM was first put forward in 1980s, though those were already known in theory
[19]. Before this era, speech was modelled by systems using simple template-oriented
techniques. This modelling proved to be insufficient in order to account for all the
variations involved. Instead, a different approach based on stochastic processes,
called Hidden Markov Model is used. HMM is an effective statistical method in
defining the individual samples of a discrete time series data [20].

Phonemes are modelled as HMM state chains. Normally a HMM consists of three
left-to-right states. For different features, probabilities associated with states are
defined as observation probabilities. States of HMM are statistical models and some
probabilities are associated with transitions from one state to another. In a Markov
chain, the output of a state at any given time is not random. Naturally, it can
be extended to a framework where observation of a state is a probabilistic process.
This extension can be termed as HMM, which is associated with a non-observable
stochastic process. This process in turn is further affiliated with another stochastic
process, which generates an observable feature sequence. Since the former process is
invisible, the word hidden is an important part of the notation.

HMM is based upon modelling the underlying inconsistency and variations of
speech and its spectrum in a statistically consistent and integrated modelling frame-
work. Speech is essentially highly inconsistent because of differences in accent and
pronunciation. Many environmental elements e.g. noise and reverberations contribute
to its degradation. Hence, when people speak identical words, the corresponding
signals are acoustically different, though the linguistic structural elements such as
grammar may remain similar. HMM suits well to model these variabilities of speech
due to its use of stochastic modelling [21].

In HMMs, emission PDFs assign probability to the observations. One of the
most widely used functions for assigning these probabilities are Gaussian mixtures.
Gaussian Mixture model (GMM) calculates the observation probability for state i as:

bi(o(t)) =
N∑
n=1

ωinN (o(t)|µin,Σin) (9)

whereas nth component which is essentially a Gaussian in state i, is obtained by
using normal distribution with ωin as the mixture weight vector which should satisfy
the condition

N∑
n=1

ωin = 1 (10)

These probabilities are referred to as emission distributions. GMM involves
normal distribution, defined as:
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N (o(t)|µn,Σn) = 1√
2πΣn

exp[−0.5(o(t)− µn)TΣ−2
n (o(t)− µn)] (11)

whereas µ and Σ serve as the mean vector and covariance matrix respectively in
equations 9 and 11. Gaussian distributions essentially consist of the same dimensions
as that of feature vector. The amount of training data affects the number of feature
vectors and consequently the number of Gaussian component mixtures. For a large
training dataset, more mixture components can be robustly trained and modelling
accuracy IS improved.

HMM critically supposes that signal can be characterized in terms of a random
parametric process. Foundation of HMM lies in Markov chains, states and their
inter-state transitions. System is supposed to appear in one of the states at any
given instant of time t.

P (qt = Sj|qt−1 = Si, qt−2 = Sk, . . .) = P (qt = Sj|qt−1 = Si) (12)

ajk = P (qt = Sj|qt−1 = Si), 1 6 i, j 6 N (13)
where ajk denotes transition probabilities. These depend only on the observation
probabilities. The main difference between a typical Markov model and HMM is
the visibility of the state to observer. HMM tends to hide the states as suggested
by the nomenclature, but in classic Markov model the states remain visible. This
essentially means that the particular discrete state is unknown which the system
lies in. Only the feature vector of that hidden state is accessible. The simplest, first
order HMMs suppose two vital assumptions. First is the basic assumption as is used
in the Markov chains and described in equation 12. The second assumption is the
output independence assumption, as follows:

P (Xt|Xt−1, qt−1) = P (Xt|qt−1) (14)

The assumption in equation 14 implies that emission probability at any given time t
only depends upon the current state st. It can be stated that conditionally all the
previous states contribute nothing towards the outcome of next state. Essentially
this assumption restricts the memory, thus makes the model efficient.

So far, phonemes have been considered as the basic unit. Occasionally phonemes
alone, are inadequate for the acoustic modelling because sometimes recognising a
phoneme can present great amount of hindrance. Hence those are put in context and
considered in the form of triphones.

Many fundamental limitations of HMM root from its assumptions [18]. A signif-
icant drawback is encountered when it is assumed that successive observations in
the sequence O = o1o2...ot are independent of each other. This assumption is not
entirely correct always, because there is dependence or relation to some extent that
always exists between those observations.

P (o1,o2, ...,ot) =
t∏

n=1
P (on) (15)
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Markov assumption [22], that probability of the current state is affected by immediate
previous state only and not by other previous states is another major issue. Some
states affect the outcome of distant states and the dependencies usually stretch
beyond one state. In essence, both these assumptions theoretically narrow down the
use of HMM in speech recognition. Since HMM relies on a statistical framework,
it works notably accurately despite aforementioned limitations. Many solutions
have been presented in order to further reduce the impact of these limitations, but
they have produced no outstanding improvement in practical speech recognition
applications [20].

2.2.3 Language Models

Every language has a different set of rules. It is important to provide the system with
the knowledge of a language while constructing a speech recogniser. Although acous-
tic model is trained for a particular language, some detailed information about the
language is still needed. From the point of view of formal language model, grammar
and parsing algorithm are the two notable ways to do so [20]. Initially collecting the
necessary knowledge regarding the language in the form of grammar or dictionary is
a good tarting point. It must be considered that a huge number of word combina-
tions from the given grammar are possible. Some of those combinations are more
important than others. Some commonly used combinations show up frequently, some
appear occasionally while some of those never occur. Intuitively the system should be
equipped with some knowledge as to which word sequences or combinations are more
likely to appear. Assume if the recognised words in order of appearance are ("not" or
"knot"), ("is") and ("tied" or "tide"). LM should result in "knot is tied"
as is the expected outcome. Other possibilities such as "not is tide", "not is
tied" and "knot is tide" should not be allowed as they make no sense and are
unlikely. If this sequence slightly changes as ("is"), ("not" or "knot") and ("tied"
or "tide"), the possible outcomes are: "is not tied", "is not tide" and "is
knot tied". Former of the combinations is the most probable one, next combination
has a better probability of occurrence and latter is possible but highly improbable
at the same time. This means that LM should assign high probabilities to former two.

Language model performs two important tasks. Primarily, it gives the information
which restricts the output of recogniser to the permissible sentences only. In this
way, those word or phoneme sequences are discarded that are outside the premise of
language. For different languages, dictionaries may vary in terms of pronunciation.
For instance, English lexicon is rather complicated because at times, many phones
are pronounced different and often different phones sound the same, both in different
contexts. As an example of the latter, the words "distinguished" and "distinc-
tion" produce a similar "sh" sound near their ending, though the corresponding
phones are different. Secondly, it calculates the probabilities P (W) associated with
different word sequences. Generally N-gram models [23] are used to execute this
task. A typical N-gram model statistically expresses the grammar. Suppose if N
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words in a sequence i.e. W = w1,w2, ...,wN are available and the history of N -1
previous words is known, according to N-gram models the probability of a word at a
time instant t can be obtained by:

P (wt) = P (wt|wt−1,wt−2, ...,wt−N+1) (16)

and the probability of word sequence would be calculated as the product of individual
word probabilities as follows:

P (W ) =
N∏
t=1

P (wt|w1,w2, ...,wt−1) (17)

According to this formulation, the word sequence probability of three words is
P (w3) = P (w3|w1w2)P (w2|w1)P (w1). In this expression, P (w2|w1) represents a
bigram and P (w3|w1w2) a trigram. These probabilities are estimated in the maxi-
mum likelihood framework.

For any LM, a grammar or dictionary with k words potentially implies k2 bigrams
and k3 trigrams. This exponential factor is unnoticed when the size of vocabulary in
question is small. However this factor leads to enormous growth in size of N-grams
in LM when the size of dictionary ranges in a few thousand or even hundred words.
Maximum likelihood estimates assign zero probability to the N-grams that appear
nowhere in the training corpus [24]. Different smoothing methods are applied for
shifting the probability mass slightly from seen N-grams to unseen ones [25], since
those with zero probability may create problems after recognition process.

Language models models grow complex depending upon the dictionary size as is
mentioned earlier. Assuming that the language model allocates P (W ) probability to
a word sequence W, the cross-entropy of the model in equation 16 may be calculates
as

H(W ) = − 1
NW

log2 P (W ) (18)

whereas NW represents the number of words in the sequence W . Now perplexity
can be defined as

PP (W ) = 2H(W ) (19)

Essentially perplexity is the probability of test set normalized by the number of
words. This inference becomes evident once equations 18 and 19 are combined. The
higher the perplexity in equation 19, the more the number of statistically weighted
word branches decoder has to process and more error prone the recognition results
can be. Generally this means that lower perplexity corresponds to comparatively
higher recognition performance than that of higher perplexity [20].
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2.3 CMU Sphinx toolkit

CMU Sphinx is a software tool for speech recognition, developed at Carnegie Mellon
University. This tool is an essence of two decades of research at this university. It
is a collection of ASR engines developed at the university’s speech research group.
CMU Sphinx toolkit consist of several different components, designed for specific
applications [26].

• Pocketsphinx - a low-resource speech recognising library developed in C

• Sphinxtrain - an open source acoustic model trainer.

• Sphinx4 - a flexible recogniser, developed in Java.

• Sphinxbase - a support library for Sphinxtrain and Pocketsphinx.

Pocketsphinx is one of the open source [27] speaker-independent LVCSR engines
developed as a part of the toolkit. It is written in C language and uses standard unix
autogen systems. Pocketsphinx is continuously being developed and incorporates
features such as fixed-point arithmetic and effective algorithms for computing GMM.
Packages, such as Sphinx4 are eventual result of evolution of older packages such as
Sphinx3.

This toolkit relies on HMM technology as its basic framework. Currently, CMU
Sphinx is capable of supporting many languages such as English, Dutch, French.
German, Italian, Mandarin and Russian, and accents within a language such as
English (UK) and English (US). In the form of Sphinx4, CMU Sphinx can handle
Java libraries in addition to C libraries. This makes incorporation of ASR using Java
applications an easier task. Pocketsphinx comes with quick and portable implemen-
tation, whereas Sphinx4 provides a modestly flexible and adjustable platform that
suits the needs of the application. Modifiability and continuous development make
the use of CMU Sphinx toolkit advantageous.
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3 Small Vocabulary Systems

An important factor that attributes to the quick response of an ASR system is the
higher computational power and faster processing capacity embedded in modern
devices such as personal computers or smart phones. Another main reason why
current ASR systems work efficiently is because the size of vocabulary is not very
large. Recognising speech becomes a harder task when the number of words to
be considered for recognition is very high. The mobile applications for which the
development work is done in this thesis are used on smart mobile phones or tablet
systems. These products Talk’n’Label and Talk’n’Pick are developed by a
Finnish company Devoca Oy. These applications use the offline speech recognition
engine of Pocketsphinx. These are used in labelling of electrical equipment and
storage facilities respectively.

Based on the requirements of the application, the dictionary consists of 150 words,
most of which are commands, names, numbers and some other special terms needed in
such working environments. This thesis is restricted to the modification of recogniser
only, even though the synthesis can also be performed in these applications. There
are a couple of operating modes available for the Pocketsphinx engine. Usually, the
full recognition mode is enabled and recogniser continuously listens to the input
audio signals. As soon the speech is detected, it is recognised and then the recogniser
stops when the speech is finished. The decoder decodes the content in speech and
text-to-speech module plays the speech back for the user to verify the recognition.
Meanwhile the transcription is displayed on the screen of the device in use and is

Figure 4: Architecture of Talk’n’Label
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printed on the command of the user. At the end of this activity, the recogniser starts
listening once again. The recognition works properly if speech of range of 10-15
seconds is detected. Beyond that limit, the recogniser may produce some errors in
the output.

The application is currently designed to work on android platform. The efficiency
and speed of recognition are of vital importance. Since the user requires the commands
printed without losing much time, the results should be reliable and provided in the
minimum possible time.
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4 Confidence Scoring

With advancements in ASR technology, our interaction with machines through the
means of speech has increased enormously. Almost all of the current mobile devices
are equipped with one of speech recognition applications, which otherwise would
have seemed impossible a few decades ago. The embedding of speech recognition in
computers and mobile devices is leading towards a hands-free world. In order for
these machines to be completely operated by speech commands, speech recognition
should be reliable enough to produce the accurate results.

Current state-of-the-art systems perform on consistently good levels of accuracy
[4]. These perform adequately when tested in laboratory conditions. However, these
systems are far from accurately perfect and occasionally generate recognition outputs
that contain errors when used in real-time conditions [5]. Assuming that the output
contains some errors, it becomes more relevant to measure how much confidence can
be put in the output being correct. Bourlard et al. [28] argue that accuracy of the
systems can be improved if certain criteria are set and the output hypotheses are
rejected that fail to fulfil those. Measuring the confidence scores can serve as one such
criterion, against which the output accuracy can be evaluated. This score indicates
the reliability of a recognition decision by an ASR system. Confidence scoring is
the process of obtaining such mathematical number for the output transcription
hypotheses using certain confidence measures. Equipping the recogniser with a
measure of confidence is a precious extension. Such measure can be sufficient enough
to provide a platform for many other applications such as detecting out-of-vocabulary
(OOV) words [29] and keyword spotting [30]. Basically this sort of applications has
sparked the initial motivation to build such methods which measure the confidence.
Confidence measures play an important role where the system dialogue with the user
is involved. The reliability induced by these measures leads towards a faster and
reasonably rational interaction. Confidence measuring may also come into play when
some OOV or unclear spoken words are found in speech. This measure discards those
segments of speech by assigning them low degree scores. The error in recognition
hypothesis is generally caused by either non-speech or other words uttered with poor
acoustic characteristics. Confidence measures detect and reject this kind of words
in output. As mentioned above, developing this measure can play a crucial part in
increasing the ability of ASR systems to evaluate the recognition results [31].

Usefulness of systems can be assessed in terms of their capability to reliably
evaluate the recognition results. Problem of measuring confidence can be divided
into many different levels [32]. Estimating the confidence on word level is the most
intuitive method. As the size of the unit of estimation is increased, the confidence of
segments, sentences and eventually complete audio files can be measured. It needs
no mention that going from word level to complete audio level means that faith is
put in the entire data being correct. This seems slightly optimistic, as there may be
several individual errors inside the speech though its confidence as a whole is high.
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4.1 Methods

Jiang [5] argues that the current confidence scoring methods can be split in three
categories. The first one can be termed as classification approach. As suggested by
its name, the confidence scoring techniques in this category develop a classifier which
takes the output of the concerning ASR system as its input. The main idea behind
this approach is that some features are extracted from speech, generally referred to
as predictor features. Considering those features the classifier determines whether a
particular recognition hypothesis has a high likelihood of being correct or incorrect.
This is an effective technique, since each of those represents certain system properties.
There are various such features available that can be used in this process to estimate
the confidence score [20, 33], which provides with a degree of flexibility.

Choice of these features varies from one situation to another, since every feature
signifies distinct acoustic and system information. Many features have been proposed
in this regard. Hypothesis density [34, 35] is based on lattice structures. Utilizing
the acoustic properties of speech such as normalized acoustic score likelihood per
phone [36] and acoustic stability [37] are among prominent methods. The features
such as LM score and back-off behaviour [38] are effective ones as well. Next step
is to evaluate these features by feeding them into a classifier which calculates a
composite confidence score. One of the initial tasks of the classifier is to get rid of
some statistical dependency left in the features and then produce a usable score.
Keeping in mind all the steps so far, this method may prove very inefficient and
resource-hungry as calculating the feature(s) and building a classifier on top of that
may add extra computational complexity.

In the second category, confidence scoring as a hypothesis testing problem in
statistical framework is considered. In this method, the ratio of the evidences for
a word being correct and being incorrect evaluated. This approach belongs to the
framework of Utterance Verification (UV). The problem of speaker verification
motivated the use of UV as a measure of confidence [31]. Assume that for an acoustic
observation X, the output of the recogniser is a word W symbolised by the HMM λW

Hypothesis 1 H0: X is correctly recognised and comes from λW

Hypothesis 2 H1: X is incorrectly recognised and comes from λZ

whereas λZ represents the HMM associated with all incorrect word hypotheses. Now
by testing null hypothesis H0 against alternate hypothesis H1, the system determines
whether the recognition results should be rejected or accepted. According to Neyman-
Pearson lemma, this testing can be formulated as a likelihood ratio (LR) testing
problem.
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LR(X,λW , λZ) = P (X|λW )
P (X|λZ)

H0
≷
H1

ε (20)

where the parameter ε is the critical decision threshold. Lleida et al. [39] suggest
that this LR score can be used as a confidence measure. A considerable shortcoming
of this method is the estimation of alternate hypothesis which generally represents
complex event with an unknown distribution of true data. One solution to tackle
this challenge is to select the alternate hypothesis such that it has the same HMM
λW as that used for null hypothesis [40, 41].

In the third category, the confidence score of a word is interpreted as its posterior
probability in transcribed hypothesis. Further details and theory of this category are
presented in the section below.

4.1.1 Posterior Probability

Modern ASR systems aim to produce recognition results that contain no errors in
the output. Given that no system can achieve perfect accuracy of 100%, a more
viable goal is to obtain the results which contain minimum amount of errors. In
section 2.2.2.1, it is already discussed that current systems use statistical methods and
principles to recognise the speech. In an ideally perfect system, the generated output
hypothesis would always be assigned full confidence, leaving no need to measure
the confidence separately. On the contrary, this is impractical in real systems and
reliability needs to be checked. It can be safely said that since current systems
use statistical techniques, speech recognisers put a significant amount of belief in
the output they generate which indicates the actual accuracy of the system output.
However, this implies that there is always some margin for error.

Confidence scoring can be applied on different levels. The most common ones are
on document, sentence segment and word level. The document level and sentence
level scoring generally suits well to the tasks such as machine translation [32], where
quality of a document or its constituting utterances is to be judged. Either of the
latter three can be implemented in speech recognition applications, depending upon
the nature of the task.

The structure of a typical statistical ASR system is described in Figure 1. It can
be observed that the speech recognition is generally modelled as a problem of pattern
classification. Decoder uses MAP decision rule to check the posterior probabilities
and selects the most likely word sequence as final hypothesis. In fact, this solution
is found using Bayes’ rule as presented by equation 5. This solution is originally
derived from equation 3 which is reproduced here.
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{wN1 }opt = arg max
w∈Θ

P (wN1 |oT1 ) (21)

{wN1 }opt = arg max
w∈Θ

P (oT1 |wN1 )P (wN1 ) (22)

where Θ encompasses all the allowed possible sentences. The language model provides
word probabilities in the form of P (wN1 ) and the probability of obtaining a particular
acoustic observation is given by P (oT1 ). The probability P (oT1 |wN1 ) of the acoustic
observation oT1 with the word sequence wN1 can be looked up from the acoustic model.

The output of a typical ASR system is generated by the decoder. In order to
select the word sequences pertaining to the maximal posterior probability, MAP
rule is utilized for decision. This probability may serve as a good measure for CE,
however there is an important aspect to be considered. The calculation for this
decision is devised using Bayes’ theorem, as can be observed in equation 4 because
it corresponds to the HMM structure and its generative layout [4]. One important
assumption in obtaining the solution is that the system omits the term P (oT1 ), for
all word sequences have same observation probabilities [14]. Another reason for
disregarding this terms is that it affects the decision process in no significant manner
[4]. This is generally practised in ASR systems fundamentally owing to the fact
that modelling the probability P (oT1 ) necessitates its summation over all possible
hypotheses which itself is a demanding task for LVCSR. The respective outcome
eventually lacks the accuracy in modelling of this posterior distribution. This given
presumption is the main reason that the posterior probability P (wN1 |oT1 ) can not be
directly used as a solid framework for estimating confidence, as this solution provides
inaccurate scores for assessing the recognition reliability.

Therefore the posterior probability estimation should be carefully re-considered
and the normalization term P (oT1 ) should be incorporated. Mathematically, this
distribution can be calculated as follows:

P (oT1 ) =
∑
W

P (oT1 , wN1 ) =
∑
W

P (wN1 )P (oT1 |wN1 ) (23)

Theoretically, using the above equation 23 the precise value of posterior probability
P (wN1 |oT1 ) can be calculated and can be re-written as follows:

P (wN1 |oT1 ) = P (wN1 )P (oT1 |wN1 )
P (oT1 ) = P (wN1 )P (oT1 |wN1 )∑

W P (wN1 )P (oT1 |wN1 ) (24)

This probability can be utilized as a viable confidence measure. P (oT1 ) can be taken
into account either by considering the assumptions which involve this probability or
adopting the methods which approximate the explicit modelling of this distribution.
In the form of equation 26, a strong platform is available for computing the level of
confidence in the system output. One of the most widely used methods to calculate
these posterior probabilities is by using word graphs [34, 42]. Another method which
is commonly used is N-best lists [43].
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Figure 5: On the left side, six hypotheses with vocabulary [A, B, C, D, E, F ]
are presented. The right side shows the word graphs obtained after merging the
hypotheses with similar parameters e.g. word indices and time frames. The horizontal
axis represents time.

4.1.1.1 Word Graphs

So far there has been no mention of time as a factor in confidence scoring. One of
the important methods to calculate the confidence score is the use of word graphs,
in which time holds significance. For using word graphs as a method to calculate
the posterior probabilities, distinct boundaries between words in a sequence are
introduced. Assume that τ and t represent the starting and ending time frame of a
word w respectively. The representation of the word is modified to [w; τ t]. Thus
the word sequence may be written as [w; τ, t]N1 = [w1; τ1, t1], ... , [wN ; τN , tN ]. This
revises the equation 21 as follows:

{[w; τ, t]N1 }opt = arg max
[w;τ,t]N1 ∈Θ

P ([w; τ, t]N1 |oT1 ) (25)

{[w; τ, t]N1 }opt = arg max
[w;τ,t]N1 ∈Θ

P (oT1 |[w; τ, t]N1 )P (wN1 )
P (oT1 ) (26)

Summing up the posterior probabilities of all the utterances which include the
word hypothesis [w; τ, t] gives the posterior probability of this word, keeping in mind
the above mentioned boundaries [3]. This may be expressed as follows:

P ([w; τ, t]|oT1 ) =
∑

[w;τ,t]N1 : ∃ m∈{1,...,N}:[wm;τm,tm]=[w;τ,t]

∏N
n=1[P (otnτn

|wn)P (wn|wn−1
1 )]

P (oT1 )
(27)

A word graph is a directed and weighted graph. Different parts of its structure
are used to represent different quantities, e.g. time by nodes, word hypotheses by
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edges and acoustic probabilities by weights. Several alternative paths exist from the
first node to the last node in time which are termed as alternative hypotheses. Given
the boundary times, the above mentioned representation is used for the the word
sequence as [w; τ, t]N1 = [w1; τ1, t1], ... , [wN ; τN , tN ]. In the process of recognition,
most likely word hypothesis is saved for each time frame t. In the next step, merging
multiple nodes with identical related time frames into one node provides with the
word graph. On each edge, a list of predecessor words absorbs all the words that
are stored in addition to the original word hypotheses. One of the multiple edges
associated with the same word is preserved and made a part of the word graph.
The list of predecessor words can be utilized to optimise the process of pruning and
creating word boundaries. However, this list carries no affect or significance as far as
the estimation of confidence score is concerned [3].

A word graph aims to represent infinite solution space in a finite manner, under the
framework of output maximization governed by Bayes’ rule. A word graph which is
created in this manner is highly likely to consist of most probable sentence hypotheses.

Next step is to compute the hypotheses probabilities of word on those word graphs
that have been constructed. In order to obtain those values, backward and forward
probabilities are calculated and combined. For this purpose, forward-backward
algorithm is utilized. For calculating the forward probabilities effectively, hypothesis
for a word should be directly accessible either from starting frame τ or ending frame t.
The forward and backward probabilities are obtained in a chronologically ascending
and descending manner respectively. Forward probabilities take into the account the
immediate predecessor (history) and backward probabilities the immediate successor
(future) of the word [44].

P ([w; τ, t]|oT1 ) =
∑
hn−1

2

∑
fn−2

1

Φ(hn−1
2 ; [w; τ, t]) Ψ([w; τ, t]; fn−2

1 )
P (oT1 )P (ot1|w) ·

n−2∏
m=1

P (fn|hn−1
m+1w fm−1

1 )

(28)
whereas hn−1

2 and fn−2
1 represent history and future of the word hypothesis respec-

tively. The last term in equation 28 denotes the language model probabilities and
is ignored for all n 6 2 [44]. The functions Φ(hn−1

2 ; [w; τ, t]) and Ψ([w; τ, t]; fn−2
1 )

represent forward and backward probabilities respectively. For a specific edge, if
forward and backward probabilities are multiplied without normalizing with P (oT1 )
given that all the language and acoustic probabilities are equal to 1, the result
correlates with the number of paths which pass through this particular edge. In the
similar manner, P (oT1 ) becomes proportionate with the number of paths through the
complete word graph.

The word graphs obtained so far, as depicted by the figure above are optimised.
If several nodes are associated with a single time instance, they are absorbed into one
node and only one of the multiple parallel edges with similar corresponding word is
preserved. In this process, the information provided by the language model context is
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Figure 6: Example of a simple word graph. Word and silence hypotheses are
illustrated by solid and dotted edges respectively. Probability values at any given
time add up to one. [3]

lost and an aperiodic graph is obtained. The impetus behind ignoring language model
history of word edges is mainly to obtain more hypotheses for sentences. This paves
the way for implementing the algorithm in a candid fashion, since all the inter-edge
transitions are handled uniformly. One of the drawbacks of this approach is that
it yields slightly worse results than the one which considers the language model
histories. One plausible reason for this phenomenon is as follows: when distinct
language model contexts are involved in the consideration, transition from one edge
to another is prohibited since both possess differing language model predecessors.
When this constraint is removed, it becomes possible to jump from one edge to
another and as a results multiple sequences of silence edges can formed. In figure
above, it can be observed that there are four possible paths from node A to node
B. Two of those are formed by different sequences of silence and all three of them
are parallel. If those two are eliminated, only one path would remain. According
to Wessel et al. [45], those silence edges which can be replaced by shorter silence
sequences, are eliminated from the word graph. Neither the presence nor elimination
of those two unnecessary path results in either some damage or loss of information.
However it alters the posterior probabilities of all the edges, given the assumption
that all edges’ probabilities present at any given instance of time must add up to unity.

From the perspective of building an algorithm, removing those redundant edges
is a good idea as it reduces the required time for computation and memory resources.
The significance of this effect can be observed when the number of those inessential
edges is large. Now use the measure found in equation 28 can be used as confidence
measure.
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Figure 7: Modified word graph after omitting the redundancies [3]. Probability
values are affected.

C([w; τ, t]) = P ([w; τ, t]|oT1 ) (29)

4.1.1.2 N-best hypotheses

Rueber [46] and Weintraub [47] suggest that posterior probabilities of recognised
sentences can be calculated using N -best lists. The same approach can be extended
to the level of individual words. There are two main ways in which the N -best lists
can be defined.

According to the first definition [3], N -best list can be represented as the set of
N -best sentence hypotheses. Each of the sentences consists of the sequence of words
only. In this case, there is no information available regarding either the starting or
ending time of words. These hypotheses are established on the basis of word bound-
aries or word positions only. This helps circumvent the problem of segmentation
faced in the use of word graphs. This may also help calculate the confidence score
without incorporating the posterior probabilities of multiple hypotheses.

The second definition, a constrained one, describes the N -best lists as the set of
N best sentence hypotheses [w; τ, t]M1

1 , ..., [w; τ, t]MN
1 . Generally it can be seen that

using this definition, a certain number of the top N -best hypotheses may be identical.
The only difference is that those have different starting and ending frames. It is
simple to observe that if such an N -best list is considered, equation 27 can be used
to calculate the posterior probabilities using summation over all the hypothesised
sentences which contain the hypothesised word [w; τ, t]. If word graphs and N -best
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lists result in the identical sentence hypothesis, this eventually leads to the same
posterior probabilities obtained using either of the methods.

In this scenario, it makes sense to use the word graphs rather than N -best lists
because it calculates the probabilities much more dynamically using forward-backward
algorithm and is more efficient than the latter. In case of this definition, using word
graphs seems a better choice also because they require no such explicit summation
of sentence hypotheses probabilities as that in case of the N -best lists.
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5 Speaker Adaptation

The most important purpose of ASR systems is to convert speech into text. However
speech is composed of many more underlying properties such as gender, context and
environment information.A recogniser is not required to detect all that redundant
information, rather it’s task is to convert the spoken message into simple text.

In the past, speech recognition systems were trained using some specific speakers.
Those systems use a huge amount of training data [18] and consequently match
with the acoustic signal attributes of those speakers. This category of systems is
accordingly termed as speaker-dependent (SD) systems. Those systems perform
accurately when only those specific speakers are considered. The downside of such
systems is that performance generally decreases significantly when a new speaker
with unknown signal attributes is introduced. On the contrary, in real conditions,
sufficient amount of data is not available to train the system. A more recent and
advanced genre of systems is being used, known as speaker-independent (SI) systems.
They are well-suited for the cases where training is difficult or entirely impossible.
Generally these systems are outperformed by their speaker-dependent counterparts
because SD systems are well-trained using the speaker-specific data [48]. Apart from
this one superiority, the main drawback of SD systems is that the speaker who is to
be recognised is required to speak several hours of transcribed training utterances.
This is infeasible in circumstances where the task restricts the time and resources to
be consumed. One might consider, that ideally a system starts with SI characteristic
and adapts to a particular speaker with the passage of time without the need of
huge training process [48]. This can be achieved by using small amount of data and
tuning the SI system parameters to bring it closer to SD system. This process is
referred to as adaptation

Speech signal properties vary from one person to another. Speaker mismatch
[6] becomes a critical problem because a new speaker is not represented by any
data in training process and no models can be created for and allocated to that
speaker. This mismatch causes problems which lead to significant degradation in
performance of ASR systems. A solution to tackle this problem is to incorporate
an adaptation algorithm that is robust to the change of speakers. Thus the system
is able to perform with better accuracy and provide results that approximate the
SD system. Adaptation uses a small part of new speaker’s speech data in order to
tune the SI system because it models the speech from some speakers very poorly
[49]. This process of including a small amount of speech data from target speaker in
tuning of SI system is termed as speaker adaptation. This tuning makes the acoustic
space more closely matched to the target speaker [50].

Adaptation methods are used where reference speech patterns are required to
help the models adapt to scenarios that are unknown in the training of model. In
speaker adaptation, the demand of speech data does not just simply disappear, but
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it can be safely said that the adaptation process does not require as much data as
training does [51, 52].

Adaptation can be divided into two main categories [49]; speaker normalization
normalizes the input speaker’s speech parameters to the target speaker which is to
be modelled by the system, and model adaptation updates the model parameters to
enhance the ability of acoustic model to characterise the new speaker. This thesis
discusses model adaptation only. Model adaptation usually considers either language
model [53] or acoustic model [49, 54, 55, 56] in order to perform the task at hand.
In this thesis, discussion is restricted to adaptation using acoustic model.

Adaptation can be executed in two main modes. If the transcriptions are already
known, the method is termed as supervised adaptation, e.g. when a speaker reads
from a provided manual and utterances are manually transcribed. A positive aspect
of this adaptation is that large amounts of data can be trained. Since the data is
usually several hours of speech, the associated disadvantage with this method is
that transcribing it correctly consumes a lot of time. Naturally, the amount of data
should be within acceptable limits. If systems contains no knowledge of transcrip-
tions, the type of adaptation is referred to as unsupervised adaptation. There is no
prior labelling involved in this approach and transcription is generated by the initial
recogniser output provided by training data. This methods is obviously outperformed
by its supervised counterpart, but provides with the capacity to train huge data.
This procedure is usually performed with two-pass decoding [55].

Lee et al. [6] formulate some interesting adaptation schemes such as sequential
adaptation, and cluster adaptive training (CAT). They define speaker adaptation
as the process of training SI model using SD data from the new speaker. Speaker
adaptation can be performed using various methods. The most common methods so
far have been linear transformation techniques such as Maximum Likelihood Linear
Regression (MLLR) and Maximum a Posteriori (MAP). A slightly modified form of
MLLR termed as Constrained Maximum Likelihood Linear Regression (CMLLR) is
also used. This thesis implements the former two techniques. These methods are
assessed in terms of their requirements of adaptation data and the extent of change
these bring to the acoustic model.

5.1 Linear transformation methods

5.1.1 Maximum Likelihood Linear Regression

Model adaptation is one method to carry out the adaptation task [49]. Linear
transformation methods perfectly illustrate this term and can be applied either
in model-space or feature-space [57]. In current ASR systems, continuous density
HMMs are used for acoustic modelling. Means vector and covariance matrix are
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the standout parameters in any GMM-HMM based acoustic model. A set of linear
regression transforms can be applied to the acoustic model in general and these
two parameters in particular, which alters acoustic model in a manner that the
adaptation data likelihood is maximised. Maximum likelihood linear regression
(MLLR) transformation conforms with the criteria for constructing HMM.

The concept behind applying MLLR on Gaussian means is suggested by Leggetter
and Woodland [49], and on covariances by Gales and Woodland [52]. According to
the theory of MLLR, Gaussian means parameter of the model can be updated as

µ̂ = Aµ + b (30)

whereas A and b are the N *N regression means transformation matrix and N -
dimensional bias vector respectively. It is important to notice that feature vector O
also consists of the same dimensions as that of bias vector. Often, updated means
equation is also written in a compact form as

µ̂ = Yξ (31)

A and b are merged as extended transformation matrix which is written as Y =
[bT AT ]T . ξ represents the so-called extended means vector and can be defined as
ξ = [1 µT

1 µT
2 ... µT

N ]T . The purpose here is to find Y that maximises the
adaptation data likelihood. [58] implements expectation-maximization algorithm
for obtaining the solution to this problem. The transform can be applied to the
covariance matrix as follows [55]:

Σ̂ = HΣHT (32)

Σ̂ = LHLT (33)

H in above mentioned equations represents the transformation matrix to be obtained
and L is inverse of the Choleski factor of covariance matrix Σ−1. Both equations
32 and 33 yield the same result if and only if the diagonal matrix H is considered.
However, when this matrix is considered with non-zero off-diagonal values, a full
covariance matrix Σ̂ is obtained and the transform is declared as normalized-full
covariance transform [55]. However, it has been shown by Leggetter and Woodland
[59], that applying the transform to the covariances guarantees no such remarkable
improvement in terms of WER reduction as that of transforming means vector. This
slightly helps increase the likelihood of adaptation data [52]

For full covariance transform case as suggested by [49], the transform and final
covariance transformation matrices differ based upon the choice from either of two
equations above. The method with full transforms has been shown to produce better
results than that with diagonal transforms, though covariances are not modified [59].

As a general practice, if means and covariances are already adapted, the transfor-
mation parameters are optimized in two steps. The covariances are kept fixed and
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the updated means parameters are obtained in the first step, and vice versa in the
next one. This is governed by equations 30 and either of equations 32 or 33. The
terms variances and covariances are interchangeably used throughout this thesis.

The transformation matrix can be of different types i.e. it can be full or diagonal.
This variety can significantly alter the nature of results and their underlying complex-
ity. Their is no such thing as the perfect number of transforms that can be applied to
all possible scenarios, rather appropriate number of transforms are selected depending
upon the amount of adaptation data. If this amount is limited, a global transform
across all Gaussians can be used. With the increment in adaptation data, Gaussian
components are often clustered together based on their closeness in the acoustic
space. A particular transform Ar is assigned to those based on their regression class
r [50]. Gales [60] studies these different grouping schemes in a detailed manner.

At minimum, adaptation requires an amount of at least 10 sentences (utterances)
[61]. If not so, the data fails to accurately characterise the target speakers. As
the amount of data tends to increase slightly, the performance of MLLR improves,
because of its superior modelling capabilities.

A regression tree determines [62] the number of transforms for a particular adap-
tation data, as illustrated in Figure 8. Each node is the representation of a class.
This class includes all the Gaussian components which a single transform is applied
to. Only those nodes are chosen which are associated with sufficient amount of
adaptation data. With the increase in amount of adaptation data, the number of
HMM components which share a particular transform decreases and adaptation
performance improves correspondingly.

5.2 MAP estimation

Adaptation of continuous density HMMs can generally be divided into two categories.
Indirect adaptation methods, [63] such as Maximum Likelihood methods are most
widely used in this regard. These are based on transformation of the reference
model or acoustic space as a whole and accordingly can be considered as global
methods of adaptation. Their approach is to simultaneously transform all the model
parameters using a transformation function. A critical consideration is to ensure
that transformation function is sturdily estimated based upon provided adaptation
data. This consideration implies that if data availability is insufficient, a transfor-
mation is shared across relatively more number of Gaussians, than that in the case
of sufficient amount of data [52]. This infers that the methods based on maximum
likelihood framework manage to estimate a transform function given insufficient
amount of adaptation data. They usually require large amounts of the data to ac-
curately estimate and extract the required statistics from it, as illustrated by Figure 9.
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Figure 8: A regression class tree

However, the data available for adaptation in real life scenarios is normally very
less. This essentially means that insufficient data is available in order to correctly
estimate the transformation matrix [64]. A transformation matrix is typically rela-
tively less accurate if it is determined using small amount of data. This eventually
causes degradation in adaptation performance. This performance tends to attain
improvement with the increment in adaptation data [65]. In case of the former, a
different adaptation method known as Maximum a Posteriori estimation can be used
to help alleviate this problem. It can be termed as a Bayesian estimate of feature
vector [56].

Bayesian parameter learning [56, 66] is one of the direct adaptation methods. It
uses a local approach which updates or re-estimates the individual model parameters
separately rather than the global one which tends to jointly modify all the parame-
ters using a single function. This process, depicted in Figure 10, ensures that only
those parameters are updated which are observed in the adaptation data. Unseen
parameters ones are left untransformed.

Bayesian learning can be implemented as MAP estimate, as follows:

θMAP = arg max
θ

P (θ|x) (34)

whereas x = (x1,x2, ...,xT ) represents a sample of T i.i.d. observations drawn from
a mixture of K p-dimensional multivariate normal densities. The equation 34 above
exhibits the likelihood of model parameters P (θ|x), which can be re-written using
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Figure 9: Global transformation using indirect adaptation of parameters

Bayes’ rule as:

θMAP = arg max
θ

P (θ)P (x|θ) (35)

In equation 35, P (x|θ) indicates the adaptation data likelihood, combined with
the prior distribution P (θ) which provides with the model parameters information.
Prior information is the factor that distinguishes MAP from ML estimates in model
parameters to be estimated. Gauvain and Lee [56, 67] suggest that the joint PDF of
adaptation data likelihood can be specified as

P (θ|x) =
T∏
t=1

K∑
k=1

ωk N (xt|µn,Σn) (36)

Mixture weight components ωk and normal distribution are subjected to satisfy
the condition in equations 10 and 11 respectively. Prior distribution in equation
35 provides with the statistics of model parameters. MAP adaptation updates the
Gaussian means parameter of a mixture component as follows:

µ̂MAP =
τµprior + ∑

t ctxt
τ + ∑

t ct
(37)
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Figure 10: Local transformation using direct adaptation of parameters

If those parameters are unknown but fixed, they have to be estimated from the
data, which implies that the prior is a non-informative one. Such a prior is as effective
as no prior at all and leads to the convergence of MAP to ML estimates in equation
35 [56, 66]. Same convergence is observed when the amount of adaptation data
increases [20], dominating any effect of the value of τ which maintains the balance in
prior mean values and ML estimates. In theory, this means that SI systems can be
converted to SD systems using sufficient amount of some speaker-specific adaptation
data. This convergence can be a slow process since all the HMM models are not
adapted.

MAP estimation is a supervised model adaptation method. It lies in the category
of direct adaptation methods [63] since it can be applied to all the model parameters
individually. MAP re-estimates the individual model parameters using the priori
information of SD adaptation data. Due to this very reason, MAP is not an efficient
method for adapting the acoustic model when the available adaptation data is scarce.
The performance of this method increases in direct proportions with the increase in
data. Section 6.3 discusses this in further detail.
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6 Experiments

This thesis aims towards developing an acoustic model, adapting that acoustic model
to match the characteristics of particular speakers using a small amount of adaptation
data and applying confidence scoring to obtain the output transcription with high
confidence. The methods and algorithms related to individual tasks are separately
described.

6.1 Evaluation Criteria

The output of decoder is simple text, as is mentioned in section 2.2. This text is
referred to as output transcription. In order to evaluate the system’s performance,
this transcription is compared to the reference input transcription and errors in
output file are spotted. Word error rate (WER) is the edit distance [68] between
the reference and automatically generated transcriptions, and is the most commonly
used performance criterion for ASR systems [69]. The basic unit here is a word itself,
which is classified either as correct or incorrect. Incorrect words are further divided
into deletions (D), insertions (I) and substitutions (S). The WER is calculated as
follows:

WER(%) = D + I + S

N
· 100% (38)

whereas the total number of erroneous words is normalised by the total number of
words in reference transcription N . Smaller WER means that systems performs well.
There is one problem associated to this measure. If the number of incorrect words
exceeds than that of total words, then the resulting WER is likely to be more than
100%, which makes on sense. This phenomenon occurs rarely, and generally the word
error rate is likely to range within acceptable limits. It is a fairly straightforward
task to assess the performance of a speech recognition system using above mentioned
WER. However, choosing one evaluation metric may not suit every case that is
encountered during an ASR task.

The language of the speech also affects the choice of this criterion as well. Take an
example of two completely different languages. One may utilize WER as far as English
language is concerned, for no significantly long words are used in daily conversations.
If the language is Finnish, the situation seems to change. Finnish vocabulary appears
to contain many compound words, which consist of several morphemes. Each of those
morphemes correspond to meaningful individual English words. As an example, the
word "ravintola+päällikkö" translates to "restaurant manager". Even this
long word can be further extended. In this scenario, a more suitable measure is letter
error rate (LER), which considers letter as the basic unit. One may be tempted to
think that perhaps LER may be the suitable measure for Finnish, but unfortunately
the case seems to be otherwise. The reason is, that even though systems might
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generate output transcriptions with tremendously low LER, the resulting words would
be of no use since varying one letter in some words entirely alters their meaning.
As an illustrating example, assume that "tapaan sinut (I will meet you)"
is spoken to the recogniser and is transcribed as "tapan sinut (I will kill
you)". In this scenario, a minor LER of less than 10% indicates better performance
than that of WER which is 50%. Visibly, these two words differ in terms of the
contrasting meanings. LER cannot be selected just because it produces an acceptable
error, for it corresponds to acceptance of an entirely incorrect output. Considering
WER, a half correct output is obtained, hence 50% error. Thus, no measure can
be considered absolute, even for a particular language. Several elements such as
language, context and nature of the task must be examined before deciding a suitable
criterion.

Since the concerning task is of small vocabulary and that of not very large or
complex words, WER is used for reporting the performance throughout this thesis.

6.2 Building Acoustic Model

Acoustic models are statistical models which represent the acoustic properties of
speech signal. There is no need to develop new models in Pockestsphinx if the system
is to recognise a language which is already supported by this software. This case
also holds true if the vocabulary of the system in question is large. For the scope of
this thesis, this situation is bound to change for two reasons. First is that a model is
needed specifically for Finnish language. The other important motivation behind
this training is that the concerning vocabulary is small and carefully designed to
match with the working environment of the mobile applications Talk’n’Label
and Talk ’n’Pick.

An acoustic model in pocketsphinx is a set of files which represent individual
aspects of the model.

• feat.params - contains parameter specifications regarding feature extraction
process. In addition to training, this file is also used for configuring feature
extraction during adaptation process. Model type, number of filter banks and
CMN values are few of those parameters.

• mdef - defines mapping scheme between triphones and GMMs.

• means - Gaussian means file.

• variances - Gaussian variances file.

• mixture_weights - Gaussian mixtures file.
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• transition_matrices - comprises of matrices encapsulating information about
transitions among HMMs in the model.

• noisedict - incorporates the filler words encountered during training, including
cough and breathing silence.

• sendump - a compressed and quantized version of mixture_weights file. It
serves as the alternative for actual mixture_weights file as well.

An acoustic model is trained so as to enable the system to recognise the input
speech by itself. The extent of speech recognition ability largely depends upon the
amount and nature of the data available for training the model. Training data
consists of two sets. One set includes the speech recordings, and the other one
comprises of precise and correct transcriptions of the respective speech recording. In
general, several sorts of variabilities are naturally found in speech signal. In addition
to those, another layer of complexities is added by the condition in which speech is
recorded. This is an important aspect to address, for these mobile applications are
designed for real working environments which may offer many unexpected noises. In
order to address this concern, the training data must be as similar or close to the
actual recognition conditions as possible.

An acoustic model is likely to perform adequately well when the training data
resembles more or less the evaluation or test data, even though these are entirely
mutually exclusive sets. The performance decreases slightly if the speech signal
contains high amount of noise or unwanted inputs along with the actual speech
content. On the other hand, presence of these unnecessary components in the data
equips the system with better handling capability if it is to recognise the speech
with similar challenging characteristics. As discussed earlier in the section 5, there
are two types of system. Speaker-dependent (SD) systems remained as widely used
model until recent times. Speaker-independent (SI) models are a recent advancement.
These are a relatively robust form of SD systems and are trained on multiple different
speakers. These serve well for several speakers contrary to merely the specific speakers
in case of SD models. The datasets used to train the model along with other sets are
described in section 6.2.2. The noise and unnecessary contents in the speech signal
are generally filtered during feature extraction stage, which is discussed in 6.3.1.
Even if there is some amount of those unnecessary signals left in the recordings, SI
training is capable of handling it.

6.2.1 Model Types

Generally three types of models are used in acoustic modelling, namely continuous
[70], semi-continuous [71] and phonetically-tied mixture (PTM) model [72]. The
main difference lies in the model structure itself. As a standard practice, acoustic
models use Gaussian mixtures for scoring frames. The element which distinguishes
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these three is the manner in which those mixtures are constructed. This depends
upon the total number of Gaussians. For continuous model, the total number of
mixture components in the model is excessively large; approximately 1.5 ∗ 105. In
case of semi-continuous model, 700 Gaussians are used. PTM model operates in the
middle and uses almost 5000 Gaussians.

The number of mixture components or Gaussian associated with each model
defines the behaviour of the respective model. Continuous models are accurate and
precise, but the computation time to calculate score of each speech frame using such
a high amount of mixtures is far from normal, hence these models are slow. The
case is different for semi-continuous models, for these process a frame swiftly but the
output is generally less accurate as compared to that of continuous model. In this
case, PTM model serves as a suitable trade-off between high performance level of
continuous model and quick execution time of semi-continuous model. It provides
approximately same level of accuracy as that of a continuous model with similar
processing speed as that of a semi-continuous model.

6.2.2 Dataset Division

The data and corpora used for these experiments are provided by Devoca Oy. This
data contains a variety of speakers depending upon gender and accent. The data is
collected in different real time environments such as warehouses and some storage
facilities of such manner. Those conditions include all sorts of noises and distortions
which contribute towards the usability of this data and consequently the acoustic
model. The dataset is classified into three categories i.e. training, evaluation and
testing dataset. Speech recordings of 153 speakers is collected and the transcriptions
are written in Finnish language which have been carefully designed for the applications.
The recording of each speaker lasts approximately 10 minutes and each recording
contains 60 utterances on average. In general, an utterance refers to a sentence which
last in the range of 10 to 15 seconds. These recordings are mono audio files, sampled
at 16,000 Hz and recorded in .wav format.

Table 1: Training dataset
Gender Native Non-native
male 77 8
female 50 8

The training data comprises of 143 speakers and spans approximately 24 hours
of recordings overall. The recordings of all these speakers, regardless of gender or
speaking accent, contain some degree of noise and other characteristic inputs from
surroundings. It is observed that the speech data of females contains relatively less
noise than that of males because it is recorded in relatively silent offices rather than
actual working spots. Certain background interferences and noises appear in this



36

data as well. The testing dataset is not as distinctly defined in the same manner as
training data. This dataset contains 5 utterances from each of the speakers and in
total 828 utterances which are not used during training process. Overall this data
consists of 10,100 words which approximate to 2 hours of speech.

There is another dataset which is labelled as evaluation dataset. This set consists
of the speech recordings of all 10 speakers which are left unused in the training
process. This data consists of 577 utterances and 6289 words, which translate into
90 minutes of speech data. The purpose of this set is to evaluate the performance of
the model on speakers which are completely unknown and are not involved during
the training phase.

Table 2: Evaluation dataset
gender native non-native
male 4 1
female 3 2

An important aspect to notice is that all these sets are essentially mutually
exclusive and have no common elements whatsoever. This ensures that the model is
actually assessed on fair grounds and receives no assistance or prior knowledge from
any data in training which may possibly be common to some portion of evaluation or
testing sets. In the training and testing sets, there is one common element though i.e.
speakers are the same. Apart form that, the written transcriptions and corresponding
actual speech is completely different for all sets and no overlap or common element
exists.

6.2.3 Alignment of corpora

As mentioned earlier, speech corpora consist of speech files and their respective
transcriptions. The transcriptions, originally prepared by Devoca Oy., are provided
in the form of a fairly long text and speech in large audio files. Different datasets
are associated with different portions of that long text and audio files. It happens
rarely that two different people speak from exactly the same portion of the huge
transcription file. A transcription file is usually a fairly simple text file with some
standard markers in each utterance, as given below.

<s> eemeli kolme kertomerkki vaihda kuusitoista </s> (utterance_1)
<s> määrä ät neljä yhdeksän nolla neljä kolme </s> (utterance_2)

These markers are generally used by many a software to initialise and terminate
a single utterance, and separate one utterance from another. The naming convention
for utterances is also pivotal and must be specified carefully. The reason is that
Pocketsphinx uses a control file which enlists all the utterances in a transcription
file. The process of training or adaptation as is explained later in section 6.3.1, is
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suspended in case the utterance names in transcription file and the corresponding
control file are found to contain some mismatch. The control file is created in the
format such as follows:

set_1/utterance_1
set_1/utterance_2

whereas set_1 and set_2 here represent the speaker name which is the folder
path of these utterances as well. Once it is ensured that all the files are synchronised
with each other, the transcriptions should be harmonised with their corresponding
speech recordings. In relatively less complicated tasks, this may be simpler to perform
manually, but this case is slightly different. In this situation, where the data is as
large as 24 hours, one is tempted to use some automatic means of aligning speech
recordings with their transcriptions. Bash scripting and an efficient tool in the form
of Sphinx4-aligner provided in Pocketsphinx, are used. Bash script automatically cuts
large speech audio files into smaller and easily processable ones, and Sphinx4 aligns
the transcriptions with the smaller speech files obtained so far. This tool is used to
remove the unwanted parts of the speech as well such as coughing, throat-clearing or
sneezing associated to actual speech, which may cause misalignment. The output
after alignment contains words along with the stamps of time frame. This helps
distinguish those words from others within actual speech and from unknown words
or undesired chunks mentioned above.

The output of the aligner provides some important pieces of information which
can be observed from an example below.

eemeli [00600:01610]
kolme [02710:03520]
kertomerkki [04220:05450]
+ vahvista [05990:06970]
- vaihda
kuusitoista [07800:08730]

The values inside brackets represent starting and ending time frames (in mil-
liseconds) respectively for each corresponding word. According to this alignment
output, the word vahvista is present in speech with its occurrence span provided
in terms of starting and ending time frames. This means that it is not included
in the transcription file and should be added there. Similarly, the word vaihda is
not present in the speech, hence it should be deleted from the utterance_1 in the
transcription above. Besides splitting the long speech files into smaller ones, bash
scripting can also be used to align the transcription in the same manner as Sphinx4
above, however Sphinx4 is preferred for the reason that it is a standard tool provided
in this software package.
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6.2.4 Training

The process of training an acoustic model consists of estimating four important
parameters (A,B,Π, Q) for the each of the HMMs present in the model. A represents
the transition probabilities as defined in the equation 12. B is a set of emission
probability distribution for all of the HMM states. Π consists of the set of initial
probabilities πq providing with the probabilities of all the states q ∈ Q in the begin-
ning of the process, whereas Q symbolises the total number of states including i, j
and k from equation 12 and remains invariant with the passage of time. The number
of states is set by hand before the start of this procedure.

The initial probabilities are either mixtures of continuous density functions or
discrete distributions. The former is usually recommended [73] and trains the models
which are most widely used for acoustic modelling. It is suggested that the covariance
matrix should be diagonal in nature [20, 52, 55, 73] which makes the computation of
Gaussians simpler. The reason behind using this type of matrices is mentioned in
section 6.3.2 in more detail.

The most widely employed method for calculating the parameters Λ = (A,B)
is maximum likelihood estimation (MLE). Provided that the training data (X =
x1,x2,x3, ...,xm) is available, maximizing the likelihood function L(Λ|X) results in
the updated parameter set as follows;

Λ′ = arg max
Λ

L(Λ|X) = arg max
Λ

∑
Y ∈Γ

m∏
t=1

by(t)(xt)ay(t),y(t+1) (39)

whereas Γ symbolises the set of all paths permissible in HMM and Y = y(1), ..., y(m)
represents the sequence of HMM states. In the start of the process, parameter set Λ
is manually set with the training transcription set X at hand. Baum-Welch algorithm
is used to compute the values of Λ′ in such a way as to correspond to equation 39.
Using MLE, Baum-Welch algorithm obtains the values of transition probabilities as
follows

âi,j =
∑
r

1
Lr

∑Mr−1
t=1 αri (t)ai,jbj(xrt+1)βrj (t+ 1)∑
r

1
Lr

∑Tr−1
t=1 αri (t)ai,jβrj (t)

(40)

whereas a and b are used during forward-backward procedure during Baum-Welch
algorithm. Now emission probability function is determined for the state bq which
means that parameters (µ,Σ, ω) are estimated for corresponding GMM. For MLE,
using the Baum-Welch algorithm results in this set as follows:

ωq,i =
∑R
r=1

∑Tr
t=1 γ

r
q,i(t)∑R

r=1
∑Tr
t=1 γ

r
q (t)

(41)
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µ′q,i =
∑R
r=1

∑T
t=1 γ

r
q,i(t)xrt∑R

r=1
∑Tr
t=1 γ

r
q,i(t)

(42)

Σ′q,i =
∑R
r=1

∑Tr
t=1 γ

r
q,i(t)(xrt − µ′q,i)(xrt − µ′q,i)T∑R
r=1

∑Tr
t=1 γ

r
q,i(t)

(43)

where γrq (t) represents the probability of occupancy of state q at time t defined as:
γrq (t) = 1

Lr
αq(t)βq(t). R is the number of observations sequences and a time frame is

given by t such that t = 0, ..., R. The parameters i, j, q all represents states in HMM
such that (i, j, q ∈ Q). These estimations should be carried out repeatedly until the
saturation point where the increase in the function L(Λ|X) becomes insignificant
and this function is maximised.

Training is implemented using Sphinxtrain which is designed for training acoustic
models. the training procedure consists of numerous modules. This process can be
initialised as soon as the data is available in a specified layout [26]. Data refers to
two major components which are to be collected i.e. speech recordings and their
respective transcriptions. Several other files are just as much necessary as these two
such as a filler dictionary (Sphinxtrain considers it as noise dictionary which is merely
a different name) providing the list of filler words e.g. cough and a long silence, a
phone-set file which contains the list of all basic phonetic units which are used for
the model, a phonetic dictionary file which maps the allowed words to the individual
phones and a language model which provides the information about probabilities
of different word sequences occurring together. In addition to these, a control file
as mentioned earlier, which enlists all the files for training is also a necessary one.
Since Finnish is the relevant language which is written and pronounced in the exact
same manner, the mapping from words to phones is kept simple. As far as lan-
guage model is concerned, 3-gram model is used for all purposes throughout this thesis.

The training process starts with the Module 000 Feature Computation which
computes the feature files from given audio files containing the training speech record-
ings and Module 00 Verification which verifies that there is no contradiction of
any kind amongst dictionary, phone-set and transcription files, and no repetition of
phones or words is present. Module 05 Vector Quantization provides with the
common framework for features which are dependent on acoustic characteristics of
the training data. Module 10 and Module 11 perform the forced aligned training of
CIHMM in particular and forced alignment in general respectively, using Baum-Welch
algorithm in former case. Module 20 consists of general context-independent train-
ing of HMMs. In Module 30, model is trained for triphones using untied CDHMM
states. The next two modules are related to decision trees. Module 40 builds trees
for all the states associated with basic phones. Module 45 prunes the trees computed
in the previous module, reads the leaves of those pruned trees and creates a file
containing model definition parameters. In addition, a triphone model is built using
the same model definition file. Module 50 uses the model parameters provided in the
file generated in the preceding module and implements the triphone model training as
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well, however unlike Module 30, CDHMM states are tied ones. The reason behind
the process is that the training is undertaken in multiple stages. First, CI and then
CD models are processed. Even each model has its own training stage, e.g. CD
model are trained in two different modules i.e. Module 30 and Module 50 which
are designed considering the nature of HMM states. The splitting of the training
procedure reduces or in some cases, minimises the software initialization problems.
The modules which are not mentioned here are skipped in an attempt to keep the size
of the model to minimum and avoid computing excessive and unnecessary features.
This trained acoustic model is used in the mobile application and a variety of tasks
can be applied to this model.

6.2.5 Results

As described in section 6.2.1, acoustic models are of three types. Continuous model,
the most accurate one, requires relatively huge amount of resources as compared to
the other two. This is not trained because the model is going to be used in a mobile
device. This discussion is limited to addressing PTM and semi-continuous models.
The models are tested on evaluation and testing datasets and the performance
criterion used here is WER. In case of evaluation data, the results are weighted
average of 10 speakers and for testing dataset the results are weighted average for all
the speakers form their respective sets. Number of senones is kept 3000 for both the
trained models in all the experiments in this thesis.

Table 3: WER for different acoustic models
dataset PTM semi-continuous

evaluation 4.34% 4.87%
testing 4.30% 4.90%

It is observable that PTM model outperforms the semi-continuous model for both
sets and this result corresponds with the theory associated with these models. Since
the evaluation dataset is evenly obtained from male and females speakers alike, one
may be tempted to investigate the error performance of both genders separately.
These results are reported in tables 4 and 5 respectively.

Table 4: WER for males
evaluation dataset PTM semi-continuous

5 speakers 4.55% 5.27%

Table 5: WER for females
evaluation dataset PTM semi-continuous

5 speakers 4.14% 4.51%
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It is also interesting to know that error rates of females speakers are relatively
lower than those of male speakers. This phenomenon is related to the fact, that the
evaluation data for females speakers contains no such surrounding noises and sudden
disturbances as present in the data of male speakers. In general, male speakers have
recorded their speech in such places which are in the vicinity of some machinery or
equipment and females usually have done so in comparatively quiet office environ-
ments. This causes poor results for a couple of males and the overall performance is
low for males speakers.

Generally, PTM model gives better results than those of semi-continuous model
and provides approximately 10% relative improvement over its counterpart. In
actual usage, PTM model appears to perform slowly, for the number of Gaussians
is significantly higher than those of semi-continuous model which is a considerable
issue for a mobile device. Hence, for this reason, semi-continuous model is preferred
for usage in the actual application.

6.2.6 Comparison

The acoustic models which are trained so far, attempt to improve the mobile appli-
cation currently in use. It seems that the errors these models produce are already
significantly low. However it makes sense to check the performance of the models in
retrospect and put forward a comparison between new and old model. In this way,
the relative performance can be evaluated.

The model which has previously been in use, is semi-continuous with 4000 senones.
This model is applied to the same evaluation and testing datasets, and results are
presented in the Table 6 below. The poor performance of previous model is due to the
fact, that it is trained on clean speech data whereas the model trained in this thesis
is based on the data which contains all possible elements a working environment may
offer. Thus this model has better capability to tackle several sorts of noise present in
the data.

Table 6: WER for previous model
datasets semi-continuous model (old)
evaluation 10.94%
testing 13.00%

6.3 Speaker Adaptation

In this section, the aspects of the experiments pertaining to speaker adaptation are
discussed. Both methods which are used during adaptation experiments and their
results are reported. Two methods; MLLR and MAP are discussed as far as the
speaker adaptation is concerned. The amount of adaptation and test data, and the
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resulting WERs on the test set are mentioned as well.

6.3.1 Framework

The first and foremost step to adapt an existing acoustic model is to collect necessary
amount of adaptation data. The term adaptation data refers to the same sort of audio
files as that of training data. These recordings, along with other parameters, are
used to create the output MFCC feature file in .mfc format. The feat.params
file from the acoustic model provides the parameters for feature extraction using the
sphinx_fe tool provided by sphinxbase.

The value used in Pocektsphinx for pre-emphasis coefficient in equation 6 is 0.97.
One of the parameters enlisted by feat.params defines which transform is to be
used as the second transformation for computing MFCCs. Generally, DCT is used
for experimentation.

When DCT has been applied, the obtained features are still vulnerable to the
noise or convolutional distortions present in the received signal by the recogniser.
Generally normalization techniques attempt to reduce this vulnerability by statis-
tically matching the characteristics of the conditions used for training and testing.
Cepstral mean normalization (CMN) is one of the most prominent methods [20]. In
this technique, the mean of each cepstral vector is calculated and subtracted from
the current vector. The continuous computation of cepstral mean is preferred. This
ensures that the algorithm is recursive [74] and is applicable for real time systems,
for cepstral vector is highly unlikely to remain stationary for an utterance of any
given length. In essence, a more appropriate term is cepstral mean subtraction (CMS).

Among other parameters provided by this file is the switch for using cepstral mean
normalization (CMN) and vector containing the initial estimate of its values. In the
latest version of pocketsphinx software, this vector consists of 13 values. Taking the
noise levels into account, these values generally vary with the input and are evaluated
every time a new input utterance is received by the recogniser, as explained earlier.

The next step is to obtain the necessary count files required bw program. The
transcriptions for the adaptation data are also required in Baum-Welch forward-
backward algorithm. In addition to all these input files, the MFCC file from previous
step is a necessary requirement. The output of this process are three files which
contains statistical properties of the data. At this stage, the basic framework for
adaptation is set and the actual algorithms for both adaptation methods can be
implemented, which are described below with their results.
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6.3.2 Maximum Likelihood Linear Regression

As discussed earlier, MLLR is used in the situations where the available amount of
adaptation data is limited. So far, the required features from the adaptation data
have been extracted successfully. Now, the MLLR transformation matrix can be
obtained by using the output provided in the previous step by Baum-Welch algorithm.
These feature files and the acoustic model parameters namely means and variances
are used by the program mllr_solve to perform the MLLR adaptation. This
process consists of calculating the means transformation matrix A and bias vector
b. In other words, calculating the extended transformation matrix Y should be
sufficient to obtain the required matrix and vector, as expressed by equation 31.
Algorithm 1 provides with the basic idea behind computing MLLR transformations.

Algorithm 1 MLLR algorithm
Require: means µ, covariances Σ, BW statistics
Ensure: MLLR matrix
1: if Σij 6= 0 ∀ i 6= j then terminate
2: else
3: if Σij = 0 ∀ i 6= j then
4: for each i do
5: for each t do
6: C = ∑

t γtΣ−1

7: for each r do
8: G = ∑

r crξrξ
′
r . D = ξξ′ is symmetric

9: Z = ∑
t γtΣ−1xtξ

′(t)

10: gi yi = zi
11: end all

The final step of this process is the same as doing y = G−1 z. In order to execute
this algorithm, the number of MLLR classes should be equal to one and this is
achieved by setting the value of the switch -cb2mllrfn to .1cls., which itself
vaguely depicts that one class is used for codebook-to-mllr mapping function. The
reason for using one global class is that all the mixture components get associated
with a single regression matrix, which is the global transformation matrix.

As discussed in section 5.1.1, that MLLR adaptation algorithm produces no trans-
formation matrix for the covariance matrix, because it is little effective as compared
to that of means adaptation, hence the covariances are not adapted. In reality, the
covariance matrices actually play an important role in the adaptation process, since
their nature alters the course and ultimately the performance of adaptation process.
As can be seen in step 5 of the algorithm that the resulting outer product D of
extended means vectors is symmetric. The reason is because the covariance matrix
is diagonal in nature. If covariance matrix were to be full matrix, the estimation
formulae in tied matrix case would have a resource intensive closed form solution
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[52]. For this reason, diagonal covariance matrices should be considered in order to
perform this algorithm. This is also illustrated by step 1 of the algorithm, in which,
for simplification reasons, this process is terminated if the non-diagonal entries in
covariance matrix contain any value other than 0.

The scaling factor γ in step 4 is obtained from the adaptation data itself. Assum-
ing that the adaptation data is available and labelled, the Baum-Welch algorithm,
using the forward-backward approach, provides with the mixture component oc-
cupation probability γ which scales the inverse of covariance matrix in MLLR
adaptation process in step 4 [59]. The resulting matrix mllr_matrix Y is the one
which contains the transformation matrix A and bias vector b. This matrix can
be used according to the equation 31 to transform the means parameter of the model.

MLLR produces promising results by reducing WER significantly, given the
amount of adaptation data is very limited e.g. a few utterances. This is largely due
to the fact, that MLLR is a global transformation method and adapts the acoustic
model as a whole using a single matrix, which in this case is mllr_matrix.

Generally, applying one iteration of MLLR seems to improve WER of the baseline
acoustic model, but some room for improvement can be found. In this case, a
recommended strategy is to repeat the process again and obtain the matrix which is
the result of two iterations. In this way, the second repetition attempts to correct
any errors left after the first iteration. This process considers approximately similar
usage of above mentioned algorithms. However, the minute changes are done in
bw algorithm in which the mllr_matrix is provided as well and the Baum-Welch
statistics are updated based on a better understanding of the data. The other inputs
of this algorithm remain the same. The updated bw output files are then used by the
program mllr_solve and the transformation matrix after two iterations is obtained.

6.3.3 Maximum a Posteriori

MAP adaptation is a feasible option in situations where relatively large amount of
adaptation data is available, as mentioned in the section 5.2. This data can be used as
a prior for the adaptation process, since a SI acoustic model is already available. The
amount of data used in training is always greater than that used in adaptation. In
other words, MAP adapts an already present trained acoustic model using relatively
small amount of adaptation data, whereas ML training computes the initial model
from training data which is generally several hours of speech recordings, as discussed
in section 6.2. In this MAP implementation, all four parameters of the acoustic model
are adapted, i.e. means, variances, mixture_weights and transition_matrices. The
program map_adapt take existing parameters as input and provide the updated
parameters as the output.

All four of these model parameters are in binary format, but it is important to
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notice that means is treated as a vector and variance as matrix. The model definition
file mdef.txt and tied-states-to-codebook-function mode .semi. is provided be-
cause we are using semi-.continuous model. In case of continuous and PTM models,
this input is different. The latter of the four arguments create the model which is
an adapted version of original model using MAP estimation. The algorithm that is
used for MAP Implementation is as follows:

Algorithm 2 MAP algorithm
Require: acoustic model parameters Γ(µ, Σ, ω, a), BW statistics (γ, ξ)
Ensure: adapted acoustic model parameters Γ′(µ′, Σ′, ω′, a′)
1: for each t do
2: for each k do
3: c = γt

ωN (xt|µ, r)∑
k ωN (xt|µ, r)

4: for each j do

5: a′ = (η − 1) + ∑
t ξt∑

j(ηj − 1) + ∑
j

∑
t ξjt

6: ω′ = (νk − 1) + ∑
t ct∑

k (νk − 1) + ∑
k

∑
t ckt

. ν = ω
∑
k τk + 1

7: µ′ = τµ + ∑
t ctxt

τ + ∑
t ct

8: Σ′ = β + ∑
t ct(xt − µ′)(xt − µ′)T + τ(µ− µ′)(µ− µ′)T

(α− p) + ∑
t ct

. β = τΣ,

α = τ + 1
9: end all

γ is the statistic of mixture weights and ξ in step 4 is the statistic regarding
transition matrices and both are obtained from bw algorithm. η is the parameter set
for transition probability. ν in step 6 represents the Dirichlet density parameter set
for mixture gains. This parameter set is estimated in such a manner that speaker
independent mixture weight is the mode of posterior distribution. τ is the decisive
factor which balances the prior means and ML means estimate. Similar phenomenon
can be observed for the covariance estimation formula. It is imperative that the
prior densities should be chosen such that it belongs to conjugate family, for EM
algorithm can be applied for MAP estimation in that case.

This algorithm is executed in such a manner that the above mentioned re-
estimation equations generate the parameters which maximize the posterior density.
Essentially this means that algorithm tries to find the local maximum for this density
which is as close to the global maximum as possible or equal to it, given the minimum
number of iterations for EM algorithm. In this regard, choosing initial estimate
properly is of crucial significance. Adapting the variances guarantees no promising
results. These are re-estimated regardless, because higher degree of variance in
the SI models leads to a more robust adaptation. The value of τ is overestimated



46

for semi-continuous HMMs which contain a large number of mixtures. For this
reason, it is preferable to use a fixed value of the factor τ for semi-continuous mod-
els. In this implementation, the value of τ is fixed to 10. The process of adapting
mixture_weights and transition_matrices makes negligible difference, yet
these parameters are adapted because sufficient amount of the adaptation data is
available. The mixture_weights file is then compressed and used in the actual
acoustic model. In this implementation, only one iteration of MAP adaptation is
considered.

6.3.4 MAP and MLLR

There is another mode which combines both the methods so as to obtain slightly
better results since both methods should complement each other given the sufficient
availability of adaptation data. This method is not vitally different from either of
these methods. The basic idea is to perform MAP adaptation first and then repeat
the process of MLLR adaptation in the same manner as explained in the section 6.3.2
above. The basic difference between simple MLLR and MAP followed by MLLR
is that MLLR creates the transformation matrix from the baseline acoustic model,
whereas in the latter of the two methods, MLLR adapts a model whose parameters
are already updated by MAP estimation.

6.3.5 Results

The terminology used in the Figure 11 is described in the following. When one
adaptation utterance is mentioned, it refers to a sentence consisting of two minutes
of speech. Similarly two and three adaptation utterances represent approximately
four and six minutes of speech respectively.

The recogniser processes transcription in a relatively smooth manner if the num-
ber of sentences is reduced though on the expense of increase in the length of each
sentence. This may not be a problem of paramount scale, for modern recognisers are
far more superior than their predecessors from a decade ago in terms of processing
speed with accuracy. The number of adaptation utterances is kept to 3.

The results illustrated here are weighted average of 10 speakers from evaluation
dataset. This dataset contains equal number of female and male speakers. The
amount of adaptation data for each speaker is approximately the same. As the next
step, this model is examined on the test set and the resulting WER is reported.

First column in the Table 7 represents the number of utterances used to adapt
the model and remaining columns illustrate different adaptation methods which
are implemented in this thesis. All entries in the table show % WER. The entry
none signifies that no adaptation has been performed and the model is baseline.
MLLR1 and MLLR2 in this table indicate that MLLR has been performed for one
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Figure 11: Relation between size of adaptation data and WER for different methods
of speaker adaptation

Table 7: WER for speaker adaptation
none MLLR1 MLLR2 MAP MAP+MLLR1 MAP+MLLR2

one 1.81 1.61 1.44 1.76 1.56 1.48
two 1.81 1.59 1.36 1.39 1.59 1.47
three 1.81 1.53 1.51 1.34 1.51 1.47

and two times respectively. The average WER is 1.81% for baseline model. In the
beginning, it can be observed that methods which involve MLLR in any capacity,
perform better than MAP. The reason behind this is that context independent
(CI) phonetic classes are associated with the MLLR method. The presence of these
classes ensures that when the amount of data is limited, MLLR outperforms all
other methods. This conforms with the theoretical understanding that MLLR can
adapt a model with less amount of adaptation data because it is a global adaptation
method. MAP adaptation improves the performance slightly to 1.76% as compared
to that of baseline model from 1.81% error, yet performs worst of all methods in the
beginning. As the amount of data is increased, the adaptation methods decrease the
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WER smoothly as graphs see steady fall from left to right.

For two utterances, MAP makes up for the errors left in the transcription so far
and recovers to a decreased WER of 1.39% which is second best in all of the methods
and 23% efficient relative to the model with no adaptation. When the third utterance
is used, MAP outperforms all other methods by a significant margin and removes
25% more errors as compared to those of baseline model. This can also be related
to the fact, that once MAP obtains sufficient amount of data, system attempts to
adapt most, if not all, of the parameters located in the model. This means that more
erroneous words are corrected and corresponding WER is lowest among all. MLLR
can not achieve such degree of freedom as MAP does, because of its global approach
for adaptation. On the contrary, MLLR, which produces a reasonable WER for
the first utterance, seems to saturate quickly and does not improve the results in
a promising manner even after three utterances have been provided for adaptation.
However, there is an exception in the form of second iteration of MLLR. This method
produces the least WER of all for one utterances i.e. 1.36% and progresses further in
the right direction when two utterances are introduced. This trend suddenly changes
when the data of third utterance is included for adapting the model and WER takes
a spike in the upward direction. The reason for this phenomenon can be attributed
to the fact, that the third utterances contains some words which are highly confus-
ing for the recogniser and only MAP seems to remove or correct those erroneous words.

If first and second iteration of MLLR are compared in context of all three ut-
terances, it can be observed that second iteration of MLLR improves the results of
the first iteration. The margin of this gain is modest, yet a reasonable indication
of the fact, that repeating MLLR for a number of times corrects those few errors
left after previous iteration. Although the WER of second iteration of MLLR shifts
surprisingly upwards for third utterance, it still reduces the error as compared to
that of first iteration of MLLR.

The test set, on which these results are computed, consists of approximately 400
words which means that it is almost 5 minutes in length. The errors reported above
are significantly low, e.g. the baseline acoustic model produces almost 8 incorrect
words in the output transcription. These incorrect words are further improved as
these adaptation methods attempt to reduce the number of errors remaining in
the transcription whatsoever. One aspect of these results is, that the WERs are
already low such that the margin for improvement is small. On the other hand it
also translates into the fact, that recognising even one extra word incorrectly may
cause substantial degradation in performance relative to these visibly low error rates.

When the experiments are separated for male and female speakers, the results
for adaptation are as follows. It appears that at any given instant, adaptation works
better for female speakers more than it does for male speakers. It can be observed
from Table 9 that results are consistent for each method and slightly vary for any
given adaptation utterance. It means that for a particular method, increasing or
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Table 8: WER for males in speaker adaptation
none MLLR1 MLLR2 MAP MAP+MLLR1 MAP+MLLR2

one 2.20 1.96 1.73 2.28 1.84 1.67
two 2.20 1.84 1.49 1.54 1.84 1.50
three 2.20 1.79 1.82 1.42 1.73 1.50

Table 9: WER for females in speaker adaptation
none MLLR1 MLLR2 MAP MAP+MLLR1 MAP+MLLR2

one 1.50 1.32 1.22 1.34 1.34 1.33
two 1.50 1.38 1.26 1.28 1.39 1.45
three 1.50 1.32 1.26 1.28 1.34 1.45

decreasing the amount of adaptation data makes no difference whatsoever. One
adaptation utterance performs better in some methods than two or three utterances.
Apart from the right most column, the results are approximately same for any given
number of utterances. However, the case is different for males. Table 8 shows
that results for any given number of utterances adapted using any methods vary
considerably. First iteration of MLLR is further improved by second iteration for
both males and females. MAP starts with the worst result of all, decreases the WER
and eventually gives the best results of all for three adaptation utterances. For MAP
only, the relative decline in WER is 38% from one to three adaptation utterances.
This is a significant improvement considering the amount of noise. This shows the
importance of noise and amount of data for MAP adaptation. Both methods which
combine MAP with MLLR provide consistent results as is the case for females.

Overall, MAP adaptation followed by two iterations of MLLR produces the
most consistent results among all methods. However, the purpose is to obtain the
transcriptions which contain least number of errors. For this reason, MAP is selected
as the method for speaker adaptation in the mobile applications Talk’n’label
and Talk’n’pick. The application-specific adaptation data is prepared and rec-
ommended for the mobile application, which conforms with the experiments and
results presented so far.

6.4 Confidence Scoring

The value of confidence scoring is a rational number between 0 and 1 which can be
used to determine if the output transcription of the system is sufficiently reliable to
be used in any given task. The algorithm for confidence scoring is fairly simple. The
word graphs are constructed based on language scores and acoustic score of each
respective path (edge) containing two different nodes. Combining all the edge proba-
bilities provides with the posterior probability value of a certain hypothesized word.
This score is then compared to a pre-determined threshold and all the words which



50

have lesser probability are discarded, and the remaining ones having equal or higher
probability are accepted. Those words are used as the final output transcription.

One important element of those errors which has not been discussed so far is
the nature of an error in transcription. One type of errors is false acceptance, which
means that either a false word is labelled as correct or recogniser generates a word
even though there is none. The other type is false rejection in which system rejects
a word which is indeed correct and should be present in the final transcription. The
ratio of these varies with the choice of tagging threshold. A trade-off should be con-
sidered between these two types of error before arriving at a conclusion for a suitable
threshold value. For speaker adaptation purposes this difference carries no effect on
the performance since the total number of incorrect labels is counted and WER is
computed. The performance remains the same as long as the total number of inaccu-
rate labels is the same. For confidence scoring in general, this is an important concern.

The confidence error rate (CER) is also used as a metric for evaluating the
confidence scoring performance [3]. CER is defined as follows:

CER(%) = I + S

N
· 100% (44)

Wessel et al. [3] consider this definition using the number of insertions and substitu-
tions only. On the other hand, a slightly modified definition is provided in [32] which
uses the total number of incorrectly classified words. In these experiments, deletions
affect the accuracy so the both these definitions are combined for this thesis. This
thesis interprets CER as the number of false acceptances and false rejections divided
by total number of words. This makes CER similar to WER, thus we use WER in
confidence scoring as well.

The selection of criterion mainly depends upon the desire of the user or require-
ment of the concerning task. Since both the mobile applications are used in actual
working environments where a variety of noises are present, the ultimate goal of this
task is to produce the outcome with a reasonable confidence and least number of total
errors. For this reason, WER serves as a suitable criterion for assessment of the results.

6.4.1 Results

Since two important tasks are implemented on the acoustic model, it is logical to
merge these tasks and observe the combined results as well. In this case, both adapted
or unadapted acoustic models are used for confidence scoring purposes. Confidence
scoring is applied using the threshold values on different models and resulting WERs
are presented in tables 10-12. These results are an average of the same 10 speakers
from evaluation dataset. The results against a particular threshold value show that
all the words having lesser posterior probability than that value are discarded and the
WER of resulting transcription is reported. In these tables, the results against the
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threshold value 0.1 approximately represent the same as those of speaker adaptation.
These are not exactly the same models because there are a few words with posterior
probability value less than 0.1 which are discarded in this case, hence there is a slight
difference in the respective values of WER.

Table 10: WER for one adaptation utterance using different confidence threshold
values

0.1 0.2 0.4 0.6 0.8 0.9
semi 1.90 1.92 2.04 2.35 2.86 3.21

MLLR1 1.66 1.68 1.89 2.17 2.52 2.93
MLLR2 1.47 1.55 1.60 1.98 2.44 2.70
MAP 1.68 1.75 1.97 2.15 2.71 3.33

MAP+MLLR1 1.57 1.64 1.82 2.12 2.46 2.88
MAP+MLLR2 1.49 1.56 1.64 1.91 2.41 2.95

Table 11: WER for two adaptation utterances using different confidence threshold
values

0.1 0.2 0.4 0.6 0.8 0.9
semi 1.90 1.92 2.04 2.35 2.86 3.21

MLLR1 1.61 1.66 1.86 2.16 2.58 3.04
MLLR2 1.30 1.50 1.55 1.98 2.36 2.91
MAP 1.41 1.52 1.71 1.99 2.54 2.98

MAP+MLLR1 1.60 1.65 1.86 2.20 2.59 2.94
MAP+MLLR2 1.53 1.58 1.70 2.06 2.41 2.81

Table 12: WER for three adaptation utterances using different confidence threshold
values

0.1 0.2 0.4 0.6 0.8 0.9
semi 1.90 1.92 2.04 2.35 2.86 3.21

MLLR1 1.61 1.63 1.79 2.11 2.53 3.04
MLLR2 1.48 1.51 1.64 1.92 2.38 2.92
MAP 1.39 1.41 1.62 1.82 2.31 2.92

MAP+MLLR1 1.55 1.59 1.87 2.14 2.55 2.96
MAP+MLLR2 1.53 1.58 1.67 2.01 2.52 3.03

It is evident from the speaker adaptation results that in the beginning of the
process when less amount of data is provided, MAP produces worst results of all and
improvement is achieved gradually. The same trend can be observed in confidence
scoring experiments. As the number of adaptation utterances increases to three, it can
be seen that all the models are behaving similar as in the case of speaker adaptation
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experiments. The model which is adapted using MAP, is improving consistently for
all given adaptation utterances and produces the least WER for three adaptation
utterances. The same results are visible for all mentioned tagging threshold values.
In these tables, the overall WER of all model continues to rise as the threshold value
is increased. The reason is that different words have different posterior probability
values. Some words have high probability than others. Sometimes, there are words
which are correctly recognised but the probability value assigned to those is not
very high. For instance, when a correctly recognised word has a probability value
of 0.55 and the threshold is set to 0.6, the word is simply discarded. This applies
to all other similar words which are recognised correctly but may not have a higher
probability value with respect to the set threshold and are rejected from the output
transcription. As the acceptance threshold surges, more words are disqualified from
final transcription which in turn increases the WER.

In the first columns of these tables, the same trend can be observed as is the case in
speaker adaptation. The relative increment in performance of MLLR-adapted model
compared to semi-continuous model is 12.6%, while MAP followed by two iterations
of MLLR produces the best result for 0.1 threshold value. Similar trends continue
for remaining threshold values. If 0.9 tagging threshold value is considered, most
of the words with good recognition are unable to fulfil this highly strict benchmark.
As a result, even the words with generally good recognition and higher confidence
are not allowed in the output. A positive aspect of this higher threshold is that the
number of incorrect substitutions and insertions in the output drops down, as is
shown in the following figures. This means that number of words, which are falsely
accepted, plummets. The resulting WER should remain approximately similar to
that of original model because one of the involved quantities, is increasing and other
is decreasing. This is however not the case here. The reason is that, as the tagging
threshold increases, the number of incorrect acceptances becomes less and less. On
the other hand, the number of words still remains the same which are closer to but
lesser than the threshold value and are discarded afterwards. This means that the
increase in false rejection rate is significant as compared to the decrease in false
acceptance rate. Hence, the overall WER increases.

In general, the output decrease gradually from second to fifth column in these
tables, which shows WER for 0.6 threshold value. Moving from threshold value 0.1
to 0.6, a relative decrease of 27% in all the models can be seen on average. This
means that in this range of posterior probability values, there are not a lot of correct
words which are discarded. When 0.8 is selected as the probability threshold, further
decrease in performance is of 25% on average as compared to that of 0.1 and similarly,
approximately 20% further decline is observed when threshold is set to 0.9. This
infers that in the posterior probability value range 0.6− 0.9, there are a significant
number of words which are eliminated if higher threshold values such as 0.8 and 0.9
are imposed. Though the resulting transcription may carry highest confidence, the
associated WER is a major concern. Based on these results, a suitable threshold
value can be selected depending upon the requirements of the task.
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In following figures, the term false acc semi represents the number of incor-
rectly accepted words for the semi-continuous model and false rej MAP+MLLR2
shows the number of incorrectly accepted words for the model which is adapted
using MAP followed by two iterations of MLLR. Similarly other entries represent
different combinations of adaptation and tagging thresholds. On the horizontal
axis, the threshold value for acceptance is plotted against the number of incorrect
tags on the vertical axis. Different models are assessed in terms of these errors in
recognition using different amounts of adaptation data and the corresponding results
are visualized.

In these experiments, the results in Figures 12-14 have helped decide what should
be a viable tagging threshold value for both the mobile applications. This value
should be selected so as to minimize the total number of resulting errors. At the same
time, it should be sufficiently high because it represents the amount of confidence. In
general, the optimum threshold value can be found in the vicinity of the intersection
of two curves i.e. false acceptance and false rejection. For a different task, the value
can be chosen differently which may either reduce the number of false acceptance on
the cost of false acceptances and vice versa.

It can be inferred from the following figures that the number of false acceptances
is plummeting as the threshold is increased. On the other hand, the number of words
which are incorrectly rejected is growing. To comprehend this result, consider the
posterior probabilities of individual words. For the lowest tagging threshold of 0.1,
the WER appears to be the least because usually there are no false rejections and
the most number of false acceptances at this point. In case of higher threshold values
e.g. 0.8 and 0.9, the situation changes and all those incorrectly accepted words are
blocked. The expense here is the number of incorrect rejections which increases in
this case. Now consider the range [0.2, 0.6]. Several correct words lie in this range and
some incorrect words as well. As the threshold increases beyond 0.6, those incorrect
words are eliminated which were present before. At the same time, the actual correct
words lying in this range are also ignored due to the binary classification. As the
value increases, there are less and less number of words which fulfil the strictness of
this criterion. Although the system may have reassuring confidence in the obtained
transcription, the WER is elevated which may not be the requirement in some cases.
In this situation, the trade-off should be considered and the amount of confidence
has to be compromised in order to keep the WER within acceptable range.
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7 Discussion

This thesis performs three tasks which address to improve an existing mobile appli-
cation. First, an acoustic model is trained given the training data of actual working
environments. The entire data is in Finnish language. The standard tools from CMU
Sphinx toolkit are used for all the tasks in this thesis. Two different models are
trained and compared in terms of % WER. Both PTM and semi-continuous models
have strengths and weaknesses. The trained semi-continuous model is compared
with the model previously used in the application. This new semi-continuous model
outperforms the previous model and brings 60% and 65% relative improvement in
WER on evaluation and testing sets respectively. This shows that robust models can
be trained using noisy data and specified vocabulary. In current training scheme,
PTM model outperforms semi-continuous model by smaller margins. The users of the
application on mobile platform have provides their feedback on both models. Taking
into account the processing speeds and accuracy of both models, semi-continuous
model is recommended for use in the application.

Then next step is to apply two different techniques on the acoustic model in order
to improve the accuracy of output. Firstly, speaker adaptation is implemented using
two methods. The most notable ones i.e. MAP and MLLR are applied in different
combinations. In theory MLLR adaptation gives better results in case of small
amount of adaptation data and then MAP adaptation surpasses MLLR adaptation
once the data is sufficient enough. The results of experimentation performed on
the data are found to be consistent with the theoretical concepts. Two iterations of
MLLR are applied and the second iteration seems to further reduce the WER. On
the other hand, only one iteration is considered for MAP adaptation in this thesis.
For one adaptation utterance, first and second iterations of MLLR produce 8% and
18% relative improvement respectively over MAP. Once the number of utterances
is increased to two, MAP matches the performance of MLLR and finally provides
better results for three utterances. Both MAP and MLLR adaptation are combined
to find the extent of improvement and it increases the performance by 18% relative
to the baseline model. In general, MAP appears to perform better than all other
methods. MAP adaptation reduces 26% compared to the unadapted model for three
adaptation utterances. As the final suggestion, MAP is proposed as the technique to
be used in the mobile application for adaptation purposes.

Second task is the application of confidence scoring on the acoustic model. Confi-
dence scoring is implemented on the baseline model and different adapted versions
of the model and, performance of the model is examined. Word posterior probability
is presented as the implemented method. These probability values are calculated
using word graphs. A binary classifier is then used to obtain the output words
with the probability value higher than the threshold. Word error rates of different
models against different threshold values are presented. A suitable threshold value
is recommended for usage in both the applications, based on the results obtained
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during the experiments. The main consideration is to maintain a low WER while
retaining a reasonable degree of confidence in the output transcription. The op-
timum value for this threshold can be found by maintaining the number of false
acceptance to a minimum and not allowing the number of false rejections to in-
crease drastically. Confidence scoring is proposed as an optional feature because
it increase the amount of confidence in the output hypotheses on the expense of
increased number of false rejections. In order to reduce the number of false rejections,
the user can be requested to utter the rejected words more clearly. The use of
confidence scoring may depend upon the requirement of user and nature of the
task. If overall WER is the only concern for the system, then this may not be an
ideal feature to be included. However, confidence scoring can play an important role
in the cases where the main consideration is to reduce the number of false recognitions.

One reason that the results of the trained acoustic model are better than that of
previous year is that the training data contains noise to a certain extent. This makes
the model comparatively effective and robust towards degradation. One suggestion
is to include relatively more diverse data for all purposes. In particular, adding more
non-native speakers and increasing the number of non-native females to the data
may help the cause. In case of training phase, if the ratio between males and females
is more balanced, the model is likely to produce better outcome. Compared to the
males speakers, generally noise is present in lesser amount in the speech of females.
If female speech data with some more noise is made available, the resulting acoustic
model may perform even better. Further experiments are needed to check how the
reductions of data affects the model performance. One may also collect even more
data for adaptation and especially training purposes to evaluate what is the model
performance.

Considering the amount of adaptation data, it may be interesting to evaluate the
results if the model has less data available for adaptation. Experiments may show
the trend if the adaptation data is reduced because it is laborious for the user to
record long speech files for a very negligible improvement in WER. A reasonable
compromise may be attained here between the amount of adaptation data and the
errors in output. For confidence scoring purposes, other mentioned methods can be
considered for application. In this way, different methods can be compared and that
method can be chosen which meets the requirements of the user and the application.
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