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Nomenclature

C model coefficient in k − ω turbulence model
Cp pressure coefficient
E total energy
F,G,H flux vectors in the x-, y- and z-directions
H total head
Pr Prandtl number
Q source term vector
Re Reynolds number
T temperature
U vector of conservative variables
V velocity vector
cp specific heat at a constant pressure
cv specific heat at a constant volume
e specific internal energy
k turbulent kinetic energy
ṁ mass flow
p pressure
~q heat flux
t time
u, v, w velocity components in the x-, y- and z-directions

uτ friction velocity (=
√

τw/ρ)

y+ dimensionless distance from the wall (= yuτ/ν)
β artificial compressibility coefficient, model constants in the k − ω model
δij Kronecker’s delta
ǫ dissipation of the kinetic energy of the turbulence
θ temperature difference (= T − T∞)
µ dynamic viscosity
ν kinematic viscosity
φ scalar
ρ density
τ shear stress
ω specific dissipation rate of turbulent kinetic energy (= ǫ/(β∗k))

Superscripts

T transposition
l left side
r right side
w wall value
′ fluctuating component
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Subscripts

T turbulent
i, j, k i−, j− k-component
t tangential component
n normal component
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1 Introduction

In this study a single-channel sewage pump is simulated numerically using
FINFLO flow solver. Two different grid densities are used, in a coarser one,
every second grid point of the denser one is used. A low-Reynolds number
k − ǫ and k − ω turbulence models are utilized in the simulations. Denser
k − ω-simulation is also made using pressure correction as a solution method
in addition to the traditional preconditioning.

In the following, the governing equations and turbulence modelling are
firstly described. Next, the computational domain and the grid are depicted
and, finally, the results of the simulation are presented and compared to mea-
surements.

2 Flow Equations

A low-Reynolds number approach is used in FINFLO. The Reynolds-averaged
Navier-Stokes equations, and the equations for the kinetic energy (k) and dis-
sipation (ǫ) of turbulence can be written in the following form

∂U

∂t
+

∂(F − Fv)

∂x
+

∂(G−Gv)

∂y
+

∂(H −Hv)

∂z
= Q (1)

where the unknowns are U = (ρ, ρu, ρv, ρw,E, ρk, ρǫ)T . The inviscid fluxes are
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(2)

where ρ is the density, the velocity vector by using Cartesian components is
~V = u~i+ v~j+w~k, p is the pressure, k is the turbulent kinetic energy and ǫ its
dissipation, and the total energy E is defined as

E = ρe +
ρ~V · ~V

2
+ ρk (3)

where e is the specific internal energy. The viscous fluxes are

Fv =
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Hv =
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µk(∂k/∂z)
µǫ(∂ǫ/∂z)

























(4)

Here the stress tensor, τij , includes laminar and turbulent components. The
fluid is assumed to be Newtonian and, therefore, the laminar stresses are mod-
elled by using Stokes hypothesis. The Reynolds stresses ρu′′

i u
′′

j are included in
the stress tensor τij .

τij = µ

[

∂uj

∂xi

+
∂ui

∂xj

− 2

3
(∇ · ~V )δij

]

− ρu′′

i u
′′

j +
2

3
ρkδij (5)

For the Reynolds stresses, Boussinesq’s approximation

−ρu′′

i u
′′

j = µT

[

∂uj

∂xi
+

∂ui

∂xj
− 2

3
(∇ · ~V )δij

]

− 2

3
ρkδij (6)

is utilized. Here µT is a turbulent viscosity coefficient, which is calculated by
using a turbulence model, and δij is the Kronecker’s delta. In the momen-
tum and energy equations, the kinetic energy contribution 2/3ρkδij has been
connected with pressure and appears in the convective fluxes, whereas the dif-
fusive part is connected with the viscous fluxes. The viscous stresses contains
a laminar and a turbulent parts. The heat flux can be written as

~q = −(λ + λT )∇T = −
(

µ
cp
Pr

+ µT
cp
PrT

)

∇T (7)

where λ is a molecular and λT a turbulent thermal conductivity coefficient and
Pr is a laminar and PrT a turbulent Prandtl number, and cp is a specific heat
at constant pressure. The diffusion of turbulence variables is modelled as

µk∇k =
(

µ+
µT

σk

)

∇k (8)

µǫ∇ǫ =
(

µ+
µT

σǫ

)

∇ǫ (9)

where σk and σǫ are turbulent Schmidt’s numbers of k and ǫ, respectively.
Density is obtained from an equation of state p = p(ρ, T ) Since this case
is essentially incompressible, pressure differences p − p0 are solved instead
of pressure. The components of the source term Q are non-zero in possible
buoyancy terms and in turbulence model equations. In this study the buoyancy
terms are insignificant and not applied.

In the present study both preconditioning and pressure correction methods
are used to determine the pressure.
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In both methods the flux calculation is a simplified version of the approx-
imate Riemann-solver utilized for compressible flows [1]. It should be noted
that in this approach the artificial sound speed affects the solution, but the
effect is of a second-order and it should not be visible as the grid is refined.
The effect is similar to the Rhie and Chow interpolation method applied in
commercial codes. The solution method applied is described in [2].

The pressure correction method used is described in [3]. As compared to
the traditional pressure correction methods, the basic difference of the present
method is that all the residuals are calculated simultaneously and only once
during an iteration cycle. The complexity of the coupled implicit solution is
avoided by manipulating the explicit residuals. Since the same explicit stage is
used as in preconditioning [2], the pressure correction can be used as a parallel
solution method for the preconditioning.

In time-accurate simulations the both precondition and pressure correction
methods are used inside a physical time step [4]. Each time step is treated
as a steady-state case and iterations are made inside the time step. The time
derivative term is treated as a source term. The method is fully implicit and
a three-level approximation is used for the time derivative.

3 Turbulence Modelling

3.1 k − ǫ Model

As mentioned, turbulent stresses resulting from the Reynolds averaging of the
momentum equation are modelled by using Boussinesq’s approximation (6).
The turbulent viscosity coefficient µT is determined by using Chien’s [5] low-
Reynolds number k − ǫ model from the formula

µT = cµρ
k2

ǫ
(10)

where cµ is a empirical coefficient. The source term of Chien’s model is

Q =











P − ρǫ− 2µ
k

y2n

c1
ǫ

k
P − c2

ρǫ2

k
− 2µ

ǫ

y2n
e−y+/2











(11)

where yn is the normal distance from the wall, and the dimensionless distance
y+ is defined by

y+ = yn
ρuτ

µ
= yn

√
ρτw
µ

≈ yn





ρ|∇ × ~V |
µ





1/2

w

(12)

Here uτ is friction velocity and τw is friction on the wall, and the connection

between them is uτ =
√

τw/ρ. The unknown production of the turbulent
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kinetic energy is modelled using Boussinesq’s approximation (6)

P = −ρu′′

i u
′′

j

∂ui

∂xj

=

[

µT (
∂ui

∂xj

+
∂uj

∂xi

− 2

3
δij

∂uk

∂xk

)− 2

3
δijρk

]

∂ui

∂xj

(13)

The turbulence model presented above contains empirical coefficients. Those
are given by [1]

c1 = 1.44 σk = 1.0

c2 = 1.92(1− 0.22e−Re2
T
/36) σǫ = 1.3

cµ = 0.09(1− e−0.0115y+)

(14)

where the turbulence Reynolds number is defined as

ReT =
ρk2

µǫ
(15)

Chien’s model is very robust, but it has several shortcomings. It usually
overestimates the turbulence level and is not performing well in a case of an
increasing pressure gradient.

3.2 k − ω Model

In order to improve the near-wall behaviour of a k − ε model, a mixture of
the k − ε and k − ω models, known as Menter’s k − ω SST model [6, 7, 8],
has gained increasing popularity in recent years. Menter’s k − ω SST -model
is a two-equation turbulence model where the k − ω-model is utilized in a
boundary layer and outside that the turbulence is modelled with the k − ε
model. However, the ε-equation is transferred into the ω-equation in order to
allow a smooth change between the models. In the SST-model the turbulent
stress is limited in a boundary layer in order to avoid unrealistic strain-rates,
which are typical of the Boussinesq eddy viscosity models. This model can
also be modified in order to take into account the effect of surface roughness.
The equations for k and ω are

ρ
∂k

∂t
+ ρuj

∂k

∂xj
= P − β∗ρkω (16)

+
∂

∂xj

[

(µ+
µT

σk
)
∂k

∂xj

]

ρ
∂ω

∂t
+ ρuj

∂ω

∂xj

=
γρ

µT

P − F4βρω
2 (17)

(18)

+
∂

∂xj

[

(µ+
µT

σω
)
∂ω

∂xj

]

+ 2ρ
1− F1

σω2ω

∂k

∂xj

∂ω

∂xj
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Function F4 is for a rotational and curvature correction [9]. It is defined as

F4 = 1 +max
(

0,
1

1 + 3.6Ri

)

(19)

where Ri is the Richardson number variant defined as

Ri =
|Ωij |
|Sij |

(

|Ωij|
|Sij|

− 1

)

(20)

where the vorticity tensor Ωij and the strain rate tensor Sij are defined as

Ωij =
1

2

(

∂ui

∂xj
− ∂uj

∂xi

)

(21)

Sij =
1

2

(

∂ui

∂xj
+

∂uj

∂xi

)

(22)

where |Ωij | =
√

2ΩijΩij and |Sij| =
√

2SijSij .

The model coefficients in Eqs. (16) and (17) are obtained from

(σk σω β)T = F1 (σk σω β)T
1
+ (1− F1) (σk σω β)T

2
(23)

with the following values

σk1 = 1.176 σω1 = 2.0 β1 = 0.075

σk2 = 1.0 σω2 = 1.168 β2 = 0.0828

Coefficients κ and β∗ have constant values of 0.41 and 0.09. Coefficient γ is
calculated from

γ =
β

β∗
− κ2

σω

√
β∗

(24)

Term P in Eqs. (16) and (17) is the production of turbulent kinetic energy
and calculated using the Boussinesq approximation from Eq. (13). The last
term in the ω-equation originates from the transformed ǫ-equation and it is
called a cross-diffusion term. The switching function which governs the choice
between the ω- and the ε-equations is

F1 = tanh (Γ4) (25)

where

Γ = min

(

max

(
√
k

β∗ωd
;
500ν

ωd2

)

;
4ρσω2k

CDkωd2

)

(26)

The first term is turbulent length scale divided with the distance from the
walls. This ratio is around 2.5 in a logarithmic layer and approach zero in a
outer layer. The second term has a value of ≥ 1 only in a viscous sublayer.



12

The meaning of the third term is to ensure stable behaviour of F1 when the
value of ω in the free stream is small.

CDkω = max

(

2ρ

σω2ω

∂k

∂xj

∂ω

∂xj
;CDkωmin

)

(27)

where CDkωmin is lower limit of the cross diffusion term. The main purpose of
the switching function is to limit the use of the k−ω model into the boundary
layer region. The switch is naturally a weak point in the model, but it seems
to work at least in cases of external flows.

In the original SST-model the eddy viscosity µT is defined as

µT =
a1ρk

max (a1ω; |Ωij|F2F3)
(28)

where a1 = 0.31 and F3 = 1. Function F3 has been added for a proper
modelling fo rough walls and will be described later.

Above term F2 is a switching function that disables the SST limitation
outside the boundary layers. Function F2 works like function F1, except its
value remains as one farther in the outer boundary layer. It is defined as

F2 = tanh (Γ2

2) (29)

where

Γ2 = max

(

2
√
k

β∗ωd
;
500ν

ωd2

)

(30)

In Eq. (28) the lower limit of the nominator is based on Bradshaw’s as-
sumption, on which the turbulent shear stress in the boundary layer depends
on k as follows:

|ρu′′v′′| = a1ρk (31)

Thus the traditional Kolmogorov-Prandtl-expression µT = ρk/ω is used to the
limit

µT =
|ρu′′v′′|
|Ωij |

=
a1ρk

|Ωij |
(32)

This is called the SST-limitation of µT . SST-limitation significantly improves
the behavior of the model in boundary layers that have an unfavorable pres-
sure gradients, in such cases the traditional model clearly overestimates the
turbulent viscosity.

Recently, the model has been further developed by adding a factor F3. The
meaning of function F3 is to prevent an activation of the SST-limitation near
the rough walls [8, 10]. Function F3 is defined as

F3 = 1− tanh

[

(

150ν

ωd2

)4
]

(33)

where d is a distance from the walls.
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4 Computational Grids and Boundary Condi-

tions

In this simulation the total number of grid cells in a first (finest) grid level is
1 503 168. There are 875 200 grid cells in an impeller part of the grid and
627 968 in a volute part. On the second grid level the total number of grid
cells is 375 792, 218 800 in the impeller part and 156 992 in the volute part,
respectively. The surface grid is depicted in Figs. 1 and 2.

Fig. 1: Surface grid of the impeller.

A quasi-steady simulation is used as an initial guess for a time-accurate
simulation. The velocity and turbulent quantities is used as a pump inlet
boundary condition and the pressure is given as the pump outlet boundary
condition. A value of 800 000 Pa is given for the outlet pressure in order
to prevent negative pressures during the iteration. The pressure level is in-
significant in a present incompressible case, but the code requires a physically
reasonable pressure values. Simulations were made at a design point, where
a volume flow has a value of 100 m3/s or a massflow a value of 27.7 kg/s.
Rotational speed is 1475 RPM.
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Fig. 2: Surface grid of the volute.

5 Results

With the first level k − ω-simulation two impeller revolutions were simulated
with 200 internal iterations, after that time step was changed to correspond a
half degree rotation of the impeller for four revolutions. This simulation was
used as an initial guess for a simulation with a pressure correction method,
where seven impeller rotations using pressure correction with 60 internal iter-
ations were simulated.

With the other simulations than those with the k − ω-model on the first
grid level, four impeller revolutions were simulated with 200 internal iterations,
after that three revolutions with 400 iterations. Time-step corresponding to
one-degree rotation of the impeller was used in these cases. The Courant
number of the internal iterations is equal to one in all cases. Multigrid was
not used to accelerate convergence in the time-accurate simulations, whereas
in the quasi-stedy computations two multi-grid layers were used.

Some convergence histories within a timestep are shown in Figs. 3. The
turbulent kinetic energy is fully converged after 150 internal iterations, whereas
dissipation of turbulent kinetic energy is behaving a bit strangely. Massflows
are constant after first ten iterations.

A head is calculated from

H =
p2 − p1
ρg

(34)
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where p1 is the inlet pressure, p2 the outlet pressure; ρ the density, and g the
acceleration due to gravity. The efficiency is obtained from

η = ∆E/Tω (35)

where ∆E is the difference between the mechanical energy flux at the inlet
and the outlet and Tω is the required axial power. The axial power should
be smaller than the measured one, since several components of the loss, for
example the friction on the outside of the impeller and bearing losses, are not
taken into account. The time averaged head, efficiency and axial power needed
are presented in Table 1.
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Fig. 3: Convergence histories of the internal iterations within one timestep. Ori-
entation of figures: The ||L||2-norm of the turbulent kinetic energy residual (top
left), the ||L||2-norm of the dissipation of the turbulent kinetic energy residual (ǫ)
or specific dissipation rate of turbulent kinetic energy (ω) (top right), massflow in
(mid left) and massflow out (mid right) and pressure (bottom left).
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Table. 1: Pump performance.

Case Total Head Efficiency Shaft Power
Preconditioning k − ε Level 1 9.65 m 87 % 3087 W

k − ω Level 1 9.08 m 89 % 2905 W
k − ε Level 2 9.44 m 89 % 2961 W
k − ω Level 2 9.41 m 90 % 2932 W

Pressure correction k − ω Level 1 9.04 m 89 % 2911 W
Experimental 9.2 m 78 % 3250 W
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The head, mass balance, efficiency and axial power over a one impeller cycle
are shown in Fig. 4. Massflow fluctuations are moderate. The inlet massflows
oscillate, because the mass flow includes the Rhie-Chow dissipation term

ṁi+1/2 = Si+1/2

[

ρ
ūi + ūi+1

2
− C

ṁ∞

(pr − pl)

]

(36)

where pr and pl are pressure on both sides of the cell wall i+1/2, ṁ∞ is a ref-
erence massflow and C ≈ 0.1 a parameter. The reason for the outlet massflow
deviations from the inlet value is unknown. Peaks in the head curve take place
at a different place of impeller rotation cycle, indicating that reflections from
boundary condition is affecting the pressure field. The efficiency and massflow
curves of pressure correction method are very different from the others.

The problem of fluctuating pressure is related to convergence problems.
When a number of internal iterations is increased, pressure is changing linear
after first 50 iterations. Same kind of behaviour is also seen in a simulation
with the pressure correction method. Convergence histories of an average
pressure within a timestep for first level k − ω case both preconditioning and
the pressure correction methods are shown in Fig. 5.
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Velocity distributions at measurement stations 1 and 3, given in Fig. 6,
are shown in Figs. 8 – 9. Definition of a impeller position 0◦ is shown in
Fig. 7. In the velocity distributions, there are no significant differences between
cases. In the radial velocity curves around a distance of 0.07 m curve shapes
are different from the measurements. It is possible that the solution in that
area is affected by the simplification of the geometry. Any way the pulse like
behaviour in the radial velocity distribution is visible in related animations
both in measurements and simulations.

12.85

1
4
2

3

Fig. 6: Locations of the measurement points and directions of the tangential and
radial velocities.

Fig. 7: Impeller angle is 0◦ when tip of the impeller blade is passing a plane from
measurement point 1 to center of the impeller.

Distributions for the velocity, pressure and turbulent kinetic energy, taken
on a plane at a distance of 40 mm from the bottom of the impeller, are shown
in Figs. A-1 – A-12 of appendix A. The velocity in the figures is in an inertial
coordinate system. In the velocity distributions there are only small differ-
ences, but in the pressure distributions differences are significant, as one can
assume by looking a head curve in Fig. 4. In turbulent kinetic energy distribu-
tions k−ω simulations yields much larger values and especially in the pressure
condition case.
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Fig. 9: Velocity distributions at measurement point 3.
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6 Discussion

In this study a single-blade sewage pump is simulated numerically using a low-
Reynolds number k − ǫ and k − ω turbulence closures. Also different solution
approach, precondition and pressure correction methods were utilized.

Same pressure fluctuation problem discussed in [11] is still present, even it
was thought that the extremely good quality grid and a much less pulsating
flow was assumed to solve the problem. The effect to the pump performance
is, however, much smaller.

The average performance prediction is quite good remembering that axial
power should be smaller than the measured one, since several components of
the loss, for example the friction on the outside of the impeller and bearing
losses, are not taken into account. Time-accurate prediction of the pump per-
formance if quite different between the cases, which makes results unreliable.
Largest differences in head and efficiency results are between pressure cor-
rection method and all precondition method simulations. Pressure levels are
influenced by grid density, where as the turbulent kinetic energy by the turbu-
lence model. With the pressure correction method the pressure is in different
phase with the others and turbulent kinetic energy is even than in the other
k − ω-simulations. The shaft power is predicted same way in all simulations.
As compared to the predicted pressure, velocity distributions are predicted
with quite good accuracy.
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A Distributions

Fig. A-1: Velocity distribution at plane 40 mm from the bottom of the impeller.
Top row: Level 1 and level 2 k− ε, mid row: Level 1 and level 2 k−ω, and bottom:
Level 1 k − ω pressure correction case. The angle is 0◦.
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Fig. A-2: Velocity distribution at plane 40 mm from the bottom of the impeller.
The orientation as in Fig. A-1. The angle is 90◦.



25

Fig. A-3: Velocity distribution at plane 40 mm from the bottom of the impeller.
The orientation as in Fig. A-1. The angle is 180◦.
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Fig. A-4: Velocity distribution at plane 40 mm from the bottom of the impeller.
The orientation as in Fig. A-1. The angle is 270◦.
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Fig. A-5: Pressure distribution at plane 40 mm from the bottom of the impeller.
Top row: Level 1 and level 2 k− ε, mid row: Level 1 and level 2 k−ω, and bottom:
Level 1 k − ω pressure correction case. The angle is 0◦.
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Fig. A-6: Pressure distribution at plane 40 mm from the bottom of the impeller.
The orientation as in Fig. A-5. The angle is 90◦.
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Fig. A-7: Pressure distribution at plane 40 mm from the bottom of the impeller.
The orientation as in Fig. A-5. The angle is 180◦.
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Fig. A-8: Pressure distribution at plane 40 mm from the bottom of the impeller.
The orientation as in Fig. A-5. The angle is 270◦.
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Fig. A-9: Distribution of turbulent kinetic energy (ρk) at plane 40 mm from the
bottom of the impeller. Top row: Level 1 and level 2 k − ε, mid row: Level 1 and
level 2 k − ω, and bottom: pressure correction case. The angle is 0◦.
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Fig. A-10: Distribution of turbulent kinetic energy (ρk) at plane 40 mm from the
bottom of the impeller. The orientation as in Fig. A-9. The angle is 90◦.
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Fig. A-11: Distribution of turbulent kinetic energy (ρk) at plane 40 mm from the
bottom of the impeller. The orientation as in Fig. A-9. The angle is 180◦.
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Fig. A-12: Distribution of turbulent kinetic energy (ρk) at plane 40 mm from the
bottom of the impeller. The orientation as in Fig. A-9. The angle is 270◦.


