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ABSTRACT 
We introduce a new usability inspection method called 
HED (heuristic evaluation during demonstrations) for 
measuring and comparing usability of competing complex 
IT systems in public procurement. The method presented 
enhances traditional heuristic evaluation to include the use 
context, comprehensive view of the system, and reveals 
missing functionality by using user scenarios and 
demonstrations. HED also quantifies the results in a 
comparable way. We present findings from a real-life 
validation of the method in a large-scale procurement 
project of a healthcare and social welfare information 
system. We analyze and compare the performance of HED 
to other usability evaluation methods used in procurement. 
Based on the analysis HED can be used to evaluate the 
level of usability of an IT system during procurement 
correctly, comprehensively and efficiently. 

Author Keywords 
Usability evaluation; public procurement; summative 
evaluation; measuring usability; healthcare and social 
welfare information system; electronic health record.  

ACM Classification Keywords 
H.5.2 Information Interfaces and Presentation (e.g. HCI): 
User Interfaces (Evaluation/Methodology); K.6.3 Software 
management (Software selection). 

INTRODUCTION 
Heuristic evaluation (HE) [39] is an established method in 
user-centered system design [21]. It has been widely used in 

software development and evaluation especially in 
formative [13,18] development contexts in which it is 
possible to adjust or change the functionality of the 
software through technical development. In this paper, we 
describe accommodating the method to summative use. 

From the research perspective, HE may be considered an 
outdated, even obsolete, method that fosters little academic 
contribution. Over the years, HE has been extended to 
accommodate different purposes and situations (e.g. [48]). 
The increasing demands in public IT system procurement 
[29] of packaged/COTS (commercial-off-the-shelf) 
software, introduce new summative-type uses for this well-
established, widely applied method. Moreover, COTS 
procurement is an understudied systems context [36]. 
Current and emerging procurement surroundings pose 
challenging new requirements for fitting methods to the 
context and applying them properly. Legislation on public 
procurement permits only decisions that are based on 
relevant objective criteria for choosing economically the 
most advantageous tender. This applies on both EU [12] as 
well as on the national level in Finland [17]. 

Public IT systems have a large-scale impact on a significant 
number of people. Therefore understandably, usability 
problems appear as a constant topic in national discussion, 
especially in the area of healthcare IT systems [50]. The 
role of users and user needs have been left to the 
background during the product development of packaged 
software [25]. Moreover, usability has not appeared as an 
explicit requirement, or target of evaluation in public 
procurement [29]. We expect this to change along with the 
changing regulation. Therefore, we propose new applicable 
practices for assessing usability during public IT system 
procurement of packaged software. 

The method development and validation discussed in this 
paper has been devised during an ongoing large-scale 
public IT system procurement which we call ‘CAPIS’ 
(Client And Patient Information System). The object of 
procurement is a fully integrated information system for 
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tertiary, secondary and primary healthcare as well as social 
welfare with approximately 40 000 professional end users. 

HE has already been suggested as an evaluation method for 
IT system procurement [31]. However, we are still lacking 
proper ways to use it in a summative manner that would 
enable a score-based comparison between competing 
systems. Our paper addresses this uncovered research topic. 
The main contribution of our paper is the definition and 
real-life validation of the Heuristic Evaluation during 
Demonstrations (HED) -method for public IT procurement. 

RESEARCH BACKGROUND 
In the context of this study three tracks of related research 
are of interest: usability evaluation of complex systems, 
usability in IT procurement of complex systems and 
measuring usability. 

Healthcare has been identified as a domain for complex 
information systems [35]. Researchers have pointed out that 
there is a lack of appropriate usability evaluation methods 
[8,42]. In the context of clinical information systems, 
usability evaluation methods have been applied to guide 
further development (e.g. [27,32,40,41]). However, the 
evaluation has focused on a limited set of functionalities or 
parts of the system. The role of usability design and 
evaluation has not been established in social welfare 
domain [26]. 

Some researchers have argued that public organizations do 
not emphasize and include usability in IT system 
procurement because they are not prepared to take the 
responsibility for it [28]. In regard to electronic health 
record (EHR) systems, these organizations have assumed 
that the responsibility lies on the vendor [15]. However, the 
high configurability of these systems could be used to 
improve usability [37], hence the customer organization 
should also take responsibility for the usability in the EHR 
system implementation [15]. 

The importance of usability requirements [5] and 
understanding human factors [46] in IT system procurement 
were first highlighted two decades ago. Indeed, recent 
research proves that usability criteria can be used in public 
IT procurement [43,49] although this has not yet become a 
standard procedure [29]. There are examples of such 
procedures in the field of healthcare [31,33] and usability 
tests are recommended as the primary evaluation method 
when purchasing a healthcare IT system [31,45]. However, 
studies give only an overview of rankings, but the used 
evaluation criteria [31,33], formulation of numerical results 
or justification behind rankings have not been described in 
detail. Also, user testing requires significant resources: 
testing five tasks for two different user groups on two 
competing systems has taken one month of effort [43]. 

When purchasing large and complex information systems 
and evaluating several different systems from different 
vendors during the selection process, a more cost-effective 
approach is needed. Several researchers view HE as being a 

viable method for preliminary assessment of candidate 
systems in the healthcare field due to its low-cost and 
quickness [7,31,45]. CLIPS (clinical information processing 
scenarios) are suggested as a basis of heuristic evaluation 
when selecting information systems [31].  

Product demonstrations have a major influence on the 
assessment of both the suitability of the products and the 
vendors [25] while the usability evidence provided by these 
traditional vendor demonstrations is seen as weak [31]. 
Authors [25] have argued that salesmanship related to 
demonstrations has been more important in decision-
making than the actual IT system. However, recent 
legislation [12,17] requires objective criteria for choosing 
economically the most advantageous tender in public IT 
procurement. In addition to being useful demonstrations 
also provide deficiencies when used in procurement. 

HE has been criticized for limited inclusion of use context, 
a very limited set of evaluated user interfaces that need to 
be selected before evaluation and not being able to reveal 
major missing functionalities in the evaluation [9,38]. 
While usability testing has been devised also for summative 
purposes, one could argue that inspection methods like HE 
have been designed for formative use because they provide 
mainly qualitative data on the usability problems [14]. The 
current practice on measuring usability indeed heavily 
relies on usability tests while inspection methods are not 
discussed [24]. Attempts to quantify HE have been 
presented [20] for evaluating the degree of usability of 
websites. In this model heuristics are divided into 
categories and problems are categorized accordingly 
resulting in a calculated usability score.  

Based on the related research, we argue that there is a need 
for an inspection method for measuring usability during IT 
system procurement. We further argue that the value of a 
usability evaluation method for IT procurement is reflected 
in its ability to determine the level of usability of an IT 
system correctly, comprehensively and efficiently. 
Correctness includes reliability and validity, two common 
measures for examining an evaluation method [22]. 
Comprehensiveness is similar to thoroughness [2] relating 
to examining the system as broadly as possible. Efficiency 
[22] relates to the resources used to get as comprehensive 
an evaluation of the system as possible. 

Our HED method responds to these challenges by adding 
the complex work context and process view to heuristic 
evaluation with the combination of demonstrations and user 
scenarios. HED quantifies the evaluation for comparison 
purposes in IT system procurement with a different 
calculation model than in [20]. 

OUR METHOD: HEURISTIC EVALUATION DURING 
DEMONSTRATIONS (HED) 
Much like in the typical HE procedure [39], in HED the 
actual evaluation is performed in two steps. Before the 
evaluation steps, the process also includes preparing the 



user scenarios that the demonstrations, during which HED 
is performed, should be based on.  

The user scenarios describe typical work processes that are 
supported by IT systems [6,16]. They are written by domain 
experts. The timespan of the described process can be days 
or even months. The user scenarios are provided to the 
competing vendors beforehand and the demonstrators are 
required to follow them. System functionalities outside the 
user scenario are not allowed to be demonstrated. The user 
scenarios are divided into shorter parts and the transitions 
between parts can be used for pre-defined short 
demonstration breaks. 

HED is based on documenting four different types of 
usability issues: heuristic violations, missing functionalities, 
omitted parts of the user scenario and positive findings; 
numeric scores are given for these during the 
demonstration. In contrast to typical HE procedure, missing 
functionalities in the system are revealed and documented. 
These aspects are an important addition to the procedure 
because they give a more accurate representation of the 
system’s usability when real users use it for their tasks. 

At the beginning the product to be demonstrated has 0 
usability points which equals to the highest grade. Heuristic 
violations, missing functionalities and omitted parts of the 
user scenario give negative points and are called 
subtractions while positive findings give positive points. 
The total sum of points determines a usability grade for the 
demonstrated system. In theory, at the end of evaluation 
this sum could be positive, however, as HED is focused on 
revealing deficiencies a negative total sum is assumed. The 
process is depicted in more detail in the following. 

Before the Evaluation 

Selecting Heuristics 
First, usability specialists, referred to as evaluators, select 
the list of heuristics to be used based on the evaluated 
system. When familiarizing with the chosen heuristics, the 
evaluators may decide to modify them, e.g. by emphasizing 
contextual aspects. The evaluators also define examples of 
violations that are special and typical for the type of 
systems that are to be evaluated in the contexts in focus. 

Setting Scores for Usability Issues 
The scoring comprises of the above-described types of 
usability issues: heuristic violations, missing functionalities, 
omitted parts of the user scenario and positive findings 
together with the influence rating of all four. Influence 
rating, a new concept, comprises severity rating of 
traditional heuristic evaluation and similarly supportivity 
rating for positive findings. 

In the literature, there are two severity rating approaches for 
HE; a single scale and a two dimensional approach, with 
impact and frequency as the two dimensions of a table [38, 
p. 104]. Based on research, these dimensions are not 
correlated [44] and should be rated separately. In the 

context of risk management of ICT systems, similar 
measures exist [1]. The risk is calculated as the product of 
“loss due to an undesirable outcome” (L) and “probability 
of the undesired outcome” (P): R=R*P. 

Similarly, we propose a scale of two dimensions for rating 
the heuristic violations in HED: the impact rating 
describing the impact of the violation on the users on a 
scale from -1 (minor usability violation) to -3 (major 
usability violation) and the frequency rating the rate with 
which the violation occurs in the demonstration on a scale 
from 1 (single) to 3 (prevailing/frequent). The severity 
rating is then calculated as the product of the impact and 
frequency ratings, and results in 6 different scores for 
heuristic violations: -1, -2, -3, -4, -6 and -9. Calculating the 
product gives a scale that emphasizes the more severe end. 
The documenting of cosmetic problems is neither possible 
nor necessary in a demonstration. Also, estimating the 
frequency of problems during the demonstrations can be 
viewed as representative of actual use. 

Additionally, also an impact score of -10 is included, and 
can be given to a single usability catastrophe, in which case 
the frequency is evaluated as 1. The supportivity rating of 
positive findings, i.e. examples of good design solutions 
relating to the heuristics, includes an impact rating of +1 
and evaluating the frequency as with heuristic violations. 

Other subtractions than heuristic violations are missing 
functionalities and omitted parts of the user scenario. The 
evaluators should get familiar with the user scenarios. The 
most essential functionalities (e.g. summary view of 
patient’s or customer’s data) should be recognized during 
discussions with domain experts. The domain experts can 
explain which parts of the user scenarios are essential for 
completing their tasks. The existence of the required 
functionality is the prerequisite for evaluating their 
usability. When the demonstration does not include a main 
functionality, this results in a subtraction of either -5 
(impact -5, frequency 1) or -10 (impact -10, frequency 1) 
depending on the functionality or level of deficiency. 

Omitted parts of the user scenario are calculated to include 
the same average amount of heuristic violations as the 
demonstrated parts. For instance if only 75% of a user 
scenario were demonstrated and the heuristic violation 
points were -90, an additional subtraction of -30 would be 
added and the final heuristic violation points would be -120. 

In our procedure, missing functionality and omitted parts of 
the user scenario reduce points instead of simply 
disqualifying a vendor for the following reasons: Firstly, in 
order to treat all vendors equally in relation to the user 
scenarios, the deficiencies need to affect the usability grade. 
Secondly, all functionalities in the user scenario are not 
necessarily included in the final system requirements due to 
the parallel ongoing negotiations that determine the content 
of the final request for proposal (RFP). Thirdly, the systems 



could be further developed after the vendor selection to 
eventually meet the requirements. 

Determining Grade Boundaries 
Grade boundaries are predetermined before the evaluation 
based on desired and/or acceptable result, by piloting the 
method and considering the length of the demonstration. 
For example, the grade Fail could be determined to be 
anything below -90, which corresponds to 10 major (impact 
-3) and prevailing (frequency 3) usability violations. It is 
more suitable to give grades instead of points as the result; 
the level of usability is more easily understood from the 
procurement viewpoint. This also simplifies determining 
the accepted minimum level as described above for the 
grade Fail. All grade boundaries should also include a so 
called grey area to mark those points that are so close to the 
boundary between two grades that the actual grade is not 
necessarily unambiguous and needs negotiation. For an 
example of defined grade boundaries see Table 3. 

Scoring Alignment across Evaluators 
Before the evaluation, the evaluators should have an 
alignment discussion on the scoring, for a common 
understanding on the meaning, use and application of the 
impact and frequency ratings. Also, before HED is used for 
real, the evaluators should practice using the method 
together for a few times. 

First Step: Analysis during the Demonstration 
Evaluators individually document the observed positive 
findings, heuristic violations, missing functionality and 
omitted parts of the user scenario as they occur during the 
demonstration. The pre-indicated breaks during the 
demonstration can be used to assess and document the 
impact and frequency of observed usability issues. Because 
the analysis is conducted during a fast-paced demonstration, 
the detailed descriptions of the documented heuristic 
violations and their relation to a specific heuristic cannot be 
documented in contrast to traditional HE [38] and the 
method presented by González et al. [20].  

Immediately after the demonstration the evaluators should 
determine with one to three domain experts, who also 
followed the demonstration, subtractions for the missing 
functionalities and omitted parts of the user scenario. This 
is done to avoid unwarranted subtractions i.e. necessary 
functionalities were demonstrated in a way that the domain 
experts were not able to describe to the evaluators 
beforehand. Accordingly, these subtractions are the same 
for both evaluators. The resulting score Us(vs) is calculated 
from the analysis for each evaluator: 

Us(vs) = ∑(In×Fn), where, In is the impact and Fn the 
frequency of each usability issue n for vendor v for user 
scenario s. Usability issues include the heuristic violations, 
other subtractions and positive findings. 

Second Step: Aggregation of Results and Defining the 
Usability Grade 
After each demonstration, the evaluators meet to negotiate 
the final grade for the system based on their individual 
Us(vs) scores. They present individual results to each other 
and compare the scores and resulting grades. They collect a 
comparative table that includes the number of heuristic 
violations and violations for each severity rating for all 
evaluators. The table similarly includes positive findings 
and their supportivity ratings as well as notes on the other 
subtractions (Figure 1). 

If the individual scores are within the same grade and 
relatively close to each other, the resulting grade can be 
accepted as is. By contrast, if the grades differ from each 
other, closer comparison of the individual analysis should 
be done to reach a common understanding, which will then 
be transformed into a final grade. The grey areas defined 
for the grade boundaries can assist in the discussion. During 
the negotiation evaluators should go through the 
documented most severe heuristic violations (-10, -9 and -6 
points), the numbers of less severe heuristic violations (-4, -
3, -2 and -1 points), the numbers of positive findings (+1, 
+2 and +3 points) and the total subtraction points and 

Figure 1. Example of a comparative table, that summarizes the results of HED. All numbers are examples and not related to 
actual evaluations in CAPIS. 

Product X, user scenario Y Usability grade: 2

Results of individual analysis
Missing 
functionality

Omitted 
parts

Evaluator
Total 

(points) Grade: -10 -9 -6 -4 -3 -2 -1
Total 

(points)
Total 

(number) +1 +2 +3
Total 

(points)
Total 

(number)
Total    

(points)
Total 

(points)
A -103 1 1 2 3 4 3 5 8 -89 26 1 0 0 1 1 -15 -
B -92 2 1 2 3 3 4 5 6 -86 24 1 1 2 9 4 -15 -

Summary: 
Usability problems -10 points: Missing functionality: 

Descriptions -5 Functionality 1
-5 Functionality 2

Usability problems -9 points: -5 Functionality 3
Descriptions Total: -15

Usability problems -6 points: Omitted parts of user scenario:
Descriptions none

Positive findingsHeuristic violations



positive points. Based on this the evaluators should jointly 
decide which grade is most justified. Finally, descriptions 
of the most severe heuristic violations (Figure 1), is 
included based on the individual evaluations. 

APPLYING THE HED METHOD: CASE CAPIS 
The real-life validation of the HED method took place in 
spring 2014 during the dialogue stage of the CAPIS 
procurement project. 

During summer 2013 we piloted the first version of HED as 
part of a pilot on the whole evaluation procedure using one 
of the currently used EHR systems as the evaluated system. 
During the pilot, three usability specialists applied the first 
version of the method. The main findings from the pilot 
study that influenced the HED method were: Documenting 
on a paper chart was too slow. Training and practicing are 
important; the evaluators should thoroughly know the 
heuristics and the user scenario, as well as be familiar with 
the application domain; in the pilot case clinical work and 
EHR systems and at later stages of CAPIS also social 
welfare. The findings start to repeat which should be taken 
into consideration when determining the grade boundaries 
for demonstrations with different lengths. Conversely, the 
same issues are witnessed several times and the findings 
can be specified over time which aids in documenting 
during the fast-paced demonstration. 

In spring 2014 the aim was to select 2-4 candidates that 
meet the minimum requirements, including usability, to 
continue in the procurement process. The HED method was 
one part of the usability evaluation. Additionally, perceived 
usability questionnaires for future end-users were used 
during demonstrations. Also, a more traditional HE was 
used for a limited user group and context of use.  

The evaluation was based on comprehensive user scenarios. 
The four competing IT vendors were required to strictly 
follow the user scenarios during product demonstrations. Of 
the nine user scenarios, six were assessed with the HED 
method. Three of these user scenarios covered healthcare 
and three of them social welfare. The user scenario based 
demonstrations were also used in the procurement for the 
evaluation of the coverage and quality of the system 
functionalities by subject domain experts, i.e. future end-
users such as physicians, nurses and social welfare 
professionals.  

The final result for the usability of a vendor’s solution in 
CAPIS was determined by a weighted combination of 
scores from all the different methods and user scenarios. 
The details of this final scoring are not in the scope of this 
paper. 

User Scenarios and Demonstrations 
The six user scenarios chosen for usability evaluation with 
HED covered the central areas of healthcare and social 
welfare information system use from the professionals’ 
perspective. They depicted typical workflows and IT 
system use between seamlessly cooperating university 

hospital level specialized medical care, primary health care 
and social welfare. The user scenarios were similar to 
clinical information processing scenarios (CLIPS) 
[16,23,34]; the method was adapted also for social welfare. 
They were written by healthcare and social welfare 
professionals with the guidance of domain experts working 
at the procurement office.  

The user scenario contexts and reserved times for the 
demonstrations are depicted in Table 1. The user scenarios 
had different lengths, and in total of about 18 hours of 
usability evaluation during demonstrations were done for 
each vendor’s solution. 

Before the Evaluation 
The HED procedure was conducted by two usability 
specialists (the first two authors) who have extensive 
knowledge and experience with usability evaluation 
methods in general and in usability of healthcare and social 
welfare information systems in particular. We decided to 
use Nielsen’s 10 heuristics [38], because they are well 
aligned with heuristics presented for the field of health 
informatics (e.g. [23,51]) and both usability evaluators had 
applied them in several evaluations previously. 
Additionally, we combined our own experiences with cases 
from literature to compile a set of examples of heuristic 
violations specific to health information systems. An 
illustration on the nature of these examples is presented in 
Table 2. We found the list applicable also for the evaluation 
of social welfare user scenarios.  

The usability of the system for each user scenario Us(vs) 
was converted to grades on a scale of 3 (good) – 2 (fairly 
good) – 1 (acceptable) – 0 (fail). The grade boundaries were 
determined for each user scenario based on the length of the 
user scenario and piloting the method: for a two hour user 
scenario the absolute minimum points were -170; for user 
scenarios up to five hours in length every hour increased the 
minimum points by -60 points and for the fifth hour and the 
following hours every hour increased the minimum points 
by -40 points; over 90 % of the minus points resulted in a 
failed grade; and the grade boundary for grade 2 was at 
60% and for grade 3 at 30 %. This resulted in the grade 

User Scenario Length (approx.) 

1. Emergency department (ED) – 
Intensive care unit (ICU) – 
Operating room (OR) 

6 hours 

2. Maternity clinic – Labor and 
delivery – Child health clinic 

3 hours 

3. Inpatient ward 2 ½ hours 
4. Social assistance 2 ½ hours 
5. Child welfare 2 hours 
6. Services for people with 
disabilities 

2 hours 

Table 1. The user scenarios used in CAPIS and their lengths. 



boundaries presented in Table 3. The grey areas around the 
grade boundaries were determined to be +- 5 %. 

The usability evaluators jointly wrote more detailed 
definitions for the impact and frequency ratings and the 
usability catastrophe so that the scoring during the 
demonstration would be equal. A couple of days before 
evaluation, domain experts guided the usability evaluators 
through the user scenario from the IT system point of view. 
They were also usually able to tell what types of screens 
were to be expected at different parts of the user scenarios. 
The user scenario was printed on paper and the parts of the 
story with the essential functionality that would result in 
subtractions if missing from the demonstration were 
highlighted. 

The usability evaluators practiced HED a week before the 
actual evaluations for an hour during a training session with 
the EHR currently in use at the university hospital (not one 
of the contending systems). 

First Step: Analysis during the Demonstrations 
The two evaluators participated in 24 user scenario sessions 
(demonstrations): three healthcare (1, 2, 3) and three social 
welfare (4, 5, 6) user scenarios were demonstrated by all 
four vendors (I, II, III, IV) during a period of five weeks 
according to the schedule in Table 4. There was a two-week 
break between the healthcare and social welfare 
demonstrations. 

Both evaluators had own laptops to document the observed 
usability issues according to the HED process. After the 
demonstration of the user scenario, if time remained, the 
vendors were asked to re-demonstrate those parts of the 
story where the domain experts felt something was unclear. 
The two usability evaluators could not affect this process, 

but were able to make complementary documentation. 
Finally, immediately after the demonstration was over, the 
other subtractions were decided according to the process. 

Second Step: Aggregation of Results and Defining the 
Usability Grade 
After each demonstration, both evaluators reviewed their 
own documentation and made final necessary adjustments 
such as combined multiple documentations of the same 
problem into one with an appropriate frequency rating. 
After this, the evaluators compiled a summary of the 
number of violations with different severity ratings and 
positive findings. The most severe violations (with rating of 
-10, -9 and -6 points) were reviewed in more detail and it 
was marked whether both evaluators had documented the 
same problem. 

The grade negotiations were usually quite straightforward 
following the process described in the previous section. In 
case of a difference in the resulting grade the first step was 
to pinpoint the main reason for the difference, such as the 
other evaluator had documented substantially more small 
violations than the other or the other had documented more 
positive issues. This analysis required in some cases a more 
detailed review of the documented issues, for example if the 
positive findings did not overlap between the evaluators this 
could be considered as a raising factor from a lower grade. 
The common analysis resulted in a final grade that both 
evaluators agreed on. This step took on average one hour. 

Table 2. Examples of heuristic violations. 

Table 3. Grade boundaries and related points. 

Heuristic by 
Nielsen [38] 

Example of violation specific to 
health information systems 

Simple and 
Natural Dialogue 

Optimal amount of information in 
one screen regarding the task at 
hand, possibility to easily drill down 
to details for example from a 
summary view of patient’s situation. 

Minimize User 
Memory Load 

Patient's / customer’s identification 
information (e.g. name, unique ID) 
is prominently displayed on screens 
in order to minimize the memory 
load and avoid documentation to the 
wrong patient / customer file. 

Prevent Errors Consistent use of colors and other 
methods to highlight the abnormal 
values / information throughout the 
system. If used inconsistently, the 
user may not notice the visually 
differentiated important information 
or it can be misunderstood. 

User 
Scenario Grade 3 Grade 2 Grade 1 Grade 0 

1 0 …  
-111p. 

-112 …  
-222p. 

-223 …  
-333p.  

-334 …  
-370p.  

2 0 …  
-69p.  

-70 …  
-138p.  

-139 …  
-207p.  

-208 …  
-230p.  

3, 4 0 …  
-60p. 

-61 …  
-120p.  

-121 …  
-180p.  

-181 …  
-200p.  

5, 6 0 …  
-51p. 

-52 …  
-102p.  

-103 …  
-153p.  

-154 …  
-170p.  

Table 4. Evaluation schedule for the user scenarios (1-6). The 
number of competing vendors was four (I, II, III, IV). 
However, the process was planned for six candidates.  

Week Mon Tue Wed Thu Fri 
1 1 / I   3 / I 2 / I 
2 1 / II   3 / II 2 / II 

3 1 / III 1 / IV  3 / III, 
2 / IV 

2 / III, 
3 / IV 

4 4-6 / I  4-6 / II   
5  4-6 / III 4-6 / IV   



ANALYSIS AND EVALUATION OF RESULTS 
We analyze the performance of the HED method by 
assessing the grades documented by both evaluators and by 
relating it to other usability evaluation methods applied in 
the CAPIS procurement process. 

Evaluator-specific grades are further analyzed with inter-
rater agreement and inter-rater reliability. Finally, the 
correlation of grades for usability resulting from different 
methods (HED and user questionnaires) is presented as an 
initial analysis of the correctness of the method. The criteria 
of comprehensiveness and efficiency are discussed briefly. 

Other Usability Evaluation Methods during Procurement 

User Questionnaires 
Three different questionnaires were applied for evaluating 
perceived usability: two short questionnaires during the 
breaks (six statements each, total 12 statements) and a 
summative questionnaire at the end of each user scenario 
(10 statements). The questionnaires’ design utilized the 
established usability questionnaires, such as SUMI 
(Software Usability Measurement Inventory) [30], SUS 
(System Usability Scale) [4], and QUIS (Questionnaire for 
User Interaction Satisfaction) [9], as well as a tailored 
usability questionnaire for EHR systems [50]. None of the 
established questionnaires were suitable as is, because the 
questions were not to be answered based on experience of 
using the system but based on seeing the system being 
demonstrated. 

The statements were answered using four-point Likert 
scale: Fully agree (3) – Fully disagree (0). The statements 
were either on traditional usability issues (consistency, 
logic, status, complexity and visual appearance of the 
system) or EHR-related (compatibility of system and 
clinical tasks, support for collaboration in clinical work). 
Examples of these statements: “I perceive the arrangement 
of the fields and functionalities on-screen logical”, “The 
system supports collaboration and information exchange 
between involved parties” and “This system is highly 
suitable for my daily work tasks”. In the short 
questionnaires 6 statements were on usability issues and 6 
statements EHR-related. The summative questionnaire was 
similar to SUS [4], but replaced questions 4, 9 and 10 with 
EHR-related questions. 

Table 5 includes a summary of the numbers for questions 
and subject domain experts that responded to the 
questionnaires in each user scenario. 

Traditional Heuristic Evaluation 
We conducted also a more traditional HE procedure [39] 
with a similar scoring process as with HED for one small 
area of the CAPIS procurement: the client and patient portal 
from the citizen’s perspective. The evaluation covered 10 
tasks. The two usability specialists first performed 
individual evaluations with access to the system and finally 
aggregated the results similarly as in HED. The time spent 
conducting the evaluation was not restricted but in practice 

took approximately 2 ½ hours per vendor. The aggregation 
of the results took approximately an additional 45 minutes. 

Statistical Analysis 
For the initial analysis of the correctness of HED, reliability 
and validity measures were calculated from the grade data. 
For the analysis of reliability of the assessments performed 
by two different evaluators, two types of calculations were 
used: the inter-rater agreement (IRA) relates “to the extent 
to which different raters assign the same precise value for 
each item being rated” [19]. The simplest index of IRA is 
percent agreement. Inter-rater reliability (IRR) relates “to 
the extent to which raters can consistently distinguish 
between different items on a measurement scale” [19]. With 
two evaluators and ordinal data weighted kappa and intra-
class correlation coefficient (ICC) are suggested. For the 
calculation of weighted kappa the R statistics software irr-
package was used and for the calculation of ICC the R 
statistics software psych-package was used. For analyzing 
validity, correlation was calculated. The Pearson correlation 
to be used with interval data was calculated with the R 
statistics software. 

Inter-rater Agreement (IRA) and Inter-rater Reliability 
(IRR) 
The individual grades given by the two evaluators proved 
the same or adjacent in all scenario sessions as can be seen 
from Table 6. The grades given ranged from 0 to 3, thus the 
whole range of grades was in use. In all sessions with 
adjacent grades one or both of the evaluators were on the 
grey area near the grade boundaries. This was also the case 
in some of the sessions where the grade was the same. 

The IRA for our grade data was 70.8 % indicating that the 
agreement between evaluators was substantial and high 
confidence in grades given to vendors in demonstrations 
were correct. For the IRR Kappa was 0.696 (p <0.001 and 
z= .000337 and z-value = 3.59). The result for ICC was 
0.73 (p<0.001) lower-bound = 0.69 and upper-bound = 
0.91. The IRR calculations indicate that the reliability of the 

Scenario Questionnaires Respondents 
1 (2 x 6 questions) x 2 

+ 10 questions 
22-23 (physicians 
and nurses) 

2 2 x 6 questions + 10 
questions 

9-10 (physicians 
and nurses) 

3 2 x 6 questions + 10 
questions 

17 (physicians 
and nurses) 

4 2 x 6 questions + 10 
questions 

29-31 (social 
workers) 

5 2 x 6 questions + 10 
questions 

29-31 (social 
workers) 

6 2 x 6 questions + 10 
questions 

29-31 (social 
workers) 

Table 5. Usability questionnaires and respondents. 



grades was substantial as the values are between the 
suggested 0.61-0.80 [19]. 

Correlation between HED and user questionnaires 
For the comparison purposes of this paper all the statements 
in the questionnaires were treated as equal and the points 
given by subject domain experts to a user scenario were 
calculated as an arithmetic mean of all answers. Although 
the respondents were same in all sessions across vendors, 
some did not provide all answers. All given responses are 
included in the calculations in this paper. This differs from 
the calculation used in CAPIS, where respondents who did 
not give scores to all vendors were excluded because of 
equal treatment required in procurement. For the 
differential between the arithmetic mean points given by the 
subject domain experts in each user scenario and the final 
grade given by the usability specialists, see Table 7. 
Overall, the arithmetic mean points are higher than the 
grades, evidenced by only a few negative values. When 
interpreting the table it should be noted that HED produced 
integers while the arithmetic mean points of the subject 
domain experts include decimals. 

Based on correlation cor=0.79 (p<0.001, df = 22 and t = 
6.097), the results of the perceived usability questionnaires 
and HED seem to be well aligned. 

Comprehensiveness and Efficiency of the Method 
Comprehensiveness and efficiency are interrelated 
measures. The execution of HED took 18 hours per vendor 
for evaluation, with an additional 6 hours for the 
aggregation of results. Thus the required total resources per 
vendor for the execution with two evaluators were 48 hours 
or 6 days of effort. This comprised 10 different use contexts 
(two of the user scenarios had three different use contexts). 
This results in ~5 hours per use context. As compared with 
traditional heuristic evaluation, which took a total of 6.5 
hours per vendor (3.25 hours per evaluator) and evaluated 
one use context, HED was more comprehensive (more 
contexts) and more efficient by 26 %. Also, when 
considering the fact that markedly more tasks (more 
comprehensive) were evaluated with HED than with 

traditional HE per use context, the efficiency is further 
increased. 

The effort used for getting the results from the user 
questionnaires was approximately 396 ½ hours per vendor 
or about 40 hours per use context (based on Tables 1 and 
5). In our case the number of subject domain experts varied 
between 9 and 31. With the minimum number of subject 
domain experts (9) attending each user scenario the effort 
per use context would be 16 hours (2 days), thus making 
HED also more efficient than user questionnaires by 68%. 
This calculation does not take into account the fact that 
domain experts did not solely use their effort during the 
demonstration for perceived usability evaluation but also 
assessed the coverage and quality of the IT system. The 
comprehensiveness of questionnaires is the same as with 
HED, as the same use contexts and tasks are evaluated. 

DISCUSSION 
In public IT procurement any usability evaluation method is 
useful only if it produces consistently comparable numeric 
results that give an accurate view of the usability of the 
whole system. This should also be done as efficiently as 
possible. Our findings suggest that HED responds to these 
requirements well. 

HED differs from traditional heuristic evaluation of 
usability by including the context of use into the evaluation 
with user scenario based demonstrations and by producing a 
quantitative usability score for the demonstrated system. 
The method was applied and validated in the context of a 
major public IT procurement of a client and patient 
information system. Our results show that HED gives 
correct usability grades to the evaluated systems, is aligned 
with the results of perceived usability and makes it possible 
to evaluate the IT system more comprehensively and 
efficiently than with other methods. 

Importance of Findings 
As the definition in ISO9241-11 indicates, usability is 
context-dependent. Traditional heuristic evaluation, 

Table 6. HED grades given were close to each other in all 
sessions. Sessions in which one or both evaluator’s points were 

in the grey area are marked. 

User 
Scenario 

Vendors and the grades 

I II III IV 
1 same same same adjacent 

2 adjacent same same adjacent 

3 same same same adjacent 

4 adjacent same same adjacent 

5 same same same same 

6 same same same adjacent 

Table 7. Differential between usability evaluation methods: 
user questionnaires and HED. A negative value indicates that 

HED evaluated the usability higher and a positive value 
indicates that user questionnaires evaluated the usability 

higher in that user scenario. 

User 
Scenario 

Differential of Results 

I II III IV 
1 -0.01 0.23 0.58 0.83 
2 0.04 0.24 0.18 1.09 

3 1.28 0.12 -0.42 0.05 

4 0.8 0.73 0.65 1.38 

5 0.68 0.47 0.61 1.15 

6 0.78 0.34 0.64 1.38 



however, has been criticized for not addressing context 
[10]. For complex IT systems one challenge is the 
complexity of user tasks, workflows and the user 
environment (e.g. [23]). For example, healthcare work has 
been described being unique for varying reasons: the work 
is variable, dynamic, complex, emergent in nature, involves 
a high degree of both ambiguity and uncertainty, requires a 
high degree of coordination and is not easily deferred 
[3,47].  

We brought the context and workflows into the heuristic 
evaluation procedure in the form of demonstrations based 
on user scenarios written by domain experts. In the context 
of IT procurement the user scenarios are important in 
reflecting an accurate picture of the system as the vendors 
are not able to select aspects and functionalities that they 
themselves wish to demonstrate. 

Relation to Similar Studies 
Evaluating usability during IT procurement has not become 
an established practice. Heuristic evaluation has been 
suggested as a suitable method for preliminary evaluation 
and ranking of candidates [7,31,45]. However, we are not 
aware of literature describing how this should be done in a 
numeric and comparable way. The research on measuring 
usability concentrates on usability testing [24]. To our 
knowledge, HED is the first such method reported for IT 
procurement that also addresses the criticized shortcomings 
[9,38] of traditional heuristic evaluation. 

In contrast with the method of user testing in procurement 
presented by Riihiaho et al. [43] where the evaluation of 
one system and two use contexts but only ten tasks in total 
took half a month of effort (equals about eleven days of 
effort), our method is markedly more efficient and 
comprehensive. In almost half the time, 6 days of effort, we 
evaluated five times as many use contexts with HED in a 
much more complex working environment i.e. social 
welfare and healthcare.  

Our results indicate that HED is more efficient than using 
perceived usability questionnaires and also provides more 
documented information for the implementation phase. 
While from a pure usability perspective HED might be seen 
as the better choice during procurement, the inclusion of 
users is seen as essential for the future acceptance of the 
system [11]. 

Alternative Explanations of Findings 
Our findings are based on the evaluations by two usability 
specialists with a very similar background who applied the 
method in practice. Nielsen [38] suggests using at least 
three evaluators to get a comprehensive view on usability 
problems. However, in procurement (thus also in HED) the 
focus is on comparing the level of usability between 
competing systems through an equal evaluation procedure. 
We argue the difference can be detected without revealing 
all heuristic violations. A third evaluator would have 
lowered the efficiency of the method, and based on our 

results two evaluators can detect the difference in the level 
of usability between systems. 

Both the results of user questionnaires and HED evaluations 
were based on the same user scenario demonstrations. The 
role of the user scenario on the view of the system’s 
usability is important: a user scenario not depicting the 
context of use correctly could in theory lead to consistently 
aligned, but false results of usability. However, in practice 
this should be reflected in the subject domain experts’ 
evaluations as low ratings as they are experts on the use 
context.  

The user scenarios were given to the vendors before the 
demonstrations. This practice was chosen to give the 
vendors opportunity to present the optimal way of using the 
system and minimized the emergence of unforeseen 
usability problems resulting from the demonstrator’s use of 
the system. These two aspects are similar in other expert 
evaluation methods for usability. 

Applicability of Findings 
The HED method has been designed for usability 
evaluation during IT procurement of packaged software in 
absence of other suitable methods. The method requires a 
working system and is not thus suitable in the context of 
procuring software development projects. However, the 
method may be suitable for acceptance testing or comparing 
the usability of different versions of a product.  

The HED produces a usability grade for the system 
evaluated which is related to the user scenario used. As 
indicated by our case example, these usability grades can be 
used during procurement to determine whether the 
competing systems reach a minimum level of usability and 
can continue in the process. They can also be used to 
compare the competing systems. Our analysis in this paper 
does not include comparison of usability grades between 
different scenarios. Thus our findings in this paper do not 
indicate that the usability grade produced is universal or 
could be compared between domains. 

The grade boundaries are not universal between 
procurement cases and should be determined uniquely for 
each case. However, the boundaries presented in this paper 
can be used for reference. We recommend that the currently 
used IT system is evaluated with a couple of the user 
scenarios and similar procedure, which should not take 
more than a day of effort. If available, comparing these 
scores with other existing usability evaluation results can 
help in determining suitable grade boundaries before HED 
is used in procurement. 

Based on our experiences, key factors in the success of 
applying the method were familiarization with the subject 
domain and the method through training and collaboration 
with subject domain experts throughout the process. 
However, usability specialists do not need extensive 
training for HED beyond their expertise in traditional HE; 
we estimate from two to four hours of practicing. The user 



scenarios form the basis of the evaluation and thus it is 
important that developing them is given enough 
consideration; this should be the responsibility of subject 
domain experts. For evaluating usability in procurement 
context, user scenario definition is not solely required for 
execution of HED, but also for using user questionnaires. 
They are in fact recommended as a basis for any evaluation 
[31].  

Limitations of the Study 
Our study does also have limitations. The validation of the 
method was done during one, although large, IT 
procurement case with two usability specialists (MT and 
JK) who have developed the method together with a 
medical doctor (TL) specialized in health information 
systems. The generalizability of the method and the results 
should be further studied in other procurement cases in 
healthcare and social welfare as well as in other domains 
and by other usability specialists. However, the data the 
analysis is based on is fairly extensive with 24 
demonstrations, 48 individual evaluations and 144 hours of 
evaluation using HED by two evaluators. Our analysis in 
this paper has concentrated solely on the resulting grades 
from individual evaluations. For greater validation of 
results the total points given to usability issues of different 
severity by different evaluators should be considered. Also, 
in this paper the comparison between different methods has 
been based mostly on the same user scenarios and not on 
actual use of the system. 

Future Research 
Future research will analyze the properties and results 
produced by the HED method more thoroughly in relation 
to its validity, reliability and thoroughness, including IRR 
and IRA calculations based on points (see Figure 1) instead 
of grades. The results of HED will also be compared with 
usability testing done later in the procurement including 
more details on the level of usability between systems. 
Also, more research is needed to analyze the questionnaire 
results, and the questionnaire method will be reported in 
detail in further publications. When comparing the results 
of the HED method to perceived usability questionnaires it 
seems that domain experts overall give slightly more 
positive evaluations and in some cases even significantly 
more positive than usability specialists. These aspects 
should be examined more thoroughly. The choice of 
comprising the severity rating as the product of impact and 
frequency as well as the choice for the rating points of 
missing functionality worked well based on our results from 
the case study. However, more experiences from the choice 
of these metrics on other domains should be gathered. The 
authors’ aim is to apply the method in future procurement 
cases to develop and validate it further. 

CONCLUSION 
This paper introduces the development of a novel usability 
evaluation method HED (heuristic evaluation during 
demonstrations) for public IT system procurement. HED 
can be used to compare complex IT systems and determine 

their level of usability. For this purpose, the traditional 
heuristic evaluation method was modified to produce 
quantifiable results, and to include the context of use by 
using user scenarios and demonstrations. The HED method 
requires preparations before the evaluation, such as 
determining the scoring, and two actual evaluation steps: 
analysis during demonstrations and aggregation of results to 
determine the usability grade. The scoring is based on 
identifying usability issues and giving negative points to 
heuristic violations, missing functionalities and omitted 
parts of the scenario and positive points to positive findings. 
The method has been applied and validated during a major 
public IT system procurement project with 24 
demonstration sessions. Experiences from these have 
shown the method’s ability to evaluate the level of usability 
of an IT system correctly, comprehensively and efficiently. 

As a contribution to previous research, HED overcomes 
three recognized drawbacks [9, 38] of traditional heuristic 
evaluation (HE): Firstly, it includes the use context with 
user scenario based demonstrations. Secondly, this 
substantially expands the number of evaluated user 
interfaces. Thirdly, HED efficiently introduces the finding 
of missing functionality as part of HE. Additionally, it also 
enables the quantifying of HE results. 

Our method is of utmost relevance for practice. Using HED 
during procurement includes several advantages for the 
procuring organization. The advantage of conducting expert 
review during user scenario based demonstrations is that 
they reflect the features and activities of actual context of 
use and can also depict a long work process including the 
viewpoints of different professionals. Using the HED 
method requires fewer resources than widely known and 
applied usability evaluation methods (e.g. traditional 
heuristic evaluation and usability testing) to cover the same 
number of user interface screens and work tasks.  

One challenge of procurement is getting access to a 
working IT system for the procuring organization; with 
HED it is possible for the vendors to demonstrate their own 
system and for the purchasers to evaluate usability of the 
systems candidates. Although HED has been developed in 
the context of procuring a client and patient information 
system for healthcare and social welfare, our experiences 
indicate that the method could be equally applicable to 
other IT system domains. 
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