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Real-space electronic-structure calculations: Combination of the finite-difFerence
and conjugate-gradient methods
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and Laboratory of Physics, Helsinki University of Technology, 02150 Espoo, Finland
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Laboratory of Physics, Helsinki University of Technology, 02150 Espoo, Finland

(Received 10 January 1995)

We present a scheme for a rapid solution of a general three-dimensional Schrodinger equation.
The Hamiltonian operator is discretized on a point grid using the finite difFerence method. The
eigenstates, i.e., the values of the wave functions in the grid points, are searched for as a constrained
(due to the orthogonality requirement) optimization problem for the eigenenergies. This search is
performed by the conjugate-gradient method. We demonstrate the scheme by solving for the self-
consistent electronic structure of the diatomic molecule Pq starting from a given e8'ective electron
potential. Moreover, we show the eKciency of the scheme by calculating positron states in low-
symmetry solids.

I. INTRODUCTION

The Kohn-Sham method of density-functional theory
(DFT) (Ref. 1) casts the problem of many interact-
ing electrons into the problem of solving one-particle
Schrodinger equations. This is a tremendous simplifi-
cation which makes large-scale first-principles electronic-
structure calculations possible. However, the practical
implementation of DFT still poses the problem of a fast
and accurate solution of the Kohn-Sham equations for
a general three-dimensional geometry. One way to re-
duce the calculational effort is the use of pseudopoten-
tials and pseudo (valence) wave functions to decrease the
number of electron states and to avoid difIiculties due
to the rapid oscillations of the valence wave functions in
the ion core regions. The pseudowave functions can be
expanded, e.g. , in a plane-wave basis, that is, by Fourier
analysis. To do this, one imposes periodic boundary con-
ditions and the supercell approximation also for systems
such as isolated defects in solids or finite atomic clusters.
However, a mathematical manipulation can be tried in
order to avoid the effects of the supercell approach. By
using plane waves, the numerical accuracy of the calcula-
tion can be systematically improved by increasing their
number, i.e., the cutoff energy. Another feature of the
plane-wave expansion is that the resolution is uniform
in the supercell. This is sometimes wasteful as the re-
quirement for high cutoff is often most stringent near the
atomic cores. A severe problem is that the number of
plane waves needed can become so large that the calcu-
lations become extremely demanding on computer time
and memory space.

The finite-difference method has been used to solve
the Schrodinger equation in a few contexts. Kimball
and Shortley introduced a method where the wave func-
tion is obtained through an iterative relaxation scheme.

This method has been later applied ' to calculate the
quantum-mechanical state of the hydrogen impurity in
metals and to calculate positron states in solids. The
energy eigenvalue decreases monotonically towards its
converged value, but the drawback of the method is
that the convergence becomes extremely slow for large
point grids. Joly has applied the difference method
to calculate the low-energy-electron-diffraction and the
low-energy-positron-diffraction intensities. Baroni and
Giannozzi introduced a t reen's function method which
employs the finite differences and a real-space grid, and
they even obtained a linear scaling with the volume of
the system.

Recently, Chelikowsky et al. showed that it is possible
to use the finite-difference method within the pseudopo-
tential scheme and solve for the electron wave functions
in real space, at least for finite atomic clusters. The
eigenstates, i.e., the eigenenergies and the corresponding
values of the wave function in the mesh points, are de-
termined by an iterative diagonalization of the ensuing
Hamiltonian matrix. It is easy to improve systemati-
cally the numerical accuracy of the method by increas-
ing the point density. Moreover, real-space methods are
suited well for parallel computing. On the contrary, the
plane-wave method utilizes fast Fourier transformation
routines, which are not as straightforward to fully paral-
lelize.

In this paper we report on an important improve-
ment of the real-space technique: we combine the finite-
difference method with an iterative conjugate-gradient
(CG) solution for the lowest-lying eigenstates of the
Kohn-Sham Hamiltonian. Moreover, we use the tech-
nique to solve the positron states in low-symmetry solids.
For this application the method suits particularly well,
because in the simplest case the potential is constructed
from the electronic structure calculated without the
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positron and does not depend on the positron density.
previously, the CG technique has been used. in electronic-
structure calculations based on the direct optimiza-
tion of the Kohn-Sham total energy functional using the
plane-wave basis set. Now the energy eigenvalues are op-
timized in the space spanned by the values of the wave
functions in the grid points.

II. FINITE-DIFFERENCE AND
CON JUGATE-GRADIENT TECHNIQUES

In the Rnite-difference method for the Schrodinger
equation the values of all functions (potentials, wave
functions, charge densities) are given on the mesh points.
The Laplacian operator of the kinetic energy is replaced
by a difference approximation for the second derivative.
In our applications we have used a (uniform) simple cu-
bic mesh, and we found that the second derivative of the
wave function in one direction can be approximated ac-
curately by a numerical operator employing Ave adjacent
mesh points.

The technique requires a starting potential for the
Schrodinger equation. For the P2 dimer we have first
solved in the local-density approximation (LDA) for elec-
tron exchange and correlation the electronic structure by
using the norm-conserving nonlocal pseudopotentials
and the plane-wave basis. From the self-consistent results
the sum of the Hartree and exchange-correlation poten-
tials of the pseudovalence density and the local part of
the pseudopotential are determined at the real-space grid
points. For the positrons we construct the potential by
superimposing free atoms. The positron potential con-
sists of a Coulomb part due to nuclei and electrons and of
a correlation part, which is calculated in LDA (Ref. 13)
from the superimposed electron density.

In the calculation of the wave functions we have ap-
plied the CG method, described by Payne et al. We
start from a trial wave function @, Here the superscript
stands for the iteration number and the subscript de-
notes the different electron states for the dimer. For the
positron we calculate only the ground state wave func-
tion. The trial wave functions may be random numbers
at the grid points, but especially in the case of positron
states we have found more efBcient a function which is
constant in the (interstitial) regions with a low poten-
tial and vanishes (near the nuclei) where the potential is
high. To start the iterations, the steepest descent vector

(H —A; )g™—
is calculated. Above A,- is the present approximation for
the energy eigenvalue,

(2)

The Hamiltonian H contains the kinetic energy opera-
tor and the local potential which is kept constant during
the wave function iterations. In our calculations for the
electron states the Hamiltonian contains also an opera-
tor due to the nonlocality of the pseudopotential. The

fact that the local potential does not depend on the wave
function means that the function to be optimized is the
energy eigenvalue. In the case of several eigenstates of a
dimer we first calculate the one with the lowest energy.
We then obtain the next energy state and orthogonalize
the steepest descent direction against the lowest energy
state. Thereafter we continue to higher energy states and
orthogonalize against the lower states. In the case of a
large system, a very large number of eigenstates has to be
solved. For this process a more efBcient method should
be found. For example, Wang and Zunger showed
that when the plane-wave expansion is used with a non-
self-consistent potential the Lanczos algorithm becomes
faster than the preconditiond CG method when the sys-
tem size increases, but it suffers from the well-known
"Lanczos phenomena. "

After the calculation of the steepest descent direc-
tion the preconditioning step follows. In the case of
the positron states we found that without precondition-
ing the amplitude of the steepest descent vector dur-
ing the first iterations is much larger near the nuclei
than in the interstitial or open defect regions, where the
positron wave function finally will reside. Therefore for
the positron calculations we use a preconditioning which
shifts the weight of the steepest descent vector from the
ion core regions to the open regions of the lattice. We
do this by first calculating for every grid point the rela-
tive distance between the energy eigenvalue A,. and the
potential V(r) at that point

where T; = (g, l(—5 9' /2m) lg, ) is the kinetic energy.
The preconditioning is then performed by multiplying the
steepest descent vector at the point r by the following
expression suggested by Teter et al. :

27+ 18x + 12m' + 8x3

27 + 18m + 12m' + 8z' + 16+4 (4)

Above A is an adjustable factor which controls the am-
plitude ratios of the steepest descent vector between the
ion core and open lattice regions. We have found that
around the maximum speedup (the number of iterations
needed reduces by preconditioning typically by a factor
of 5) the iteration process does not depend strongly on
A and we have used the value of 0.1. When calculat-
ing the pseudovalence electron states the amplitude of
the steepest descent vector is rather evenly distributed
during the first iterations and the use of preconditioning
function given above is not effective. The effects of the
preconditioning depend also on the type of the trial wave
function chosen.

The preconditioned steepest descent vector is orthog-
onalized against the present state to be calculated and
against the lower energy states already determined.
Thereafter the conjugate preconditioned steepest descent
vector is found. by the help of that vector of the previous
iteration and finally the conjugate vector is orthogonal-
ized against the present wave function and normalized.
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The new wave function is constructed as a linear combi-
nation from the present wave function and the conjugate
vector. The mixing of the functions in the combination is
determined following the description of Payne et al. by
requiring an approximative minimization of the energy
eigenvalue in this subspace.

III. TEST CALCULATIONS

We demonstrate the real-space conjugate-gradient
(RCG) method by calculating the electronic structure of
the P2 dimer. It is a good test case because accurate
plane-wave results, with which the comparison will be
done, can be obtained with a reasonable energy cutoff.
Moreover, the comparisons can be done for four molecu-
lar orbitals of different character occupied by the valence
electrons. The phosphorous nuclei are separated in our
calculations by the experimental bond length of 2.89 A.
The calculations are performed by using a cubic cell with
the sides of 8.20 A. .

We have first performed self-consistent electronic-
structure calculations with the plane-wave method using
several energy cutouts up to 30 Ry. The local potentials
obtained are then fed in the RCG code, and the energy
eigenvalues and wave functions are determined. Both
in the plane-wave and in the RCG calculations periodic
boundary conditions were used for the wave functions.
Because for a given energy cutoff the potential is the
same in both methods the difFerent energy eigenvalues
and wave functions arising from the two methods can be
directly compared. Finally, we have iterated the real-
space technique in order to find the fully self-consistent
potential and electronic structure. This we have done by
starting from the potential obtained by the plane-wave
method using a 15 Ry energy cutofF; less than 10 self-
consistency iterations are then needed for convergence.
For solving the Hartree potential we use the direct inte-
gration which in practice is a sum of the potentials due
to uniformly charged Wigner-Seitz spheres at the grid
points. In the large-scale calculations one should use iter-
ative methods or rely on the fast Fourier transformation
as in Ref. 2.

The energy eigenvalues of the molecular orbitals calcu-
lated using the plane-wave expansion are shown in Fig. 1
as a function of the cutoÃ energy. The finite-difference re-
sults, which are obtained after a given plane-wave calcu-
lation using the same local potential, are also shown. The
number of points in the finite-difference grid increases
as the cutoff energy increases: 32 points are used with
6, 8, and 10 Ry, 40 with 12, 14, and 15 Ry, 42 with
18 Ry, and finally 56 points with the cutoff energy of
30 Ry. Because the eigenvalues change smoothly as the
point density changes stepwise we conclude that the grid
point densities used are large enough in order not to in-
Quence remarkably the RCG results. The errors due to
the use of a limited number of points in the finite dif-
ference form for the kinetic energy operators are small.
The convergence of the kinetic energy as a function of
the order of the difference form is fast: In the worst case
of the lowest energy state the eigenvalue has in practice
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FIG. 1. Energy eigenvalues of the P2 molecular orbitals as
a function of the energy cutofF used in the plane-wave calcula-
tion. The open circles are the results of the plane-wave calcu-
lation. The black circles refer to the finite-difFerence calcula-
tions in which the potential of the corresponding plane-wave
calculation is used. The thick lines on the right-hand side are
the results of self-consistent finite-difFerence calculation.
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FIG. 2. Molecular orbitals of the P2 dimer. The upper
and lower panels show results from the finite-difFerence and
plane-wave calculations, respectively. The contour spacing
is one-sixth of the maximum value. The regions of negative
values are shadowed and the positions of nuclei are given as
black dots.

converged with the 7-point form and the change is only
25 meV when the 5-point form is substituted by the ll-
point form. Therefore the fact that the finite-difFerence
eigenenergies are consistently below the plane-wave ones
means that the description of the wave functions is bet-
ter in the finite-difference method than in the plane-wave
method, in which the spurious oscillations of the wave
functions far from the nuclei raise the kinetic energy (see
Fig. 2 below). Indeed, we have calculated the energy
eigenvalues corresponding to the plane-wave wave func-
tion in our RCG code and they differ from those of the
plane-wave calculation by the inaccuracy of the form for
the kinetic energy.
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The finite-difference eigenvalues rise with increasing
cutoff energy refiecting changes in the potential. (The po-
tential depends on the cutoff energy through the accuracy
of the electron density. ) When calculating the two lowest
eigenenergies by the plane-wave method this increase in
the potential as a function of the cutoff energy is compen-
sated by the improvement of the wave function leading to
a decreasing trend. A deficiency of the the plane-wave ex-
pansion with small cutoff energies is that the order of the
two highest occupied states vr„(3p)and mrs(3p) is reversed
when the cutoff energy decreases. The plane-wave and
the finite-difference eigenenergies converge towards each
other when the cutoff energy increases. The energy eigen-
values obtained by the self-consistent RCG calculations
are shown in the right-hand side of Fig. 1. The starting
potential on a grid of 40 points has been obtained from
the plane-wave calculation with the cutoff energy of 15
Ry. The self-consistent levels are shifted so that the low-
est level coincides with that obtained from the potential
corresponding to the 30 Ry cutoff energy in the plane-
wave calculation. During the self-consistency iterations
the potential improves because of the better description
of the wave function in the RCG method compared to
the plane-wave calculations. Then the upper levels coin-
cide quite well with the best previous calculations with
the 30 Ry cutoff energy. This proves the accuracy of the
self-consistent scheme in th.e real space.

The eigenfunctions of the occupied P2 molecular or-
bitals are shown in Fig. 2. The plane-wave and the RCG
wave functions shown correspond to the same potential
obtained by the plane-wave calculation with 15 Ry cutoff
energy. The wave functions are found to be in remark-
ably good agreement near the nuclei. The difhculty of
plane-wave expansions to describe the nearly vanishing
wave functions far from the nuclei is also clearly demon-
strated.

Our test runs for positron states include systems from
simple metals through semiconductors and insulators to
high-T superconducting materials. We have found that
this method means huge savings in the computer time in
comparison with the Kimball-Shortley iteration scheme
used earlier. This is true especially for positron states
localized at defects. Below we demonstrate the e8Eciency
of the new method in the case of a positron trapped by a
Cd vacancy in the II-VI compound semiconductor CdTe.

Figure 3 shows the positron wave function at the Cd
vacancy. The trapping is a result of the reduction of the
positron-nucleus repulsion at the vacancy relative to that
in the perfect crystal lattice. The trapping is reBected in
the increase of the positron lifetime against the annihi-
lation with an electron, because the electron density at
the defect is also reduced. For example, according to
our calculations based on the LDA for the annihilation
rate, ' the positron lifetime increases from 276 ps to
288 ps.

According to Fig. 3 the positron wave function at the
Cd vacancy is relatively delocalized. This results in a
quite small lifetime increase due to the trapping and it
also makes the calculations demanding because the su-
percell needed for reliable calculations becomes large. We
have used a supercell of 215 atoms and a finite-difference

FIG. 3. Positron vrave function at the Cd vacancy in CdTe.
The figure shows a region of the (110) plane limited by
the borders of the calculation cell. The contour spacing is
one-sixth of the maximum value. The darker shading indi-
cates larger amplitude of the vrave function. The triangles
and squares denote the positions of the Cd and Te nuclei,
respectively.
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FIG. 4. Convergence of the energy eigenvalue for a positron
at the Cd vacancy in CdTe. The results of the Kim-
ball-Shortley (KS, the dashed line shows the values with the
time scaled by the factor of 10) and the conjugate-gradient
method without preconditioning (A = 0), as well as with pre-
conditioning with A = 0.1 or A = 1 [Eq. (3)], are shown.

grid consisting of 72 points. This means that the dis-
tance between neighboring points is 0.27 A. . For compar-
ison, the use of a supercell of 63 atoms decreases the
positron lifetime estimate by 3 ps, whereas the effect of
doubling the grid spacing (reducing the number of grid
points by the factor of 8) is less than 1 ps.

Figure 4 shows the convergence of energy eigenvalue
for the positron at the Cd vacancy as a function of the
cpu time used. The convergence is the difference of the
present eigenvalue and the eigenvalue iterated close to
the numerical accuracy of the computer. It can be seen
that in order to attain a convergence of 10 Ha the
Kimball-Shortley iteration requires about 30 times the
time taken by our optimized preconditioned conjugate-
gradient scheme. The effect of the preconditioning is a
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factor of about 4. It can be also seen that the speedup
does not depend very strongly on the parameter A used
in Eq. (3).

The real-space techniques are suitable for parallel com-
puting. One obvious approach is to decompose the space
grid to domains treated in different processors, with
matching (and communication) at boundaries. We have
tested this approach and found that in typical applica-
tions the cpu time per processor is for two processors
about 55% of the cpu time needed in a conventional se-
rial calculation with one processor. The corresponding
value for four processors is about 30%. Another enhance-
ment of the technique is to increase the grid resolution
using, e.g. , multigrid techniques. For moving nuclei, an
adaptive grid scheme can be implemented.

IV. CONCLUSIONS

We have shown that the finite-difFerence method com-
bined with the conjugate-gradient optimization tech-
niques can be eKciently used to solve the wave functions
and energy eigenvalues. To become really competitive in
electronic-structure calculations real-space methods still
call for optimization and parallelization, and algorith-
mic development, e.g. , to obtain accurate forces on the
atoms. However, the progress made so far is certainly
promising enough to warrant efForts in this area. The
technique presented in this paper is already very powerful
in low-symmetry applications where few (or none) self-
consistency loops are required. Positron states in solids
are a typical example.
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