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A calculation method based on the two-component density-functional theory is presented for electron
systems with a localized positron. Electron-ion and positron-ion interactions are described by norm-
conserving pseudopotentials and full ionic potentials, respectively. The electron and positron densities
are solved self-consistently using a plane-wave expansion for electron and a real-space grid method for
positron wave functions, respectively. The forces on ions exerted by a positron trapped at an open-
volume defect and the ensuing ionic relaxations are determined using first-principles methods. In the
case of semiconductors, the self-consistent solution of electron and positron densities as well as the ionic
positions are found to depend strongly on the treatment of the electron-positron correlation in construct-
ing the effective potentials. We consider several approximations to the correlation energy while demon-
strating the method by calculations for a positron trapped by a Ga vacancy in CxaAs. Especially, the
effects on the observable positron annihilation characteristics, i.e., positron lifetimes, core annihilation
line shapes, and two-dimensional angular correlation maps are discussed.

I. INTRODUCTION

The experimental methods based on positron annihila-
tion are powerful tools in investigating the electronic
structures of solids, especially the properties of vacancy-
type defects in materials. ' The vacancy-type defects
trap positrons due to the reduction of the repulsive
nucleus-positron interaction. The trapping leads to an in-
crease of the positron lifetime because the average elec-
tron density at a vacancy-type defect is lower than in the
perfect crystal. At the same time the ratio between the
annihilations with core and valence electron changes.
The momentum density of the valence electrons sampled
by the localized positron also deviates from its bulk
value, and is reAected in the angular correlation of an-
nihilation radiation (ACAR). As the information on elec-
tronic properties is indirect, comparisons with theoretical
predictions for the positron annihilation characteristics
are needed for proper interpretation of the experimental
findings.

The quantitative modeling of vacancy-type defects
with a trapped positron is a complicated many-body
problem as it involves the simultaneous determination of
the electronic structure and the ionic positions around
the defect. This complexity is especially true for defects
in semiconductors that show (already without the
trapped positron) a richness of structures and phenomena
related to the coupling between the electronic states and
ionic degrees of freedom. On top of this, the introduc-

tion of the positron into a defect may a6ect considerably
its electronic and ionic structure. The calculations for
positron states at defects in semiconductors have thus far
been mainly model calculations, in which, e.g. , the
atomic positions are given as an input to the calculation,
instead of full first-principles calculations without any
preassumptions.

The principles for calculating positron states and an-
nihilation characteristics have been laid down as the
two-component density-functional formalism. Although
the formalism has been presented already several years
ago, its applications have been quite scarce thus far. Re-
cently, Gilgien et QI. ' demonstrated the strength of the
method in the case of the singly negative As vacancy in
GaAs. The calculation included also the self-consistent
relaxation of the atoms around the vacancy, so that it
was the first ab initio calculation of its kind. In semicon-
ductors the relaxation of atoms plays a crucial role in
determining the properties of defects and the importance
of the positron-induced relaxation, which was earlier dis-
cussed serniempirically, " was treated by Gilgien et al.
from first principles.

In the two-component density-functional theory the
basic quantities are the positron and electron densities.
In the case of a localized positron at a lattice defect, the
positron density is finite near the defect and has an e6'ect
on the average electron density. The electron and posi-
tron densities have to be determined simultaneously, re-
quiring the self-consistency of the solution (in the case of
delocalized states the positron density is vanishingly
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small everywhere, and does not affect the bulk electronic
structure). The self-consistency includes the Coulombic
Hartree interactions and the different exchange and
correlation interactions among the charge densities. As a
matter of fact, it turned out during this work that even
the qualitative results can depend sensitively on the treat-
ment of the electron-positron correlation energy. The
relative importance of the electron-positron correlation
energy is much larger than the electron-electron correla-

. tion energy. This is natural, because the magnitude of
the former, calculated per positron in a homogeneous
electron gas, is an order of magnitude larger than the
electron-electron correlation energy per electron for the
same electron gas density.

We have used for the electron-positron correlation en-
ergy the local-density-approximation (LDA) scheme sug-
gested by Boronski and Nieminen (BN), in which the
correlation energy functional and the corresponding con-
tributions to the effective electron and positron potentials
depend on the electron and positron densities. For this
scheme we introduce a two-dimensional interpolation
form for the correlation energy based on Lantto's hyper-
netted chain approximation calculations' for homogene-
ous electron-positron plasmas with varying positron and
electron densities. We have also carried out calculations
using the model suggested by Gilgien et al. ' (GGGC)
for the electron-positron correlation energy. In this mod-
el the positron potential does not depend explicitly on the
positron density, and in the case of localized positrons
the effective potential is much more attractive than in the
BN scheme. In model calculations, in which the ions are
not allowed to relax due to positron trapping it is cus-
tomary to apply the "conventional" scheme (the CONV
scheme) in which the electron density is not at all afFected
by the positron. Then the positron potential depends
only on the electron density, unperturbed by the presence
of the positron. The results of this approach are in fact
very similar to those obtained by the BN scheme (see
below). Finally, we have made calculations also by com-
pletely omitting the electron-positron correlation in con-
structing the eff'ective potentials (the NOCORR scheme).
This leads to results that are in many aspects close to
those obtained by the GGGC scheme.

The enhancement of the electron density at the posi-
tron, or the contact value of the electron-positron pair-
correlation function, is another important electron-
positron correlation quantity. It is needed in calculating
the positron annihilation characteristics. In the BN
scheme the enhancement depends on the electron and
posltroil densities, and lt is calculated by using an LDA
interpolation form based on Lantto's hypernetted-chain-
approximation calculations. According to Lantto's re-
sults the contact density decreases remarkably when the
positron density, at a given constant electron density, in-
creases. In the self-consistent calculations, the increase
of the contact density due to the rise of the average elec-
tron density at a localized positron is effectively compen-
sated by the decrease of the enhancement factor so that
the positron lifetime obtained is close to that obtained by
the CONV method. In the GGGC scheme the enhance-
ment is calculated assuming that the positron density is

vanishingly small. This leads to double counting in the
sense that the contact density at a localized positron in-
creases due to the increase of the average electron density
and at the same time the maximum strength for the
enhancement is used. This leads to overestimation in the
annihilation rate when compared with the BN scheme.
However, this overestimation compensates the large de-
crease of the annihilation rate due to the stronger posi-
tron localization in the GGGC scheme. Thus, there is a
feedback effect due to the fact that the positron density
relaxes following the electron density.

Due to the compensating and feedback effects the posi-
tron lifetime is not very sensitive to the model used for
the electron-positron correlation if the ionic positions are
kept fixed. On the contrary, the intensity of core annihi-
lations relative to the total annihilation rate depends
strongly on the degree of the localization of the positron
wave function and thereby on the correlation model used.
The two-dimensional ACAR (2D-ACAR) plots for the
annihilations with valence electrons also reAect the locali-
zation of the positron wave function.

This work presents methods for the self-consistent cal-
culations of the electron and positron states and the ionic
structures in the case of vacancy-type defects in
solids. The modern first-principles molecular-dynamics
methods' ' applied within the frame of the two-
component density-functional formalism are well suited
for the actual solution of the system. Moreover, in this
work we carefully discuss the above questions related to
the electron-positron correlation, i.e., the buildup of the
potential trapping the positron and the enhancement of
the electron density at the positron determining the posi-
tron annihilation characteristics. The discussion is based
on the results for a triply negative Ga vacancy in GaAs,
which is an important defect studied extensively by posi-
tron annihilation measurements' ' and which due to its
simple breathing-mode-only type relaxation pattern is
well suited also for model studies. We will quantify our
discussion and make comparisons with experiments by
calculating the positron lifetimes, the core annihilation
line shapes, and the 2D-ACAR maps with different mod-
els for electron-positron correlation.

The organization of the present paper is as follows: In
Sec. II the computational methods are presented. It in-
cludes a review of the two-component density-functional
theory, presentation of the new interpolation forms for
the electron-positron correlation, discussion of the
different schemes related to this correlation, and equa-
tions for calculating the positron annihilation charac-
teristics. Section III contains the results and discussion
for the ideal Ga vacancy in GaAs as well as for the Ga
vacancy with self-consistent ionic relaxations. Section IV
is a short summary.

II. CQMPUTATIONAI. METH&OS

A. Two-component density-functional theory

Our aim is to describe from first principles the system
of a positron trapped by a defect in a solid. This means
that we need a calculation scheme, in which the electron
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and positron densities as well as the ion positions are
determined self-consistently. This can be done using the
two-component density-functional theory.

We write the total energy of the system as a functional
of the electron density n'(r), positron density n~(r), and
the ion positions I R~ j:

E [n', nJ', [RI }]=F[n', [RI j ]+F[n~, IRI j ]

+EH[n', nj']+E; ~[n', n~]

+E;,„(IRIj) .

Above, EH~[n', .n~] is the Coulomb (Hartree) interaction
between the electron and positron densities and
E; I' [n', n "] is the correlation energy between electrons
and positrons. F [n, IRI }] are the one-component func-
tionals for either the electron or the positron density, i.e.,

F [n I RI } ]=Eq;„[n]+E,„,[n, IRI } ]

+EH [n]+E„,[n],
where E„;„[n],EH[n], and E„,[n] are the usual kinetic
energy, Hartree energy, and exchange-correlation energy
functionals of the one-component density-functional
theory, respectively. E,„,[n, t RI j ] is the interaction en-

ergy between the charge density n and the nuclei Z~ at
the positions IRI j. The ground state of the system is
found by minimizing the total-energy functional
E [n ', n ~, I RI j ]. We do this by using for the total-energy
functional a generalized Kohn-Sham form, in which the
electron density is obtained from the auxiliary one-
particle wave functions P;(r):

Above, the summation is over all occupied electron
states. Because in the relevant experiments there is only
one positron in the sample at a given time, the positron
density corresponds to a single wave function

n ~(r ) =
~

f"(r )

In practice, only the valence part n' of the electron
density is calculated self-consistently. For the core elec-
tron density n the free-atom distribution is used; i.e., it is
assumed not to be affected by the solid environment or by
the presence of the positron. The interactions between
the valence electrons and the ion cores are described
within the pseudopotential model. The electron wave
functions are presented by plane-wave expansions, the
coefficients of which have to be determined. This means
that the part F[n', IR~ }]+E;,„(tRIj) of the total-
energy functional is treated within the usual pseudopo-
tential formalism explained, for example, in Refs. 14 and
17. For the positron-ion core interactions core densities
of free atoms are used. The positron wave function is
solved in real space using a method' based on the conju-
gate gradient optimization. ' The real-space point grid is
the same as used in performing the fast Fourier transfor-
mations in the plane-wave approach for the valence elec-
trons and this grid couples the valence electron and posi-

tron densities.
Our calculation for a positron trapped by a defect

proceeds as follows. First the positions of the ions are
kept fixed and the corresponding electron density is cal-
culated without the effect of the positron. The Fourier
coefFicients of the valence electron wave functions are
determined by a steepest-descent minimization of the
pure electronic part F[n', IRI j ] of the total-energy func-
tional. Then the electron density is kept fixed and the
positron wave function is calculated in the points of the
real-space grid by minimizing the terms containing
the positron density, i.e., F[n~, I RI }]+EH [n ', n~]
+E,' ~[n', n~]. Thereafter the electron density is iterated
by including also the cross terms containing the positron
density. The whole electron-positron system is then
iterated to self-consistency by repeating a sequence in
which the positron density is updated always after every
electronic iteration. When the self-consistency of the
electron and positron densities is achieved, the forces act-
ing on the different ions I are calculated using the
Hellman-Feynman theorem as

F [n~, IRI j ] =E„;„[n~]+E,„,[n~, IRI } ] .

In the case of a positron trapped at a defect the SIC
means that the positron potential far from the defect is a
long-range Coulomb potential due to the extra electron
charge relaxed towards the center of the defect to screen
the positron. This long-range potential results in a more
localized positron wave function than the short-range
LDA potential.

The terms theof total-energy

The ions are moved according to these forces using a
damped second-order dynamics algorithm. The electron
density and the positron density following it are relaxed
simultaneously with the relaxation of the ions using ficti-
tious dynamics for the coe%cients of the electron wave
functions.

In the LDA of the density-functional theory for elec-
tronic structure a localized electron interacts with itself,
because the Hartree and exchange-correlation terms in
the energy functional Eq. (2) are calculated using the to-
tal density. The situation is in a way most pathological
for a one-electron system, such as the hydrogen atom.
The self-interaction in this case means that the attractive—1/r Coulomb potential due to the nucleus is substitut-
ed at large distances by the short-range exchange-
correlation potential. In the self-interaction correction
method (Ref. 19) the Hartree and exchange-correlation
energies of a given localized electron with itself are as-
sumed to cancel each other. Then, for example, the po-
tential in the hydrogen atom is corrected to the attractive
long-range —1 lr Coulomb potential. Because there is
only one localized positron in the systems considered in
this work, we explicitly make, following Boronski and
Nieminen, the self-interaction correction for the posi-
tron. The functional I' for the positron density simplifies
then as
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E [n', n~, [Rl ] ] that do not contain the positron density
are treated within the usual pseudopotential formalism.
The positron kinetic energy is calculated in the real-space
grid using a five-point difference formula. The evaluation
of the electrostatic terms containing the positron density

is briefly commented on below and the crucial treatment
of the electron-positron correlations is explained more
carefully in Sec. II B.

The electrostatic terms containing the positron density
in Eq. (1) are

where the electron density has been divided into valence
n' and core n' parts. The integral involving the core
electron charge and the corresponding part of the
nucleus-positron interaction are performed in real space.
The valence-electron-positron interaction is performed as
a sum in the reciprocal lattice by first Fourier transform-
ing the positron density calculated in real space. Actual-
ly, the Fourier-transformed Hartree potential due to the
valence electron density and positive Gaussian charge
distributions describing the valence part of the nucleus is
first calculated. Then, in the summation over the re-
ciprocal lattice vectors the G=O term is excluded. This
exclusion is done also in calculating the valence electron-
ion interaction. Thus, in the case of a supercell with a
nominal net charge there will be an implicit neutralizing
background charge and there are no long-range Coulomb
interactions between the cells of the superlattice. Finally,
the use of the Gaussian distribution instead of a pointlike
one is corrected by a summation in real space, in a
fashion similar to the ordinary Ewald summation.

The effective potentials needed in the electron and pos-
itron Hamiltonians are obtained from the total energy as
functional derivatives with respect to the electron or pos-
itron densities. The effective potential for the electrons
reads

+ E; ~[n '(r), n~(r) ],5

where V',z is the usual one-component effective electron
potential {containing in our scheme, e.g., the local and
nonlocal pseudopotential terms). Similarly, the effective
positron potential is

B. Electron-positron correlation energy

When a positron enters the electron system of a solid,
it gathers a screening cloud of electrons around it. In the
two-component formalism for a positron trapped by a de-
fect the screening cloud consists of the relaxation of the
"average" electron density n' towards the localized posi-
tron density n& and of the "short-range" correlation
cloud when the positron is thought to be fixed in a given
point in the system. In the total-energy functional the
first effect of screening enters through the electron-
positron Hartree interaction term in Eq. (1). The correla-
tion part is included in the (unknown) functional
E; J'[n', n~]. Besides the correlation energy functional
the correlation effects manifest themselves through the
positron-electron contact density (the so-called enhance-
ment factor) used in calculating the annihilation rate.
We will first consider the approximation for the correla-
tion energy.

Boronski and Nieminen introduced the LDA for the
electron-positron correlation energy in the two-
component theory by a function I',' ~ defining the correla-
tion energy per unit volume at a given point. (In the
one-component LDA one defines the exchange-
correlation energy per particle. ) The arguments of F; ~

are the local electron and positron densities and the total
electron-positron correlation energy of the system is ob-
tained by integrating over the volume

E; ~(n', n ]=fF,' {n'(r),n (r))dr . (10)

The electron and positron correlation potentials, which
are defined as the functional derivatives of the correlation
energy with respect to the electron or positron density
[see Eqs. (8) and (9)], are then simple partial derivatives of
the function F; ~(n', n~):

BF; ~(n '(r), n ~(r) )
V,'~(r) =

Bn

+ E; ~[n '(r), n~(r) ] .5
5n I'

These equations define the electron-positron correlation
potentials for electron ({5/5n')E; ~[n'(r), n~(r)]) and
positron ((5/5n~)E; ~[n'(r), n~(r)]) states

One reason for the few applications of the two-
component density-functional formalism has been the
lack of accurate interpolation forms for the electron-
positron correlation energy in the LDA. The interpola-
tion form presented by Boronski and Nieminen was
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based on symmetry arguments and on Lantto's' hyper-
netted chain calculations for systems of equal electron
and positron densities, and on a different type of many-
body calculations by Arponen and Pajanne for the limit
of a delocalized positron in a homogeneous electron gas.
The scarcity of the data leads to difficulties in the con-
struction of the interpolation form for correlation energy
for the whole electron-positron density plane. The
clearest manifestation of the difficulties is the nonmono-
tonic behavior of the correlation potentials derived from
the interpolation form of Boronski and Nieminen.

Lantto' has later published more data for the
electron-positron correlation energy, including several ra-
tios of the electron and positron densities. On the basis
of the these data we have constructed a new well-
behaving interpolation form F,' (n', n ) Th.e ratio of the
electron and positron densities is denoted as

0.0

gj -0.5 .
K
E

—1.0

-1.5 .
II V
U.

-2.0
0 4 6 8

nI' (10 a.u.)
10

FIG. 1. Electron-positron correlation energy per unit volume

F, ~(n', n~). The energy is shown as a function of the positron
density for various values of the electron density. The figure is

based on the interpolation form of Eq. (14).

x =ni'ln' . (12)

Lantto has given the correlation energy for eight x values
in the range x =0, . . . , 1 for electron densities with
r, =1, 2, 3, 4, and 5 a.u. We require that the function
F,'~(n', n~) is symmetric with respect to the change of
the positron and electron densities. Furthermore, we re-
quire that in the limit of vanishing positron density the
form

E; J'[n ', n i'] =E; i' [n ', n ~~0]
= In~(r)eAp(n'(r))dr,

is obtained. Above, ezp(n) is the correlation energy for a
delocalized positron in a homogeneous electron gas. Due
to symmetry, a corresponding form is required on the
limit of vanishing electron density. We have used for
e~p( n ) the results calculated by Arponen and Pajanne
as parametrized by Boronski and Nieminen.

For the interpolation we use the functional form

1 =a(r,')+b(r,')rf +c(r,')(r~)E'I'(n' n~)

The above fit behaves well around the typical electron
and positron densities at vacancies in semiconductors
(r,'=r~=3 a.u.). The fit is, however, based on results
with r, ~ 1 a.u. , only. In the ion-core region where r,' is
less than unity and r~ is very large, one should in practi-
cal calculations of the correlation energy smoothly switch
to the form. of Eq. (13) for the vanishing positron density.
We use the matching point of r,'=0.7 a.u. The small er-
rors introduced to the positron correlation energy in this
substitution are not important, because in the high-
density ion core region the positron wave function is very
small. The errors in the positron correlation potential
are not important, because the Coulomb repulsion dom-
inates over the correlation.

The resulting electron-positron correlation energy den-
sities are shown in Fig. 1 as a function of the positron
density. Although the qualitative behavior of the curves
in Fig. 1 is the same as that in the corresponding figure
given by Boronski and Nieminen there are important

A, =69.7029, B,= —107.4927, C, =23.7182,
(16)

B,= 141.8458, Cb = 33.6472, C, =5.21152 .

+ --+
~Ap( r ) ~Ap( r

where r,'(r~) is the electron (positron) density parameter
defined by n'= /3[4m(r, ') ] (n~=3/[4~(r~) ]). The sym-
metry with respect to r~ and r,' means that the functions
a (r,'), b (r,'), and c(r,') are second-order polynomials,

a(r,')= 3,+B,r,'+C, (r,')

b (r,'=B, +Bbr,'+Cb(r, ')

c(r,')=C, +Cbr,'+C, (r,')

The coefficients are determined by the linear least-squares
fit to Lantto's data. ' When the densities and the r, pa-
rameters are given in a.u. and the correlation energy in

Ry the coefficients have the values

0.0
CD

-1.0-
I-
K
LLI e-2.0- I'

QI
0 -30-
I-

K
~ -4.0-
K0~ -50

0

ye
e

4
I'~ (a.u. )

FIG. 2. Electron-positron correlation potentials for electrons
V; ~(n', n~) and positrons V~ ~(n', n~). The potentials are shown

as a function of the positron density parameter for various
values of the electron density. The figure is based on the inter-

polation form of Eq. (14).
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quantitative differences between the two results. The
main reason for the differences can be traced back to the
scarcity of the original data used in Ref. 9. The electron
and positron parts of the electron-positron correlation
potential calculated according to Eq. (11) from the corre-
lation energy are shown in Fig. 2. For a fixed electron
density, the positron part rises rapidly as the positron
density increases (to the left in the figure). This means
that the number of electrons becomes more and more
insufhcient to screen the positron density. The present
potentials are more repulsive than those given in Ref. 9
and, for example, the positron potentials decay towards
the results of the vanishing positron limit more slowly
than in the old interpolation results.

C. DifFerent schemes for calculating
localized positron states

The use of the electron-positron correlation energy in
the LDA [Eq. (10)] and the corresponding determination
of the annihilation characteristics (Sec. II D below) con-
stitutes the two-component BN calculation scheme. As
mentioned in the Introduction, for the description of the
localized positron states there exists also the CONV
scheme relying on the normal one-component density-
functional theory. Moreover, the GGGC scheme
represents a different type of two-component approach.
In this subsection we describe the calculation of the elec-
tron and positron states in these schemes. The descrip-
tion of the calculation of the annihilation characteristics
is postponed to Sec. II D.

In the case of a delocalized positron in a perfect crystal
lattice the positron density is vanishingly small at every
point. Therefore the electron density is not affected by
the positron and can be calculated as in the usual one-
component formalism. From the electron density, the
positron potential is constructed in the limit of the van-
ishing positron density in accordance with Eqs. (9) and
(13) as

V"(r)= Vc „(ri)+e~ (pn (r}), (17)

where the Coulomb part Vc,„& arises from the nuclei and
the electron density. Then the positron wave function is
solved. No self-consistency iterations are needed when
introducing the positron.

The procedure for delocalized positron states is re-
markably simpler than the full two-component scheme
required for the localized positron states. For this reason
and also because of the lack of the two-component
electron-positron correlation functional the procedure
has been widely used also for localized positron states.
This procedure is the above-mentioned CONV scheme.
It can be justified by arguing that the positron together
with its screening cloud enters the system as a neutral
quasiparticle, which does not affect the average electron
density. The two-component and the CONV schemes
can be (to some extent) viewed as two different ways to
divide the total positron potential in to the correlation
part and the Coulomb part: In the CONV scheme the
effects of the positron screening are taken into account
only via the electron-positron correlation potential

0.0
Q K

-2.0-
I-

I- -4.0-'g.'0
CL

0 -60-
I-

K
~ -80-
K0

-10.0
0

I I

4 6
r~ (a.u.)

FIG. 3. Electron-positron correlation potentials for electrons
V, ( n ', n ) and positrons Vp ( n ', n ). The potentials are shown
as a function of the positron density parameter for the electron
density parameter «,'=3 a.u. The solid lines are based on the in-

terpolation form of Eq. (14) whereas the dashed lines corre-
spond to the limit of vanishing positron density, Eq. (13).

whereas in the two-component theory they contribute,
due to the relaxation of the electron density, also via the
Hartree term. In the two-component theory the correla-
tion part decreases in magnitude when the positron densi-
ty increases and this opposes the lowering of the Hartree
part due to the increase of the electron density relative to
the CONV scheme (near the regions where the positron
density is high). As a result, as will be seen below, the
positron density and the ensuing positron annihilation
characteristics calculated with the CONV and the BN-
LDA scheme are very similar (if the ion positions are
kept fixed). The differences in the annihilation charac-
teristics are damped also because the increase of the an-
nihilation rate due to the increase of the average valence
electron density near the localized positron is compensat-
ed due to the decrease of the (correlation) contact density
as the positron density increases.

In the two-component GGGC scheme the positron po-
tential does not depend on the positron density. This is
achieved by using in the LDA a two-component
electron-positron correlation energy in the limit of van-
ishing positron density [Eq. (13)] irrespective of the actu-
al value of the positron density. The model makes the
implementation of the two-component scheme easy, be-
cau.se for a given electron density the positron state can
be directly calculated without (positron) self-consistency
iterations that are necessary in the BN scheme. The
model can be justified' also by the fact that it is free
from positron self-interaction in the sense that the posi-
tron potential does not depend on the positron density at
all (in the BN scheme the positron potential depends on
the positron potential via the electron-positron correla-
tion potential). However, the GGGC scheme clearly
overestimates the electron-positron correlation effects:
The positron potential is lowered via the Coulomb (Har-
tree) term and at the same time the positron correlation
potential is calculated so that it has the maximum
strength, which appears for the vanishing positron densi-
ty. According to Fig. 3, for the electron and positron
density parameters r~ =r,'= 3 a.u. corresponding to
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roughly the situation in a semiconductor vacancy, the
positron correlation potential is almost 6 eV lower in the
GGGC scheme than in the BN scheme with the new in-
terpolation function. This leads to very localized posi-
tron states at defects. Gilgien et al. ' report even self-
trapping of the positron in the interstitial region of the
perfect GaAs lattice. Mobility measurements '

by the
slow-positron-beam technique clearly rule out positron
self-trapping.

D. Positron annihilation characteristics

In the two-component LDA calculations the positron
annihilation rate as a function of the momentum p of the
annihilating positron electron pair is determined as

p(p)=mr, c g f e' F'g(r)P'(r)

X '1/g(n '(r), nF(r) )dr (18)

—1.4820r, +0.3956r, ~ +r, /6, (19)

where r, is the classical electron radius and c is the speed
of light. The summation is over all occupied electron
states. For the enhancement factor (the contact density)
g ( n ', n F ) we use the functional form introduced by
Boronski and Nieminen for interpolating in the plane of
electron and positron densities. The form includes the
function go for the limit n~ —+O,g, for the case of n~=n',
and gz for the case of nF=n'/2. We have obtained the
coefficients of these functions by fitting Lantto's data
quoted by Boronski and Nieminen. The resulting func-
tions are (r, in a.u. )

go ( r, ) = 1+1.23r, +0.98890r,

in solids the annihilation rate is calculated on the limit of
the vanishing positron density, i.e., also the contact elec-
tron density is treated as for delocalized positrons and the
enhancement function go(r, ) is used. The CONV scheme
has been in wide use and it gives positron lifetimes at va-
cancies that are in a reasonable agreement with the ex-
perimental results for metals and also for semiconduc-
tors, if reasonable ionic relaxations around the vacancy
are assumed. '

In the two-component GGGC scheme the enhance-
ment function go(r, ) on the limit of the vanishing posi-
tron density is used. Because this enhancement factor is
larger than the two-component value with the same elec-
tron density but with a finite positron density, the ap-
proximation shortens the positron lifetime. This acts to
cancel the tendency of the model to increase the positron
lifetime via the strong positron localization.

The magnitude of the core annihilation rate is moni-
tored by the so-called core annihilation or 8' parameter
of the line-shape measurements. It is defined as the ratio
of the annihilations occurring inside a given high-
momentum window to the total number of annihilations.
Because at high enough momenta only the annihilations
with core electrons contribute, the changes in the 8'pa-
rameter reAect changes in the relative intensity of the
core annihilation and thereby changes in the positron-
core-electron overlap. Usually one calculates the ratio
between the 8'parameter for a sample containing a cer-
tain defect type and the 8'parameter corresponding to
the perfect crystal lattice. This ratio is called the relative
8' parameter. The relative 8' parameter can be estimat-
ed from the theoretical core annihilation momentum dis-
tributions. However, an approximation based on the to-
tal core annihilation rates already gives a good account
for its magnitude. When integrated over momentum, the
shape parameter 8'can be written as

g &
(r, ) = 1+2.0286r, —3.3892r, ~

+3.0547r, —1.0540r, +r, /6,

g2(r, ) = 1+0.2499r, +0.2949r, ~

(20)

/g )Defect
C

( g /g )Free
(24)

+0.6944r, —0.5339r, +r, /6 . (21)

These interpolation forms differ slightly from the fits
made by Boronski and Nieminen.

The total annihilation rate is obtained from Eq. (18) by
integrating over the momentum. The result is

i=mr, c f n~(r) 'n(r)g(n'(r), n~(r)) rd.

A,, =f n~(r)g(n'(r), n~(r))n'(r)dr,
(23)

A,, = f n (r)gF(n'(r), (rn)F)n'(r)dr .

In the CONV scheme for localized positrons at defects

In the LDA for positron annihilation the total annihila-
tion rate is divided into core (A,, ) and valence (A, , ) contri-
butions as

where k, and k are the annihilation rate with core elec-
trons and the total annihilation rate, respectively, calcu-
lated for a positron trapped at the defect or for a free pos-
itron. In this work we use the LDA model of Eqs. (22)
and (23) for A, and A,„respectively.

The positron trapping rate, at which the transition
form the delocalized positron state to the localized one
takes place, is an important experimental parameter. Its
temperature dependence gives information about the
charge state of the defect. Its magnitude gives an esti-
mate for the defect concentration, provided that the trap-
ping coefficient, i.e., the trapping rate per unit defect con-
centration is known. Theoretically, the type of trapping
process, with a certain mechanism of the energy transfer
to the host, depends crucially on the amount of energy
released by the positron in the transition from the delo-
calized to the localized state. This is true also for the
magnitude of the trapping rate. The energy release in the
process is called the trapping energy. In the CONV
scheme the trapping energy is calculated as the difference
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of the positron energy eigenvalues for the bulk and va-
cancy systems. In the two-component formalism one has
to consider the whole total-energy functional. The trap-
ping energy is then

E, =E„,(bulk+e+) —E„,(bulk)

—[E„,(defect+ e+ )
—E„,(defect) ],

where the terms on the right-hand side refer to the total
energy of the perfect bulk lattice with a positron, that
without a positron, the total energy of the defect with a
positron, and that of a defect lattice, respectively. The
energy diff'erence E„,(bulk+e+) —E„,(bulk) is equal to
the positron energy eigenvalue in the bulk for the CONV
scheme as well as for the GGGC scheme.

III. RESULTS AND DISCUSSIGN

We demonstrate the calculation scheme in the case of
the III-V compound semiconductor GaAs, considering
the Ga vacancy in the triply negative charge state. The
electron-ion interactions are described by norm-
conserving pseudopotentials. The omittance of Ga, e-
states and the overlap of core and valence electron densi-
ties are (partially) corrected using the nonlinear core-
valence exchange-correlation scheme. Besides the local
part (d component) the pseudopotentials contain nonlo-
cal s and p components. In the plane-wave expansions
for the electron states we use the cutoff energy of 16.8
Ry, which corresponds to about 11000 plane waves per
eigenstate. We use a cubic supercell with periodic bound-
ary conditions. The supercell contains 64 (63) atoms in
the case of the perfect bulk lattice (the Ga vacancy).
Only the I point is used to sample the first Brillouin
zone. In calculating the relaxations of the ions around
the vacancy with molecular dynamics we use the true
physical masses of the ions and the fictitious mass of 400
a.u. for the electronic states. The time step of 6 a.u. is
used in solving the equations of motion.

Our calculations for the perfect bulk lattice gives the
lattice constant of S.62 A, which is in good agreement
with the experimental value of 5.65 A. The positron
bulk lifetime calculated in the CONV scheme is 214 ps.
By construction, this is the bulk lifetime for the BN and
GGGC two-component schemes also. The positron bulk
lifetime calculated without the electron-positron correla-
tion potential (in the NOCORR scheme) is, due to the re-
duced annihilation near the ion ones, a somewhat longer
227 ps. The calculated positron lifetimes are shorter than
the experimental value of 231 ps (Ref. 15). This is partly
due to the smaller lattice constant, but the main reason is
that the LDA in calculating the positron annihilation
rate leads to generally too short positron lifetimes. The
error is, for a wide range of materials and positron life-
times, proportional to the positron lifetime itself. There-
fore a simple scaling [in the case of the interpolation form
by Boronski and Nieminen the scaling factor is —1.1

(Ref. 28)] can be used to correct the I.DA lifetimes to
agree well with experiments. In this work, we will there-
fore scale positron lifetimes for vacancies by the factor of
231/214=1.08 with the exception of the values obtained

without the correlation potential for which the scaling
factor is 231/227 = 1.02.

A. Ideal Ga vacancy in GaAs
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FIG. 4. Electron and positron densities in the ideal triply
negative Ga vacancy in GaAs. The results are shown for the
CQNV scheme (a), and for the two-component BN (b), GGGC
(c), and NOCQRR schemes (d). The electron (positron) density
is given by a solid (dashed} curve along the line in the [111]
direction through the center of the vacancy (open circle) and Ga
and As atoms (filled circles).

First we want to compare the results of the different
schemes for calculating the positron annihilation charac-
teristic for a defect trapping a positron. In order to sim-
plify the comparison we have solved for the self-
consistent electron structure and the positron state for an
ideal triply negative Ga vacancy (Vo, ) in GaAs. The
ionization levels of the Ga vacancy lie in the lower half of
the band gap, and therefore the triply negative charge
state corresponds to the experimental situation in semi-
insulating and n-type GaAs. The ideal vacancy means
that the ions are not allowed to relax from their ideal lat-
tice positions.

The electron and positron densities obtained in the
different schemes are compared in Fig. 4, which shows
them on the line going through the center of the vacancy
along the [111]direction. A similar comparison for the
total positron potential and its Hartree and correlation
components is given in Fig. 5. Figures 4(a) and 5(a) cor-
respond to the CONV scheme, in which the electron den-
sity is calculated without the inhuence of the positron
and the positron state is determined without self-
consistency iterations. In Figs. 4(b) and 5(b) the results
obtained in the two-component BN scheme and in Figs.
4(c) and S(c) those of the GGGC scheme are shown. Fi-
nally, Figs. 4(d) and 5(d) show the densities and potentials
for the NOCORR scheme. Comparing the two upper-
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FIG. 5. Positron potential in the ideal triply negative Ga va-
cancy in GaAs. The results are shown for the CONY scheme
(a), and for the two-component BN (b), GGGC (c), and NO-
CORR schemes (d). The total potential (solid curve) with its
decomposition into the Hartree (dashed curve) and the correla-
tion (dotted curve) are shown along the line in the [11 lj direc-
tion through the center of the vacancy (open circle) and Ga and
As atoms (filled circles).

most panels of Fig. 4 it can be seen that the average elec-
tron density at the vacancy clearly increases from Fig.
4(a) to Fig. 4(b), but the positron densities are closer to
each other. In the GGGC scheme the increase of the
electron density is according to Fig. 4(c) somewhat
stronger than in the BN scheme, but the maximum posi-
tron density is by a factor of two larger than in the
CQNV or in the BN scheme. The positron density ob-
tained in the NOCORR scheme is according to Fig. 4(d)
nearly the same as in the GGGC scheme. The electron
density at the vacancy is slightly lower in Fig. 4(d) than
in Fig. 4(c) due to the omission of the attractive electron
part of the electron-positron correlation.

Figure 5, which shows the positron potentials, explains
nicely the trends seen in the positron density. In the
two-component BN scheme the total positron potential is
quite similar to that in the CONV scheme. This is a re-
sult of the cancellation of the changes in the Hartree po-
tential and in the correlation potential when the model
for the positron screening changes from the conventional
one to that of the two-component theory. It can be seen
that the Hartree potential is lowered when the electron
density at the vacancy increases, but the two-component
correlation potential rises when the positron density in-
creases. In the GGGC scheme this cancellation does not
occur, because, to a rather good approximation, the
correlation potential is the same as in the CQNV scheme
whereas the Hartree potential is close to that obtained
also in the BN scheme.

In the two-component NOCORR calculation the total

potential of the positron consists only of the Hartree
term, which to a high accuracy is the same as that ob-
tained in the GGGC scheme. Because the correlation po-
tential in the GGGC scheme is quite structureless inside
the vacancy, its omission does not affect the positron den-
sity. In the CONY scheme the omission of the positron
correlation potential improves the positron localization
at the vacancy, because due to the higher electron density
the correlation potential is more attractive in the intersti-
tial regions than at the vacancy. When the electron den-
sity is then allowed to relax in a two-component calcula-
tion the localization is further improved due to the accu-
mulation of the screening electron charge at the vacancy.

Figure 6 shows the contour map of the relaxation of
the electron density due to the introduction of the posi-
tron into the ideal Ga vacancy. This map is obtained as a
difference between the electron density calculated with
the positron using the BN scheme and that of a clean va-
cancy. The electron density decreases quite evenly from
the bond regions far from the vacancy. Close to the va-
cancy the screening charge shows maxima at the dan-
gling bonds. Thus, the positron shows a tendency to-
wards to healing the effects of the vacancy to the bulk
electronic structure.

The positron lifetimes, core and valence annihilation
rates, as well as the trapping energies at the ideal triply
negative Ga vacancy calculated in different schemes are
shown in Table I. The lifetimes and partial annihilation
rates are scaled so that the bulk lifetime coincides with
the experimental one of 231 ps (see the discussion above).
The CONV scheme calculation as well as the two-
component BN and GGGC schemes give quite similar
lifetimes, 270—278 ps. Also the calculation with the NO-
CORR scheme gives a similar result, 264 ps, if the
enhancement is taken in the limit of the vanishing posi-
tron density. The fact that the CONV scheme and the
GGGC scheme give practically the same positron life-
time is a result of a feedback effect: Both schemes use
the same functions for the construction of the positron
potential and the annihilation rate. Then, if the electron

0
I-
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[110]DIRECTION

FIG. 6. Electron density induced by a positron trapped by
the ideal triply negative Ga vacancy in GaAs. The two-
component scheme by Boronski and Nieminen is used. The
figure shows a region of the (110)plane limited by the borders of
the simulation cell. The contours of the positive (negative)
values are shown as solid (dashed) curves. The contour of the
zero density is denoted by a bold solid line. The contour spac-
ing is one-sixth of the maximum value.
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TABLE I. Positron lifetime ~, core annihilation rate A,„valence annihilation rate k„relative 8'pa-
rameter [Eq. (24)], and trapping energy E, at the ideal triply negative Cia vacancy in CiaAs. The results
of the CONV scheme, the two-component calculations within BN, GGGC, and NOCORR schemes are
given. The lifetimes and annihilation rates are scaled so that the theoretical bulk lifetime coincides
with the experimental one of 231 ps (Ref. 15). In the two last cases the lifetimes given in the
parentheses are obtained using the two-component form of Eq. (22) depending on both the electron and
positron densities. The annihilation rates for the perfect bulk lattice calculated using the correlation
potential (CONV) or without using it (NOCORR) are given for comparison.

Scheme

Ideal vacancy
CONV
BN
GGGC
NOCORR
Bulk
CONV
NOCORR

~ (ps)

270
278

270 (311)
264 (308)

231
231

A,, (1/ns)

0.279
0.292
0.154
0.135

0.554
0.468

A, „(1/ns)

3.422
3.304
3.546
3.649

3.775
3.861

0.59
0.65
0.32
0.33

E, (eV)

0.73
0.60
2.46
2.64

density changes, due to approximations used in its con-
struction or in the present two-component formalism due
to the Gnite positron density, the positron density follows
the electron density in such a way that the electron-
positron overlap and the annihilation rate are conserved.
In the present case the strength of the feedback e6ect is
obvious because the changes in the electron and especial-
ly in the positron densities between the CONV and the
GGGC methods are very large (see Fig. 4). The similari-
ty of the lifetimes of the CONV and the BN schemes is a
result of the near cancellation of the increase of the an-
nihilation rate due to the increased electron density and
the decrease the annihilation rate due to the finite posi-
tron density when switching from the former scheme to
the latter.

According to Table I, the annihilation rate for the core
electrons is much more sensitive to the calculation
scheme than the positron lifetime. The CQNV and the
BN schemes give for the ideal Ga-vacancy practically the
same core annihilation rate of -0.3 ns '. The GGGC
and NOCORR schemes gives core annihilation rates
smaller by approximately a factor of two. The reduction
seen in the GGGC and NOCORR schemes relative to the
CONV and the BN schemes is due to the stronger posi-
tron localization in the former. The relative 8'parame-
ters, calculated from Eq. (24) using the annihilation rates
of the CQNV and BN schemes give similar results, i.e.,
0.59 and 0.65, respectively. The values from the GGGC
and NOCORR are remarkably lower, 0.32 and 0.33, re-
spectively. The relative 8' parameter measured for the
Ga vacancy by the standard Doppler broadening tech-
nique is 0.89 (Ref. 30), while high-resolution coinci-
dence-Doppler measurements give values between 0.7
and 0.8 (Ref. 31). Thus, these experiments strongly sup-
port the CONV and the BN schemes in the comparison
with the GGGC and NOCORR schemes. This con-
clusion is even strengthened when the relaxation of the
ions around the vacancy is considered below.

We have also calculated the positron lifetimes by using
the electron and positron densities of the GGGC scheme

but employing the two-component enhancement factor.
This kind of calculation is also done with densities ob-
tained with the NOCORR scheme. The resulting life-
times, which are shown in parentheses in Table I, are re-
markably long. This is a result of the strong positron lo-
calization at the open volume of the vacancy. The in-
crease of the positron lifetime is opposed in the GGGC
and NOCQRR schemes when the enhancement at the
limit of the vanishing positron density is used with the in-
creased (relaxed) electron density.

The experimental positron lifetime for the (triply nega-
tive) Ga vacancy is 260 ps. ' In order to reproduce this
the ions neighboring the vacancy should relax inwards in
all the schemes considered. The above comparison of the
theoretical relative 8' parameters with the experimental
ones also support this conclusion. The CONV and the
two-component BN schemes give similar, relatively small
(0.6—0.7 eV) trapping energies. They are in agreement
with previous estimates, ' '" which are typically smaller
than those for metal vacancies. The GGGC and the
NOCORR schemes give substantially (by -2 eV) larger
positron trapping energies.

Next we consider the 2D-ACAR spectra calculated
from the valence electron densities in the diA'erent
schemes. The 2D-ACAR maps corresponding to the per-
fect bulk lattice and the ideal triply negative Ga vacancy
calculated in the CONV scheme are shown in Fig. 7. The
momentum density p(p) of Eq. (18) is integrated along
the [110] direction. The characteristic feature of the
bulk distribution is the anisotropy with "shoulders"
pointing to the [111]directions. The distribution for the
vacancy is narrower due to the increase of the relative
contribution of the annihilations with the low-momentum
valence electrons. Also the shoulders have disappeared
and only a slight anisotropy remains so that the contours
reach further from the origin in the [110] direction that
in the [100] direction. A comprehensive analysis of the
momentum distributions for the bulk semiconductors as
well as for their vacancies is due to Saito, Oshiyama, and
Tanlgawa.
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The cuts of 20-ACAR spectra for the ideal Ga vacan-
cy are shown in Figs. 7(c) and 7(d) along the [100] and
[110]directions, respectively. All the curves are normal-
ized to unity at zero momentum. The results calculated
in the difterent schemes are compared with the experi-
mental ones. ' The narrowest and also the most isotropic
distribution results in the GGGC scheme rejecting again
the strong localization of the positron wave function at
the vacancy. The CONV scheme gives a distribution that
is, especially along the [110]direction, close to that of the
GGGC scheme. The BN scheme gives results in the best
agreement with the experiment. However, all the
theoretical results for the ideal vacancy are too narrow
and isotropic in comparison with the experimental 20-
ACAR distribution. The inward relaxation of the ions
around the vacancy would again improve the situation by
changing them towards the bulk result, which has a re-
markable anisotropy [Fig. 7(a)].

B. Ion relaxations around a triply negative
Ga vacancy in GaAs

In order to understand the efFects of ion relaxation on
the positron annihilation characteristics we have first per-
formed calculations in which only the first neighbors of
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the vacancy are moved from their ideal lattice positions.
In these calculations the ions are frozen to positions cor-
responding to a given amplitude of the breathing-mode
relaxation conserving the Td symmetry group of the ideal
vacancy. This is consistent with the symmetry of the ful-
ly relaxed Vz, vacancy (see below). The total energies
[Eq. (1)] of the electron-positron system calculated in the
BN and GGGC schemes are given in Fig. 8(a) as a func-
tion of the amplitude of the relaxation. The CONV
scheme results included in Fig. 8(a) refer to the model"
in which the total energy, is the sum of the pure electronic
energy without the inAuence of the positron and the posi-
tron energy eigenvalue calculated within the CON V
scheme. The results of the BN scheme and the CONV
scheme nearly coincide. They show an energy minimum
when the nearest-neighbor ions are moved inwards a dis-
tance, which corresponds to about 2% of the ideal lattice
bond length. The similarity of these curves reAects the
similarity of the positron energetics in these schemes. In
the GGGC scheme the energy minimum is found to hap-
pen without any relaxation of the nearest-neighbor
atoms. Especially in the CONV and BN schemes the
total-energy curve is quite Aat. The faatness would be
even more pronounced if the ions beyond the nearest
neighbors were allowed to relax and lower the total ener-
gy. The fact that the electronic total energy is a decreas-
ing function of the inward relaxation whereas the posi-
tron energy eigenvalue rises when the open volume at the
vacancy decreases is an important reason for the slow
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FIG. 7. Angular correlations of annihilation photons in-
tegrated along the [110] direction. The results for the perfect
lattice (a), as well as for the ideal triply negative Ga vacancy in
the conventional scheme (b) are shown. The contour spacing is
one-tenth of the maximum value. The cuts along the [100] (c)
and [110] (d) directions are given in the case of the Cra vacancy.
The experimental results (Ref. 16) are given in (c) and (d) by
solid lines, the results of the CONV (open circles), BN (solid cir-
cles), and GGGC (crosses) schemes are given at the discrete
points for which the calculations are performed.

FIG. 8. Total energy (a), positron lifetime (b), and relative 8
parameter (c) for the triply negative Ga vacancy in GaAs trap-
ping a positron. The results are given as functions of the
breathing-mode relaxation of the ions neighboring the vacancy.
The more distant ions are kept at the ideal lattice positions.
The amplitude of the relaxation is given in percent of the bulk
bond distance and negative (positive) values correspond to in-

ward (outward) relaxation from the ideal lattice positions. The
results of the BN (solid line), GGGC (dashed line), and CONV
(open circles) schemes are shown.
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variation of the total energy as a function of the ion re-
laxation. The Aatness of the total energy means that the
determination of the self-consistent ionic relaxations may
be dificult, because the result may depend strongly on
the approximations made.

The positron lifetime and the relative 8 parameter
[Eq. (24)] are shown in Figs. 8(b) and 8(c), respectively.
The results of the di6'erent schemes as a function of the
relaxation of the nearest-neighbor ions of the vacancy are
given. The positron lifetimes in the CONV and in the
GGG-C schemes are nearly identical due to the feedback
mechanism explained above. The positron lifetime in-
creases linearly when the ions relax outwards with the
slope of about 3.S ps/%. This is in accord with the previ-
ous theoretical estimations for the As vacancy in GaAs
(Ref. 8) and with those for the vacancy in Si. The slope
in the BN scheme calculations is slightly larger, about 4.5
ps/%. The relative W parameter increases when the ions
neighboring the vacancy relax inwards. The 8' parame-
ters obtained in the CONV and BN schemes agree with
the values, 0.7—0.8, of the coincidence Doppler experi-
ment ' if the ions neighboring the vacancy have relaxed
slightly inwards. The W parameter obtained in the
GGGC scheme is in clear disagreement with the experi-
ment for all reasonable values of the relaxation.

Next we have allowed all the ions in the supercell to re-
lax to the configuration corresponding to the minimum of
the total energy. First the ionic relaxations and the elec-
tronic structure of the triply negative Ga vacancy are cal-
culated without the trapped positron. Because all the lo-
calized electron states in the band gap are occupied, there
is no strive for a symmetry-lowering Jahn-Teller relaxa-
tion and the relaxed vacancy conserves the T& symmetry
group. Thus the relaxation is of the pure breathing-mode
type, and the atoms neighboring the vacancy relax in-
wards to the center of the vacancy by 10.7% of the ideal
lattice bond length. This magnitude of the relaxation is
clearly larger than the inward relaxation of about 4%
found by Laasonen, Nieminen, and Puska using a simi-
lar molecular-dynamics technique. However, the com-
parison of these results is not straightforward, for exam-

pie, due to the di6'erent pseudopotentials used and the
diferent lattice constants obtained. For comparison, the
tight-binding calculation by Seong and Lewis has given
an inward relaxation of about 13%. The inward relaxa-
tion found in the present calculation is so strong that
without the positron-induced relaxation the vacancy does
not sustain a well-localized positron state neither accord-
ing to the CONV scheme calculations nor according to
any of the two-component schemes.

We then allow the ions around the vacancy to relax
due to the introduction of the positron into the system.
The resulting breathing-mode relaxations as well as the
positron annihilation characteristics for the difFerent
two-component schemes are given in Table II. In all
schemes the positron induces an outward ionic relaxation
relative to the clean relaxed vacancy. According to the
BN scheme the positron-induced relaxation is -4% of
the bond length and the nearest-neighbor ions of the va-
cant site end up at positions that are a distance of 6.6%
of the bond length inwards from the ideal lattice posi-
tions. This inward relaxation is stronger than that corre-
sponding to the total-energy minimum in Fig. 8(a) be-
cause in the latter case ions beyond the nearest neighbors
are not allowed to relax and thereby they hinder the re-
laxation of the nearest-neighbor atoms. In the GGGC
scheme the effect of the localized positron is larger, the
nearest-neighbor ions of the vacancy site end up at posi-
tions corresponding to an inward relaxation of 1.6% of
the bond distance from the ideal lattice positions. The
positron in this model is able to nearly heal the atomic
positions around the vacancy to those of the ideal vacan-
cy.

The inward relaxation found in the BN scheme is
slightly too large in magnitude to reproduce the experi-
mental positron lifetime. The positron wave function is
not localized enough and the (scaled) positron lifetime ob-
tained, 240 ps, is only slightly longer than the positron
bulk lifetime of 231 ps. The 8' parameter has the value
of 0.88, which i.s larger than those determined by the
coincidence Doppler technique indicating also that the
positron wave function is not localized enough. The posi-

A, , (1/ns)

TABLE II. Self-consistent solution for the electronic structure, positron state, and the ionic relaxa-
tions for the triply negative Ga vacancy in GaAs. The positron lifetime ~, core annihilation rate A.„
valence annihilation rate A,„relative W parameter IEq. (24)], the trapping energy E„and the amplitude
d of breathing-mode relaxation relative to the bond length are given for the two-component BN,
GGGC, and NOCORR schemes. BN4 refers to a calculation in which the nearest-neighbor ions of the
vacancy are relaxed 4% of the bond length inwards from their ideal lattice positions and all the other
ions are kept fixed. The lifetimes and annihilation rates are scaled so that the theoretical bulk lifetime
coincides with the experimental one of 231 ps (Ref. 15). In the case of the GGGC and NOCORR
schemes the lifetimes given in the parentheses are obtained using the two-component form of Eq. (22)
depending on both the electron and positron densities. The positive (negative) sign of d means an out-
ward (inward) breathing-mode relaxation.

Scheme ~ (ps) A,, (1/ns) E, (eV) d (%)

BN
GGGC
NOCORR
BN4

240
268(306)
272(308)

0.468
0.162
0.124
0.354

3.684
3.573
3.556
3.498

0.88
0.34
0.31
0.72

0.09
1.85
2.04
0.27

—6.6
—1.6
+3.0
—4.0



ELECTRON-POSITRON CAR-PARRINELLO METHODS: SELF-. . . 10 959

tron trapping energy is consistently relatively small, only
0.09 eV. On the contrary, the GGGC scheme results in
too localized a positron state. Although the calculated
positron lifetime of 268 ps is only slightly longer than the
experimental one of 260 ps, ' the calculated 8'parameter
is by a factor of two too small, i.e., 0.34, indicating a
much too small overlap of the positron with the core
electrons. The positron trapping energy is also high, 1.9
eV. The NOCORR calculation gives again very similar
results to the GGGC scheme. The positron-induced re-
laxation is slightly larger in the NOCORR scheme result-
ing in a somewhat longer positron lifetime, a smaller 8'
parameter, and a larger positron binding energy. If the
two-component enhancement, which depends also on the
positron density, is used in the GGGC and NOCORR
schemes, the positron lifetimes are longer than 300 ps.

The 3D-ACAR maps calculated in the BN and GGGC
schemes for the self-consistently relaxed triply negative
Ga vacancy are compared with the experimental one in
Fig. 9. Compared with the experiment the GGGC
scheme gives too narrow and isotropic a distribution,
rejecting again the very localized nature of the positron
wave function. The map corresponding to the BN
scheme is more anisotropic, showing some bulklike
features [compare with Fig. 7(a)], which is a signal of a
somewhat too delocalized positron wave function.

The comparison of the calculated positron lifetimes,
the relative 8'parameters, and the 2D-ACAR maps with
the corresponding experimental ones indicates that the
GGGC scheme results in too localized positron wave
functions. In the first place, this is a result of the con-
struction of the positron potential in the scheme; impos-
ing a stronger inward relaxation of the ions neighboring
the vacancy does not remedy this character as can be best
seen in the behavior of the relative 8'parameter in Fig.
8(c). On the other hand, the BN scheme with the fully re-
laxed ion positions gives slightly too extended positron
wave functions. This character, however, can be
remedied by small changes in the ionic relaxation. For
example, Figs. 8(b) and 8(c) indicate that the system, in
which only the nearest-neighbor atoms of the Ga vacancy
have relaxed inwards about 4% of the bond length, gives
in the BN scheme a positron lifetime and relative 8'pa-
rameter, which are in good agreement with experimental
values (the calculated values obtained are also given in
Table II). This same system gives a 2D-ACAR map that
according to Figs. 9(d) and 9(e) compared well with the
measured one. The reason that the BN scheme does not
give ion positions that reproduce accurately the experi-
mental positron annihilation characteristics may lie in
the approximations made in the calculations of the elec-
tron and positron structures. For example, the LDA for
the electron exchange and correlation has been shown to
overbind atoms so that the bond lengths in molecules and
solids are too short. This deficiency may also affect the
relaxation of the ions around the defects.

The positron-induced relaxation has been estimated
previously by Laasonen et ah. " in the case of the neutral
As vacancy in GaAs. These authors restricted the ionic
relaxation to the pure breathing-type movement of the
atoms neighboring the vacancy and used the CONV

scheme in which the sum of the total electronic energy
and the positron energy eigenvalue is minimized. In this
model, the positron induces an outward relaxation of 4%
of the bond length. Gilgien et al. ' considered the posi-
tron state at the singly negative As vacancy in GaAs.
Their calculation corresponds to the GGGC-scheme cal-
culations; the most important differences are the use of a
different pseudopotential for valence electrons and a
more approximate treatment of the positron-ion core in-
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FIG. 9. Angular correlations of annihilation photons corre-
sponding to the triply-negative Ga vacancy in GaAs. The
momentum distributions are integrated along the [110] direc-
tion. The results are based on the self-consistent solution for
the electronic structure, positron state and the ionic positions at
the vacancy within the two-component BN (a) and GGGC (b)
schemes. The experimental map by Manuel et al. (Ref. 16) is
also shown (c)~ The contour spacing is one tenth of the max-
imum value. The cuts along the [100] (d) and [110](e) directions
are shown. The experimental results (Ref. 16) are given in (d)
and (e) by solid lines, the results of the BN (solid circles) and
GGGC (crosses) schemes are given at the discrete points for
which the calculations are performed. The open circles refer to
B¹cheme calculations in which the nearest neighbor ions of
the vacancy have relaxed inwards 4%%uo of the bulk bond length.
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teraction. Gilgien et aI. found that the positron induces
a strong outward relaxation of the ions neighboring the
vacancy with low-symmetry ion configurations as a re-
sult. According to their calculations the positron lifetime
increases strongly, about 50 ps. when the positron is
trapped from the bulk state to the As vacancy. This is
clearly more than the experimental increase of -30 ps.
A more accurate treatment of the positron-ion-core in-
teraction may reduce the discrepancy. Gilgien et al. also
calculated the 2D-ACAR map for the As vacancy and
found, in agreement with our experience with the GGGC
scheme for the Ga vacancy, a narrower and more isotro-
pic distribution than the measured one.

IV. SUMMARY

We have developed a calculation scheme that solves
self-consistently the electronic structure, positron state,
and ion positions when a positron is trapped by a
vacancy-type defect in a solid. The scheme is based on
the two-component density-functional theory. The
scheme is tested in the case of a triply negative Ga vacan-
cy in GaAs with several descriptions for the electron-
positron correlation. The calculated positron annihila-
tion characteristics, i.e., the positron lifetime, the core
annihilation parameter 8' and the 2D-ACAR maps are
compared with their experimental counterparts.

The scheme proposed by Boronski and Nieminen for
the electron-positron correlation gives descriptions for
the positron potential and density that are similar to
those obtained in the conventional scheme, in which the
positron does not affect the average electron density. The
positron state is in the BN scheme very sensitive to ion
positions, and changes in the relaxation may change the
positron annihilation characteristics remarkably. The
scheme by Gilgien et al. ' results in a more attractive
positron potential at the defect and in a more localized
positron wave function.

We find that at a clean triply negative Ga vacancy the
nearest-neighbor ions have relaxed strongly inwards. The
introduction of the positron at the vacancy induces a
compensating outward relaxation, as this reduces the
positron-ion repulsion. In the Boronski-Nieminen
scheme the positron-induced relaxation is not very strong
and the resulting positron lifetime is clearly shorter than
the experimental value. However, small changes in the
ion relaxations can bring the theoretical and experimen-
tal lifetimes into perfect agreement. This is true also for
the other annihilation characteristics. In the Gilgien
et al. scheme the positron-induced relaxation is stronger;
it practically heals the vacancy to the ideal one. As a re-
sult the positron lifetime calculated is slightly longer than
the experimental one. However, the 8' parameter is
much too small and the 2D-ACAR maps too isotropic
due to the strong positron localization.

For a given ionic configuration the conventional
scheme predicts all positron annihilation characteristics
considered in good agreement with the two-component
Boronski-Nieminen scheme. This gives credence for the
use of the conventional scheme in model calculations
analyzing the experimental results by assuming reason-
able ionic configurations for the defects. Due to a feed-
back effect the positron lifetimes from the conventional
and Gilgien et al. schemes are nearly identical, although
the 8'-parameters and 2D-ACAR maps differ remark-
ably. This means that especially the core annihilation 8'
parameter determined for the defect is a sensitive quanti-
ty to describe the localization of the positron wave func-
tion in addition its high value in probing the chemical en-
vironments of defects in solids.
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