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1 Introduction
Text-to-speech synthesis is currently under high scientific and commercial interest,
and the methods are in rapid development – potential applications include person-
alised voice prostheses, human–machine speech interfaces, and automatic simulta-
neous interpretation.

Statistical parametric speech synthesis has gained popularity and been under
great research interest in recent years. The advantages over the unit-selection type
methods [18] include notably smaller memory footprint and greater flexibility in
terms of voice adaptation to different speakers and speaking styles. [5, 61] Problem
with statistical parametric speech synthesis has been the buzzy, robotic quality of
the produced voice. Some improvement, especially in prosody, is expected from
the ongoing transition in statistical modelling from hidden Markov models the to
deep neural networks in speech synthesis. However, the parametric voice coder, or
vocoder still plays an important role in improving the synthetic voice quality. [16,59]

The most widely used vocoder in statistical parametric speech synthesis is the
STRAIGHT-system [58,60] that uses mel-generalized cepstral features to model the
speech spectrum, and impulse-train type signal modified with aperiodicity param-
eters as excitation. The used parameters are well suited for statistical modelling,
but the artificial excitation results in slightly robotic speech quality. Good results
in improving the naturalness of the synthetic speech have been achieved by using a
vocoder based on human speech production [43]. This glottal source vocoder uses a
glottal pulse waveform estimated from natural speech as excitation.

In its basic form, the GlottHMM glottal source vocoder [43] uses a fixed exci-
tation pulse, and a matching filter derived from a mean-square-error based spectral
model to recreate the spectral characteristics of the target voice source. However,
there is room for improvement in voice naturalness and overall quality. The method
has been improved by using a more complex glottal excitation created with a glot-
tal pulse library [45], or glottal pulses generated by speech parameter controlled
deep neural network [44]. This thesis takes a different approach and attempts to
improve the fixed excitation technique by replacing the MSE-based matching filter
by a perceptually motivated matching filter.

Mel-scale filterbanks form the core spectral model in conventional mel-frequency
cepstral coefficient features used in automatic speech recognition. Although the
filterbank model has existed for a relatively long time, it is still used in modern
speech recognition regardless of the advances in other aspects of speech recognition
[16, 41]. Additionally, the mel-scale filterbank model has been utilized successfully
in a generative context in artificial speech bandwidth extension [39]. Despite the
simplicity of the filterbank, the model has the important perceptual properties of
nonlinear frequency resolution and auditory filter approximation that are studied
more closely later in this thesis. The success and simplicity of the mel-scale filterbank
as a perceptual model in speech applications mark the model as a feasible criterion
for perceptual spectral matching in speech synthesis.

This thesis presents a perceptual spectral matching scheme for speech synthesis
using a mel-scale filterbank based matching criterion. The proposed method is based
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on the baseline GlottHMM vocoder [43], and for comparative evaluation purposes
the matching scheme designed so that the parameter dimensionality matches that
of the original system. Nonetheless, the presented spectral matching technique is
easily adaptable to other configurations.

The thesis is organized as follows: Chapter 2 gives an overview of the physiol-
ogy of human speech production and hearing, complemented with a general mod-
elling viewpoint of speech production and sound perception. These models serve as
foundation for the computational methods in the next section. Chapter 3 deals in
speech parametrization techniques utilized in the parametric vocoder and the pro-
posed spectral matching method. Chapter 4 first presents the general principle of
statistical parametric speech synthesis with some detail on the hidden Markov mod-
els, and second, the speech synthesis system based on the GlottHMM vocoder with
some alterations. Chapter 5 describes the proposed perceptual spectral matching
method and its realisation as an all-pole matching filter. In Chapter 6, the proposed
spectral matching method is evaluated in comparison to the baseline GlottHMM
spectral matching, first by objective measures and statistical properties, and second
by a subjective listening test. Finally, the results are discussed in Chapter 7 with
some concluding remarks.
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2 Speech production and perception
When one wishes to build a physiologically based speech synthesis system it is
natural to first study the physiology of human speech production. On the other
hand, knowledge on the human hearing and speech perception is equally needed,
if one desires to apply psychoacoustics in designing the speech synthesizer. This
chapter examines the physiological properties of speech production and perception,
along with some high level modelling aspects.

2.1 Human speech production mechanism

2.1.1 Physiology of speech

A central component of the human speech is the so called voice source, or glottal
excitation created in the larynx. The main speech function of the larynx is to
modulate the airflow from the lungs by periodically closing the vocal folds. The
opening between the vocal folds is called the glottis and the volume flow entering the
vocal tract in voiced speech consists of periodic glottal pulses – thus the waveform
directly related to the vocal fold movement is called the glottal volume velocity
waveform. It should be noted that the movement of the vocal folds as a sound
source is not analogous to the vibrating string or membrane as the vocal folds merely
modulate the airflow [13, p. 265]. In order to create voiced speech, the glottal flow
signal is altered by the resonances and turbulences in the vocal tract.

Other important component in the voice production system is the filter effect
imposed on the glottal source by the vocal tract. Vocal tract refers to the supra-
glottal part of the voice production system, although some definitions include the
entire voice production system. The vocal tract has varying resonant frequencies
called formants, which play a major role in embedding linguistic information in
speech sounds. Figure 1 shows a schematic of the voice production system. Air
from the lungs enters the vocal tract through the larynx that in case of voiced
speech modulates the airflow by closing and opening the glottis periodically. In the
vocal tract, air passes through the pharyngeal and oral cavities, eventually exiting
at the lips or nostrils. The cavities are separated at the uvula, and it is possible at
this point that some of the airflow is diverted into the nasal cavity. The airflow to
nasal cavity is controlled by the velum that opens while producing nasal sounds. [37]

Various types of speech sounds can be produced by the means of articulatory
gestures, that is, by movements that alter the shape of the vocal tract. Some of the
parts comprising the vocal tract are fixed in terms of articulation, as they do not
permit voluntary movement: The nasal cavity has a large surface area to volume
ratio and mucous walls, thus acting as a damped resonator. Also the teeth, the
alveolar ridge and the hard palate are immovable and are fairly rigid. In contrast,
the movable parts in the vocal tract are called the articulators. The most prominent
articulator is the tongue, whose parts such as the tip and dorsum can be moved
relatively independently. The rounding of lips affects vowel sounds especially. The
larynx also has an articulatory function in addition to housing the vocal folds: the
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Figure 1: Schematic of the human voice producing apparatus. Adapted from [24]

larynx can be lowered to increase the pharyngeal cavity volume. Also the movement
of the jaw participates in articaulation by altering the oral cavity volume. [37]

Articulatory phonetics give some insight on how the articulators apply linguistic
information onto speech. Speech sounds are generally classified into two categories:
vowels and consonants. Both are included in an articulation based classification
system defined by the international phonetic alphabet (IPA). The vowels are always
voiced and the vocal tract remains relatively open. Different vowels are characterised
mainly by tongue position on the axes front-back and open-closed, and lip rounding.

The consonants are typically classified by phonation along with place and manner
of articulation. Phonation indicates whether the sound is voiced or not. Places of
articulation indicate the location of a constriction or other sound generating effect
on the vocal tract. Manner of articulation tells which kind of articulatory gesture
is used. Stop sounds such as /k/, /t/, /p/, and their voiced counterparts /g/, /d/,
/b/ block the airflow completely at some point on the vocal tract. Fricatives such as
/s/ and /f/ constrict the vocal tract so that the turbulent airflow at the constriction
acts a sound source. Nasals allow airflow into the nasal cavity. Approximants such
as the semivowels and the lateral approximant /l/ constrict the vocal tract partially
but not enough to create turbulences. Other manners of articulation include flaps
and trills, such as the alveolar trill /r/. Generally natural languages do not use all
physically possible articulatory combinations, but tend to select some subset of the
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combinations. [37]

2.1.2 Source-filter model

Many modern speech processing methods rely on the source-filter model of speech
production. The model states that phonation and articulation can be considered
independent of each other. Phonation is represented by the glottal excitation and is
modelled as the source, whereas the spectral effects of the vocal tract are modelled
as a filter. In the model, the effects of each individual articulator are lumped into a
single filter that can be estimated from the speech signal. [13]

In practice the source-filter relationship is realized by using digital filters. Typi-
cally the speech signal is analysed in short segments where the signal is assumed to
be stationary within the segment. This enables the use of linear time-invariant filter
models. In addition to glottal source and vocal tract filter, the spectro-temporal
characteristics of speech are affected by lip radiation load. In the z-domain denote
the glottal source as Gpzq, the vocal tract filter with V pzq, and the lip radiation
effect Lpzq. According to the model, speech signal consists of three components in
cascade: the glottal excitation, vocal tract filter and lip radiation load. In speech
processing applications the latter two are often lumped into a single filter. When
the signal is considered locally stationary, a linear z-domain relationship holds:

Spzq “ GpzqV pzqLpzq. (1)

This type of model makes some simplifications in terms of the speech production
physiology. For instance, in voiced fricatives the noise present in the waveform
stems from the turbulences created by constrictions in the vocal tract, and not in
the glottal source. The source-filter models considers the source in this type of signal
as periodic glottal excitation with additional noise, while the actual noise source is
not located in the glottis. Another physiological shortcoming is the modelling of
the glottis as a simple volume velocity source, disregarding the effects of sub-glottal
and and supra-glottal pressure differences. Nevertheless, the source-filter model has
been proven quite effective by the multitude of applications based on the model.

2.1.3 Acoustical tube model

The classical acoustic model for the vocal tract filter has been a series of lossless
cylindrical tubes with varying cross-sectional areas. These structures can indeed
replicate the formant structures exhibited in speech when configured correctly. More
detailed acoustical models have a branch in the tube system depicting nasal and
oral tubes separately, resulting in zeros in the filter responses [37]. However, a non-
branching tube is easier to model and has an interesting connection to all-pole digital
filters: If the tube segments are of equal length it can be shown that the acoustic
tube model is equivalent to the all-pole filter model given by linear prediction (see
Section 3.2) [55] [42, p. 440-1].

The success of the linear predictive modelling of speech can be partly attributed
to this approximative connection to voice production physiology. Additionally, the
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all-pole filters have some very useful technical properties briefly discussed in Sec-
tion 3.2.

2.2 Hearing and sound perception

This section first describes the physiological processes that transform the acoustic
signal received at the ear into a neural signal transmitted to the brain. Second,
the section examines some psychoacoustical properties related to the perception of
sound and presents models to recreate these properties. The aim is to illustrate
how hearing physiology relates to the sound perception and, consequently, examine
the perceptual modelling tools necessary for creating a perceptual spectral matching
scheme.

2.2.1 Physiology of hearing

The human ear can be divided structurally into three sections: outer ear, middle
ear and inner ear. The outer ear directs and transmits sound waves into the the
middle ear, which acts as a mechanical transducer. The inner then ear transduces
the vibrations transmitted from the middle ear into neural firings. An overview of
the anatomy of the human ear is depicted in Figure 2.

Vestibular

nerve

Cochlear

nerve

Cochlea

Eustachian

tubeRound

window

Tympanic

cavity

Tympanic

membrane

Outer ear canal

Malleus
Incus

Stapes
Semicircular
canals

Pinna

Figure 2: Schematic of the anatomy of human ear [9]. The drawing is not to scale,
as the inner and middle ear are enlarged for clarity.

The function of the outer ea is to direct and amplify sound coming from the envi-
ronment. The pinna focuses the incoming sound waves into the ear canal, applying
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direction-dependent spectral coloration to aid spatial hearing. Another spectral
characteristic caused by the outer ear results from the resonance frequency of the
ear canal. The average ear canal has a length of approximately 27mm and can be
modelled as tube, thus having its first resonance at 3 kHz. However, the ear canal
resonances are not very sharp due to the non-rigid walls of the ear canal, resulting
to approximately 15 dB amplification at 3–5 kHz region. [37, p. 110]

The middle ear is an air filled cavity connected to the outer ear at the tympanic
membrane and to the inner ear at the oval window. In terms of hearing, the main
functional part of the middle ear is the tranduction system comprised of the ossicu-
lar bones. Additionally, the Eustachian tube connects the middle ear cavity to the
pharynx, enabling middle ear pressure equalization with the atmospheric pressure.
The middle ear has two main functions: First, the ossicular bones, malleus, incus,
and stapes, act as a mechanical impedance transducer between the ear canal and the
fluid-filled inner ear, transforming the large displacement and small pressure signals
in air into high pressure and small displacement signals in the cochlear fluid. The
pressure variations in the ear canal excite the tympanic membrane which is con-
nected to malleus. This motion is transmitted along the ossicular lever system to
the oval window of the cochlea. The acoustic impedance of the inner ear is approx-
imately 4000 times that of the air, and nearly no energy would be transmitted into
the inner ear without the middle ear impedance matching. Most of this mismatch is
overcome by the area-ratio of the tympanic membrane and the oval window, along
with some mechanical transduction allowed by the ossicular lever system. [62] [37]
The second function of the middle ear is to protect the inner ear from loud sounds
via the auditory reflex. In the presence of loud sounds, the muscles connected to
the ossicles contract, making the system more rigid and allowing less sound energy
to be transmitted into the inner ear [33].

Bony shelf

Basilar
membrane

Round window

Oval window

Stapes

Helicotrema

Apex

Scala vestibuli

Scala tympani

Figure 3: Linearised cochlea, adapted from [24]

In the inner ear, the functional part relevant for hearing is the cochlea, an organ of
32–35mm length resembling a snail, coiled in approximately 2.5 turns. A linearised
schematic of the cochlea where the coil has been unwound is depicted in Figure 3.
The mechanical vibrations enter the cochlea via the oval window, which is connected
to stapes in the middle ear. Motion of the oval window creates a travelling wave
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that reaches its maximum amplitude at a position depending on tje frequency so
that the maxima near the base of the cochlea correspond to high frequencies and
the maxima near the apex to low frequencies.

Neural transduction from pressure wave to neural impulses happens within the
basilar membrane. The basilar membrane, stiffened by the bony shelf, lies within
scala media and vibrates in conjunction with the fluid in scala tympani and scala
vestibuli. The basilar membrane is stiffer at its base near the oval window, resonating
more strongly with high frequencies, and less stiff near the apex of the cochlea,
correspondingly resonating with low frequencies.

Locations on the basilar membrane can be related to a characteristic frequency.
Frequency response for a specific location resembles a bandpass filter response cen-
tred at the characteristic frequency. Distance of the location from the stapes is
roughly proportional to the logarithm of the characteristic frequency. This, with
hair cells being somewhat evenly spaced on the basilar membrane, leads to a non-
linear frequency resolution of the basilar membrane. In other words, a location
with a higher characteristic frequency actuates neural fireings at a broader range of
frequencies than a location with a lower characteristic frequency.

2.2.2 Critical bands

Critical band is an important auditory concept based on the idea that the auditory
system processes sounds that are close in frequency together, and sounds that are
far apart separately. The concept was originally introduced in [14], derived from
experiments on tone masking by narrowband noise. Critical bands are closely related
to auditory filters – the critical band mechanism can be seen as a band-pass filter
whose frequency response approximates a tuning curve of an auditory neuron [37,
p. 127]. In terms of modelling, particularly in speech parametrization, the most
useful filter shapes can be derived from psychoacoustic tuning curves, which closely
resemble their physiological counterparts. By assuming linearity, the auditory filters
are obtained by inverting the psychoacoustic tuning curves [62, p. 68-71], [33, p. 79].
An example of these curves measured by the masked tone method is shown in
Figure 4, exhibiting triangle-like shapes on the logarithmic scale.

Critical band filter shapes and bandwidths can be determined using various
methods. One approach is to study the masking threshold of a test tone with
narrow-band noise masker [33,34] to obtain the critical bandwidths. In the method,
a test tone is kept at a fixed frequency and sound pressure level (SPL) while a
narrow band masking noise is varied in center frequency. The frequency dependent
masking thresholds are then determined by setting the masker SPL to a level where
the tone is not perceived underneath the masker. Other, test tone free method for
determining the critical bandwidths is by an experiment where the bandwidth of
bandpass noise is varied while keeping the overall intensity constant. As long as the
bandpass noise remains within a critical band, the perceived loudness also remains
constant [24]. Many of these methods use rectangular band-pass filters in creating
the test stimuli, although the critical band filters are more complex in shape, thus
only obtaining an equivalent rectangular bandwidth estimates for the critical bands.
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Figure 4: Psychoacoustic tuning curves measured with narrow-band variable fre-
quency noise masker and fixed test tones [24].

Some formulatic expressions for auditory filter shapes can be found in [35].
It is somewhat unclear which part of the hearing system determines the exact

shapes of the critical band auditory filters, but similar behaviour can be seen al-
ready in the excitation patterns of the basilar membrane. However, the neural and
psychoacoustic tuning curves exhibit higher frequency selectivity, suggesting some
kind of "second filter". The process is not well known, but direct modelling of
psychoacoustic phenomena is sufficient in applying auditory knowledge to speech
parametrization.

Another useful notion related to critical bands is the critical band intensity that
is defined as an intensity integral over the critical band [62, p. 147]. The intensities
can be used as an auditory representation of sound as they realize the non-linear
frequency resolution and within-band masking effect of human hearing. Particularly,
they are connected to the weighted summing within a filter utilized in, for example,
the mel-scale filterbanks presented in Section 3.1.2.

2.2.3 Frequency resolution and pitch perception

An important perceptual property of human hearing is the non-linear frequency
resolution of the human hearing, which can be modelled using various perceptually
determined pitch scales. One such pitch scale can be derived from critical band
measurements by finding a pitch scale where the critical bands are equally wide.
This scale is called the Bark-scale and can be approximated functionally by [62]

z{Bark “ 13 arctanp0.76f{1000q ` 3.5 arctanpf{7500q2. (2)
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The resulting warping curve is illustrated in Figure 6. The functional expression is
plotted with a solid line, complemented with experiment data from literature plotted
with circles. Additionally, an all-pass warping approximation (see Section 3.1.1) is
plotted with a dashed line.

Mel-scale (from melody) is an another perceptually determined scale that mea-
sures the relative pitch differences between tones or harmonic sounds. The scale is
found experimentally by playing listeners two alternating tones, of which the first
one is fixed. The listener then adjusts the second tone to a pitch which is half of
the pitch of the first tone, i.e., an octave lower [49]. At low frequencies the pitch
behaves nearly linearly as a function of frequency. The classical formula used for
mapping from frequency to Mel scale is [31,37]:

m “ 2595 log10p1` f{700q. (3)

The resulting warping curve is illustrated in Figure 5. Data points from listening
experiments [4] are given for comparison. See Table A1 for the data point values.
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Figure 5: Mel–frequency warping curve at 16 kHz sample rate. The optimal warping
coefficient depends on the sample rate. Measurement data points from [4] are listed
in Table A1.
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3 Speech parametrization

3.1 Auditory models in speech parametrization

Auditory models are computational models that replicate some properties of human
sound perception. Important aspects in auditory modelling include the nonlinear
frequency resolution of hearing, the processing of spectral information on critical
bands, and the sound pressure level and frequency dependence of perceived loud-
ness. Nonlinear frequency resolution requires a model to implement some form of
frequency warping. This property often comes embedded in filterbank design when
using auditory filterbanks to model processing in critical bands. The following sec-
tion focusses on the auditory modelling properties of the mel-scale filterbanks that
are used as the base of the spectral matching scheme introduced in Chapter 5.

3.1.1 Frequency warping

Frequency warping is a general term for techniques for obtaining a frequency domain
signal representation with a non-uniform frequency resolution. Usually frequency
warping is used to model the nonlinear frequency resolution of human sound per-
ception, and the warping function is chosen to approximate a pitch scale such as the
mel-scale or the Bark-scale. Various methods can be used to realize the warping,
yielding similar results.

Theoretically, any frequency warping function with certain limitations can be
applied. First, the map should be monotonic and injective for the warped frequency
to remain interpretable as frequency. Second, it is reasonable that zero frequency
maps to zero. Third, the map should be antisymmetric with respect to the zero
frequency, in order to map positive and negative frequencies similarly. Additionally,
when dealing with sampled signals, the Nyquist frequency should map onto itself.

A simple method for calculating a warped magnitude spectrum from the fast
Fourier transform (FFT) is to define a warped frequency axis and find the corre-
sponding values by interpolating on the FFT values. This is proposed in the context
of linear prediction and mel-scale warping by Makhoul and Cosell [31]. A detailed
procedure using linear interpolation is presented by Yapanel et al. [57]. The attrac-
tiveness of the interpolation approach comes from its computational efficiency: both
linear interpolation and the FFT are relatively fast to compute.

An arbitrary warping function can also be realized directly by using a warped
discrete Fourier transform (DFT) matrix. The calculation of the warped spectrum
X̃ is analogous to the conventional DFT matrix: X̃ “ F̃x, where X̃ P CN is the
warped spectrum , F̃ P CNˆN is the warped DFT matrix, N is the discrete spectrum
length, and x is a windowed signal padded to length N . F̃ is constructed so that
F̃k,n “ e´jω̃kn, where n “ 0, . . . , N ´ 1, ω̃k “ 2π

N
k and k are uniformly placed on the

warped scale. The resulting warped spectrum is complex valued and conceptually
directly analogous to the complex DFT spectrum. [26]

A specifically useful warping scheme can be constructed by using a simple confor-
mal map. This scheme has one free parameter λ that can be adjusted to approximate
mel and Bark scales with surprisingly high accuracy, as illustrated in Figures 5 and
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Figure 7: Triangular mel-scale filterbank on normalized frequency axis where 1
corresponds to the Nyquist frequency and filterbank amplitude is set to unity.

6. Additionally, the resulting formulation enables the design and use of warped
filters, that have utility in audio signal processing generally. The map is derived
by setting the zero and Nyquist frequencies as fixed points in a general first-order
conformal map [47]

pz̃ ´ z̃1qpz̃2 ´ z̃3q

pz̃2 ´ z̃1qpz̃ ´ z̃3q
“
pz ´ z1qpz2 ´ z3q

pz ´ z1qpz ´ z3q
, (4)

where z, z̃ P C. The map fulfils the necessary properties for frequency warping when
the unit circle is set to map onto itself. Substitution of the fixed points at zero
and Nyquist frequencies, pz1 “ z̃1 “ 1q and pz2 “ z̃2 “ ´1q respectively, leads to a
transformation of form

z̃ “
z ´ λ

1´ λz
, λ “

z̃3 ` z3
1´ z3z̃3

, (5)

where λ is a free parameter determining the rate of warping. The above relation
directly gives z̃´1 “ z´1´λ

1´λz´1 . As z´1 denotes the unit delay, this type of warping
corresponds to replacing the unit delay with a first-order all-pass filter. Practical
use of this all-pass type warping with linear prediction is covered in Section 3.2.3.

3.1.2 Mel-scale filterbanks

The mel-scale filterbank is a set of filters with triangular frequency response, whose
centre frequencies are evenly spaced on the mel-scale. This type of filter structure
is widely used for auditory spectral modelling in speech recognition and speaker
verification, specifically as a part of the mel-frequency cepstral coefficient calcula-
tion [17, 37, 41]. The filterbank output represents a smoothed spectrum with linear
resolution on the mel-scale, and serves as a compact and easily computable auditory
spectrum.

Conventionally the mel-scale filterbank is applied directly to either the FFT
power or magnitude spectrum. Both types of spectra are used but the choice varies
depending on the study, (see Section 3.1.3) for discussion. This thesis uses a defini-
tion based on the power spectrum, and the filterbank is constructed as follows: First,
find the filter centers by determining the FFT indices that correspond to a linear
spacing on the mel-scale, using the mel-to-frequency mapping of Eq. (3). Then set
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the filter value at each center index to one and connect it to the neighbouring centres
with linear ramps to zero. This results in a set of pairwise overlapping triangular
filters, as illustrated in Figure 7. Denote the i:th filter with Hipkq. To calculate the
filterbank output, each filter is applied to the positive frequencies of the FFT power
spectrum |Xpkq|2, where k indexes the FFT from zero frequency to the Nyquist
frequency. Then the i:th filter output is given by

Xi “
N´1
ÿ

k“0

Hipkq|Xpkq|2 (6)

An alternative mel-filterbank formulation that has some interesting interpreta-
tive properties can be constructed by warping the full length FFT spectrum and
applying a triangular filterbank with uniform filter bandwidths on it. A visual com-
parison of these two methods is presented in Figure 8. The conventional, or direct
mel-filterbank calculation, is presented on the left column, and the warped calcula-
tion on the right column. Figures 8a and 8b show an example of a power spectrum
and the corresponding warped power spectrum, respectively. The filterbanks applied
on the power spectra are shown below in Figures 8c and 8d. The resulting outputs
of the filterbanks are not exactly equivalent, but are nevertheless highly similar and
based on the same high level concepts.

Regardless of its relative simplicity, the mel-filterbank structure has some prop-
erties that make it useful as an auditory spectrum model. First, the model output
has a nonlinear frequency resolution that is set to approximate the auditory mel-
scale. Second, the application of filterbanks leads to frequency band integration
that is similar to the critical band model discussed in Section 2.2.2. With certain
assumptions the filterbank output can be shown to be a smoothed auditory spectrum
sampled at the filterbank centre frequencies. This type of filter bank summation is
also conceptually related to auditory excitation pattern calculations, where a warped
spectrum is convolved in frequency domain with a smoothing kernel function. This
is covered in more detail in Appendix B.

A full length smoothed spectrum can be reconstructed from the mel-filterbank
output by making some assumption of the spectral shape. We choose to work in the
warped spectral domain, as the notion of the filterbank output as a sampled version
of the smoothed spectrum becomes useful: the reconstruction can be seen simply
as interpolation between the sampled points. Figure 9 presents an example power
spectrum in the warped domain. The filterbank outputs representing samples of the
smoothed spectrum are plotted with circles with the nearest-value and linear inter-
polation reconstructions. A matrix formulation for these reconstruction operations
is presented in detail in Section 5.2.2. These can be combined with the matrix rep-
resentation of the filterbank into a smoothing-operator matrix whose visualization
can provide some insight into the nature of the smoothing.

Smoothing matrices with piecewise constant and piecewise linear reconstruc-
tions are shown in Figures 10a and 10b, respectively. Both are centred around the
diagonal and thus show a resemblance to the unit matrix corresponding to a per-
fect reconstruction. However, the mel-filterbank reconstructions are not perfect due
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Figure 8: Comparison of direct (left column) and warped (right column) methods
to calculate the mel-filterbank outputs of an /o/ vowel. The filterbank outputs are
superimposed on the bottom picture to illustrate their similarity.
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to the smoothing effect that can be seen as spreading around the diagonal. For
comparison, a least-squares optimal reconstruction using the pseudoinverse of the
filterbank matrix is presented in Figure 10c. The pseudoinverse smoother has the
undesirable property of having negative values, thus making its use infeasible in this
work. Similar negativity issues arise if higher order polynomial interpolations are
used for reconstruction. Nevertheless, the pseudoinverse exhibits triangular main
lobes similar in shape to the linear reconstruction, which suggests that the linear
reconstruction approximates the pseudoinverse reasonably well. This is illustrated
by the similarity of spreading patterns in Figures 10b and 10c.
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Figure 9: Mel filterbank as a spectral smoother – different spectral reconstructions
in warped frequency domain. Linear reconstruction is piecewise linear in the power
spectral domain and therefore piecewise logarithmic on the dB-scale

3.1.3 Mel-frequency cepstral coefficients

Mel-frequency cepstral coefficients (MFCC) [10] is a cepstrum domain representation
of the mel-filterbank information. The MFCC are widely used in speech recognition
and speaker verification due to their fast computation, compactness, relatively good
representation of the auditory spectrum and good decorrelation properties. A mel-
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Figure 10: Triangular filterbank combined with various spectral reconstructions can
be presented as spectral smoothing matrices.
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scale filterbank is applied on the FFT spectrum and a discrete cosine transform
(DCT) [1] is applied on the logarithm of the filterbank outputs.

There is some variation on whether the filterbank is applied on magnitude or
power spectrum. Davis and Mermelstein [10] use the magnitude spectrum in the
calculation, as does the European Telecommunications Standards Institute (ETSI)
standard for MFCC in speech recognition [12]. In this case, the filterbank output
can be interpreted as a smoothed magnitude, but the filterbank no longer preserves
the total energy of the spectrum in the 2-norm sense. In contrast, Huang et al.
present their version of MFCC with integration on the power spectrum [17]. With
summation in power domain the filterbank output remains in the power domain,
corresponding to the weighted total power on frequency band. Now, if the overlap-
ping filters sum to unity, the total energy is preserved in the filterbank output. This
property is lost when using filters with area normalization.

In conventional cepstrum, a Fourier transform is applied on the two-sided log-
magnitude spectrum [42, p. 364]. The mel-cepstrum uses a similar idea, with the
distinction that the FFT is replaced with type-II DCT. Since the mel-filterbank
outputs Xj are calculated from, and correspond to, the positive frequencies of a
symmetric power spectrum, the symmetry property can be extended to the mel-
spectral representation. Then the application of the DCT on the one-sided mel-
spectrum corresponds to application of the FFT on a two-sided mel-spectrum with
even symmetry. The k:th mel-frequency cepstral coefficient is given by

ck “
M
ÿ

j“1

logpXjq cos
ˆ

πk

M

ˆ

j ´
1

2

˙˙

, (7)

where M is the size of the filterbank. The standard choices for speech recognition
are M “ 23 and k “ 0 . . . 12 [12]. Truncating the cepstrum in this manner provides
dimensionality reduction which is beneficial in speech recognition, and smooths the
spectral representation further. In addition to dimensionality reduction, the DCT
is used to decorrelate the transform-domain representation. It has been shown that
for signals with a specific type of covariance matrix, the DCT approximates the the
Karhunen-Loève transform, which is the least-squares optimal linear decorrelator [1].

3.2 Linear predictive coding

Linear predictive coding (LPC) models the speech as an autoregressive process and
estimates the optimal model coefficients using the MSE criterion. The technique
has proven very useful in modelling the spectral characteristics of speech. Typically
speech signal is analysed in short segments, and the underlying statistical process is
assumed to be stationary within the segment. The classical formulation for linear
prediction is given by Makhoul [30]. The following presentation is based on Rabiner
and Schafer [42].

The AR-model for speech underlying linear prediction corresponds to a source-
filter model, where the filter is of all-pole type. Figure 11 shows a schematic of this
model. For voiced speech the source consists of an impulse train with impulse spacing
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Figure 11: Simplified model for speech production, after [42]

matched to f0. For unvoiced speech random noise is used for source. According to
the model the system output xpnq at time instant n depends only on the current
input and past outputs

xpnq “
p
ÿ

k“1

akxpn´ kq `Gupnq, (8)

where upnq is the input value of the filter at time n and G is a gain parameter that
is assumed to be constant within the speech segment. To estimate the coefficients
in this speech model we build a linear model that predicts signal value from its past
values. Such linear predictor x̂pnq with prediction coefficients αk is defined by

x̂pnq “
p
ÿ

k“1

αkxpn´ kq. (9)

Prediction error is defined as the difference between the actual and predicted values.
The error signal is also called the LPC residual:

epnq “ xpnq ´ x̂pnq “ xpnq ´
p
ÿ

k“1

αkxpn´ kq. (10)

Prediction error filter, also called the analysis filter, is defined as

Apzq “ 1´
p
ÿ

k“1

αkz
´k. (11)

The analysis filter can be used in whitening the speech spectrum, a property which
is seen from the relation

G ¨ Upzq “ ApzqXpzq. (12)
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3.2.1 Solving the optimal predictor

The optimal predictor is solved by finding the predictor coefficients that minimize
the mean squared error σ2

σ2
“ E

“

enpmq
2
‰

“ E

»

–

˜

xnpmq ´
p
ÿ

k“1

αkxnpm´ kq

¸2
fi

fl , (13)

where Er¨s is the expected value operator. The error function is quadratic and
therefore has a single global minimum at

Bσ2

Bαi
“ 0, i “ 1, . . . , p. (14)

Minimization leads to the set of LPC normal equations for i “ 1, . . . , p :

E rxnpm´ iqxnpmqs “
p
ÿ

k“1

αkE rxnpm´ iqxnpm´ kqs . (15)

The expected value operation is related to the autocorrelation method of linear
prediction, and minimizes σ2 on the infinite duration ´8 ă m ă 8. Practically
this is done by assuming xnpmq to be zero outside the analysis frame. The left
hand side of (15) directly equals the autocorrelation Rnpiq. With an index change
m Ñ m ` i in the summation, the right hand side can also be written in terms of
autocorrelation

E rxnpm´ iqxnpm´ kqs “ E rxnpm` i´ kqxnpmqs “ Rnpi´ kq. (16)

Since autocorrelation is symmetric, Rnpjq “ Rnp´jq, (15) becomes

p
ÿ

k“1

αkRnpi´ kq “ Rnpiq, i “ 1, . . . , p. (17)

This can be written in matrix form as

»

—

—

—

—

—

—

—

—

–

Rnp0q Rnp1q Rnp2q ¨ ¨ ¨ Rnpp´ 1q

Rnp1q Rnp0q Rnp1q
. . . Rnpp´ 2q

Rnp2q Rnp1q Rnp0q
. . . Rnpp´ 3q

... . . . . . . . . . ...

Rnpp´ 1q Rnpp´ 2q Rnpp´ 3q ¨ ¨ ¨ Rnp0q

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

»

—

—

—

—

—

—

—

—

–

α1

α2

α3

...

αp

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

—

—

—

—

–

Rnp1q

Rnp2q

Rnp3q
...

Rnppq

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

(18)

The resulting autocorrelation matrix has a Toeplitz structure, i.e., it is symmetric
and has Rnpi ´ 1q on its i:th diagonal. Equation (17) can be solved efficiently by
using the recursive Levinson–Durbin algorithm [11,28].

The optimal predictor coefficients can also be solved directly in matrix form
by treating linear prediction as a constrained optimization problem [6]. Consider
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the prediction error, or residual for the n:th sample en “ xJa, where x is the
signal and a contains the predictor coefficients. Linear prediction is then equivalent
to minimizing the residual energy σ2 “ E re2ns “ E

“

aJxxJa
‰

“ aJE
“

xxJ
‰

a “
aJRa where R P Rp`1ˆp`1 is an autocorrelation matrix. To make this minimization
problem solvable, constrain a0 “ 1, or equivalently in vector notation aJv “ 1 with
v “ r1, 0, 0, ¨ ¨ ¨ sJ. This constrained optimization problem can be solved with the
Lagrange multiplier technique. The objective function becomes

Lpa, λq “ aJRa` λpaJv ´ 1q. (19)

Setting 0 “ BL
Bλ

forces the constraint and 0 “ BL
Ba
“ 2Ra ` λv gives the constrained

solution. The Lagrange multiplier λ can be eliminated from the solution by left
multiplication with aJ:

2aJRa “ ´λaJv,

σ2
“ aJRa “ ´λ{2.

The optimal a is thus given by

Ra “ σ2v, (20)

where Ri,j “ Rp|i ´ j|q for i, j “ t0, . . . , p ` 1u. The solution is related to the
conventional formulation by ak`1 “ ´αk for k “ 0, . . . , p. A modified Levinson–
Durbin recursion can be applied for efficient solution.

3.2.2 Line spectral pairs

The prediction error filter polynomial Apzq can be decomposed to symmetric and
antisymmetric parts Apzq “ 1

2
rP pzq `Qpzqs, where

P pzq “ Apzq ` z´pp`1qApz´1q, (21)

Qpzq “ Apzq ´ z´pp`1qApz´1q. (22)

This representation has the following useful properties [48]:

1. All zeros of P pzq and Qpzq lie on the unit circle;

2. Zeros of P pzq and Qpzq are interlaced if and only if Apzq is minimum phase;

3. Zeros of P pzq and Qpzq are distinct.

By the first property, each root of P pzq and Qpzq is of form ejωk and is thus de-
termined by a single argument, the angular frequency ωk. This is called the line
spectral frequency (LSF) of the root. Since the frequency fully determines the root
location it suffices to store only the frequency. Additionally, as P pzq and Qpzq have
real coefficients, the roots form complex conjugate pairs on the unit circle, which
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facilitates the numerical evaluation of the roots. In practice, the evaluation can be
done for example by utilizing Chebyshev polynomials [23].

LSF representation is robust in terms of quantization and interpolation: the
minimum phase property of Apzq is easily preserved in quantization by ensuring the
above LSF properties are fulfilled [38]. Resulting synthesis filter stability is then
guaranteed by the minimum phase property. Additionally, LSFs have been found to
behave well as HMM speech synthesis features [15,43,45]. A theoretical review with
proofs of LSF properties is given by Bäckström and Magi [7].

3.2.3 Warped linear prediction

The idea of warped linear prediction is to modify the minimization criterion for
linear prediction in a manner that gives a higher resolution at low frequencies. An
early suggestion for linear prediction method used with arbitrary warping function
is given by Makhoul [31]. Specifically, a mel-warping as in Eq. (3) was used. This
approach suffers from the necessity of unwarping the warped LPC spectrum for
synthesis filter realization.

In modern context, warped linear prediction is primarily associated with warping
achieved by replacing unit delays with first order all-pass elements, and the corre-
sponding warped filter realizations, as presented by Strube [50]. The first-order
all-pass element has unit magnitude response and a nonlinear phase response, and
is therefore also called a diffuse delay element. Specifically, the diffuse delay element
used for warping is given in the z-domain by

z̃´1 “ D1pzq “
z´1 ´ λ

1´ λz´1
, (23)

where λ is the warping parameter in the range r´1, 1s. Using λ ą 0 bends the
frequency axis so that the low frequencies obtain higher resolution than the high
frequencies, which is desired for the approximation of auditory resolution. The
frequency warping function is determined by the phase response of the mapping [36].
Thus the warped angular frequency ω̃ is given by

ω̃ “ arctan

ˆ

p1´ λ2q sinpωq

p1` λ2q cospωq ´ 2λ

˙

, (24)

where ω is the non-warped angular frequency. With suitable choice of λ, this warp-
ing curve approximates mel or Bark scale warping quite closely, as illustrated in
Figures 5 and 6.

Next we formulate the warped linear prediction similarly to the standard linear
prediction presented previously. In order to work in the time domain, define a
generalized delay operator

dkrxpnqs “ d1pnq ˚ d1pnq ˚ ¨ ¨ ¨ ˚ d1pnq
looooooooooooooomooooooooooooooon

k-fold convolution

˚xpnq, (25)
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where d1 is the impulse response of D1pzq. The warped linear prediction error can
now be written similarly to Eq. (13)

σ̃2
“ E

“

ẽ2
‰

“ E

»

–

˜

xpnq ´
p
ÿ

k“1

α̃kdkrxpnqs

¸2
fi

fl . (26)

Minimization leads to normal equations analogous to Eq. (15):

E rdirxpmqsd0rxpmqss “
p
ÿ

k“1

αkE rdirxpmqsdkrxpmqss . (27)

Since D1 is a first order all-pass filter, it is straightforward to show that similar index
change to Eq. (16) can be applied. This modifies the warped normal equations for
i “ 1, . . . , p to

p
ÿ

k“1

α̃iE rdi´krxpnqsd0rxpnqss “ E rdirxpnqsdkrxpnqss (28)

p
ÿ

k“1

α̃iR̃pi´ kq “ R̃piq, (29)

where R̃ is the warped autocorrelation. Equation (29) leads to the same matrix
equation form with Eq. (17), and it can be solved likewise with the Levinson–Durbin
algorithm.

The resulting warped linear predictor has some equivalent properties to the non-
warped version. The linear prediction analysis filter is defined by replacing the unit
delays with dispersive delays z̃:

Ãpzq “ 1´
p
ÿ

k“1

α̃kz̃
k. (30)

The warped linear prediction polynomial has the minimum phase properties of
the non-warped version, thus the LSF and other (e.g. reflection coefficient) repre-
sentations of LPC information can be used directly. The warped filter coefficients
can also be converted into conventional filter coefficients and vice versa [50]. How-
ever, numerical stability issues arise when realizing warped synthesis filters with
non-warped filter structures, so the warped LPC information is usually kept in the
warped domain.

Synthesis filter implementation with warped infinite impulse response (WIIR)
structures is non-trivial because a delay free loop is present in a straightforward
setting. A modification for preventing this is presented already by Strube [50].
Realizable warped filters and their applications are studied more closely in Härmä
et al. [20, 21, 25], and the warped filters used in this work are based on the related
toolbox by the authors.

The choice of warping coefficient depends on the desired warping curve and the
sample rate. Choice of λ “ 0 simplifies the first order all-pass into a unit delay and
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does not warp the frequency axis at all, whereas values closer to λ “ 1 lead to more
extreme warping. Typically λ is chosen so that the warping curve approximates some
pitch scale. Some optimal values for mel and Bark scale approximation with various
sampling frequencies are presented in Table 1. Techniques for deriving optimal
warping parameters are presented by for example Smith and Abel [47].

Table 1: Optimal warping coefficient values for different sampling rates [54].

Sampling frequency 8 kHz 10 kHz 12 kHz 16 kHz 20 kHz 22.05 kHz

mel scale 0.31 0.35 0.37 0.42 0.44 0.45

Bark scale 0.42 0.47 0.50 0.55 – –
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4 Statistical parametric speech synthesis
In statistical parametric speech synthesis the speech signal is coded into a parametric
representation which enables the use of statistical modelling for first learning a
model relating speech parameter sequences with corresponding word sequences, and
second using this model to generate a speech parameter sequence from an arbitrary
word sequence. A good overview of hidden Markov model (HMM) based statistical
parametric speech synthesis is given in [61].

In speech synthesis, we are interested mainly in two types of statistical inference
problems: first how to train the statistical model so that it best describes the rela-
tionship between given acoustical and text data, and second how to use the model
to generate acoustical features given some text sequence. This chapter gives a short
general overview of the methodology and describes in some detail how HMMs can
be used for statistical modelling in speech synthesis.

The model training problem can be stated as follows: given the model structure
Φ and the set of text sequences W corresponding to the set of acoustic observation
sequences O, find the model parameters Φ̂ that maximize the likelihood of O

Φ̂ “ argmax
Φ

tppO|W ,Φqu. (31)

Conversely, the acoustic observation sequence generation problem is: given a word
sequence w and the model parameters Φ̂, find the output sequence ô that maximizes
the likelihood of generating the sequence o

ô “ argmax
o

tppo|w, Φ̂qu. (32)

In principle any generative statistical modelling method can be applied in achiev-
ing these tasks. The HMMs have been the most prominent method and are also used
in this work. However, recently deep neural networks have given some promising
results when used for the generative modeling task instead of HMMs [59].

4.1 Hidden Markov models

Hidden Markov model (HMM) is a tool suitable for modelling data with a time-
structure, such as speech. The HMMs were initially published by Baum et. al
in the late 1960s to early 1970s. They gained popularity in the speech processing
community in the 1980s and have gained specific success in speech recognition and
synthesis. The following presentation is based on [40] and [17, p. 380-383]

4.1.1 Model structure

The HMM is a finite state machine that involves of two types of random processes:
First, the underlying Markov process which holds the information of the current
state of the system and probabilities of transitions between the states. Second, the
random process that generates observations at state transitions with probabilities
depending on the current state. An example HMM typical for speech synthesis is
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presented in Fig. 12. The system state is hidden, but the most likely state or state
sequence can be inferred from the observations. In terms of modelling, the system
state represents a physical state of the system, whereas the observed value represents
the output signal of the system.

The underlying mathematical model in HMMs is the first-order Markov process,
where the transition probabilities to the next state depends only on the current state.
If the process has N possible states, they define a state space S “ ts1, s2, . . . , sNu.
Denote the system state at time index t with qt. In a Markov process the probability
of getting to a state qt depends only on the previous state of the system:

ppqt | qt´1, . . . , q0q “ ppqt | qt´1q (33)

This is called the Markov property. When the assumption holds, a state transition
probability matrix A “ taiju can be used to describe the system. Here aij “ P pqt “
sj | qt´1 “ siq is the transition probability from state i to state j. To fully describe
a Markov process, also the initial state probabilities π “ tπiu are needed, where πi
is the probability P pq0 “ siq.

In HMMs the state of the system cannot be observed directly. Instead, a state
transition emits an observation with some probability depending on the current
state of the system. If the output quantity is discrete, or easily discretised by
quantization, the possible outputs are represented by an observation alphabet V “
tv1, v2, . . . , vMu. The probability of outputting a certain observation Ot at time
index t depends on the current state of the system, but is independent of previous
observations.

• The state space S “ ts1, s2, . . . , sNu . For the state of the system qt at time
index t it holds qt P S

• Output observation alphabet V “ tv1, v2, . . . , vMu. The outputs can be vector
valued

• Transition probability matrix A “ taiju, where aij “ ppqt`1 “ j|qt “ iq is the
state transition probability from state i to state j . If no transitions to previous
states are allowed, the HMM is of left-to-right type, and the transition matrix
is upper triangular.

• Output probability matrix B “ tbipkqu, where bipkq “ ppOt “ vk | qt “ siq is
the probability that the observation Ot emitted by the state qt “ si equals vk.
Note that the observed outputs are assumed independent: ppOt|O

t´1
1 , qt1q “

ppOt|qtq

• Initial state probabilities π “ tπiu, where πi is the probability of q0 “ i

The HMM model Φ is then the composite of these

Φ “ pA,B,πq. (34)
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Figure 12: An example of a left-to-right HMM structure, after [24]. The speech
synthesis system in this work uses this type of HMMs.

4.1.2 Learning problem

The first important problem with the HMM-based speech synthesis is the learning
problem, or how to find the model parameters that best describe the training data.
The problem is formulated as: given an observation sequence O “ tO1, O2, . . . , OT u

and the model Φ “ pA,B,πq, how to adjust model parameters to maximize
ppO | Φq?

There exists no solution in closed form, but the standard approaches for solving
the learning problem include the Baum–Welch iteration, the expectation maximiza-
tion algorithm (EM), and gradient descent type optimization algorithms. These are
covered in detail by Rabiner [40], with focus on speech recognition. The same model
structure can be used generatively for speech synthesis.

4.1.3 Parameter generation problem

The parameter generation algorithm for HMM-based statistical parametric speech
synthesis was first presented by Tokuda et al. [53]. The following presentation is
based on an overview given in [61]. The parameter generation problem of Eq. (32)
can be simplified by approximations when using HMMs with Gaussian mixture
probability densities. Start from the maximum likelihood estimate

ô “ argmax
o
tppo|w, Φ̂qu

Partition the probability space on every possible state sequence
“ argmax

o
t
ÿ

q

ppo, q|w, Φ̂qu (35)
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Approximate by using the ML state sequence with given w and Φ̂

« argmax
o

max
q
tppo, q|w, Φ̂qu (36)

Rewrite joint probability as conditional
9 argmax

o
max

q
tppq|w, Φ̂q ¨ ppo|q, Φ̂qu (37)

Insert the ML state sequence estimate q̂
« argmax

o
tppo|q̂, Φ̂qu (38)

“ argmax
o
tN po;µq̂,Σq̂qu, (39)

where N po;µq̂,Σq̂q is the multivariate Gaussian distribution related to q̂ with a
mean sequence µq̂ and a covariance sequence Σq̂, and

q̂ “ argmax
o
tP pq|w, Φ̂qu (40)

maximizes its state transition probabilities.
In short, the algorithm first finds the state sequence which is most likely as-

sociated with the given text sequence, and then uses the Gaussian models of the
state sequence to generate an appropriate sequence of speech parameters. Typi-
cally, the process involves generating the delta and delta-delta features along with
the static features. This is realized by setting suitable constraints in the generation
algorithm [53].

4.2 Speech synthesis system

The speech synthesis system used in this work is based on the single library pulse
GlottHMM, proposed by Raitio et al. in [43], with the harmonic-to-noise ratio anal-
ysed as in [45]. The new contribution of this work is a perceptual spectral matching
scheme that is used instead of the original MSE-based glottal source matching.

In this section, we review how the speech parametrization and synthesis is done
by the GlottHMM vocoder and also look at the statistical modelling part of the
system. The focus is on the vocoder functions, as the HMM modelling framework
remains virtually the same and changes are made only on the vocoder. Here the
vocoder is presented in analysis-synthesis manner due to the analysis-by-synthesis
nature of the novel spectral matching scheme. The spectral matching system is later
elaborated on in Chapter 5.

An overview of the speech synthesis system is shown in Figure 13. In the training
part, context dependent HMMs are trained using features extracted from speech
signal. These features are given by the analysis part of the vocoder that extracts a
parametric representation from a speech waveform. The speech parameters are then
aligned to context dependent phonetic labels corresponding to the text. After this
the parameters and their labels are used to train context dependent HMMs for use
in synthesis part.

Synthesis part of the system takes text as input and processes it into a context
dependent phonetic labels. The labels are then used to select the most suitable
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Figure 13: Speech synthesis system overview, after [61]

HMMs from the trained model. This results in a sequence of context dependent
single phone HMMs that are catenated to form a sentence HMM which generates
a speech parameter sequence on sentence level. Finally, the synthesis part of the
vocoder recreates a synthetic speech waveform from the generated parameters.

4.3 GlottHMM glottal source vocoder

The core concept in the vocoder is physiologically motivated estimation of the vocal
tract filter, and consequently the glottal volume velocity waveform used in synthesis.
This approach results in a more natural excitation signal compared to traditional im-
pulse train excited systems. In practice the vocal tract filter estimation is performed
by using glottal inverse filtering techniques.

The speech production model used in the vocoder is based on the source filter
model (see Section 2.1.2). Speech spectrum Spzq is regarded to consist of three
independent main components: glottal excitation source Gpzq, vocal tract filter
V pzq, and the lip radiation effect Lpzq. The relationship is described by Eq. 1:

Spzq “ GpzqV pzqLpzq.

Here the z-domain notation is used for convenience, but it is good to note the
importance of the time domain waveform of the glottal excitation. The frequency
domain notation is more natural for the lip radiation Lpzq which is modelled with
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a fixed differentiator filter, and V pzq which is an all-pole filter. It should also be
noted that the speech model differs from the one used for conventional LPC analysis
in Section 3.2. There are two distinctions: first, the glottal excitation signal is
not spectrally white, but has a varying spectral tilt that depends on, for example,
the speaker and phonation style. Second, the lip radiation effect is now modelled
separately and is not lumped into the LPC filter.

Generally, glottal inverse filtering is a technique used for solving the glottal
excitation in the speech model

Gpzq “
Spzq

V pzqLpzq
. (41)

The parameters used in the vocoder aside from the vocal tract filter are mostly
describing the glottal excitation. The power of the system comes largely from the
naturalness of the excitation and therefore it is sensible to allocate many parameters
into describing it.

4.3.1 Iterative Adaptive Inverse Filtering

The glottal inverse filtering method used in the vocoder is the Iterative Adaptive
Inverse Filtering (IAIF) [43], originally published in [3]. The inverse filtering is
not performed pitch-synchronously in this work, although this is possible with the
GlottHMM vocoder. In order to function properly, pitch-synchronous estimation
requires accurate glottal closure instant estimation, which is a non-trivial task in
itself. This work aims to keep the vocoder setup as simple as possible to effectively
evaluate the suggested modification.

At the core of the vocoder lies the IAIF algorithm that estimates an all-pole
model for the vocal tract filter using only speech signal as input. A block diagram
for the algorithm is presented in Figure (14). Orders of the all-pole models for
the vocal tract filter and glottal source spectra are determined by parameters p
and q, respectively. In the algorithm, the lip radiation effect is modelled as signal
differentiation, and the role of the integration blocks is to cancel the effect.

First the input signal spnq is highpass filtered with a linear phase finite impulse
response (FIR) filter with its cut-off frequency set below a predetermined f0 lower
limit. This step eliminates any possible low frequency hum present in the signal.
After this, a first order LP model Hg1pzq is fitted to obtain a preliminary estimate on
the contribution of the glottal flow and lip radiation effect on the signal spectrum.
This signal is then inverse filtered with Hg1pzq and subjected to p:th order LP
analysis to obtain the first estimate for the vocal tract filter Hvt1pzq. The iteration
then proceeds to re-estimating the glottal flow by inverse filtering the signal with
Hvt1pzq and cancelling the lip radiation effect by integration. The refined glottal
source q:th order LP-spectrum Hg2pzq is similarly used to estimate the refined vocal
tract model, obtaining Hvt2pzq. Finally Hvt2pzq is applied to the signal along with
integration to obtain an estimate of the glottal flow waveform gpnq.

The method has proved to be relatively well suited for vocoding in statistical
parametric speech synthesis by the success of the GlottHMM vocoder. However,
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Figure 14: IAIF block diagram

there are some limitations in the method, some of which are specific to the method
and some that are intrinsic to all-pole modelling of the vocal tract. One main con-
cern is the lack of an explicit convergence criterion in the method that may cause
additional variation between frames in the estimated vocal tract filter. General
limitations of source-filter based all-pole vocal tract model include inaccuracy in
modelling branching vocal tract, i.e., nasals, and disregarding the possible interac-
tion between the glottal source and vocal tract.
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Table 2: Vocoder features and their dimensions

Feature Dimension

Energy 1

F0 1

Harmonic to noise ratio HNR 5

Source filter LSF or Matching filter LSF 10

Vocal tract filter LSF 30

4.3.2 Analysis

In the vocoder, signal is analysed framewise by sliding a 25ms window at 5ms
intervals. Table 2 lists the vocoder features and their dimensions per frame. An
estimate for the vocal tract filter Hvt is obtained by the IAIF method as described
above, and stored in the LSF representation. The other parameters are used to
characterise the glottal excitation.

Fundamental frequency (f0) is estimated from gptq by the autocorrelation method.
f0 estimation from autocorrelation is based on the fact that with quasi-periodic sig-
nals, the autocorrelation function peaks at lags corresponding to the multiples of the
fundamental period. A longer analysis window of 45ms is used in f0 estimation to
allow several periods in a frame even on low fundamental frequencies. See Rabiner
and Schafer [42, p. 150-58] for details on f0 estimation from autocorrelation.

Harmonic-to-noise ratio (HNR) measures bandwise noise power relative to the
power of the harmonic components in voiced speech. Three types of noise sources
are captured in HNR. First and mainly, there is the phonation induced additive noise
present in the glottal excitation. Second, HNR sees the noise-like aperiodicity effects
resulting from slight variation in the duration of adjacent excitation pulses due to
naturally varying f0. Additionally, in voiced consonants, some noise is created by the
vocal tract constriction turbulences. This vocal-tract-related noise is not modelled
by the all-pole vocal tract filter, and is instead caught in the HNR parameter, making
HNR not strictly an excitation parameter.

HNR is calculated on bands obtained by partitioning the frequency axis uni-
formly on the ERB scale. [45]. The harmonic peaks are detected adaptively by
using the estimated f0 value as an initial guess for the first peak location. The first
peak is selected as the local maximum of the FFT-spectrum in the neighbourhood
of f0. The process then continues to search the second harmonic in the neighbour-
hood of twice f0. This type of estimation continues for the higher harmonics, while
refining the estimate for f0. After the harmonic locations are detected, the local
noise floor level is taken to be the FFT spectrum value at the midpoint between two
harmonic peaks. Finally, bandwise HNR is calculated as the average power ratio
between the harmonics and the noise floor within the band.

In baseline GlottHMM the LSF-representation of the glottal source LPC-spectrum
is stored as a feature and used in synthesis. In the perceptual version, these source
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Figure 15: Synthesis procedure and estimation of the perceptual matching filter via
analysis-by-synthesis

LSF features are replaced a by perceptual matching filter LSFs. The matching filter
for each frame is evaluated by minimizing the mel-spectral distance between the
analysed speech and synthetic speech generated from analysed features. Figure 15
shows a general overview of the analysis-by-synthesis scheme. Waveform synthesis
from features in elaborated in the next section.

4.3.3 Synthesis

The synthesis part of the system is shown as a white-box block in Figure 15. Voiced
excitation is created from a natural glottal flow pulse. First the pulse is interpolated
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to match the desired f0 and scaled to suitable energy level. After this noise is added
bandwise to match the HNR on each band. Lip radiation effect is applied by a fixed
differentiator. For unvoiced excitation, white noise is scaled to match the frame
energy, and the other excitation parameters are disregarded. The excitation is fed
through the vocal tract filter to create synthetic speech. Finally, the perceptual
matching filter is applied to the synthesized speech signal to compensate for the
perceptual difference between the synthetic and desired source spectra.

4.3.4 HMM training and parameter generation

The HMM training and parameter generation uses the same system structure as
[43]. State durations are modelled separately, making the self-transition probability
dependent on the time spent in the state. This makes the system actually use hidden
semi-Markov models (HSMM) [29]. The acoustic parameters other than f0 are
modelled as continuous variables in separate streams, and a multi-space distribution
(MSD) [52] is used for f0. This is due to that f0 is also used as indicator in the
voiced–unvoiced decision: in voiced regions f0 is modelled as a continuous numeric
variable and in unvoiced regions as symbol strings.

Five-state left-to-right MSD-HSMMs similar to the one in Figure 12 are used
in the system. State output probability density functions are single Gaussians with
diagonal covariances and the state durations are modelled with single Gaussians with
scalar variance. In training, monophone models are first created and estimated with
the EM algorithm. These are then converted to context-dependent models and re-
estimated. Finally, a decision-tree based clustering using the minimum description
length (MDL) [46] criterion is applied to tie similar states together in order to reduce
the total model complexity.

In parameter generation, input text is first translated into context dependent
phonetic labels. Using the labels, context dependent tied-state HMM models are
selected and concatenated into a sentence HMM. Duration of the sentence is gov-
erned by the state-duration models embedded in the HMMs. Finally, the parameter
sequence is generated from the sentence HMM by a generation algorithm [51] that
also recreates the global variance properties estimated from the training data.
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5 Perceptual spectral matching
Perceptual spectral matching for glottal excitation vocoder seeks to address two
problems in the baseline vocoder: First, psychoacoustic knowledge is not explicitly
utilized in spectral matching in the original GlottHMM method. Second, the strong
spectral tilt in the glottal source filter results in skewed feature distributions which
may cause difficulties in the HMM training [2]. The approach of training a matching
filter instead of glottal source spectrum expectedly gives a flatter spectrum model
that results in more even distribution of the LSF frequencies. This section presents
a novel spectral matching method utilizing the mel-scale filterbank structure. The
method presentation is preceded by an overview of constrained least-squares fitting
method that is required by the method.

5.1 Non-negative least squares

Non-negative least squares (NNLS) is a variant of the standard least squares fitting
technique where the regression coefficients are restricted to non-negative values. In
this work the technique is used in optimizing an equation whose solution corresponds
to a magnitude spectrum, and thereby non-negativity is required. Let matrix A P

Rmˆn and vector b P Rm. Then the NNLS problem is then defined by

min
xě0

fpxq “
1

2
‖Ax´ b‖2. (42)

The problem is convex and therefore the Karush-Kuhn-Tucker conditions are suf-
ficient for optimality. Let the objective function be fpxq “ ‖Ax ´ b‖2. Then its
gradient is ∇fpxq “ AJpAx´ bq and the optimality conditions at the saddle point
x˚ are [8]

x˚ ě 0,

∇fpx˚q ě 0,

∇fpx˚qJx˚ “ 0.

(43)

The classical method for solving the NNLS problem is presented by Lawson
and Hanson [27], and this algorithm is used also in this work. Pseudocode for the
method is listed in Algorithm 1. The algorithm is an active set method that utilizes
the knowledge that usually only a subset of the constraints is active. A constraint is
considered active if the related regression coefficient of the unconstrained regression
violates the constraint. Using this, the regression variables can be divided into the
active set R and the passive set P . Starting with all variables in R, the method
iteratively moves variables into P until the true active set is found. When the true
active set is known, the constrained solution is simply the least squares solution on
P expanded with the coefficients related to R set to zero. It can be shown first
that there exists a unique solution to the constrained problem, and second that the
algorithm converges smoothly to the solution and terminates in a finite amount of
operations [27].



36

The algorithm presented here is suitable for relatively small problems. For this
work, the algorithm is sufficient as size of the matrix A will be the number of
mel-scale filters squared. On large scale problems, the iterated calculation of a
matrix pseudoinverse for the least squares fit becomes inhibitively expensive. Other
algorithms based on, for example, the gradient method or the Newton-Raphson
method are available, (see [8] for a review on the methods for solving the NNLS
problem.)

Algorithm 1 NNLS
Input: A P Rmˆn, b P Rm

Output: x˚ “ argminx‖Ax´ b‖2 such that x˚ ě 0
1: P ÐH,RÐ t1, . . . , nu
2: x “ 0
3: w Ð AJpb´Axq Ź Negative gradient
4: while R ‰ H and maxiPRpwiq ą tol do
5: j Ð argmaxiPRpwiq Ź Dimension of steepest descent
6: Include j in P and remove it from R
7: sP Ð

“

pAPqJAP
‰´1

pAPqJb Ź Least squares solution in P
8: while minpsPq ď 0 do
9: αÐ miniPPpxi{pxi ´ siqq

10: x Ð x` αps´ xq
11: Move to R all indexes j in P such that xj “ 0

12: sP Ð
“

pAPqJAP
‰´1

pAPqJb
13: sR Ð 0
14: x Ð s
15: w Ð AJpb´Axq

5.2 Method overview

According to the source-filter model, a natural reference speech signal sptq can be
decomposed to the convolution of a natural (derivative) glottal excitation gptq with
a vocal tract filter hvtptq. The vocal tract filter is estimated with glottal inverse
filtering as presented in Section 4.3.1.

sptq “ gptq ˚ hvtptq. (44)

The vocal tract filter hvtptq is used to create a synthetic signal ŝptq from a known
excitation cptq. This excitation is a pulse train formed by interpolating and concate-
nating a fixed waveform natural glottal pulse. To recreate the aperiodicity properties
of the natural speech segment, bandpass noise is added to the synthetic excitation
according to the HNR estimated from the natural signal. Additionally, a match-
ing filter hmptq is applied on the synthetic signal in order to match the perceptual
spectra of the signals. The synthetic signal ŝptq is given by the convolution of the
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excitation with the vocal tract and matching filters.

ŝptq “ cptq ˚ hvtptq ˚ hmptq. (45)

The goal of perceptual spectral matching is to find a filter hm that matches the
mel-spectrum of a synthetic speech segment to the corresponding mel-spectrum of
the target natural speech segment. More specifically, the matching filter is estimated
by minimizing the distance between the mel-scale filterbank outputs of the two
signals.

5.2.1 Piecewise constant matching spectrum

In the mel-spectrum calculation, the dimensionality of the spectral representation
is reduced in the filterbank energy summation, and therefore there exists no unique
inverse mapping back to the full-length spectrum. In order to create an inverse
transformation from mel-filterbank output domain to spectrum, we first assume the
matching filter magnitude spectrumHmpzq to be piecewise constant on bands related
to each filter.

Let T P RMˆN be a matrix containing the triangular filterbank used in the mel-
spectral coefficient calculation such that the rows correspond to the M individual
filters. Then the mel-spectral coefficients are obtained by left multiplication on the
warped FFT power spectrum of length N , namely s “ T|F̃tsptqu|2 for the natural
speech segment and ŝ “ T|F̃tŝptqu|2 for the synthetic segment.

For scalar notation for individual filters, denote Ti,k “ Tipkq, that is, Ti corre-
sponds to the i:th filter with i “ 0, . . . ,M´1. Let Xi be the constant matching filter
power spectrum value at the region where the i:th filter has the highest value. This
construction partitions the spectrum indices contributing to the i:th filter output
into three sets: center region Kc

i where the i:th filter has the highest value, lower
region K l

i where the i ´ 1:th filter is has the highest value and higher region Kh
i

where the i` 1:th filter has the highest value. Define the regions as:

Kc
i “ tk | Tipkq ą Ti´1pkq ^ Tipkq ą Ti`1pkqu

K l
i “ tk | Ti´1pkq ě Tipkq ^ Tipkq ‰ 0u

Kh
i “ tk | Ti`1pkq ě Tipkq ^ Tipkq ‰ 0u

(46)

Relationships between the filters and the regions of constant magnitude are illus-
trated in Figure 16. The values of the matching filter spectrum Hmpkq at each
k “ 0, . . . , N ´ 1 are constant within triangular filter bands and depend only on the
filter index i

Hmpkq “ Xi when k P K
c
i . (47)
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Figure 16: Piecewise constant definition of the matching spectrum Hm: Xi is the
unknown constant equal to Hm at the region where the triangular filter Ti has the
highest value. Spectrum regions contributing to the i:th filter output are denoted
with Kc

i , K l
i and Kh

i .

Now we can construct the filter bank output for the synthetic signal segment.
Denote the warped FFT power spectrum of the unmatched synthetic signal as
F pkq “ |F̃tcptq ˚hvtptqupkq|2. The i:th mel-spectral coefficient of the matched frame
is then given by

Ŝi “
ÿ

kPKc
i

Tipkq ¨ F pkq ¨Xi

`
ÿ

kPKl
i

Tipkq ¨ F pkq ¨Xi´1

`
ÿ

kPKh
i

Tipkq ¨ F pkq ¨Xi`1 .

(48)

Note that Xi is independent of k for all i and write

Gc
i “

ÿ

kPKc
i

Tipkq ¨ F pkq

Gl
i “

ÿ

kPKl
i

Tipkq ¨ F pkq

Gh
i “

ÿ

kPKh
i

Tipkq ¨ F pkq .

(49)

Now the i:th filter output can be expressed as

Ŝi “ Gl
iXi´1 `G

c
iXi `G

h
iXi`1 . (50)
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This results in a tridiagonal matrix representation where all the matrix elements are
non-negative
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Ŝ2

...
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“ ŝ

(51)

For an exact match we would set ŝ “ Gx “ s and solve x directly. However,
x corresponds to a power spectrum and therefore all its elements must be positive,
which is not guaranteed by a direct calculation. A suitable solution can be obtained
by minimizing |ŝ ´ s|2 with an element-wise non-negativity constraint x ě 0. The
minimization problem is then stated by

xopt “ argmin
xě0

t|Gx´ s|2u. (52)

The constrained problem can be solved with the NNLS-algorithm (see Section 5.1)
that converges to a unique solution when the pseudoinverse of G is well defined [27].

5.2.2 Matrix formulation

To give a direct matrix formulation for the problem, we define an expansion matrix
E that expands the unknownM -vector x into a full length matching spectrum vector
Hm, such that Hm “ EJx. In the piecewise constant case

Epi, kq “

#

1,when k P Kc
i

0, otherwise
(53)

Denote the spectrum vector of the unmatched synthetic signal by F “ |F̃tcptq ˚
hvtptqu|

2. Then the matched synthetic spectrum is given by |F̃tŝu|2 “ |F̃tcptq ˚
hvtptq ˚ hmptqu|

2 “ F ˝ Hm, where ˝ is the element-wise vector product. To form
the matrix equation, rewrite element-wise vector multiplication as matrix-to-vector
multiplication with a diagonal matrix that has the left vector elements on its diag-
onal. Denote this as D “ diagpFq. Now the mel-filterbank output vector for ŝ is
given by

ŝ “ TpF ˝Hmq

“ TDHm

“ TDEJ
loomoon

“ G

x .
(54)
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When E is defined as in Eq. (53) the resulting G is equivalent to the one in
Eq. (51). The direct matrix formulation of Eq. (54) facilitates the use of other types
of shape assumptions for the matching spectrum. The values of x can be interpreted
as sampled point values of Hm, and therefore E can be chosen to be some polynomial
interpolation on the points defined in x. Conveniently, linear interpolation, i.e.,
assuming Hm is piecewise linear is given by the choice E “ T. This interpretation
is illustrated in Figure 17. The non negative solution is obtained as before with
NNLS.

· · · · · ·Ti−1 Ti Ti+1

Hm(k) = Ti(k)Xi + Ti−1(k)Xi−1

T1T0 TM−2 TM−1

Hm(ki) = Xi

Hm(ki−1) = Xi−1 Hm(ki+1) = Xi+1

Figure 17: Piecewise linear definition of the matching spectrum Hmpkq, where k
indexes the spectrum: Xj represent the matching spectrum value sampled at the
filter centers for j “ 0, . . . ,M ´ 1. The triangular filters Tjpkq define a linear
interpolation between the center points.

5.2.3 Warped all-pass filter realization

It is worth noting that the method presented above is well defined regardless of the
exact filter shape. The shape results from how the frequency warping is realized
in the mel-spectrum calculation. Traditionally warping is incorporated directly into
the filter bank and the filters operate on the non-warped magnitude spectrum. This
results in increasing filter base width as a function of frequency, and consequently
decreasing frequency resolution.

In contrast, this work uses uniform width filters on a warped magnitude spec-
trum. There are two reasons for this: first, the obtained matching spectrum has
a constant resolution on the warped frequency scale, which is beneficial for the in-
terpolation used in the method. Second, working in the all-pass warped frequency
domain enables convenient use of warped filters for realizing of the matching filter.

The magnitude spectrum previously obtained for the matching filter is fitted
onto an all-pole filter with the following procedure:
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Algorithm 2 Power spectrum to LPC
Input: One-sided power spectrum x P RN

Output: LPC filter coefficients a

1: x Ð

»

–

x0:N´1

xN´1:´1:0

fi

fl Ź Extend to two sided spectrum

2: r Ð IFFTpxq Ź Get autocorrelation from spectrum
3: r Ð rN´1:N`p´1 Ź Select r at lags 0, . . . , p
4: Ri,j Ð r|i´j`1| Ź Form autocorrelation matrix
5: a Ð R´1r Ź Solve Yule-Walker equations

The linear predictive model gives a filter that can be used as an all-pole synthesis
filter. When working with a warped magnitude spectrum, the resulting filter can
also be considered warped. The filter is effectively a warped LP synthesis filter and
can be handled with the methods described in [20]. For HMM synthesis the filter is
converted into its LSF representation, similarly to the other all-pole filters used in
the synthesis system.

An example of piecewise constant and linear matching filters is presented in
Figure 18. Figure 18a shows matching filter mel-spectra in the piecewise linear
(continuous line) and piecewise constant (dashed line) cases. Note that the loga-
rithmic scale bends the piecewise linear spectrum to appear piecewise logarithmic.
Fitted all-pole models are shown with corresponding thick lines. Note that the all-
pole spectra are relatively close to each other, regardless of the assumed shape of
the matching spectrum. Figure 18b shows the outputs of mel-spectral filterbanks
for the signals involved. Here only the piecewise linear matching spectrum is applied
to the unmatched speech signal. The piecewise matching spectrum represents the
"matching target"—the optimal matched spectrum, and "all-pole matched" gives
the filter realization of the matching filter. Filterbank output of the natural refer-
ence signal corresponds closely with that of the synthetic signal matched with the
optimal matching filter.
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(a) Matching filter mel-spectra in piecewise linear (continuous line) and piecewise
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6 Evaluation

6.1 Objective measures

6.1.1 MFCC distance to natural reference

To compare the method performances with an objective measure, a test based on
MFCC distances was performed. The MFCC distance is commonly used as a dis-
similarity measure in speech recognition [41].

Three GlottHMM-based systems were used to create analysis-synthesis repre-
sentations of a natural reference signal. The analysis-synthesis scheme allows the
comparison to the reference on a frame-to-frame basis. The three systems were
the proposed mel-spectral matching (Mel), baseline GlottHMM MSE-based spec-
tral matching (MSE), and GlottHMM without any spectral matching (nomatch).
A male and a female speaker were used as references, and between-frame MFCC
distances to reference were calculated for each system in non-silent frames based on
an energy threshold. For both speakers 50 utterances were used, yielding a different
number of frames due to differences in utterance content an rate of speech.

The results were analysed by comparing the distances between methods pairwise
so that the distances in a certain frame are paired. The default approach is to use
the paired t-test to test for the equality of means, or equivalently that the mean
difference of the paired distances is zero. However, the t-test requires normality, and
a Klomogorov-Smirnoff normality test [32] strongly rejects (p ă 0.001) the normality
of distance differences in all combinations of methods and speakers. Therefore, a
non-parametric Wilcoxon signed rank test [56] for equality of medians with 2-sided
alternative hypothesis was used.

Test results for male and female voices are listed in Tables 4 and 3, respectively.
The first column in the tables lists the method pair under comparison. The second
column gives the median difference of the distances, negative value indicating that
the first method in the pair comparison performed better than the second in MFCC
distance sense. The third column lists the decision on the null-hypothesis of equal
medians, rejection indicating that the difference between the median distances is
statistically significant, while the corresponding p-value is given in the fourth col-
umn.

Table 3: MFCC distance test for female voice, Number of frames = 4243.

median difference H0: equal medians p

Mel vs MSE 0.0243 reject p ă .001 2.3409e-47

Mel vs nomatch -0.2457 reject p ă .001 0

MSE vs nomatch -0.3124 reject p ă .001 0

The test shows that in all pair comparisons the null hypothesis can be rejected at
p ă .001 significance level, meaning that the differences are statistically significant.
Both spectral matching methods show higher performance when compared to the
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Table 4: MFCC distance test for male voice, Number of frames = 9032.

median difference H0: equal medians p

Mel vs MSE -0.0121 reject p ă .001 3.8911e-11

Mel vs nomatch -0.5296 reject p ă .001 0

MSE vs nomatch -0.5284 reject p ă .001 0

no-spectral-matching case for both the male and female voices. However, the median
difference for Mel and MSE matching methods is relatively small when compared
to the no-match comparisons. Furthermore, the Mel matching method performs
better for the male speaker and worse for the female in comparison to MSE. Based
on the data, it is not justified to claim that either of the spectral matching methods
is better, but only that they both clearly improve on using no spectral matching at
all.

6.1.2 Statistical properties

Study of vocoder parameter statistics is justified because of the distribution as-
sumptions made in the HMM-part of statistical parametric speech synthesis. By
assumption, the parameter distributions are Gaussian mixtures with diagonal co-
variances, with a single Gaussian modelling a single parameter. The correlation of
vocoder parameter statistics with analysis-synthesis has been studied in [2].

As the methods under comparison differ only with respect to the source or match-
ing filter, it suffices to study the statistics of these. The LSF parameters correspond
to frequencies between zero and the Nyquist frequency and thus lie numerically be-
tween 0 and π. It should be noted that the source LSFs of the baseline method are
on a linear frequency scale, whereas the mel-matching filter LSFs are on a warped
scale.

Figure 19 shows histograms of estimated LSFs for a male speaker. Statistics
related to Gaussianity are listed on Table 5 for the source filter LSFs and matching
filter LSFs. In addition to conventional skewness and kurtosis statistics, a negentropy
[19] value is given. Negentropy estimates distribution distance from a Gaussian with
same mean and variance, with negentropy values closer to zero indicating higher
Gaussianity.

From the histograms and kurtosis values it is evident that in both cases the
distributions are super-Gaussian. However, the parameters of the baseline method
exhibit somewhat higher kurtosis, having sharper peaks in the distributions. Nei-
ther method’s parameters seem markedly skewed by the histograms, and this is
supported by the skewness values being relatively close to zero. The negentropy
values for matching filter LSFs tend to be lower than for source filter LSFs, sug-
gesting higher normality for the matching filter parameters. This may indicate that
the mel-matching would be better suited for HMM synthesis in terms of parameter
normality.
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Table 5: Statistics describing the degree of Gaussianity in distributions of the source
LSFs and mel-matching filter LSFs. Values indicating higher normality are bolded.

skewness kurtosis negentropy

source mel-match source mel-match source mel-match

LSF1 1.1942 0.3292 6.5947 3.9721 0.1878 0.0318

LSF2 0.6489 0.5879 6.2710 5.8542 0.1562 0.0901

LSF3 0.8629 0.8321 6.3486 6.7976 0.1993 0.3460

LSF4 0.4666 0.6932 6.0749 4.5876 0.3528 0.0657

LSF5 0.4904 0.5762 5.0238 5.6270 0.2578 0.2926

LSF6 0.3089 0.2561 4.3045 3.3609 0.0415 0.0285

LSF7 0.0881 -0.2033 4.0432 3.5243 0.0246 0.0517

LSF8 0.0151 0.7048 4.7062 3.5412 0.1755 0.0069

LSF9 -0.1491 0.0678 4.6887 2.5998 0.1025 0.0137

LSF10 -0.3270 -0.8677 3.7195 4.3180 0.0334 0.0446

Mean 0.3599 0.2976 5.1775 4.4183 0.1531 0.0972

6.2 Subjective listening test

6.2.1 Synthetic voices

Synthetic voices were trained using speech data from two Finnish speakers, one male
and one female. The training dataset for the male speaker consists of 599 utterances,
totalling 53 minutes and correspondingly 513 utterances, totalling 33 minutes for
the female speaker.

HMM voices were trained for both speakers using the baseline GlottHMM and
the proposed modified GlottHMM with mel-spectral matching. Identical acoustic
and linguistic data was used in training of the voices. Furthermore, the method
parameters differ only in their matching filter, which in the baseline vocoder is cal-
culated at the synthesis end from the HMM-generated vocal source LSFs, whereas
the proposed method directly gives a matching filter from the statistical model. Pa-
rameter stream structures and dimensions were chosen to be identical, as presented
in Table 2. For the listening test, 30 unseen test utterances for both speakers were
generated with both methods.

6.2.2 Test setup

The subjective quality of the speech synthesis systems was evaluated with a category
comparison rating (CCR) test based on [22]. The test took place in a quiet listening
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booth and Sennheiser HD-650 headphones were used. In the test, the listener was
presented with a pair of sound samples played successively, and asked to evaluate
the quality of the latter sample compared to the first on a scale from 3 to -3, with
description attached to the numbers according to Table 6. A sample pair consists
of two utterances with the same linguistic content, and the method ordering is
chosen at random. Also the ordering of utterances is randomized for each listener
individually.

Table 6: CCR test rating scale.

3 Much better

2 Better

1 Slightly better

0 No difference

-1 Slightly worse

-2 Worse

-3 Much worse

Listeners were able to use the scale continuously and listen to each sample pair as
many times they liked. The listening test interface (in Finnish) is depicted in Figure
20. Pressing the button labelled "Kuuntele" plays the sample pair and the indicators
labelled "Ensimmäinen" and "Jälkimmäinen" would turn green while playing the
first and second samples, respectively.

Figure 20: User interface of the CCR listening test.

6.2.3 Results

Results from the listening test are processed as follows: looking at each sample
pair determine which method was played first and assign the listener score to it
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accordingly and a score with an opposing sign to the other method. To obtain a
mean opinion score, average of these ratings is taken. Score distributions for all
listeners are presented in Figure 21 for the male voices and in Figure 22 for the
female voices. Evaluation scores for individual listeners are included in Appendix
C. The scores are reordered so that the baseline GlottHMM labeled "DEFAULT" is
treated as the first sample and the mel matching method labeled "MELMATCH"
as the second. Then a negative mean value of the scores indicates that the first
method has better subjective quality. The mean value is plotted on a scale from
-3 to 3 with 95% confidence intervals. Additionally, the p-value of a t-test for zero
mean is presented.

For the male speaker, the difference is very close to zero with zero lying within
the 95% confidence interval. Nevertheless, the t-test indicates that the mel-matching
method gives slightly better quality, as the null hypothesis of equality of means is
rejected. For the female speaker, the result is opposite and somewhat clearer: the
baseline method gives slightly better quality.
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7 Discussion and conclusion
The chapters 2–4 of this thesis provide the background needed, first in human speech
production and perception (Chapter 2), second in speech parametrization and the
involved auditory models (Chapter 3), and finally the used statistical parametric
speech synthesis system (Chapter 4). The novel contribution in the thesis begins
from Chapter 5 onwards. This discussion chapter focuses on the choices made in
developing the new method and on the evaluation of the method.

7.1 Discussion

The main contribution of this thesis is a novel perceptual spectral matching method
based on mel-scale filterbank distance criterion in Chapter 5. The method involves
assuming the matching spectrum to be defined in piecewise constant or linear man-
ner. This piecewise definition makes the matching problem well-determined and
provides some regularity to the solution. Additionally, the solution corresponds di-
rectly to a power spectrum and therefore a positivity constraint must be included.
The NNLS algorithm (Section 5.1) provides a suitable method for solving the prob-
lem in a least-squares sense with the solution constrained to non-negative values.

Alternatively, the assumption on the spectral shape could be relaxed. The prob-
lem would remain under-determined but could be solved in least-squares sense with
additional constraints to the solution, for example, by modifying the cost function
to include a penalty for great differences between subsequent values in the solution.
This was not done, first for the added complexity and second because of the connec-
tion of piecewise definitions to filterbank output interpretation and the filterbank
matrix pseudoinverse.

In practice, the shape assumption on the matching spectrum defines a recon-
struction from the filterbank outputs to a full-length spectrum. The spectral rep-
resentation of the mel-scale filterbank is studied in detail in Section 3.1.2, based
mostly on an alternative version of the triangular filterbank applied on the warped
spectrum. The resulting spectral representation can be conveniently interpreted
as a sampling of the smoothed warped spectrum at the centre frequencies of the
filterbank. Then the piecewise constant of linear spectral shape assumptions corre-
spond to nearest-value or linear interpolation on the sampled values, respectively.
Additionally, the piecewise linear reconstruction resembles the least-squares optimal
reconstruction by the filterbank matrix pseudoinverse.

In this work, all-pass type warping was chosen for the mel-scale filterbank due to
its several benefits: First, the all-pass warping curve approximates the mel-scale well
in and allows the use of uniformly shaped an spaced filters in the warped frequency
domain. Second, the filterbank output has a natural and precise interpretation in
this domain as show in Appendix B. Finally, the all-pass warped domain allows
the direct use of warped filters using standard filter design techniques. Potential
drawbacks of the all-pass warping include the increased computational complexity
compared to the standard mel-scale filterbank and non-warped filters. Furthermore,
this alternative form of the mel-filterbank has not been widely used or studied
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previously.
Objective measures (Section 6.1.1) based on the MFCC distance between analysis-

synthesis and natural reference shows that the proposed method works approxi-
mately equally well as the baseline method. Comparison with using no spectral
matching shows that both spectral matching methods improve the MFCC simi-
larity clearly. Differences between the spectral matching methods, though small,
were statistically significant with the proposed method being slightly better than
the baseline with male voice and vice versa for female voice. Subjective listening
experiment (Section 6.2) for overall quality comparison with HMM-generated voices
gives similar results: for a male voice the methods are equally good, and a female
voice the proposed method performs slightly worse.

7.2 Conclusion

This thesis presents a novel perceptual spectral matching technique that uses a mel-
scale filterbank output distance as its matching criterion. In addition, the auditory
modelling properties of an all-pass type warping variant of the mel-filterbank were
studied in detail. The devised matching filter was realized with a warped all-pole
filter and incorporated into the GlottHMM speech synthesis system. After this, the
novel method was evaluated in comparison to the baseline method by an objective
measure test based on the MFCC-distance, and a subjective listening test. The
evaluation shows that the proposed method gives approximately the same MFCC-
similarity to natural reference and subjective quality as the baseline method.

The similar performance of the spectral matching methods stems mainly from
the fact that both the mel-filterbank approach and the baseline linear predictive
method operate on the high-level spectral envelope of the signal, ignoring spectral
fine structure. Indeed, it is well known that LP modelling does well in capturing the
spectral envelope of speech, even without any perceptual criterion. Additionally, the
mel-matching method currently has the caveat of sometimes forming resonances up
to 10 dB, typically on high frequency bands, if the library pulse has low energy on
that particular band. This may result in audible artefacts and particularly affects
the female voice when using a library pulse from a male speaker. The problem is
not present in LP based spectral matching, as the MSE-based error criterion results
in a spectral model that attaches itself to spectral peaks and largely ignores the
low energy areas, resulting in no resonances in the corresponding (inverted) all-pole
filter. One possible solution to alleviate this problem is weighting the optimization
in Chapter 5 so that the error on the lower mel-bands is given more significance.

Future work with perceptual spectral matching involves use of more sophisticated
filterbank models and different configurations with the speech synthesis system. For
example gamma-tone filterbanks can relatively easily be adopted into the spectral
matching scheme. In fact, any filter structure defined in the magnitude spectral
domain is a suitable basis for matching. In terms of the speech synthesis stream
configurations, an interesting option would be to train the MFCC of the natural
speech along with the LSF-vocal tract information, and apply a mel-matching filter
based on the MFCC entirely at the synthesis end of the system.
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A Pitch scale values from literature

Table A1: Mel-scale values from listening experiment [4, p. 524]

frequency [mel] frequency [Hz]

0 20

250 160

500 394

750 670

1000 1000

1250 1420

1500 1900

1750 2450

2000 3120

2250 4000

2500 5100

2750 6600

3000 9000

3250 14000
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Table A2: Bark-scale values from listening experiment [62, p. 142]

frequency [Bark] frequency [Hz]

0.5 50

1.5 150

2.5 250

3.5 350

4.5 450

5.5 570

6.5 700

7.5 840

8.5 1000

9.5 1170

10.5 1370

11.5 1600

12.5 1850

13.5 2150

14.5 2500

15.5 2900

16.5 3400

17.5 4000

18.5 4800

19.5 5800

20.5 7000
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B Filterbank application as convolutive smoothing
When working in the warped spectral domain, the triangular filters in the mel-
filterbank become uniform. In this case it can be shown that the filterbank output
equals the warped spectrum convolved with the triangular filter shape and sampled
at filterbank centre frequencies.

Consider the mel-spectrum variant where the filterbank of equal width triangles
is applied on a warped spectrum. Let this triangle shape be the spreading function
in an auditory spectrum, as illustrated in Figure B1. Let m be the frequency index
of the M :th filter center. Then the filter HM is a shifted version of the prototype
filter H0, i.e. HMpkq “ H0pk´mq. Convolution of a spectrum X with the smoothing
function H0 is given by

pX ˚H0qpmq “
8
ÿ

k“´8

Xpm´ kqH0pkq H0pkq “ 0, |k| ą K

“

K
ÿ

k“´K

Xpm´ kqH0pkq index change k Ñ ´k

“

´K
ÿ

k“K

Xpm` kqH0p´kq H0pkq is symmetric

“

´K
ÿ

k“K

Xpm` kqH0pkq reverse summation order

“

K
ÿ

k“´K

Xpm` kqH0pkq HMpkq “ H0pk ´mq ô H0pkq “ HMpk `mq

“

K
ÿ

k“´K

Xpm` kqHMpm` kq index change k Ñ k ´m

“

m`K
ÿ

k“m´K

XpkqHMpkq add zeros: HMpkq “ 0, |k ´m| ą K

“

N
ÿ

k“0

XpkqHMpkq

which is the output of the M :th filter.
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H0(k)

−K K

k

m = MK

HM (k) = H0(k −m)

m−K m+K0

· · ·

Figure B1: Prototype filter of the triangular filterbank shifted to create the M :th
filter
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C Individual ratings in listening test
Individual listener ratings for the CCR listening test
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Figure C1: CCR test individual listener score distributions for the male speaker
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Figure C2: CCR test individual listener score distributions for the female speaker
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