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Electrostatic correlation effects in inhomogeneous symmetric electrolytes are investigated within a
previously developed electrostatic self-consistent theory [R. R. Netz and H. Orland, Eur. Phys. J. E
11, 301 (2003)]. To this aim, we introduce two computational approaches that allow to solve the self-
consistent equations beyond the loop expansion. The first method is based on a perturbative Green’s
function technique, and the second one is an extension of a previously introduced semiclassical ap-
proximation for single dielectric interfaces to the case of slit nanopores. Both approaches can handle
the case of dielectrically discontinuous boundaries where the one-loop theory is known to fail. By
comparing the theoretical results obtained from these schemes with the results of the Monte Carlo
simulations that we ran for ions at neutral single dielectric interfaces, we first show that the weak cou-
pling Debye-Huckel theory remains quantitatively accurate up to the bulk ion density ρb � 0.01 M,
whereas the self-consistent theory exhibits a good quantitative accuracy up to ρb � 0.2 M, thus
improving the accuracy of the Debye-Huckel theory by one order of magnitude in ionic strength.
Furthermore, we compare the predictions of the self-consistent theory with previous Monte Carlo
simulation data for charged dielectric interfaces and show that the proposed approaches can also ac-
curately handle the correlation effects induced by the surface charge in a parameter regime where the
mean-field result significantly deviates from the Monte Carlo data. Then, we derive from the pertur-
bative self-consistent scheme the one-loop theory of asymmetrically partitioned salt systems around
a dielectrically homogeneous charged surface. It is shown that correlation effects originate in these
systems from a competition between the salt screening loss at the interface driving the ions to the
bulk region, and the interfacial counterion screening excess attracting them towards the surface. This
competition can be quantified in terms of the characteristic surface charge σ ∗

s = √
2ρb/(π�B), where

�B = 7 Å is the Bjerrum length. In the case of weak surface charges σs � σ ∗
s where counterions

form a diffuse layer, the interfacial salt screening loss is the dominant effect. As a result, corre-
lation effects decrease the mean-field density of both coions and counterions. With an increase of
the surface charge towards σ ∗

s , the surface-attractive counterion screening excess starts to dominate,
and correlation effects amplify in this regime the mean-field density of both type of ions. However,
in the regime σs > σ ∗

s , the same counterion screening excess also results in a significant decrease
of the electrostatic mean-field potential. This reduces in turn the mean-field counterion density
far from the charged surface. We also show that for σs � σ ∗

s , electrostatic correlations result
in a charge inversion effect. However, the electrostatic coupling regime where this phenomenon
takes place should be verified with Monte Carlo simulations since this parameter regime is lo-
cated beyond the validity range of the one-loop theory. © 2012 American Institute of Physics.
[http://dx.doi.org/10.1063/1.4750044]

I. INTRODUCTION

The Poisson-Boltzmann (PB) formalism developed a
century ago by Gouy1 and Chapman2 is still considered to-
day as the elemental theoretical description of electrostatic
effects in various microscopic systems. The solution of the
PB equations for charged macromolecules immersed in salt
solutions allows, for example, to determine protein folding

a)E-mail: sahin_buyukdagli@yahoo.fr.
b)E-mail: cristian.v.achim@gmail.com.
c)E-mail: Tapio.Ala-Nissila@aalto.fi.

pathways3 or to understand the stability of DNA-binding pro-
teins during their diffusion along DNA molecules.4 One can
also mention the microfluidic devices where the solute veloc-
ity is derived from the coupled solution of the PB and Navier-
Stokes equations.5 Being a mean-field (MF) theory, the PB
formalism neglects, however, electrostatic correlation associ-
ated with the interaction of the charged fluid with the system
boundaries. It is thus clear that the PB equation is a crude ap-
proximation for dielectrically discontinuous systems such as
water-air or water-membrane interfaces where the electrolyte-
surface interactions can significantly exceed the thermal en-
ergy kBT in the proximity of the interface.

0021-9606/2012/137(10)/104902/18/$30.00 © 2012 American Institute of Physics137, 104902-1
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The pioneering consideration of electrostatic correlation
effects in inhomogeneous charged systems is doubtlessly
Wagner’s interpretation of the surface tension excess of wa-
ter with added salt in terms of the screened image charge
interactions.6 This theoretical framework that allowed On-
sager and Samaras to derive their celebrated limiting law7 was
later improved in Ref. 8 by accounting for the non-uniform
shielding of image interactions. Within a Wentzel-Kramers-
Brillouin (WKB) approximation, the author ingeniously
evaluated the modification of the ionic self-energy and the
surface tension by the interfacial variations of the ionic
screening, which improved the agreement with experimental
surface tension data.

Correlation effects induced by the polarization charges at
dielectric interfaces are also relevant to various industrial ap-
plications, among which one can mention water purification
and desalination processes in artificial nanofiltration technol-
ogy. Nonlinear electrostatic self-consistent (SC) equations for
confined electrolytes were derived in Ref. 9 within the De-
bye closure of the Bogoliubov-Born-Green-Kirkwood-Yvon
hierarchical equations. Approximative solutions of these SC
equations describe the selectivity of nanofiltration membranes
in terms of a cooperation between the dielectric exclusion
mechanism induced by image forces and the Donnan rejec-
tion driven by the membrane surface charge.10, 11 They are
frequently used today in order to predict experimental salt re-
jection rates in artificial nanofiltration processes.12

The validity regime of the mathematical framework of
these theories remained, however, unclear for several decades.
The field theoretic formulation of the heterogeneous Coulomb
fluid model indeed provides some control over the approxi-
mations involved in the consideration of correlation effects in
nanoscale systems. The field has witnessed a dramatic growth
during the last two decades. To give a non-exhaustive list, one
can mention, for example, the consideration of electrostatic
correlations in macromolecular forces for counterion liquids13

and symmetric electrolytes14 at the gaussian level. The one-
loop corrections to the density of counterions in contact with
charged walls was also introduced in Ref. 15.

Since the electrostatic coupling parameter increases with
the ion density as � ∝ √

ρb, the exploration of the parame-
ter regime beyond the dilute electrolyte limit necessitates the
consideration of nonlinear effects neglected in gaussian field
theories. As we will explicitly show in the present work, this is
the regime where SC theories become relevant. The SC equa-
tions of Ref. 9 were rederived in Ref. 16 within the field the-
oretic formulation of symmetric electrolytes. As stressed by
the authors, these coupled SC equations are too complicated
to be solved even numerically, and one has to make use of
additional approximations in order to explore the underlying
physics. These SC equations were solved in Ref. 17 within
a WKB-like approach in order to investigate ionic partitions
around charged dielectric cylinders. However, we note that
the approach used therein is not exactly a WKB method since
the author did not make use of the WKB ansatz as in Ref. 8,
but rather solved the SC equations by assuming that the lo-
cal screening parameter in these equations does not vary with
the spatial coordinate. A restricted variational theory was also
proposed in Ref. 18 in order to understand nonlinear effects in

the process of dielectric exclusion from neutral slit nanopores.
Furthermore, it was shown in Ref. 19 that the consideration
of the interfacial ionic screening deficiency in this variational
theory can considerably improve the agreement with Monte
Carlo (MC) simulations. Using a previously developed de-
composition method that splits the fluctuations of the elec-
trostatic potential into its short and long wavelengths,20, 21 an
efficient restricted variational approach able to handle correla-
tion effects induced by the surface charge from weak to strong
coupling regime22, 23 was also proposed in Ref. 24.

We introduced in Ref. 25 a simpler variational approach
for ions confined in charged slit nanopores that was able to
handle the membrane charge with a good agreement with MC
simulation results beyond the MF limit. We also applied this
approach to cylindrical ion channels in order to show that the
complications resulting from the curvature of the dielectric
interface can explain the ionic current fluctuations in biolog-
ical and artificial nanopores.26 We then extended the method
by taking into account the excluded volume of ions in or-
der to study excluded volume effects in the dielectric exclu-
sion mechanism27 and macromolecular interactions.28 Using
similar ideas, we finally derived in Ref. 29 a non-mean-field
dipolar PB equation in order to show that the interfacial sol-
vent depletion at low dielectric surfaces can solely explain the
low values of the experimental differential capacitance data of
carbon-based materials.

The weakness of the restricted variational approaches in
Refs. 18, 19, and 24–29 is that the restricted variational ansatz
determines the nature of the final solution. The main goal of
the present work is to overcome this limitation by solving the
general SC equations of Ref. 16 within two new computa-
tional approaches beyond the loop expansion. The latter point
will be shown to be crucial for understanding electrostatic
correlation effects in dielectrically inhomogeneous systems
where the one-loop theory is known to fail.30

The article is organized as follows. We present in Sec. II
an alternative derivation of the SC equations of Ref. 16. We
then introduce in Sec. III two approximative methods to solve
these equations. The first method is based on an expansion
of the formal inversion of the SC equations in powers of
the fluctuating particle and charge density excesses around
the weak-coupling (WC) theory. This approach is formally
equivalent to the iterative solution of Hartree equations in
condensed matter physics.31 The second method is an ex-
tension of the previously introduced WKB solution of these
equations8 at simple dielectric interfaces to the case of slit
nanopores. We first compare in Sec. IV the predictions of
these schemes for ion densities with the results of MC sim-
ulations that we ran for ions at neutral dielectric interfaces
in order to establish the validity domain of the WC and SC
theories. Then, we test the validity of previous variational
schemes for ions in slit nanopores, and also investigate within
the WKB approach the interaction between a charged rigid
polymer and a dielectric wall. Furthermore, by comparisons
with previous MC simulation data for ions in contact with a
charged surface, we show that SC equations can handle corre-
lation effects at charged dielectric interfaces beyond the WC
parameter regime. Finally, we derive from the SC scheme the
one-loop theory of asymmetrically distributed salt solutions
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that we thoroughly examine. This one-loop calculation
bridges a gap between the Debye-Huckel (DH) theory of
symmetric electrolytes at neutral interfaces32 and the one-
loop theory of counterion liquids in contact with charged
interfaces.15 Possible extensions of the concepts introduced
in this article are discussed in the Conclusion.

II. REDERIVATION OF SC EQUATIONS FOR
SYMMETRIC ELECTROLYTES

We will derive in this part the self-consistent equations
of Ref. 16 in a shortcut way that does not require the evalua-
tion of the Grand potential of the inhomogeneous electrolyte
system. The grand canonical partition function of a symmet-
ric electrolyte composed of two species of valency ±q with
q > 0, and fugacity �i is given by a functional integral over
a fluctuating electrostatic potential φ(r), ZG = ∫

Dφ e−H [φ],
with the Hamiltonian functional16

H [φ] =
∫

dr
[

[∇φ(r)]2

8π�B (r)
− iσ (r)φ(r)

]

− 2�i

∫
dreEi−Vw(r) cos[qφ(r)], (1)

where σ (r) is a fixed charge distribution, �B(r)
= e2/(4πkBT ε(r)) the Bjerrum length, ε(r) the static dielec-
tric permittivity profile of the medium, and e the elementary
charge. The wall potential Vw(r) restricts the space volume
accessible to ions. Furthermore, Ei = q2

2 vb
c (r − r′)|r=r′ is

the self-energy of ions in salt-free water, and vb
c (r) = �B/r

the Coulomb potential in a bulk solvent, with �B = 7 Å the
Bjerrum length in a bulk electrolyte at ambient temperature
T = 300 K. We finally note that in the present work, all
energies are expressed in units of the thermal energy kBT, the
surface charge in units of the elementary charge e, and the
dielectric permittivities in units of the dielectric permittivity
of the air ε0.

Our starting point is the compact form of the Schwinger-
Dyson equation∫

Dφ
δ

δφ(r)
e−H [φ]+∫

drJ (r)φ(r) = 0, (2)

where J (r) is an external current. A rigorous proof of the
equality (2) can be found, for example, in Ref. 33. We will
derive from Eq. (2) two Ward identities relating the exter-
nal electrostatic potential and the electrostatic propagator to
higher order correlation functions. By acting now on the ex-
ponential with the functional derivative and setting J (r) = 0,
one gets the following equation for the electrostatic potential:

kBT

e2
∇ε(r)∇〈φ(r)〉 + iσ (r) − 2�iqeEi−Vw(r)〈sin[qφ(r)]〉=0.

(3)
We note that this equation was obtained in Ref. 34. Further-
more, taking the functional derivative of Eq. (2) with respect
to J (r′) and setting again J (r) = 0, we obtain a new relation

kBT

e2
∇ε(r)∇〈φ(r)φ(r′)〉 + iσ (r)〈φ(r′)〉

− 2�iqeEi−Vw(r)〈φ(r′) sin[qφ(r)]〉 = −δ(r − r′). (4)

The approximation now consists in evaluating the averages
over the fluctuations in Eqs. (3) and (4) with the effective
Hamiltonian of the most general quadratic dependence on
the fluctuating potential φ(r) instead of the nonlinear one in
Eq. (1),

H0 = 1

2

∫
r,r′

[φ(r) − iφ0(r)/q]v−1
0 (r, r′)[φ(r′) − iφ0(r′)/q],

(5)
where the external electrostatic potential φ0(r) ≡ −iq〈φ(r)〉
and the inverse of the kernel v(r, r′) ≡ 〈φ(r)φ(r′)〉 − 〈φ(r)〉
〈φ(r′)〉 are solutions of Eqs. (3) and (4). The evaluation of
the statistical averages in Eqs. (3) and (4) with the effective
Hamiltonian Eq. (5) finally yields the self-consistent equa-
tions of Ref. 16,

∇ε(r)∇φ0(r) − ε(r)κ2
b e−Vw(r)− q2

2 δv(r,r) sinh[φ0(r)]

= − e2q

kBT
σ (r), (6)

∇ε(r)∇v(r, r′) − ε(r)κ2
b e−Vw(r)− q2

2 δv(r,r) cosh[φ0(r)]v(r, r′)

= − e2

kBT
δ(r − r′), (7)

where we took into account the relation between the ion fu-
gacity and the bulk density �i = ρbie

− q2

2 κb�B .18, 25 We also de-
fined the ionic self-energy dressed with electrostatic correla-
tions in the form

δv(r, r) = �Bκb + v(r, r) − vb
c (0), (8)

where we introduced the bulk screening parameter as κ2
b

= 8πq2�Bρb. We also note that the local ion densities are
given by25

ρ±(r) = ρbie
−Vw(r)− q2

2 δv(r,r)∓φ0(r). (9)

The relation Eq. (6) is a modified PB equation for the
fluctuating external potential induced by the fixed surface
charge around the MF potential. The second differential equa-
tion (7) is a generalized Laplace equation that accounts for the
local screening of the electrostatic propagator by mobile ions.
In Sec. III, we will develop two approximative methods to
solve these equations.

III. COMPUTATIONAL SCHEMES

We introduce in this section two computational schemes
for solving the SC equations (6) and (7) in planar geometries
composed of a membrane part with a dielectric permittivity
εm � 1 and the solvent region of permittivity εw � 80 occu-
pied by the mobile ions (see Fig. 1). The first scheme consists
in solving these equations by expanding their formal inver-
sion around the one-loop electrostatic Green’s function and
the nonlinear MF potential in fluctuating excess charge and
particle densities. The second scheme based on a WKB ap-
proach is an extension of a previously introduced solution of
Eq. (7) for single neutral interfaces8 to the more complicated
case of neutral slit nanopores. The results of the theoretical
approaches introduced in this section will be compared in
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FIG. 1. Slit-pore geometry with wall separation d. The dielectric permittiv-
ities of the pore and the membrane area are, respectively, εw and εm. In the
single interface case obtained in the limit d → ∞, the wall located at z = 0
can carry a fixed charge distribution −σ s < 0.

Sec. IV with extensive MC simulation data in order to de-
termine the validity domain of Eqs. (6) and (7).

A. Perturbative solution of SC equations

We present in this section an iterative solution of the SC
equations (6) and (7) around the MF external potential ϕ(r)
and the one-loop Green’s function v0(r, r′), respectively, so-
lutions of the equations,34

∇ε(r)∇ϕ(r) − ε(r)κ2
b e−Vw(r) sinh[ϕ(r)] = − e2q

kBT
σ (r), (10)

{∇ε(r)∇ − ε(r)κ2
b e−Vw(r) cosh[ϕ(r)]

}
v0(r, r′)

= − e2

kBT
δ(r − r′). (11)

The first step consists in injecting into Eq. (6) the fluctuating
part of the external potential ψ(r) ≡ φ0(r) − ϕ(r), and rear-
ranging the resulting equation for ψ(r) with Eq. (7) in the
form {∇ε(r)∇ − ε(r)κ2

b e−Vw(r) cosh[ϕ(r)]
}
ψ(r)

= ε(r)κ2
b δσ (r), (12)

{∇ε(r)∇ − ε(r)κ2
b e−Vw(r) cosh[ϕ(r)]

}
v(r, r′)

= − e2

kBT
δ(r − r′) + ε(r)κ2

b δn(r)v(r, r′), (13)

where we introduced, respectively, the fluctuating charge and
particle density excesses as

δσ (r) = {n(r) sinh[φ0(r)] − sinh[ϕ(r)]

− cosh[ϕ(r)]ψ(r)}e−Vw(r), (14)

δn(r) = {n(r) cosh[φ0(r)] − cosh[ϕ(r)]}e−Vw(r), (15)

with the Boltzmann factor n(r) = e− q2

2 δv(r,r). Using now
Eq. (11), the relations (12) and (13) can be inverted as

ψ(r) = −2ρbq
2λφ

∫
dr1v0(r, r1)δσ (r1), (16)

v(r, r′) = v0(r, r′)

− 2ρbq
2λv

∫
dr1v0(r, r1)δn(r1)v(r1, r′), (17)

where we introduced the expansion parameters λφ and λv that
will enable us to keep track of the perturbative order. These
parameters will be set to unit at the end of the perturbative
expansion.

For charged liquids bounded by charged planar interfaces
located within the (x, y) plan, the translational symmetry con-
siderably simplifies the problem. In this geometry, the exter-
nal potential becomes simply a function of the coordinate z,
and the electrostatic Green’s function can be expanded in 2D
Fourier basis as

v(r, r′) =
∫

d2k
4π2

eik·r‖ ṽ(z, z′, k). (18)

We now expand the Green’s function and the fluctuating ex-
ternal potential in λv and λφ ,

v(r, r′) = v0(r, r′) +
∑

n,m>0

λn
vλ

m
φ δvnm(r, r′), (19)

ψ(z) =
∑

n,m>0

λn
vλ

m
φ ψnm(z). (20)

Injecting these expansions into Eqs. (16)–(17) and Eqs. (19)–
(20), and keeping only the terms up to the order λ2

v ,
λ2

φ , and λvλφ , we get δv01(r, r′) = δv02(r, r′) = 0, ψ10(z)
= ψ20(z) = 0, and

δv10(r, r′) = −2ρbq
2
∫

dz1δn0(z1)I2(r, r′, z1), (21)

δv11(r, r′) = −2ρbq
2
∫

dz1n0(z1) sinh[ϕ(z1)]ψ01(z1)

× I2(r, r′, z1), (22)

δv20(r, r′) = ρbq
4
∫

dz1n0(z1) cosh [ϕ(z1)] δv10(z1)

× I2(r, r′, z1), (23)

+ (2ρbq
2)2

∫
dz1dz2δn0(z1)δn0(z2)

× I3(r, r′, z1, z2), (24)

for the corrections to the Green’s function, and

ψ01(z) = −2ρbq
2
∫

dz1ṽ0(z, z1, 0)δσ0(z1), (25)
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ψ11(z) = ρbq
4
∫

dz1ṽ0(z, z1, 0)n0(z1) sinh[ϕ(z1)]

× δv10(z1), (26)

ψ02(z) = −2ρbq
2
∫

dz1ṽ0(z, z1, 0)δn0(z1)ψ01(z1) (27)

for the fluctuating potential. We note that we used above
the notation δvnm(z) = δvnm(r, r) for the equal point excess
Green’s function, and introduced the auxiliary functions

I2(r, r′, z1) =
∫

d2k
4π2

eik·(r‖−r′
‖)ṽ0(z, z1, k)ṽ0(z1, z

′, k), (28)

I3(r, r′, z1, z2) =
∫

d2k
4π2

eik·(r‖−r′
‖)ṽ0(z, z1, k)ṽ0(z1, z2, k)

× ṽ0(z2, z
′, k), (29)

and

δσ0(z) = [n0(z) − 1] sinh[ϕ(z)]e−Vw(z), (30)

δn0(z) = [n0(z) − 1] cosh[ϕ(z)]e−Vw(z), (31)

with n0(z) = e− q2

2 δv0(z). Finally, the expansion of the ion den-
sities in Eq. (9) yields at the same perturbative level the fol-
lowing expression:

ρ±(z) = ρ
(0)
± (z)

{
1 − λv

q2

2
δv10(z) ∓ λφψ01(z)

+ λvλφ

[
−q2

2
δv11(z) ∓ ψ11(z) ± q2

2
δv10(z)ψ01(z)

]

+ λ2
vq

2

[
1

8
δv2

10(z) − 1

2
δv20(z)

]

+ λ2
φ

[
1

2
ψ2

01(z) ∓ ψ02(z)

]}
, (32)

where the zeroth order ion density is given by

ρ
(0)
± (z) = ρbie

−Vw(z)− q2

2 δv0(z)∓ϕ(z). (33)

We note that the above equations can be easily generalized
to the case of asymmetrical electrolytes. We will derive be-
low the one-loop propagator needed to compute the correction
terms in Eqs. (21)–(27) for the electrostatic Green’s function
and the external potential.

1. Neutral interfaces

In the case of neutral interfaces with σ (z) = 0, the exter-
nal potential and the corrective cross term of the Green’s func-
tion both vanish, that is φ0(z) = 0 and δv11 = 0. Furthermore,
we note that for electrolytes confined between two planar in-
terfaces located at z = 0 and z = d, and separating the solvent
part with dielectric permittivity εw = 80 from the membrane
matrix with permittivity εm < εw (see Fig. 1), the wall poten-
tial is defined as Vw(z) = 0 if 0 ≤ z ≤ d, and Vw(z) = ∞ if
z < 0 or z > d.

For the same slit geometry, the Fourier transform of the
DH Green’s function required to compute the correction terms
in Eqs. (21)–(23) reads35

ṽ0(z, z′, k) = 2π�B

pb

{
e−pb |z−z′ |

+ �b

1 − �2
be

−2pbd
[e−pb(z+z′) + epb(z+z′−2d)

+ 2�be
−2pbd cosh(pb|z − z′|)]

}
, (34)

where we have defined

pb =
√

κ2
b + k2, (35)

�b = εwpb − εmk

εwpb + εmk
. (36)

We also note that for ions confined in the nanoslit, the spatial
integrals in Eqs. (21)–(23) run over the interval 0 ≤ z ≤ d.
Moreover, for a single neutral interface obtained from the slit
pore geometry in the limit d → ∞, the weak-coupling Green’s
function (39) reduces to

ṽ0(z, z′, k) = 2π�B

pb

{e−pb |z−z′ | + �be
−pb(z+z′)}, (37)

and the integrals in Eqs. (21)–(23) have to be carried out over
the right half space z ≥ 0 occupied by the electrolyte.

2. Charged single interface

We will derive in this part the zeroth order Green’s func-
tion ṽ0(z, z′, k) and the associated ionic self-energy δv0(z)
needed to compute the corrective terms in Eqs. (21)–(27) for
the case of a dielectric interface located at z = 0, and carrying
a negative surface charge σ (z) = −σ sδ(z) with σ s > 0. For
this geometry, the MF potential solution of Eq. (10) is given
by36

ϕ(z) = 2 ln

[
1 − e−κb(z+z0)

1 + e−κb(z+z0)

]
, (38)

where we used the same notation as in Ref. 34 for the
characteristic thickness of the interfacial counterion layer
z0 = −ln (γ c(s))/κb, with the auxiliary parameter γc(s)
= √

s2 + 1 − s, the dimensionless parameter s = κbμ, and
the Gouy-Chapman length μ = 1/(2πq�Bσ s).

By injecting first the Fourier transform of the Green’s
function Eq. (18) into the Green’s equation (11), we obtain

∂

∂z
ε(z)

∂

∂z
ṽ0(z, z′, k)

− ε(z)θ (z)
{
p2

b + 2κ2
b csch2[κb(z + z0)]

}
ṽ0(z, z′, k)

= − e2

kBT
δ(z − z′). (39)

For the ion source located in the water medium z′ ≥ 0,
the solution of this equation reads ṽ(z, z′, k) = c1e

kzθ (−z)
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+ [c2h+(z) + c3h−(z)]θ (z)θ (z′ − z) + c4h−(z)θ (z)θ (z − z′),
where the homogeneous solutions for z > 0 were found in
Ref. 34 in the form

h±(z) = e±pbz

{
1 ∓ κb

pb

coth[κb(z + z0)]

}
, (40)

The coefficients ci for our system of impenetrable dielectric
wall have to be computed by imposing the usual boundary
conditions associated with the continuity of the electrostatic
potential and the displacement field,35

ṽ0(z = �−) = ṽ(z = �+), (41)

ε(z)
∂ṽ0

∂z

∣∣∣∣
z=�−

= ε(z)
∂ṽ0

∂z

∣∣∣∣
z=�+

, (42)

∂ṽ0

∂z

∣∣∣∣
z=z′+

− ∂ṽ0

∂z

∣∣∣∣
z=z′−

= −4π�B, (43)

where � denotes the position of the interface at z = 0. One
finds for 0 ≤ z ≤ z′,

ṽ0(z, z′, k) = 2π�Bpb

k2
[h+(z)h−(z′) + �h−(z)h−(z′)],

(44)

where the delta function is defined as

� = κ2
b csch2(κbz0) + (pb − ηk)[pb − κb coth(κbz0)]

κ2
b csch2(κbz0) + (pb + ηk)[pb + κb coth(κbz0)]

,

(45)
with η = εm/εw. In the limit σ s → 0 where surface charge in-
duced correlation effects vanish, the potential (44) is naturally
reduced to the WC potential of Eq. (37). Finally, the electro-
static Green’s function in real space follows from Eq. (18) as

v0(r, r′) =
∫ ∞

0

dkk

2π
J0(k|r‖ − r′

‖|)ṽ0(z, z′, k), (46)

and the solution for z > z′ is obtained by interchanging in
Eq. (44) the variables z and z′.

The computation of the corrections to the external poten-
tial in Eqs. (25)–(27) requires the evaluation of the function
ṽ0(z, z′, k) in the infrared limit, which reads for 0 ≤ z ≤ z′,

ṽ0(z, z′, k → 0) = π�B

κb

e−κbz
′ {1 + coth[κb(z′ + z0)]}

×H (z), (47)

where we introduced the auxiliary function

H (z) = κbz eκbz − (
�̃ + γ 2

c (s)κbz
)
e−κbz

+ {
(1 − κbz)eκbz − [

�̃ + γ 2
c (s)(1 + κbz)

]
e−κbz

}
× coth[κb(z + z0)], (48)

with

�̃ = 1

2

γ 2
c (s) − 1

γ 2
c (s) + 1

[
γ 4

c (s) − 6γ 2
c (s) + 1

]
. (49)

Interchanging the variables z and z′ in Eq. (47) yields the
function ṽ0(z, z′, k → 0) for z ≥ z′.

Finally, the self-energy defined in Eq. (8) follows from
Eq. (46) in the form

δv0(z) = �Bκ2
b

∫ ∞

0

dk

pbk

{
− csch2[κb(z + z0)]

+�

(
pb

κb

+ coth[κb(z + z0)]

)2

e−2pbz

}
. (50)

As expected, the potential Eq. (50) tends, in the limit κb

→ 0, to the expression derived in Ref. 15 for the asymmet-
rically partitioned counterion-only system. Furthermore, we
note that the potential (50) is similar in form to the one derived
in Ref. 34 for a symmetrical salt partition around a charged
planar interface. However, due to the asymmetry of the salt
distribution in our system as well as the presence of a dielec-
tric discontinuity, the � function in Eq. (45) has a more com-
plicated form and the potential (50) does not posses mirror
symmetry with respect to the interface located at z = 0. Since
we will exclusively investigate in this work ion densities in
the water medium z > 0, we do not report here the expression
for the ionic self-energy in the membrane medium z < 0.

B. WKB approximation for neutral slit pores

We will explain in this part the solution of the SC equa-
tion (7) within a WKB approximation in the neutral pore limit
σ (z) = 0 where the external potential vanishes, i.e., φ(z) = 0.
The calculation presented here is an extension of a previous
WKB solution of Eq. (7) for a single dielectric interface8 to
the more complicated case of a slit nanopore. Unlike the ap-
proach of Sec. III A based on a perturbative expansion of the
formal solution of SC equations, the WKB approximation has
the advantage of being a non-perturbative approach. Conse-
quently, while moving from the bulk towards the pore wall,
it will be shown below that the WKB solution can interpolate
between the DH regime with κ(z → ∞) = κb and the dilute
electrolyte regime with κ(z → 0) = 0 in a self-consistent way.

First of all, by injecting the Fourier expansion Eq. (18)
into Eq. (7), one gets

[−∂zε(z)∂z + ε(z)p2(z)]ṽ(z, z′, k) = e2

kBT
δ(z − z′), (51)

where we introduced the function p(z) =
√

k2 + κ2(z) whose
k-dependence is implicit. Furthermore, we defined a local
screening parameter in the form

κ2(z) = κ2
b e−Vw(z)− q2

2 δv(r,r). (52)

In the present work, we will exclusively need the Green’s
function associated with source particles within the slab, i.e.,
0 ≤ z′ ≤ d. Without making any approximation yet, the gen-
eral solution to the second order differential equation (51) in
the slit geometry can be expressed in terms of its two inde-
pendent homogeneous solutions h±(z) in the form

ṽ(z, z′, k) = c1e
kzθ (−z) + [c2h+(z) + c3h−(z)]θ (z)θ (z′ − z)

+ [c4h+(z) + c5h−(z)]θ (d − z)θ (z − z′)

+ c6e
−kzθ (z − d), (53)
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where the coefficients ci are integration constants to be found
by imposing the boundary conditions (41)–(43) at the inter-
faces � = 0 and � = d. After some long algebra, we get

v(r, r′) = �B

∫ ∞

0
dkk

G(z′)
F (z′)

J0(k|r‖ − r′
‖|)

×{[εwh′
−(0) − εmkh−(0)]h+(z)

− [εwh′
+(0) − εmkh+(0)]h−(z)}, (54)

where

G(z) = εw[h+(z)h′
−(d) − h−(z)h′

+(d)]

+ εmk[h+(z)h−(d) − h−(z)h+(d)] (55)

and

F (z) = [h−(z)h′
+(z) − h+(z)h′

−(z)]

× {
ε2
w[h′

+(0)h′
−(d) − h′

−(0)h′
+(d)]

+ ε2
mk2[h−(0)h+(d) − h+(0)h−(d)]

+ εwεmk[h′
+(0)h−(d) − h′

−(d)h+(0)

+h−(0)h′
+(d) − h+(d)h′

−(0)]
}
. (56)

The formal solution (54) can be actually used in order to solve
Eq. (7) exactly by evaluating the functions h±(z) from a nu-
merical solution of Eqs. (51) and (52) in a two-dimensional
lattice (k, z) by iteration. We will, however, leave the explo-
ration of this idea for a future work, and evaluate Eq. (54)
within the WKB approximation where the homogeneous so-
lutions of Eq. (51) read8

h±(z) = [p(z)]−1/2exp

[
±

∫ z

0
dz′p(z′)

]
. (57)

Furthermore, in order to simplify the numerical task, we will
limit ourselves to the case εm < εw characterized by a contin-
uously varying κ(z) on the interval 0 ≤ z ≤ d and vanishing
ion densities on both sides of the interfaces, i.e.,

lim
z→0±

ρ(z) = lim
z→d±

ρ(z) = 0. (58)

After some long but straightforward algebra, one obtains the
kernel in the form

v(r, r′) = vb(r, r′) + vd (r, r′), (59)

where the bulk part is given by

vb(r, r′) = �B

∫ ∞

0

dkk√
p(z)p(z′)

J0(k|r‖ − r′
‖|)

× e−|I (z,z′)| (60)

and the dielectric contribution reads

vd (r, r′) = �B�0

∫ ∞

0

dkk√
p(z)p(z′)

J0(k|r‖ − r′
‖|)

1 − �2
0e

−2I (0,d)

×{e−I (0,z)−I (0,z′) + e−I (z,d)−I (z′,d)

+ 2�0e
−2I (0,d) cosh[I (z, z′)]}. (61)

We defined in Eqs. (60) and (61) the integral

I (z1, z2) =
∫ z2

z1

dz̃p(z̃) (62)

and introduced the dielectric jump function

�0 = εw − εm

εw + εm

. (63)

It is interesting to note that the bulk part of the electrostatic
Green’s function Eq. (60) is not of the DH form vDH (r, r′)
= �B/re−κbr , with r = |r − r′| the interionic distance. The
difference between both potentials is clearly due to the break-
ing of the spherical symmetry by the non-uniform ionic
screening, an interfacial effect absent in the DH theory. More-
over, Eq. (60) shows that by approaching the dielectric surface
where the ion density vanishes, the potential (60) tends to
the usual Coulomb law, i.e., limz,z′→0+ vb(r, r′) = �B/r . In
the next part, we will take advantage of the ability of the
WKB solution to self-consistently interpolate between the di-
lute limit and the DH regime in order to evaluate the asymp-
totic small distance limit of polymer-interface interactions.

For the computation of the local ion densities, we exclu-
sively need the self-energy of ions defined in Eq. (8), which
reads

δv(r, r) = δv(z) = �B[κb − κ(z)]

+ �B�0

∫ ∞

0

dkk

p(z)

e−2I (0,z) + e−2I (z,d) + 2�0e
−2I (0,d)

1 − �2
0e

−2I (0,d)
.

(64)

We notice that the first term on the rhs of this equation is as-
sociated with the local variation of the ionic cloud around the
source ion, and since κ(z) < κb for εm < εw, this solvation
energy positively adds to the image charge repulsion contri-
bution, i.e., the second term on the rhs of Eq. (64).

The relations (52) and (64) form a set of closure equa-
tions that has to be solved by iteration on a bidimensional
lattice (k, z). The iterative approach consists in injecting into
Eq. (52) the ionic self-energy obtained from the WC po-
tential Eq. (39), which yields an updated screening function
κ1(z). One then evaluates the new self-energy profile from
Eq. (64) with κ1(z), and the iterative cycle continues until self-
consistency is achieved. We note that this iteration method
was used in Ref. 8 to compute an analytical expression for the
ionic self-energy at single dielectric interfaces with εm = 0.
An extension of this calculation to finite values of εm is pre-
sented in Appendix A. Before concluding, we also note that
for simple interfaces, the ionic self-energy (64) reduces to the
expression derived in Ref. 8,

δv(z) = �B[κb − κ(z)] + �B�0

∫ ∞

0

dkk

pc(z)
e−2I (0,z). (65)

IV. RESULTS

A. Neutral interfaces

We will first determine in this part the salt concentra-
tion range where the SC equation (7) remains quantitatively
accurate for electrolyte systems in contact with neutral di-
electric interfaces separating the solvent part with ions from
a membrane region free of ions. This geometry is relevant
to the water-air interface as well as to membrane nanopores
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characterized by strong ionic confinement effects. The com-
putation schemes developed in the previous parts will be
then applied within this range to slit nanopores and polymer-
interface systems in order to test the validity of the DH theory
and a restricted variational approach25 relevant to experimen-
tal nanofiltration studies.12

1. Ion densities

We establish in this part the validity domain of the SC
equation (7) for neutral single interfaces and slit nanopores
(see Fig. 1) by comparing the predictions of the theoretical
schemes developed in the previous parts with MC simulation
data for ion densities. The details of our numerical simula-
tions can be found in Appendix C. We note that in order to
be able to compare our simulation results with previous MC
simulation data from Ref. 37, we chose the diameter of ions
as ai = 4.25 Å, and the dielectric permittivity of the mem-
brane and the water, respectively, as εm = 1 and εw = 80. The
comparison of our MC data in Fig. 2(b) with the numerical
results of Ref. 37 shows the good agreement between the two
simulation results.

The comparison of the WC theory in Fig. 2(a) with MC
data shows that the concentration ρb = 0.01 M marks the
boundary of the ion density range where the WC theory
starts to deviate from the simulation result, although even
at this concentration, it exhibits a reasonably good quantita-
tive agreement with the MC data and the SC theory. We note
that this density corresponds to an electrostatic coupling pa-
rameter � = κb�B � 0.2. For larger bulk concentrations in
Figs. 2(b)–2(d) where this deviation becomes more pro-
nounced, one sees that the WC theory systematically overesti-
mates the ion density. Within the restricted variational theory
of Refs. 18 and 19, this overestimation was shown to originate
from the unability of the WC image potential of Eq. (37) to ac-
count for the reduction of the ionic screening at the interface.
The transparency of the present method allows to confirm this
conclusion at an analytical level. Indeed, the first order cor-
rection to the WC Green’s function in Eq. (21) shows with
Eq. (31) that due to the interfacial ion deficiency δn0(z) < 0,
the positive correction to the image potential δv10(z) > 0
increases the amplitude of the WC potential, leading to a
stronger dielectric exclusion at the interface.

An inspection of Figs. 2(b)–2(d) shows that the predic-
tions of the WKB and the perturbative solutions of the SC

(a) (b)

(c) (d)

FIG. 2. Ion density profiles at the dielectric interface against the distance from the surface with εm = 1, εw = 80, and ion diameter ai = 4.25 Å at the bulk ion
concentration (a) ρb = 0.01 M, (b) ρb = 0.1 M, (c) ρb = 0.2 M, and (d) ρb = 0.4 M. The red lines are our MC simulation data, the blue lines the WC theory,
and the dashed brown and black lines are respectively the WKB and the second order perturbative solutions of the SC equation (7). The black dots in (a) denote
the iterative solution of the closure relations Eqs. (52) and (64) explained in Appendix A, while the blue squares in (b) are the simulation data from Ref. 37. The
dashed blue line in (c) marks the third order perturbative solution of SC equations.
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equation (7) both exhibit a good agreement with the simula-
tion data up to ρb = 0.2 M, thus improving the quantitative
accuracy of the WC theory approximately by one order of
magnitude in ionic strength. Hence, the deviation of the SC
theory from the simulation data taking place at ρb = 0.2 M
(or � � 1.0) establishes this value as the characteristic den-
sity where the quantitative accuracy of the SC theory breaks
down. We note, however, that it is unclear whether the fail-
ure results from electrostatic correlation effects, or excluded
volume effects not included in the SC theory that start to set
on. This point can be enlightened in future by solving the
extended SC equations of Ref. 27 that can account for ionic
excluded volume effect.

Before concluding the discussion of the ionic partition at
single dielectric interfaces, we would like to note two points.
First of all, we show in Fig. 2 that the approximative solution
of the closure relations (52) and (64) by iteration explained
in Appendix A fits very well their numerical solution in the
dilute regime ρb = 0.01 M. This observation is useful since
this approximative solution will be used in Sec. IV A 2 for
an analytical evaluation of the interaction of a rigid polymer
with the dielectric interface. Then, we emphasize that the per-
turbative SC solutions reported in Fig. 2 are obtained at the
second order perturbative level introduced in Sec. III A. To
ascertain the convergence of our perturbative scheme, we also
reported in Fig. 2(c) the third order calculation explained in
Appendix B (see the dashed dark blue curve). A careful in-
spection shows that the third order result is hardly distinguish-
able from the second order result, which confirms that for
neutral single dielectric interfaces, the second order perturba-
tive solution is sufficient within the validity domain of the SC
equation (7).

We now illustrate in Fig. 3 the ion densities and parti-
tion functions k = 〈ρ(z)/ρb〉p in slit pores with εm = 1 and
εw = 80, in contact with a bulk reservoir of ionic concentra-
tion ρb = 0.1 M. The plots compare the results obtained from
the WC theory, the perturbative and WKB solutions of the SC
approach, and the generalized Onsager-Samaras (GOS) ap-
proach introduced in Ref. 25. We note that the model param-
eters in this figure were chosen in such a way that the results
obtained from the second and the third order perturbative so-
lutions of the SC equation (7) are practically superimposed,
thus guaranteeing the convergence of the perturbative solu-
tion. An inspection of the main plot and the inset of Fig. 3
shows that as in the single interface case, the WC theory un-
derestimates the dielectric exclusion, while the WKB and the
perturbative solutions of the SC theory are again very close to
each other. Moreover, one notices in the inset of the same fig-
ure that the GOS formalism is able to accurately reproduce the
ion density close to the interface, but slightly overestimates
the dielectric exclusion in the mid-pore area. However, we see
in the main plot that despite this weak discrepancy, the GOS
approach remains very accurate in estimating the partition co-
efficients over a large interval of pore thickness. This observa-
tion might indeed explain the success of GOS-like solutions
of the SC equation (7) frequently used in artificial nanofil-
tration studies in order to estimate experimental salt rejection
rates.10–12

FIG. 3. Pore averaged ion densities in slit pores against the pore size for ρb

= 0.1 M, εm = 1, and εw = 80. The light blue line is the WC theory, the black
line is the SC theory, the red line is the WKB solution, and the dark blue line
denotes the restricted variational scheme of Ref. 25. The inset displays local
ion densities in the pore for the same model parameters.

2. Polymer-surface interactions

In this section, we will evaluate within the WKB ap-
proach introduced in Sec. III B the energetic cost to drive a
rigid polymer from the bulk reservoir to the proximity of the
interface. If the surface charge density of the polymer τ is
weak enough so that it does not significantly affect the in-
terfacial ion densities, the electrostatic energy of the polymer
located at (y = 0, z) can be obtained from the relation32

F (z) =
∫

dr1dr2

2
σ (r1)v(r1, r2)σ (r2), (66)

where the electrostatic Green’s function is given by Eq. (59),
and the linear charge density of the polymer is

σ (r′) = τδ(y ′)δ(z′ − z). (67)

The net energetic cost for bringing the polymer from the bulk
to the dielectric surface located at z = 0 is given by

�f (z) = 1

L
[F (z) − Fb], (68)

where L is the polymer length, and the total electrostatic
energy of the polymer in the bulk electrolyte reads Fb

= limz→∞limd→∞F(z). We note that within the DH theory,
the same energy density was derived in Ref. 32 in the form

�fDH (z) = �Bτ 2

2

∫ ∞

−∞

dky

pb

�be
−2pbz, (69)

where pb and �b are, respectively, given by Eqs. (35) and (36).
In the asymptotic limit of small polymer surface separations,
Eq. (69) was also shown to reduce to a simple logarithmic law,

�fDH (z) � �0�Bτ 2 ln(1/κbz). (70)
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Evaluating the integrals in Eq. (66) with the Green’s func-
tion Eq. (59) in the limit d → ∞ and the polymer charge dis-
tribution of Eq. (67), we obtain the free energy profile as

�f (z) = �Bτ 2 ln[κb/κ(z)] + �Bτ 2 �0

2

∫ ∞

−∞

dky

p(z)
e−2I (0,z).

(71)
We emphasize that since the WKB solution was derived in
Sec. III B for the case of a dielectric discontinuity where the
ion density vanishes at the interface, the relation (71) is valid
in the permittivity range εm < εw.

It is seen that Eq. (71) is composed of a local ionic solva-
tion part absent at the DH level, and a second term associated
with the dielectric jump at the interface. The solvation term
that depends logarithmically on the ionic density accounts for
the spatial variations of the ionic cloud density around the
charged polymer strand. Since the screening of the polymer
charge lowers its free energy, this contribution acts as an addi-
tional force pushing the polymer towards the bulk area where
the ionic density is maximum.

DH and SC free energy profiles of Eq. (69) and (71) are
illustrated in Fig. 4 for the membrane permittivity εm = 1, and
salt concentrations ρb = 0.01 and 0.1 M. We first notice that
the free energy barrier evaluated within the SC theory is sig-
nificantly larger than the prediction of the WC theory. Then,
one notices that in the close neighborhood of the interface,
the same barrier is characterized by a regime that is clearly
independent of the bulk salt concentration.

In order to elucidate these two points, we will evaluate
the asymptotic small z limit of Eq. (71) within the perturbative
approach explained in Appendix A. To this end, we inject into
Eq. (71) the screening function Eq. (52) evaluated at the first
order iterative level with the density profile Eq. (A5),

κ2
1 (z) = κ2

0 (z)

[
1 − q2

2
δv1(z)

]
, (72)

where we defined

κ2
0 (z) = κ2

b exp

(
−q2�B�0

4z
e−2κbz

)
, (73)

FIG. 4. Reduced polymer-interface free energy against the distance from the
dielectric surface for the membrane permittivity εm = 1, and salt concentra-
tions ρb = 0.01 (red curves) and 0.1 M (blue curves). The solid lines are from
the WKB theory and the dashed lines denote the prediction of the DH theory.
The black dashed lines mark for each curve the asymptotic small z behavior.

and expand the result in powers of δv1(z). At the leading order
O (δv1(z)), we get

�f (z) � �Bτ 2 ln[κb/κ0(z)] + �Bτ 2 �0

2

∫ ∞

−∞

dky

p0(z)
e−2I0(0,z)

+ �Bq2τ 2

4
δv1(z)

+ �0�Bq2τ 2

2

∫ ∞

0

dky

p0(z)

{
κ2

0 (z)

2p2
0(z)

δv1(z)

+
∫ z

0
dz′ κ

2
0 (z′)

p0(z′)
δv1(z′)

}
e−2I0(0,z), (74)

where the subscript 0 means that the screening function κ(z)
in the functions p(z) and I(0, z) should be replaced with κ0(z).
We will now derive from Eq. (74) the asymptotic limit of the
free energy close to the interface. If we note that the screening
function κ(z) is very small with respect to κb in the neighbor-
hood of the surface, we can assume that p0(z) =

√
k2 + κ2(z)

varies slowly close to the dielectric interface. One can thus
take the function p0(z) out of the integral in I0(0, z), and carry
out the integration over ky. Expanding the result up to the lin-
ear order in z, one obtains

�f (z) � �0(1 + �0)�2
Bτ 2q2

8z
+ �0�Bτ 2 ln(1/κbz)

−γ�0�Bτ 2 + q2

4
�2

Bτ 2κb

(
1 − 3

4
�2

0

)
, (75)

where γ � 0.5772 stands for the Euler’s constant. The asymp-
totic law (75) reported in Fig. 4 by dashed black lines is shown
to accurately reproduce the behavior of the numerically com-
puted free energy barriers close to the surface. We see in
Eq. (75) as well as in Fig. 4 that the logarithmic dependence of
the energy barrier on z predicted by the WC theory is actually
dominated by an unscreened algebraic decay. This algebraic
regime associated with the interfacial dielectric exclusion of
ions explains the salt free portion of the free energy barrier as
well as its strong amplitude observed in Fig. 4.

B. Charged interfaces

We apply in this part the perturbative SC scheme intro-
duced in Sec. III A to charged single interface systems in
contact with a symmetric electrolyte composed of monova-
lent ions q = 1. By comparing the theoretical predictions for
ion densities and the interfacial electrostatic potential profile
with MC simulation data, we will first investigate electrostatic
correlation effects at charged dielectric interfaces. The pertur-
bative SC approach presents itself as a useful computational
tool particularly in this case of a dielectrically discontinuous
system where the one-loop expansion is known to fail.30 We
will then expand in the limit εm = εw the perturbative solu-
tions of the SC equations (6) and (7) introduced in Sec. III A
at one-loop order, which will provide us with an analyti-
cal one-loop theory of asymmetrically partitioned symmetric
electrolyte solutions around charged planar interfaces.
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(a)

(b)

(c)

FIG. 5. (a) Electrostatic potential profile for ρb = 0.01 M, and counterion
(upper black curves) and coion (lower red curves) densities for ρb = 0.01 M
(b) and 0.1 M (c). The solid curves are the SC theory, the dashed lines denote
the MF result, and the squares are the MC simulation data from Ref. 38 with
ion diameter ai = 4.25 Å, εm = 1, and εw = 78.5.

1. Correlation effects at charged dielectric interfaces

We illustrate in Fig. 5(a) and 5(b) the prediction of the
MF theory and the second order perturbative solution of the
SC theory for the electrostatic potential and the ion densities
close to a charged interface with the surface charge σ s = 5.5
× 10−2 e nm−2, the bulk ion density ρb = 0.01 M, and the
dielectric permittivity values εm = 1 and εw = 78.5. Further-
more, Fig. 5(c) displays the local ion densities for the same di-
electric constants, but with a slightly stronger surface charge
σ s = 7.75 × 10−2 e nm−2 and a significantly higher salt con-
centration ρb = 0.1 M. We also reported for the three plots
the MC simulation data from Ref. 38 for ions of diameter ai

= 4.25 Å.

The first point to be noted in these plots is the good quan-
titative accuracy of the SC theory in predicting the electro-
static potential profile and the ion densities obtained from
MC simulations in the neighborhood of the charged dielec-
tric interface. This is particularly noticeable for the case ρb

= 0.1 M where the MF result exhibits a clear disagreement
with the simulation data. The deviation of the MF curves from
the MC data can be explained as follows. First of all, the
Eqs. (25) and (30) show that the ionic screening deficiency in-
duced by the dielectric exclusion at the interface gives rise
to a positive charge density excess, i.e., δσ s(z) < 0, which in
turn results in a negative correction ψ01(z) < 0 to the MF po-
tential, as can be seen in Fig. 5(a). Figures 5(b) and 5(c) show
that the underestimation of the strength of the electrostatic po-
tential by the MF theory is responsible for an underestimation
of the counterion attraction and the coion repulsion by the
surface charge for z > 2 Å. This means that in the presence
of a strong dielectric discontinuity between the solvent and
the weakly charged substrate, correlation effects amplify the
MF level charge separation. Moreover, because the MF the-
ory is unable to account for the charge-image repulsion that
dominates the ion-surface charge interaction for z < 2 Å, both
coion and counterion densities are overestimated by the MF
theory in the close neighborhood of the interface. However, it
will be shown in the next part that in the case εm = εw, this
picture is gradually reversed with increasing surface charge.

2. One-loop theory of asymmetrically
partitioned electrolytes

We present in this part the one-loop theory of asymmet-
rically distributed electrolytes around a charged surface that
will be shown to directly follow from the perturbative SC
scheme developed in Sec. III A. This one-loop calculation
that will allow an analytical investigation of electrostatic cor-
relation effects bridges a gap between the DH theory of ions
at neutral dielectric interfaces32 and the one-loop theory of
counterion liquids at charged interfaces.15

By rescaling first all lengths with the screening parame-
ter according to z̄ = κbz in Eqs. (21)–(27) and Eq. (50), and
expanding in the limit εm = εw the same equations in powers
of the electrostatic coupling parameter

� = �Bκb, (76)

one obtains the following series:

δv0(z̄) = �δ̄v0(z̄; s), (77)

δvnm(z̄) =
∑

i≥n+m+1

�iδ̄v
(i)
nm(z̄; s), (78)

ψnm(z̄) =
∑

i≥n+m

�iψ̄ (i)
nm(z̄; s), (79)

where the functions under the bar sign depend exclusively on
the dimensionless distance z̄ and the parameter s = κbμ. We
note that the choice of � as the coupling parameter of the sys-
tem is motivated by the fact that in the absence of a surface
charge where the MF potential vanishes, the quadratic part of
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the Hamiltonian (1) is proportional to �, whereas the rest is of
the order O(�2).30 Thus, � measures the strength of gaussian
level fluctuations around the MF theory. It is related to the pre-
viously defined electrostatic coupling parameter � = q2�B/μ
for systems with charged interfaces22, 23 as � = q2�/s. Fur-
thermore, it is clear that for εm �= εw, the self-energy δv0(z)
defined in Eq. (50) and appearing in the argument of the expo-
nentials in Eqs. (30) and (31) becomes singular at z = 0. Thus,
such a loop expansion is valid exclusively in the absence of a
dielectric discontinuity.30

Equations (77)–(79) show that the only potentials surviv-
ing at the one-loop level are the ion self-energy δv0(z), which
is purely of the order �, and the one-loop part of the correc-
tion ψ01(z) to the MF external potential ψ1l(z̄) ≡ �ψ̄

(1)
01 (z̄; s),

which in turn reads

ψ1l(z) = ρbq
4
∫ ∞

0
dz1ṽ0(z, z1, 0)δv0(z1) sinh[ϕ(z1)].

(80)
A simpler expression for this one-loop potential correction
will be given below. Furthermore, by expanding Eq. (32) up
to the order O(�), the one-loop density follows in the form

ρ1l
± (z̄) = ρbie

−Vw(z̄)∓ϕ(z̄)

[
1 − q2

2
δv0(z̄) ∓ ψ1l(z̄)

]
. (81)

Expanding now the differential equation (12) satisfied by the
fluctuating part of the external potential ψ(z̄) at the one-loop
order, one obtains

∂2ψ1l(z̄)

∂z̄2
− e−Vw(z̄) cosh [ϕ(z̄)] ψ1l(z̄)

= −q2

2
e−Vw(z̄)δv0(z̄) sinh [ϕ(z̄)] . (82)

The one-loop correction to the external potential was com-
puted in Ref. 34 by solving the equivalent of Eq. (82) for
the charged interface system of a symmetric salt distribu-
tion, which is formally equivalent to the calculation above
since we note that the inversion of Eq. (82) directly yields the
expression (80). Furthermore, by integrating Eq. (82) from
z = −∞ to z = +∞ and using the expression (80), one can
show as in Ref. 34 that the one-loop solution (80) automat-
ically satisfies the global electroneutrality condition, that is
q

∫ ∞
0 dz[ρ1l

+ (z) − ρ1l
− (z)] = σs . In other words, as stressed in

Ref. 15 for the case of the inhomogeneous counterion liquid
in contact with a charged interface, the total charge density
gets a vanishing contribution from the one-loop theory. More-
over, we note that the one-loop potential ϕ(z) + ψ1l(z) satis-
fies the Gauss law since one finds from Eq. (80) that the one-
loop correction has a vanishing derivative on the surface, i.e.,
ψ ′

1l(0
+) = 0.

We now note that performing the variable transformation
k → u = pb/κb in the integral of Eq. (50), the expression for
the ionic self-energy can be recast in a more manageable form

δv0(z̄) = �

∫ ∞

1

du

u2 − 1
{−csch2[z̄ − ln γc(s)]

+ �̄(u + coth[z̄ − ln γc(s)])2e−2z̄u}, (83)

FIG. 6. (a) Ionic self-energy renormalized by the coupling parameter �

against the reduced distance from the interface κbz for different values of
the parameter s. See text for details.

where we introduced the function

�̄ = 1 + (u − √
u2 − 1)s(su − √

s2 + 1)

1 + (u + √
u2 − 1)s(su + √

s2 + 1)
. (84)

In the regime of weak surface charges or high salt concen-
trations corresponding to a large value of s, the integral in
Eq. (83) can be analytically evaluated by expanding the inte-
grand in powers of 1/s. At the leading order, one finds

δv0(z̄) = δv0n(z̄) + s−2δv0c(z̄) + O(s−4), (85)

where the vanishing surface charge part was previously de-
rived in Ref. 25 in the form

δv0n(z̄)

�
= (1 + z̄)2

2z̄3
e−2z̄ − 1

z̄
K2(2z̄), (86)

and the surface charge contribution is now given by

δv0c(z̄)

�
= 2

(
1

z̄
− 1 − e−2z̄

)
K0(2z̄)

+ 2

z̄2

[
1 + z̄

(
z̄ − 1

2

)
(1 + e−2z̄)

]
K1(2z̄)

−
[
γ

2
+ 1

z̄
+ 3

2z̄2
+ 1

z̄3
+ 1

2
ln(4z̄)

]
e−2z̄

+ 1

2z̄2
e−4z̄ +

(
1 − 1

2
e2z̄

)
Ei(−4z̄). (87)

The above equations make use of the modified Bessel func-
tions of the second kind Kn(x) and the exponential integral
function Ei(x).39 The close form expression Eq. (85) is com-
pared for s = 2 with the integral form of Eq. (83) in Fig. 6.

First of all, we note that the potential given by Eq. (86)
originates from the ion deficiency in the membrane medium
z < 0, and it is known to bring a purely repulsive contribution
to the potential δv0(z̄).25 This repulsive part of the potential
marks the upper boundary of the self-energy curves in Fig. 6.
The second part δv0c(z̄) of Eq. (87) induced by the surface
charge is purely negative. As shown in Fig. 6, this term brings
in turn a net attractive contribution to the self-energy. In
the asymmetrically distributed salt system considered in the
present work, it will be shown that electrostatic correlation ef-
fects are mainly driven by the competition between these two
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opposite mechanisms. This competition will be thoroughly in-
vestigated below.

For small separations from the surface z̄ � 1, Eq. (85)
takes the asymptotic form

δv0(z̄)

�
� 1

3
+ z̄

8
[4γ − 3 + 4 ln(z̄)]

− 1

3s2

{
12 ln(2) − 7 − z̄

4
[5 + 12γ + 12 ln(z̄)]

}

+O(z̄2). (88)

Equation (88) shows that the potential δv0(z̄) exhibits a linear
decay with the distance z̄ close to the interface. We recognize
in the first term of this expression the energetic cost �Bκb/3
to drive an ion from the bulk to a neutral interface separat-
ing a membrane medium free of ions and a salt solution of
ionic strength κ2

b .25 Moreover, the contribution from the sur-
face charge is shown to lower this barrier at the interface by
the amount −(12ln 2 − 7)�/(3s2) � −0.44�B/(κbμ

2), and also
to give rise to a potential minimum located between the max-
imum counterion concentration at z̄ = 0 and the bulk region
z̄ = ∞. By comparing the magnitude of these two terms, one
finds that at the particular value μ−1 � κb, where the thickness
of the interfacial counterion layer μ becomes equal to the ra-
dius of the ionic cloud κ−1

b around a central charge in the bulk
area, the potential vanishes on the surface, δv0(0) = 0. Fur-
thermore, the self-energy profile δv0(z̄) remains purely attrac-
tive for higher surface charge values or lower bulk ion con-
centrations. This point is also illustrated in Fig. 6.

We note that one can also express the competition be-
tween the bulk and interfacial solvation effects in terms of the
density of the interfacial counterion layer c � 2π�Bσ 2

s
15 and

the bulk salt density as 4ρb < c. This inequality characterizes
the regime where the solvation of ions by the interfacial coun-
terion layer attracting them towards the surface overcomes
the strength of the interfacial salt screening loss driving the
charges far away from the interface. We finally note that the
parameter domain where the potential δv0(z̄) is negative can
be also rewritten in terms of the balance between the bulk ion
concentration and the surface charge as ρb < π�Bσ 2

s /2. It is
interesting to note that this inequality is independent of the
ion valency. For instance, for a dilute salt solution with con-
centration ρb = 0.01 M, this inequality becomes an equality
for the characteristic surface charge σ s = 7.5 × 10−2 e nm−2.

In the opposite regime of large separations from the sur-
face z̄ � 1, the potential Eq. (85) takes the asymptotic form

δv0(z̄)

�
� e−2z̄

2z̄

{
1 − s−2

[
7

4
+ γ z̄ + z̄ ln(4z̄)

]}

+O(e−4z̄). (89)

In the strict limit z̄ → ∞, the leading term of this asymptotic
law reads δv0(z̄)/� � −s−2 ln(z̄)e−2z̄/2. This shows that far
enough from the interface, the attractive surface charge con-
tribution will always dominate the repulsive solvation force
associated with the salt screening loss in the proximity of the
interface.

In the opposite small s (or the Gouy-Chapman) regime,
Eq. (83) yields

δv0(z̄)

�
= 1

2z̄
{e−2z̄ − [γ + ln(4z̄) − Ei(−4z̄)]z̄ csch2(z̄)}

+O(s). (90)

In Fig. 6, it is shown that the limiting law Eq. (90) is purely
negative. One also notices that this asymptotic limit marks
the lower boundary of the self-energy curves. For small sep-
arations from the surface z̄ � 1, the potential decays alge-
braically with increasing distance,

δv0(z̄)

�
� − 3

2z̄
+ 1 − z̄

9
+ O(z̄3), (91)

and for large separations z̄ � 1, it is screened exponentially,

δv0(z̄)

�
� −2[γ + ln(4z̄)]e−2z̄ + O(e−4z̄). (92)

The large distance asymptotic limit z̄ � 1 of Eq. (83) can
be computed for an arbitrary finite value of s in the form

δv0(z̄)

�
� 2γ 2

c (s)e−2z̄[e4z̄Ei(−4z̄) − ln(4z̄) − γ ]

+O(e−4z̄). (93)

This asymptotic law is reported in Fig. 6 for s = 1. Noting
that limx→∞exEi(−x) = −1/x, the strict large distance limit z̄

→ ∞ of Eq. (93) is obtained as δv0(z̄) � −2�γ 2
c (s)e−2z̄

ln(z̄), which is a purely negative function. One can verify that
this equality consistently recovers the leading terms of Eq.
(89) and Eq. (92) in the limits of large and small s, respec-
tively. The relation (93) confirms the conclusion that we pre-
viously reached for weak surface charges: in the presence of
an arbitrary finite surface charge and salt concentration, the
ionic self-energy will always posses an attractive branch far
enough from the interface.

We will now investigate the behavior of the one-loop cor-
rection to the external potential ψ1l(z̄) with respect to the
parameter s. Evaluating first the integral in Eq. (80) with
Eqs. (38), (47), and (50), one gets for the one-loop correction
to the external potential

ψ1l(z) = q2

4
�csch[z̄ − ln γc(s)]

∫ ∞

1

du

u2 − 1
F (z̄, u),

(94)
with the auxiliary function

F (z̄, u) = 2 + s2

s
√

1 + s2
− �̄

(
1

u
+ 2u + 2 + 3s2

s
√

1 + s2

)

+ �̄

u
e−2uz̄ + (�̄e−2uz̄ − 1) coth[z̄ − ln γc(s)].

(95)

We display in the main plot of Fig. 7 the potential pro-
file Eq. (94) for various values of s. One sees in this plot that
the behavior of the potential is mainly characterized by an
interpolation between two regimes where the function ψ1l(z̄)
changes its sign. In the first regime of large s (or weak sur-
face charges and high salt concentrations) characterized by a
positive energy barrier δv0(z̄) (see Fig. 6), the resulting in-
terfacial ion depletion responsible for a local ionic screening
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FIG. 7. (a) One-loop correction to the external potential Eq. (94) renormal-
ized by the coupling parameter � against the dimensionless distance κbz.
The dashed black lines denote the large distance asymptotic limit Eq. (97).
The inset displays the surface potential and the renormalization factor behind
Eq. (97) against the parameter s.

deficiency of the external potential increases the amplitude of
the negative mean-field potential ϕ(z̄). This regime is the rem-
iniscent of the behavior observed in the previous part for the
electrolyte system in contact with a dielectrically discontin-
uous wall (see Fig. 5(a)). Loosely speaking, in this regime,
the MF theory overestimates the screening of the external po-
tential. In the second regime of strong surface charges or di-
lute electrolytes corresponding to small values of s and an at-
tractive self-energy (see again Fig. 6), the compact counterion
layer formation at the interface is associated with a local ionic
screening excess with respect to the bulk solution. This means
that the MF theory underestimates the ionic screening in this
parameter range, which is corrected with a positive ψ1l(z̄).
The interpolation between both regimes will be quantitatively
studied below.

Expanding the function F (z̄, u) in Eq. (95) in inverse
powers of s and carrying out the integral in Eq. (94) at z̄ = 0,
the surface potential follows in the form of a series as

ψ1l(0) = q2

4
�{−0.227s−1 + 0.865s−3 − 0.645s−5

+ 0.539s−7 − 0.473s−9 + O(s−11)}. (96)

From the relation (96), one finds that the one-loop correction
to the surface potential vanishes at the value s � 1.75 and
remains negative for higher values of s. This is illustrated in
the inset and the main plot of Fig. 7. The function ψ1l(0) also
exhibits a minimum located at � 3.19 before decaying to zero
with increasing s.

For large distances from the charged interface z̄ � 1, the
one-loop correction to the external potential Eq. (94) takes the
simple asymptotic form

ψ1l(z̄) � q2

2
�γc(s)I(s)e−z̄, (97)

where we introduced the auxiliary function

I(s) =
∫ ∞

1

du

u2 − 1

{
2 + s2

s
√

1 + s2
− 1

− �̄

(
1

u
+ 2u + 2 + 3s2

s
√

1 + s2

)}
. (98)

The asymptotic form in Eq. (97) is displayed in Fig. 7 by
black dashed lines. The function behind the exponential in
this equation can be evaluated for large values of s as

γc(s)I(s) = −0.153s−1 + 0.743s−3 − 0.628s−5

+ 0.542s−7 + O(s−9). (99)

One finds that this function vanishes at the particular value
s � 2, that is, the one-loop correction to the external poten-
tial changes its sign with increasing s and becomes overall
negative at μ = 2κ−1

b , before reaching a minimum located at
s � 3.62. We note that interestingly, this sign reversal takes
place at the characteristic surface charge σs = √

ρb/(2π�B),
which is twice lower than the surface charge where the self-
energy δv0(z) changes its sign.

The deviations of the one-loop density from the MF den-
sity ρMF

± (z̄) = ρbe
−Vw(z̄)∓ϕ(z̄) can be expressed as

�ρ±(z̄) ≡ ρ±(z̄) − ρMF
± (z̄)

ρMF± (z̄)
= −q2

2
δv0(z̄) ∓ ψ1l(z̄).

(100)
We illustrate in the main plots of Fig. 8 the one-loop correc-
tion to ion densities renormalized by the coupling parameter �

for s = 0.75, 1.5, and 1000. The one-loop corrections δv0(z̄)
and ψ1l(z̄) are also shown in the inset of the same figures.
In the case s = 1000 corresponding to weak surface charges
where the amplitude of the potential ψ1l(z̄) remains vanish-
ingly small with respect to the repulsive self-energy δv0(z̄)
(see the inset of Fig. 8(a)), the repulsive solvation force in-
duced by the interfacial salt screening loss is the only effect
in play. Consequently, the one-loop correction lowers the MF
density of both coions and counterions.

In the case s = 1.5 of Fig. 8(b) corresponding to a
stronger surface charge or lower salt density where the
interfacial counterion layer becomes dense enough to give
rise to a strongly attractive branch of the self-energy poten-
tial δv0(z̄), correlation effects increase the MF density of both
types of ions. In this range of the parameter s where the po-
tential ψ1l(z̄) has a positive and a considerably large ampli-
tude, the main plot of Fig. 8(b) shows that interestingly, the
additional attraction induced by the ionic self-energy is am-
plified by the external potential correction for coions, whereas
the same attraction is partially cancelled for counterions. We
show in Fig. 8(c) that this effect is even stronger in the range
s � 1 where the amplitude of the potential ψ1l(z̄) becomes
comparable with the amplitude of the self-energy δv0(z̄). This
indicates that correlations attenuate in this parameter regime
charge separation in the interfacial region.

We also see in Fig. 8(c) that for s � 1, the contribution
from the one-loop correction to the external potential leads to
a reduction of the MF counterion density at large distances
from the interface. This peculiarity can be easily understood
by comparing Eq. (97) with the large z̄ asymptotic limit of
the ionic self-energy Eq. (93). One sees that the one-loop cor-
rection to the external potential ψ1l(z̄) is longer ranged than
the self-energy potential δv0(z̄). Thus, in the asymptotic limit
z̄ � 1, the former brings the main contribution to the one-
loop corrections for the MF density in Fig. 8(c).
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(a)

(b)

(c)

FIG. 8. One-loop correction to counterion (solid lines) and coion densities
(dashed lines) from Eq. (100) for (a) s = 1000, (b) s = 1.5, and (c) s = 0.75.
The inset displays the ionic self-energy and the one-loop correction to the
external potential for the same parameters.

Taking now into account the large distance asymptotic
limit z̄ � 1 of the MF potential Eq. (38) that can be writ-
ten as ϕ(z̄) � −4γc(s)e−z̄, the total one-loop external poten-
tial φ1l(z̄) ≡ ϕ(z̄) + ψ1l(z̄) reads for z̄ � 1,

φ1l(z̄) � −2

s
η(s)e−z̄, (101)

where we introduced a charge renormalization factor dressed
by electrostatic correlations in the form

η(s) = 2sγc(s)

[
1 − q2�

8
I(s)

]
. (102)

We illustrate in Fig. 9 the charge renormalization factor
Eq. (102) against the parameter s−1 ∝ σ s for different val-
ues of the coupling parameter �. The first point to be noted
in this plot is the intersection between the curves for differ-

FIG. 9. Charge renormalization factor against s−1 for several values of the
coupling parameter �.

ent values of � at s = 2 (see the inset). This point corre-
sponds to the parameter range where the asymptotic large z̄

limit of the one-loop correction to the external potential van-
ishes and all curves collapse onto the MF charge renormal-
ization factor. One also sees that for s > 2 (the left portion of
the intersection point), η(s) increases with �. This behavior
can be easily understood by noting that this parameter regime
was shown above to correspond to a weak interfacial ionic
screening deficiency resulting in a negative one-loop correc-
tion to the negative mean-field potential. Indeed, by taking
the vanishing surface charge limit of Eq. (102), one finds
lims→∞ η(s) = 1 + (1 − ln 2)q2�/8. In other words, electro-
static correlations yield a finite correction to the charge renor-
malization factor even in the limit of a vanishingly small fixed
charge distribution.

In the second regime s < 2 corresponding to stronger sur-
face charges, we notice in Fig. 9 that η(s) changes its trend and
starts to decrease with increasing coupling parameter �. This
effect can be also noted by evaluating the asymptotic limit of
the charge renormalization factor Eq. (102) for small s, which
reads

η(s) = 2s

[
1 − �

π − 4 ln(2s)

16

]
+ O

(
s2

)
. (103)

Indeed, it was shown above that this regime is characterized
by a compact counterion layer associated with an interfacial
screening excess and a positive one-loop correction to the
negative MF potential. This aspect explains the trend of the
charge renormalization factor for s < 2.

Furthermore, Eq. (103) shows that at the particular value
sc = exp

(
π
4 − 4

�

)
/2, the factor η(s) changes its sign and be-

comes negative, resulting in a sign reversal of the total one-
loop potential in Eq. (101), which becomes positive. This ef-
fect is illustrated in Fig. 9 for � = 1.5 and 2. The reversal of
the sign of the external potential above a characteristic surface
charge is a signature of the charge inversion phenomenon. We
note that this effect was also observed in Ref. 34 for the sym-
metrically distributed electrolyte system. However, we also
emphasize that the coupling parameter range where this ef-
fect takes place in Fig. 9 is beyond the validity of the one-
loop approximation. Indeed, we verified that in this electro-
static coupling regime, even the perturbative solution scheme
of the SC equations (6) and (7) introduced in Sec. III A does
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not converge. Furthermore, the MF counterion densities reach
in this charge density regime unrealistic values beyond the
close packing, an artefact known to originate from the absence
of ionic excluded volume effects in the model Hamiltonian of
Eq. (1).40 The inclusion of hard-core effects known to reduce
the interfacial counterion densities is also expected to shift the
charge reversal point to larger surface charges. Consequently,
it is clear to us that in Fig. 9, the curves with � > 1 have no
quantitative reliability for large values of s−1. That being said,
we believe that this result still presents some qualitative inter-
est since the effect observed in Fig. 9 might be the precursor
of the actual charge inversion phenomenon in asymmetrically
distributed salt systems. This point needs, however, to be ver-
ified by comparisons with MC simulations.

V. SUMMARY AND CONCLUSION

In this article, we investigated electrostatic correlation ef-
fects in symmetric electrolytes in contact with charged planar
interfaces separating the solvent region from a membrane area
free of ions. To this aim, we introduced in the first part of
the work two computational approaches to solve the electro-
static SC equations derived in Ref. 16 in the presence of di-
electric discontinuities where the one-loop theory fails. Then,
we compared in the second part the theoretical ion density
profiles obtained from these computation schemes with the
results of our MC simulation data in order to determine the
validity domain of the SC equations at neutral dielectric inter-
faces. It was shown that the DH theory that neglects the inter-
facial variations of the ionic screening exhibits a quantitative
accuracy up to the characteristic bulk density ρb � 0.01 M,
while the SC theory remains accurate up to ρb � 0.2 M, thus
improving the quantitative accuracy of the DH theory by one
order of magnitude in ionic strength. The deviations of the
SC results from MC simulation data at ρb � 0.2 M may be
either due to electrostatic correlation effects, or hard-core ef-
fects that become relevant in this concentration regime. This
point can be enlightened in a future work by solving the ex-
tended SC equations of Ref. 27 that account for the excluded
volume of ions.

Within the validity regime of SC equations, we also val-
idated the accuracy of a restricted variational scheme intro-
duced in Ref. 25 for slit nanopore systems. This observation
may explain the success of similar methods frequently used in
nanofiltration studies in order to predict experimental salt re-
jection rates.10–12 Furthermore, we computed within the WKB
formalism the interaction energy between a charged rigid
polymer and a neutral dielectric interface. We showed that due
to the interfacial ionic screening deficiency neglected in the
DH approximation, the energetic cost to bring a polymer from
the bulk to the proximity of the interface is characterized by
a different scaling law with the distance from the interface as
well as a significantly higher amplitude than the prediction of
the DH theory.32 This observation relevant for protein-surface
interactions could be verified with MC simulations.

In the third part of the article, we considered the case
of ions at charged interfaces. For ions in the proximity of a
weakly charged dielectric wall, we showed that the main cor-
relation effect is a strong interfacial salt exclusion resulting in

an ionic screening deficiency that increases the amplitude of
the negative MF external potential. The latter effect strength-
ens the counterion attraction and coion repulsion far away
from the interface. Thus, correlation effects in weakly charged
membrane nanopores are expected to amplify the charge sep-
aration phenomenon induced by Donnan exclusion. Compar-
ing the ion density and external potential profiles obtained
from the SC scheme with MC simulation data of Ref. 38, we
also showed that the SC theory is able to accurately handle
these correlation effects in a parameter regime where the MF
theory exhibits a significant deviation from the MC results.

The fourth part of the work dealt with electrostatic cor-
relation effects in dielectrically homogeneous systems at the
one-loop level. We first expanded the SC theory at one-loop
order and found that one-loop corrections in this system are
driven by the competition between the interfacial salt screen-
ing loss driving the ions towards the bulk area, and the coun-
terion screening excess induced by the interfacial counterion
layer attracting them to the interface. This competition can be
quantified in terms of the balance between the characteristic
thickness of the interfacial counterion layer μ and the radius
of the ionic cloud κ−1

b around a central charge in the bulk re-
gion. Namely, in the presence of a weak surface charge corre-
sponding to a diffuse counterion layer μ � κ−1

b , the surface-
repulsive salt screening effect is the dominant mechanism. In
this case, correlation effects result in a net interfacial exclu-
sion of both coions and counterions, and a weak negative cor-
rection to the MF potential.

Decreasing the bulk salt concentration or equivalently in-
creasing the surface charge to the range σs � √

2ρb/(π�B),
the thickness of the counterion layer μ becomes compara-
ble with the ionic cloud radius κ−1

b . As a result, the surface-
attractive counterion screening effect starts to set on and cor-
relation effects increase in this regime the MF density of both
types of ions. Moreover, due to the strong counterion excess
close to the surface, the one-loop external potential correc-
tion also acquires in this surface charge regime a positive and
large amplitude. Consequently, while a further increase of the
surface charge will result in a amplification of the MF coion
density in the whole half space z > 0 and the MF counterion
density close to the surface, the latter will be attenuated by
correlation effects outside the interfacial region.

It was also shown that if one reaches a high enough sur-
face charge value, the one-loop theory predicts charge inver-
sion for � � 1. However, as we stressed in the main text,
this result should be considered with caution. Indeed, this pa-
rameter regime stays well beyond the validity range of the
one-loop theory. Hence, comparison with MC simulations is
needed in order to verify whether this observation might be
the precursor of the actual charge inversion effect in asym-
metrically distributed salt systems.

The one-loop theory of asymmetrically partitioned elec-
trolytes presented in the final part of this work bridges a
gap between the DH theory of symmetric salts at neutral
interfaces32 and the one-loop theory of counterions in con-
tact with a charged surface.15 Furthermore, we note that the
theoretical concepts introduced in the present work can be
applied to more complicated geometries such as cylindri-
cal ion channels,26 or the charged Yukawa model studied in
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Ref. 27 in order to evaluate the importance of the ionic ex-
cluded volume on the correlation effects that we have inves-
tigated. We would also like to establish in a future work the
validity regime of the SC equations (6) and (7) with respect
to the surface charge by running extensive MC simulations of
ions in contact with charged interfaces. Finally, we note that
the perturbative SC scheme can also account for electrostatic
correlation effects in more complicated electrostatic systems
where the one-loop theory fails, such as polymer brushes at
charged dielectric interfaces or dielectric polyelectrolytes in
ionic solutions. We would like to treat these cases in future
works.
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APPENDIX A: PERTURBATIVE SOLUTION OF THE
CLOSURE EQUATIONS WITHIN WKB APPROACH

A perturbative solution to the closure equations (52)
and (64) was derived in Ref. 8 for simple interfaces in the case
εm = 0. We will rederive in this appendix this result obtained
for finite εm. The first step consists in writing the screening
function of Eq. (52) in the form

κ2
0 (z) = κ2

b [1 + δn0(z)], (A1)

where δn0(z) is a “small” perturbation of the screening
length induced by the image potential that we choose as the
screened image potential within the undistorted ionic atmo-
sphere approximation,10

δn0(z) = exp

(
−q2�B�0

4z
e−2κbz

)
− 1. (A2)

We note that this choice is motivated by the very weak depen-
dence of the image potential profile on the input image po-
tential, a good convergence property of the iterative computa-
tion scheme observed in the numerical solutions of the closure
equations (52) and (64). Furthermore, the naught in Eq. (A1)
denotes the input function at the zeroth order iterative level.
By injecting this function into the electrostatic potential (65)
and expanding in δn0(z), one gets after some algebra

δv(z) = �B�0

2z
e−2κbz + δv1(z), (A3)

with the correction to the WC image potential

δv1(z) = �Bκb

{
1 − exp

(
−q2�B�0

8z
e−2κbz

)}

− �B

2
κb�0δn0(z)e−2κbz

+ �B�0κ
2
b�(0, 2κbz)

∫ z

0
dz′z′ dδn0(z′)

dz′ , (A4)

where �(a, x) is the incomplete Gamma function.39 By in-
jecting now Eq. (A3) into Eq. (9), the ion density profile at
the first iterative level finally takes the form

ρ1(z)

ρb

= exp

(
−q2�B�0

4z
e−2κbz

) [
1 − q2

2
δv1(z)

]
. (A5)

We note that in the limit εm = 0, the expression (A5) reduces
to the one derived in Ref. 8.

APPENDIX B: THIRD ORDER PERTURBATIVE
SOLUTION OF SC EQUATIONS FOR NEUTRAL
INTERFACES

We will give in this appendix the third order perturbative
correction for the solution of the SC equation (7) for a vanish-
ing surface charge σ (z) = 0. Because this case corresponds
to a zero external potential, the components of the correc-
tion to the Green’s function δvnm with m > 0 vanish. As in
the computation of the second order calculation presented in
Sec. III A, the analytical task consists in injecting into
Eq. (17) the expansion of the Green’s function (19) and keep-
ing only the terms up to λ3

v . One obtains, in addition to the
first and second order corrective terms in Eqs. (21) and (23),
the third order correction in the form

δv30(z) = −q4

4
ρb

∫
dz1n0(z1)

[
q2δv2

10(z1) − 4δv20(z1)
]

× I2(r, r′, z1)e−Vw(z1)

−2q6ρ2
b

∫
dz1dz2n0(z1)δv10(z1)δn0(z2)

× [I3(r, r′, z1, z2) + I3(r′, r, z1, z2)]

× e−Vw(z2)]

−8q6ρ3
b

∫
dz1dz2dz3δn0(z1)δn0(z2)δn0(z3)

× I4(r, r′, z1, z2, z3), (B1)

where we defined the new function

I4(r, r′, z1, z2, z3) =
∫

d2k
4π2

eik·(r‖−r′
‖)ṽ0(z, z1, k)

× ṽ0(z1, z2, k)ṽ0(z2, z3, k)

× ṽ0(z3, z
′, k). (B2)

Finally, at the third order perturbative level, the ion density
Eq. (9) reads

ρ(z)/ρ(0)(z) = 1 − λv

q2

2
δv10(z)

+ λ2
v

q2

8

[
δv2

10(z) − 4δv20(z)
]

− λ3
v

q2

48

[
q4δv3

10(z) − 12q2δv10(z)δv20(z)

+ 24δv30(z)
]
. (B3)
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APPENDIX C: MONTE CARLO SIMULATIONS

We present in this appendix the details of the canoni-
cal MC simulations. During the simulations, the total parti-
cle number was fixed at Np = 4096, with the corresponding
particle density ρ̄MC = Np/(lx ly lz) = ρb, the size of the sim-
ulation box lx = ly = (Np/1.5ρb)1/3 and lz = 1.5lx, and impen-
etrable walls located at z = 0 and z = lz. Periodic boundary
conditions in the x and y directions were used. The value of
lz that we considered was large enough so that the box geom-
etry was equivalent to the actual single interface geometry in
consideration.

The average acceptance rate during the simulations was
kept between 0.30 and 0.50. For each set of parameters, the
system was first initialized with a random configuration and
equilibrated over 2 50 000 Monte Carlo steps. After equilibra-
tion, the density profiles were obtained according to

ρ(z) = 1

dz

1

lx ly

〈 ∑
{z≤zi<z+dz}i

1

〉
, (C1)

where zi is the coordinate of the particle i along z axis, dz

= ρ
−1/3
b /800 the width of a transversal bin, and 〈 · 〉 denotes

the ensemble average. For all cases, the average was obtained
from 5 00 000 measurements (for Np = 512 or 2 50 000 for
Np = 4096 or between 10 000 and 20 000 for Np = 16 384),
and measurements were taken at 100 Monte Carlo steps in-
terval for each run. One MC step comprised of Np trials to
move a particle. At each trial, a particle was randomly cho-
sen and a new position was obtained by a random jump in
all directions. In the case of any overlap with the other par-
ticles, the trial move was automatically rejected, otherwise
the new position was accepted with a probability min {1, exp
− �E/(kBT)}, where �E is the energy difference between the
new and old configurations. Furthermore, the electrostatic in-
teractions were considered within the usual image charge con-
vention, that is, the interaction potential between the ions and
the polarization charges were modeled with the inhomoge-
neous two-body Coulomb operator.32

The MC simulations were run on nvidia graphical pro-
cessing units (GPU) using CUDA algorithm.41 In the simula-
tions, all the relevant variables were set to reside in the GPU
RAM memory. By dividing the work in small independent
parts that are all executed in parallel, the GPU can provide up
to two orders of magnitude improvement in performance. In
our system, we divided the calculation of the energy differ-
ence between the present and the trial configuration in small
tasks. For each trial move, 2Np threads were used for calculat-
ing the individual particle-particle interactions, followed by a
sum-reduction to obtain the total energy difference between
the present and the new configuration. Finally, only 1 thread

was checking the acceptance conditions and making the nec-
essary updates. Even if some parts of the MC algorithm were
not able to fully utilize the GPU, we were able to obtain a
speed-up larger than 100 times.
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