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Modeling self-organization of thin strained metallic overlayers from atomic to micron scales
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A computational study of the self-organization of heteroepitaxial ultrathin metal films is presented. By means
of a continuum complex field model, the relationship of the equilibrium surface patterns of the film to the
adsorbate-substrate adhesion energy, as well as to the mismatch between the adsorbate and the substrate bulk
lattice parameters, are obtained in both the tensile and the compressive regimes. Our approach captures pattern
periodicities over large length scales, up to several hundreds of nm, retaining atomistic resolution. Thus, the results
can be directly compared with experimental data, in particular for systems such as Cu/Ru(0001) and Ag/Cu(111).
Three nontrivial, stable superstructures for the overlayer, namely, stripe, honeycomb, and triangular, are identified
that closely resemble those observed experimentally. Simulations in nonequilibrium conditions are performed as
well to identify metastable structural configurations and the dynamics of ordering of the overlayer.

DOI: 10.1103/PhysRevB.88.075423 PACS number(s): 68.55.−a, 81.10.Aj, 68.35.bd

I. INTRODUCTION

Ultrathin metal films have been the object of intense investi-
gation for many years as the interaction of the substrate with the
film often leads to complex, self-organizing spatial patterns.
Most importantly, the structural order of the film influences
the magnetic, transport, catalytic, and electronic properties of
the films. The understanding of structure-property relations in
metal surfaces and the control of pattern formation is thus a
key technological issue in modern nanoscience. In most cases,
the growth mode of a metal film on top of a metal substrate
is driven by a subtle interplay of adhesion energy and strain
energy, the latter deriving from the different lattice parameters,
or even bulk structure, of the two metals.

In heteroepitaxial systems, a mismatch is naturally present
between the lattice spacing of the adsorbate and that of the
substrate. This mismatch often leads to nontrivial surface
patterning, which is typically self-organizing as driven by
strain. For example, for the case of compact (111) surfaces,
in absence of any alloying mechanisms, interesting regular
patterns have been observed for the cases of Cu, Ni, or Co
deposited on the compact surface of Ru,1–3 and similarly those
of Ni on Rh(111), Co on Pd(111), and Cu on Pd(111).4–6 In
all these cases, the thin film has a smaller lattice parameter
than the substrate, namely, it experiences some tensile strain.
But, a similar behavior is also shown in the compressive case,
e.g., for Ag overlayers deposited on Cu(111) (Refs. 7–13) or
on Ni(111).14 Once a patterned metal surface is formed, this
can in turn be exploited to control the growth of reactants,15

the nucleation, and growth of graphene on metal films,16–20 the
self-organization of two-dimensional (2D) vacancy islands at
a heterogeneous metal interface,21,22 just to mention a few
examples.

From a modeling point of view, different methodologies
ranging from first-principles calculations to continuum models
can shed light on the different processes involved. The main
constraint to predicting the overlayer structure, based on the
knowledge of the substrate and of the strain and adhesion

energy of the adsorbate material, is the presence of multiple
length scales involved in the phenomena. Metal surface
patterning can indeed be characterized by periodicities of
several nanometers in length. Any atomistic approach, for
example, dealing with the modeling of an adsorbate at 1-ML
coverage, would have to handle a system of at least 10 000
atoms to be able to predict, with no a priori knowledge of
the low-energy superstructure, the correct patterning behavior.
Classical potentials coupled to Monte Carlo and molecular
dynamics (MD) simulations have been used to explore surfaces
at their ground state and in metastable configurations23,24 and
to study basic diffusion and relaxation processes, but often
this has been done relying on some previous knowledge of the
emerging surface pattern.8

More recently, metal surface patterning has been examined
using the phase-field-crystal (PFC) model.25–27 In this method,
the local free energy of the system is expressed as a functional
of a field related to the local atomic density. The free
energy depends on a number of phenomenological parameters,
including the elastic moduli of the material to be mimicked.
The free energy is relaxed in a dissipative way, leading to the
identification of ground-state and metastable configurations.
Here, the typical time scales associated with free-energy
relaxation on a metal surface are orders of magnitude larger
than those accessible by MD simulations. Nevertheless, use
of PFC and MD methods is limited by the need to resolve
spatial details on the Å scale and can not be used to explore
the sections of metallic surface that can be routinely probed in
modern experiments.

To overcome the spatial limitation of the standard PFC, we
will use a powerful extension of the PFC methodology through
the so-called amplitude expansion of the density field.28–32

This methodology allows the study of 2D films adsorbed on
a rigid substrate with spatial dimensions of several hundred
nanometers, yet it retains atomistic resolution. We recently
adopted this approach33 to study the ground and metastable
states of heteroepitaxial ultrathin films, where the film lattice
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constant was smaller than that of the substrate (tensile
mismatch). Here, we extend our calculations to include the
compressive case, where the lattice constant ratio is reversed.
We make predictions for the ground-state configurations of
systems with different mismatches and compare them to
experimental results, finding excellent agreement in both
the tensile and the compressive regimes. In addition to the
prediction of the ground-state configurations, we examine
metastable states and kinetic trapping effects by means of
nonequilibrium simulations.

The paper is organized as follows. In Sec. II, we explain
how the PFC model is extended to the present case of strained
overlayers. In Sec. III, the main results of the work are
presented. In more detail, Sec. III A discusses the limits
of very low substrate-overlayer coupling (incommensurate
phase) and very large coupling (commensurate phase). Section
III B describes the equilibrium structures of the overlayers as
predicted by the model, for both the compressive and tensile
mismatch cases, at intermediate coupling strengths, while Sec.
III C examines the effect of an asymmetry in fcc and hcp
ordering. In Secs. III D and III E, nonequilibrium simulations
are presented to examine metastable states and the ordering
dynamics. A comparison of the results with experiments is dis-
cussed in Sec. III F. Finally, a discussion of the results and the
conclusions that can be drawn from them are given in Sec. IV.

II. MODEL

To model the ordering of an atomic layer, an amplitude
expansion of the phase-field-crystal model in two dimensions
is employed here. Modeling the system in two dimensions does
not allow for out-of-plane strains which could play a role for
thick films, but is a reasonable approximation for the ultrathin
metallic films considered here. The PFC model can be written
in dimensionless form as

∂n

∂t
= ∇2 δF

δn
, (1)

where F is the free-energy functional which can be written
as34–36

F
kBT Wρ̄

=
∫

d�r
[
�B

2
n2 + Bx

2
n(1 + ∇2)2n − t

3
n3

+ v

4
n4 + V n

]
. (2)

The quantity ρ̄ is the average number density, and n is related
to the dimensionless atomic-number density difference,37,38

kB is Boltzmann’s constant, T is temperature, and W is the
volume. On the right-hand side of Eq. (2), �B is proportional
to a temperature difference, Bx is proportional to the elastic
moduli, and the parameters t and v control the magnitude of
the amplitude fluctuations. In principle, the field n is related
to the atomic-number density ρ and its average ρ̄ through the
equation n ≡ (ρ − ρ̄)/ρ̄. A more detailed explanation of the
physical meaning of the parameters �B, Bx , t , and v can
be found in Refs. 37 and 38. For the numerics conducted
in this work, the parameters were set to (�B,Bx,t,v) =
(0.02,0.98, 1

2 , 1
3 ).

In order to adapt the standard PFC formalism to the study of
metal overlayers, the free-energy expression is modified by the

addition of a term coupling the overlayer to the underlying sub-
strate, represented by a pinning potential V (x,y). In our model,
the (111) or (0001) surface of the substrate (an fcc or hcp metal,
respectively) is approximated by a rigid pinning dimensionless
potential V = U/kBT . The potential V will be set to

V = V0

⎛
⎝ 3∑

j=1

(1 + iγ )ei �Gs
j ·�r + c.c.

⎞
⎠ , (3)

where c.c. is the complex conjugate, and �Gs
1 = −qs(

√
3x̂/2 +

ŷ/2), �Gs
2 = qsŷ, and �Gs

3 = qs(
√

3x̂/2 − ŷ/2) are the three
reciprocal lattice vectors needed to reconstruct the potential
of the (111) surface of the substrate, where qs = 2π/as , with as

the lattice constant of the substrate. If V0 is positive and γ = 0,
the maxima of the potential are placed on a triangular lattice
mimicking the presence of the substrate atoms. The minima
(adsorption sites) are ordered on a honeycomb lattice, contain-
ing two triangular sublattices. On real compact surfaces, these
sublattices correspond to the adsorption with fcc or hcp stack-
ing. When γ = 0, the fcc and hcp minima are degenerate. This
is a reasonable approximation since for many metal-on-metal
systems, the difference between the adsorption energy on fcc
and hcp sites is negligible, of the order of a few meV per atom.
Nevertheless, a difference between the adsorption energy of
hcp and fcc sites can be easily introduced in the model by
changing the value of γ which gives a phase shift in the poten-
tial such that fcc (or hcp) sites become more or less favorable.
The influence of γ �= 0 is indeed examined in Sec. III C.

The atomic ordering of the overlayer is represented in the
standard PFC model by the dimensionless field n, which is
uniform in the liquid state and periodic in the solid phase, i.e., it
mimics the symmetry of a given crystalline state. This periodic
variation limits the applicability of the model, as the grid
spacing must be less than the atomic spacing in order to resolve
atom positions in real space. To overcome this difficulty, an
amplitude expansion was developed by Goldenfeld et al.28–32

In this formulation, the density is expanded around the basis
set as the substrate, i.e.,

n =
∑

ηje
i �Gs

j ·�r + c.c., (4)

where ηj is a complex amplitude that varies on length scales
much larger than 2π/| �Gs

j |, the film is such that �Gs
j = α �Gf

j

and the mismatch between the substrate (lattice constant as)
and film (af ) is then ε ≡ (as − af )/as = (1 − α).

This approach has been used to describe commensurate-
incommensurate transitions,34,39 sliding friction,40,41 and the
ordering of ultrathin binary films.35,36 All lengths are scaled
such that the fundamental length scale is af /2π and the
amplitude of the coupling potential V0 is also written in
dimensionless form, whose relevance to experimental systems
will be discussed in the following. The resulting equation of
motion for the amplitudes, as done by Goldenfeld et al.28,29

and others,30–32 is
∂ηj

∂t
≈ −δFη

δη∗
j

= −[
�B + BxG2

j + 3v(A2 − |ηj |2)
]
ηj

+ 2t
∏
i �=j

η∗
i − V0(1 + iγ ), (5)
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where Gj = ∇2 + 2iα �Gf

j · �∇ + 1 − α2, A2 ≡ 2
∑ |ηj |2, and

Fη is the dimensionless free-energy functional:

Fη =
∫

d�r
[

�B

2
A2 + 3v

4
A4 − 2t

(
3∏

j=1

ηj + c.c.

)

+
3∑

j=1

(
Bx |Gj ηj |2 − 3v

2
|ηj |4

)

+V0

(∑
j

(1 + iγ )ηj + c.c.

)]
. (6)

III. RESULTS

In the following sections, the equilibrium and transient
patterns predicted by Eqs. (5) and (6) are presented. As
discussed in the Introduction, it is a good approximation in
many systems that the fcc and hcp sites have equal energy and
consequently the results are given mainly for γ = 0. Only in
Sec. III C is the influence of a nonzero γ discussed; in all other
sections, γ = 0.

A. Commensurate and incommensurate phases

In this section, the states that minimize the free-energy
functional [i.e., Eq. (6)] are presented as a function of the
coupling strength V0 and misfit strain ε. When the coupling
strength is very low (i.e., the ratio V0/ε

2 → 0), the overlayer
floats above the substrate in an incommensurate state. The
energy of this state can be calculated by substituting ηj =
φ exp(iε �Qf

j · �r) into Eq. (6) and minimizing with respect to φ.
This gives, for γ = 0,

F i
η = 3�Bφ2

i − 4tφ3
i + 45v

2
φ4

i , (7)

where φi is the value of φ that minimizes F i
η and is given by

φi = t + √
t2 − 15v�B

15v
. (8)

At high V0/ε
2, the adsorbate occupies the commensurate

lattice sites, namely, a triangular sublattice either on the fcc or
the hcp adsorption sites. This state is represented by ηj = φeiθ ,
where θ = ±2π/3 is a phase shift that represents a shift to one
of the two equivalent sublattices. Substitution into F gives

F c
η = −3φcV0 + 3[�B + 4Bxε2(1 − ε/2)2]φ2

c

− 4tφ3
c + 45v

2
φ4

c . (9)

The value of φc is obtained by solving dF c
η/dφc = 0, which is

a cubic equation that can be solved analytically although the
expression is somewhat lengthy. For the parameters used in
the work, it turns out φc ≈ φi , and in this limit

F c
η − F i

η ≈ −3V0φ + 12Bxε2φ2 (10)

(where we have also assumed |ε| 
 1). This simple ap-
proximation clearly illustrates the main difference between
the commensurate and incommensurate states. The energy
in the commensurate state is lowered due to the pinning

potential (i.e., −3V0φ), but increased due to the elastic energy
contribution (i.e., 12Bxεφ2). In the absence of other minimum
energy configurations, the transition from incommensurate
to commensurate states should occur roughly when V ∗

0 =
4Bxφε2. Of course, this transition is never observed due to
the presence of other lower-energy configurations.

When a completely incommensurate layer is superimposed
on the substrate, a honeycomb Moire pattern emerges that has
a periodicity that is related to the different length scales of the
layer and substrate. This periodicity is given by

LM = 2π/
(∣∣ �Gf

j

∣∣ − ∣∣ �Gs
j

∣∣) = 2π/ε. (11)

Converting back to actual lengths, L̃M = af /ε. Naturally, this
length will play a role in the patterns that emerge in-between
completely commensurate and incommensurate states.

B. Equilibrium structures at intermediate couplings

In order to construct an equilibrium phase diagram of all
the ground-state surface structures, we performed numerical
calculations by varying the coupling with the substrate and
the mismatch, both in the tensile (af < as) and compressive
(af > as) regimes. Our simulations started either from random
configurations in which the overlayer atoms (or density
peaks in the phase-field picture) occupy random positions
on the substrate plane, or from configurations obtained from
nonequilibrium runs (see Sec. III D). In order to locate the
lowest free-energy states of our overlayers, the free energy was
minimized by discretization of Eq. (5) using Euler’s method
for the time difference and the discrete Laplacian introduced
by Oono and Puri.42 The time step �t was set to 0.5 and the
grid size to 2.0 (corresponding to af /π in real units). In order
to get to stable low-energy structures, typical relaxation times
range from tens of thousands up to one million time units.

The stripe and honeycomb phases. Figure 1 shows the phase
diagram of the overlayer, in both the compressive (left) and
tensile (right) regimes. For small mismatches, namely ε2 < 30,
the phase diagram is dominated by two phases that we call the
stripe and honeycomb phases. For larger mismatches, a third
phase, called the triangular phase, emerges at intermediate
couplings.

Let us focus at first on the stripe and honeycomb phases.
In the stripe superstructure, the surface atoms periodically
shift from fcc to hcp sites relieving strain at the domain walls
separating the two states. In the honeycomb superstructure,
the atoms alternate between fcc and hcp domains that form a
honeycomb pattern. Sample configurations are shown in Fig. 2.

From the phase diagram shown in Fig. 1 it is clear that,
at a fixed mismatch value, the value of V0 determines the
stabilization of different phases. For low coupling values,
the honeycomb phase is stabilized. As V0 increases, the
stripe phase becomes more stable and eventually the overlayer
adopts the substrate epitaxy in the commensurate phase. We
define V hs

0 as the coupling strength of the honeycomb to
stripe transition, and V sc

0 as that of the stripe to commensurate
transition. Both are roughly quadratic in ε, as might be
expected since the gain in elastic energy is proportional
to ε2 and the loss in adsorption energy is proportional
to V0.
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FIG. 1. (Color online) Phase diagram of the overlayer structures,
as varying the coupling with the substrate V0 (y axis) and the mismatch
ε (x axis). The compressive case corresponds to negative ε, on the
left, while the tensile case to positive ε, on the right. The upper
dashed line corresponds to the sine-Gordon prediction of the stripe-
commensurate transition and the lower dashed line corresponds to V ∗

0 ,
the potential at which the commensurate and floating incommensurate
states have the same energy (see text for details).

The transition from a commensurate state to a stripe phase
can be estimated by making a simplifying assumption that the
phase of the ηj ’s act coherently and the amplitude of the ηj ’s
is constant, i.e., assuming that ηj = φeiθj , where φ is constant

FIG. 2. (Color online) Snapshots of the equilibrium overlayer
structures obtained for an overlayer on a (111) surface for a tensile
strain of ε = 5.8%. fcc domains are blue, hcp domains are red, and
domain walls are green. Both (a) and (b) are honeycomb patterns at
V0 = 0.00017 and 0.0001, respectively. Panel (c) is a stripe phase
at V0 = 0.01 and (d) is a reconstruction of the atomic density for
the region enclosed by the white square in (c). The system sizes in
(a), (b), (c), and (d) are 71 × 71, 61.6 × 61.6, 146.1 × 146.1, and
36.5 × 36.5 lattice constants, respectively.

FIG. 3. (Color online) Schematic representation of the vector δ

that links the fcc (blue) and hcp (red) sites.

and θj ≈ θj (−∞) + 2
3

�Gj · �δ 
, where �δ is a unit vector that
points from an hcp site to a fcc site as shown in Fig. 3.

Substituting these approximations into the free energy gives

Fφ ≈
∫

d�r
[
K

2

(
∂


∂x
− β

)2

− V0φ

2
cos(
)

]
, (12)

where K ≡ 5α2φ2Bx/3, β ≡ 9(1 − α2)/(5
√

3α), and the
last term was obtained with the following approximation:
− cos(
/3) − √

3 sin(
/3) − cos(2
/3)/2 + √
3 sin(2
/3)/

2 ≈ −5/4 − cos(
)/4 for 0 < φ < 2π . All terms not
containing 
 have been dropped. While this form contains
several approximations, it is conveniently written in a
sine-Gordon form that can be solved exactly. The solution for
the critical value of V0 at the transition between commensurate
and stripe states is then43

V sc
0 = 9π2(1 − α2)2Bxφ/20 ≈ [9π2Bxφ/5]ε2, (13)

while the final approximation is valid for small ε. It should be
noted [from Eq. (9)] that the value of φ that minimizes Fc

η is a
function of V0 and thus Eq. (13) should be solved iteratively.
As can be seen in Fig. 1, the prediction for V sc

0 compares very
well with the full solution in the small-ε limit. It is not entirely
unexpected that the sine-Gordon prediction breaks down at
large ε since the domain-wall width decreases as ε increases
and eventually the discrete nature of the lattice (still embedded
in the amplitude expansion used here) begins to play a role. It
is also likely that at high strains (and corresponding larger V sc

0
values) that the approximation that φ is constant will break
down. Unfortunately, the transition from the stripe phase to
the ordered honeycomb superlattice is more difficult to predict
due to the complex behavior of the amplitudes.

V0 also affects the periodicity of the pattern within each
phase region. In the top panel of Fig. 4, these periodicities
are shown as a function of coupling strength at ε = 5.5%
[appropriate for Cu/Ru(0001), in the tensile regime] and
ε = −5.8% [appropriate for Ru/Cu(111), in the compressive
regime]. As expected, the periodicity of the honeycomb pattern
starts at LM and then increases as V0 increases in order to
increase the size of the commensurate regions.

The periodicity of the stripe phase increases with V0 and
diverges at the transition to a commensurate state (V sc

0 ). This
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FIG. 4. (Color online) Top: Equilibrium wavelengths of the
honeycomb (yellow), stripe (black), and triangular (blue) phases as
a function of coupling strength. The data plotted on the graph refer
to mismatch ε = 5.5% (tensile) and ε = −5.8% (compressive). For
these mismatch values, the triangular phase occupies a small portion
of the phase diagram, in-between the honeycomb and stripe phases.
At lower mismatch values, no triangular phase is expected. Bottom:
The period of the stripe superstructure Ls is shown as a function of
V0 for various tensile strains.

transition is marked by a divergence in the stripe wavelength
Ls as the transition is approached from below. More precisely,
close to the transition,

Ls ≈ λ ln
(
�V̄0

) + C, (14)

where �V̄0 ≡ (V cs
0 − V0)/V sc

0 , λ is a characteristic length
scale proportional to the domain-wall thickness, and C is a con-
stant. In this model, it can be shown that λ ∝ √

K/(V sc
0 φ/2) ∝√

φ/V sc
0 (1 − ε). Confirmation of these predictions are shown

in the bottom graph of Fig. 4.
The triangular phase. A third phase can be stabilized at

large mismatches, and we call it the triangular phase. This
phase appears as more relevant in the compressive regime
(see Fig. 1), and was not included in our previous paper33

where we limited our analysis to the tensile regime. A snapshot
of the triangular phase is shown in Fig. 5, as obtained from
the minimization of an overlayer with a −5.8% compressive
mismatch [Ru/Cu(111)] at the coupling potential V0 = 0.0024.

FIG. 5. (Color online) Snapshot of the triangular overlayer
structure. Left: fcc domains are blue, hcp domains are red, and domain
walls are green. Center: energy density plot. Brighter areas correspond
to higher-energy regions. Dislocations appear as white spots. Right:
atomic density reconstruction of the small white square region shown
in the left panel. Four dislocations are visible in this image. The
system size on the left and center panels is 92 × 92 lattice constants.

At variance with the stripe and honeycomb phases, the
triangular phase is stabilized via the formation of a regular
network of dislocations (see Fig. 5, center and right panels).
This result is also consistent with observations of the “short
period herringbone” structure observed in recent simulations
of the full phase-field-crystal model with substrate coupling
by Muralidharan et al.36

C. Influence of finite γ

The value of γ determines which of the fcc or hcp ordering
sites has the lower energy, such that for positive γ the potential
at the fcc sites is lower as shown in Fig. 6. In this plot, the values
on the y axis are chosen such that realistic fcc/hcp/bridge site
differences for the γ = 0.03 case, corresponding to the flat
Cu(111) surface are obtained. Not surprisingly, it was found
that increasing γ tends to decreases the width of the hcp side
of the stripe and increase the fcc side as shown in Fig. 7.
Although the energy decreases as γ increases, the transition to

FIG. 6. (Color online) Potential profiles demonstrating the influ-
ence of γ . In this figure the profile of the pinning potential on a
line that goes through both minima and two maxima for γ = 0.0
(blue solid line), γ = 0.03 (green dashed line), and γ = 0.10 (red
dashed-dotted line) are shown. The fcc site is the left minimum,
hcp site is the right minimum, and bridge site is the local maximum
between these minima.
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FIG. 7. (Color online) The influence of γ on the stripe phase. The
figure shows the equilibrium stripe wavelength Ls as a function of
γ for a case with α = 1.058 and V0 = 0.003, separately for stripes
having fcc (blue line) and hcp (red line) lattice ordering. The fcc
stripes grow and diverge at some critical value of γ = γ sc while the
hcp stripes shrink but remain finite with increasing γ .

the commensurate phase occurs at lower values of V0, as the
free energy of the commensurate phase decreases even faster.
Thus, for each sufficiently large value of ε and V0, there is
a critical value γ = γ sc, where the wavelength of fcc stripes
diverges and transition to the commensurate phase occurs.

D. Nonequilibrium patterns

Experimentally, atoms are deposited on the film over a
finite time period to obtain the appropriate coverage and then
annealed at a given temperature for some time. As discussed

in the next section, decreasing the parameter V0 is similar to
increasing the number of layers. Thus, to mimic the deposition
and annealing process, simulations were conducted starting at
a relatively large V0, i.e., in the commensurate region, and
then V0 was decreased linearly in time until a specified value
was reached and then the system was relaxed for some time.
Depending on the rate of variation of V0, kinetic trapping
is expected to play a role on the pattern formation. This is
indeed the case, as shown in Fig. 8 for the case of compressive
mismatch (the tensile mismatch case was discussed in our
previous paper33). The process started at V0 = 1.6 × 10−3

from a random configuration that was relaxed at fixed V0 for
a few million steps until it contained large patches of fcc and
hcp stacking, separated by domain walls that followed the
symmetry directions of the substrate [Fig. 8(a) snapshot]. In
this area of the phase diagram, V0 was then reduced at the rate
of 2 × 10−9 per unit time. The stripe phase started to form, but
due to kinetic trapping the system did not manage to achieve
an ordered stripe phase [Fig. 8(b) snapshot] until V0 was near
the lower limit of the stripe region of the phase diagram. As the
phase diagram in this region is more sensitive to the variations
of V0, we decreased the rate of variation of V0 to 1 × 10−9 per
unit time. Nevertheless, the triangular phase was bypassed by
the stabilization of the stripe phase [Fig. 8(c) snapshot] and the
system finally converged to the honeycomb, incommensurate
phase [Figs. 8(d) and 8(e) snapshots].

To highlight the kinetic trapping effects, V0 was decreased
further until it reached zero and then increased at a rate of
1 × 10−9 until it reached a value of 4.4 × 10−3, i.e., the same
value as in configuration 8(b). The resulting configuration is
shown in Fig. 8(f) and is completely different than that obtained
by decreasing V0 from a large value. While this situation would
be difficult to mimic in experiments (i.e., it would require

FIG. 8. (Color online) Snapshots from the nonequilibrium simulations in the compressive case, with ε = −5.8% (see text for details). The
snapshots (a)–(f) correspond to V0 = 15.6 × 10−3, 4.4 × 10−3, 2.0 × 10−3, 0.9 × 10−3, 0.5 × 10−3, and 4.4 × 10−3, respectively. Colors are
as in Fig. 2. The size of each panel is 652 × 652 lattice constants, which corresponds to 0.166 μm × 0.166 μm for Ru/Cu(111).
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FIG. 9. Domain area as a function of time for ε = 5.5%. In
this figure, the domain area is plotted as a function of time for
different values of V0. For each value of V0, the shape of the
domain is illustrated when the area of the domain is ≈ 6000a2

Cu,
where a is the atomic spacing of the substrate. The slope (A)
of the curves in the linear regime is shown in the inset. From
left to right, the lines and sample domains correspond to V0 =
0.04, 0.03, 0.02, 0.015, 0.0135, and 0.013.

slowly removing atoms from the surface), it clearly highlights
the history dependence of the film morphology.

E. Domain growth dynamics

In this section, we focus on the dynamics within the
commensurate phase region in the γ = 0 limit, where domains
of hcp and fcc are energetically equivalent. In this region, the
dynamics is driven to eliminate domain walls or interfaces
that separate fcc and hcp regions. If we consider the case of a
circular fcc domain, surrounded by a hcp phase, the curvature
of the circular domain wall will lead the fcc domain to shrink
and disappear. The average linear size of our circular domain
will decrease as a square root of time, and its area will decrease
linearly with time,44 i.e., A/a2

Cu = A0/a
2
Cu − Bt , where A0

is the initial area of the domain and B is a function of V0.
Moreover, the domain pattern will be self-similar in time.44

In Figs. 9 and 10, the domain size is shown as a function
of time for tensile and compressive films, respectively. As
expected, the area of the domains decreases linearly in time.
Even though the initial shape of the domain is circular, the
domain quickly adopts a different shape, which depends on
the coupling. This shape is then preserved during the whole
dynamics. Just above V sc

0 , the domains are almost triangular
with a dislocation at each vertex of the triangle, while far above
V sc

0 the domains are almost circular, although they still contain
three partial dislocations.

In the inset of the figures, the slope B is shown as a function
of V0. The rate of shrinkage of the domains depends on how
close V0 is to V sc

0 . It is interesting to note that B goes to zero
above and not at V sc

0 . The reason for this is that the dislocations
at the corners of the domain get pinned by the potential. For
example, for a tensile mismatch corresponding to Cu/Ru(0001)
(cf. Fig. 9), V sc

0 = 0.01113, while the domain is pinned
below V0 � 0.0123. We simulated the domain evolution in the
commensurate phase also via the full phase-field crystal model.
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FIG. 10. Domain area as a function of time for ε = −5.5%.
In this figure, the domain area is plotted as a function of time
for different values of V0. For each value of V0, the shape of the
domain is illustrated when the area of the domain is ≈ 6000a2

Cu,
where a is the atomic spacing of the substrate. The slope (B)
of the curves in the linear regime is shown in the inset. From
left to right, the lines and sample domains correspond to V0 =
0.05, 0.03, 0.02, 0.0175, 0.016, and 0.0155.

The results are consistent in all respects with those obtained
via the amplitude expansion approach as shown in Fig. 11.

In the case of zero strain, slightly different behavior is
observed. As seen in Fig. 12, the domain area decreases
linearly with time for all values of V0, however, the functional
dependence of the slope B on V0 is different from the
compressive and tensile cases. This is perhaps not surprising
since at zero strain there is no crossover to a stripe phase. The
exact domain shape and dependence of B on V0 are not easily
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FIG. 11. Domain area as a function of time for ε = 5.5% for the
phase-field-crystal model. In this figure, the domain area is plotted
as a function of time for different values of V0. For each value of V0,
the shape of the domain is illustrated when the area of the domain
is ≈ 1360a2

Cu, where a is the atomic spacing of the substrate. The
slope (B) of the curves in the linear regime is shown in the inset.
From left to right, the lines and sample domains correspond to V0 =
0.05, 0.04, 0.03, 0.02, 0.017, and 0.015.
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FIG. 12. Domain area as a function of time for ε = 0%. In this
figure, the domain area is plotted as a function of time for different val-
ues of V0. For each value of V0, the shape of the domain is illustrated
when the area of the domain is ≈ 6000a2

Cu, where a is the atomic
spacing of the substrate. The slope (A) of the curves in the linear
regime is shown in the inset. From left to right, the lines and sample
domains correspond to V0 = 0.05, 0.03, 0.01, 0.005, and 0.0002.

explained. The only expectation is that the domain dynamics
for very large V0 should be the same for all strains.

As the domains shrink, the shape takes on a self-similar
form, such that a domain at one time can be superimposed
on an earlier or later drop if its size is appropriately rescaled.
Examples of such scaling are shown in Fig. 13 for a strain
of ε = 5.5%, for three values of V0. Similar scaling is also
observed for the zero-strain and tensile cases.

F. Comparison with experimental data and model predictions

Experiments on Cu/Ru(0001) (Refs. 2, 45, and 46) reveal
patterns very similar to those predicted by the numerical
simulations presented for the tensile case as discussed in
a prior publication.33 More precisely, the stripe, triangular,
and honeycomb structures seen in experiments at two, three,
and four monolayers, respectively, were very similar to those
obtained from simulations in which V0 was lowered from
0.015 to V0 = 0.0032,0.00087, and 0.00043, respectively (see
Ref. 33 for a direct comparison of simulation and experimental

(a) (b) (c)

FIG. 13. Self-similar domains for various values of V0. In (a),
V0 = 0.04 and the domains from outermost to innermost are at t =
4 × 104, 7.5 × 104, 11 × 104, 14.5 × 104, and 16.5 × 104. The inner
domain shapes were also scaled to the size of the t = 4 × 104 domain
and superimposed to highlight the self-similarity of the domain shape.
Similar figures are presented in (b) for V0 = 0.03 at times t = 6 × 104,
t = 10.5 × 104, t = 14 × 104, t = 17.5 × 104, and t = 19.5 × 104

and in (c) for V0 = 0.02 at times t = 7.5 × 104, t = 14.5 × 104,
t = 22 × 104, t = 27 × 104, and t = 29 × 104.

results). This comparison implies that increasing the number
of layers is similar to decreasing the substrate film coupling
constant V0. To elucidate this comparison, it is useful to
calculate how the ratio of the film-substrate interaction energy
to elastic strain energy varies with the number of layers.
Unfortunately, this is difficult to do for Cu/Ru(0001) as the
classical interaction potentials are not well characterized.
However, it can be done for Cu/Pd(111).

The Cu/Pd(111) interface is characterized by a mis-
match of 7.1%. Experimental data47,48 point to layer-by-
layer growth at room temperature. No alloying is observed
and a recovery of the Cu incommensurate lattice spacing
takes place for coverages larger than 4 ML. Unfortunately,
no atomic resolution scanning tunneling microscope (STM)
images of the surface are available. Our previous atomistic
semiempirical calculations6 reveal the formation of hcp-fcc
stacking domains already at very low coverages, in isolated
Cu islands of monoatomic thickness, and for 1-ML cover-
age. In this respect, Cu/Pd(111) differs from Cu/Ru(0001),
where the interaction with the substrate is strong enough to
force Cu into the commensurate phase for 1-ML coverage.
Our atomistic calculations were performed with the embedded
atom potential parametrized by Foiles et al.49 In order to better
compare the predictions of the semiempirical model to those
of the 2D phase-field model, all energies in the following
should be intended as energies per unit area. Our isolated Cu
system consists of a single rectangular (111) layer of 450 Cu
atoms with lattice spacing a. Energies are calculated applying
periodic boundary conditions along the in-plane directions.
We define the strain energy Estr as

Estr = Ecomm − Emin, (15)

where Ecomm is the energy of the monolayer in the strained,
Pd-commensurate phase (a = aPd ), and Emin is the energy of
the isolated Cu monolayer obtained by minimizing the energy
with respect to a (a = 0.96aCu = 0.96 × 3.61 = 3.46 Å).

In order to quantify the energy of interaction between the
Cu monolayer and the Pd(111) surface, we built an fcc Pd
slab (a = aPd = 3.89 Å) made by five (111) layers of 450
atoms each. A single Cu monolayer, in the Pd-commensurate
state, was placed on top of the Pd slab as shown in Fig. 14
and the energy of the whole system was minimized. During
the minimization, the three bottom Pd layers were kept fixed,
while the two upper Pd layers and the Cu overlayer were
free to relax along the z direction. We define the Cu/Pd(111)
interaction energy Eint as

Eint = Etot − Esub − Emin, (16)

FIG. 14. (Color online) The Cu/Pd(111) setup used for semiem-
pirical calculations.
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FIG. 15. Eint/Estr, Eint, and Estr as calculated by the embedded
atom method potential for the Cu/Pd(111) case.

where Etot is the total minimized energy of the Cu/Pd(111)
system and Esub is the minimized energy of the isolated Pd slab.
Our calculations provide Eint/Estr = 4.31, for a single mono-
layer, which would correspond to V0 = 4.31V ∗

0 = 15 × 10−3.
From Fig. 1 this corresponds to a stripe superstructure, which
is consistent with experiments and earlier MD studies.6

This procedure can be extended to the multilayer case.
When increasing the number of Cu layers on top of the Pd slab,
we do expect the interaction energy (per area) to decrease and
finally converge when the Cu uppermost layers do not interact
with the substrate any more. On the other hand, the strain
energy (per area) of the Pd-commensurate Cu film is going
to increase as the number of layers increases. In Fig. 15,
the Eint/Estr ratio versus film thickness is plotted for the
Cu/Pd(111) case. The decrease of the Eint/Estr guides us along
the constant-mismatch vertical paths of the phase diagram
shown in Fig. 1, leading the film to the incommensurate
phase. These calculations are consistent with the idea that
decreasing V0 is similar to increasing the number of layers. Of
course, it should be noted that the three-dimensional nature of
multilayers leads to more than simply a change in interaction
and elastic energy. More specifically, a changing in the stacking
can lead to Shockley partial dislocations46 that can not be
accounted for with our two-dimensional model.

For the compressive case, there are experiments on
Ag/Cu(111) (Refs. 7–13) and Au/Ni(111) (Ref. 14) which
reveal triangular patterns somewhat similar to the triangular
patterns observed in the numerical simulations.

IV. CONCLUSIONS

In this work, we have studied the formation of the
complex patterns that form when a ultrathin films interact
with a substrate that prefers a different lattice constant.
The competition between the elastic strain induced by the
substrate and the film-substrate interaction energy produces
many different equilibrium structures as well as a host of
metastable patterns. Our work predicts the structure of stable
and metastable film configurations on length scales of several
hundred nanometers, with atomic resolution, and allows for
direct comparison with experiments. The predictions are in
good agreement with existing experiments on Cu/Ru(0001)
and Cu/Pd(111). Tests of our predictions would be significantly
enhanced if new experiments were conducted on Cu/Pd(111)
that would image the patterns as a function of layer number.
In contrast, tests of our predictions for Cu/Ru(0001) would
be enhanced if better theoretical or experimental information
about the adhesion-elastic energy ratio were available.

It would also be quite interesting to examine the dynamics
of ordering in many of the different phases. In this work,
droplet ordering dynamics was examined in detail in the
commensurate regions. Such an analysis would be interesting
to do in other regions. For example, one could examine the
shrinking (or growth) of a droplet of the stripe phase within the
honeycomb structure or vice versa. Experimental realization of
such dynamics could be achieved by local removal or addition
of layers as done in recent experiments by Man et al.50

The use of complex amplitudes to model the surface order-
ing has several advantages that could be exploited in the future.
For example, the model could be easily adapted to different
substrates by simply changing the interaction potential and
expanding the amplitudes around the basis of the substrate
potential. In addition, since the amplitudes are relatively
smooth, the use of adaptive mesh refinement schemes could be
used to extend the work to even larger systems. It would also be
interesting to extend this approach to true three-dimensional
films. This would allow for partial dislocations that arise from
different stackings and out-of-plane strains for thicker films.
It would be quite interesting to observe how surface ordering
interacts with surface instabilities in the latter case.
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Amparo à Pesquisa do Estado de São Paulo - FAPESP (Grant
No. 07/08492-9). We also thank CSC-IT Center for Science
Ltd. for allocation of computational resources.

1F. E. Gabaly, W. L. W. Ling, K. F. McCarty, and J. de la Figuera,
Science 308, 1303 (2005).

2C. Gunther, J. Vrijmoeth, R. Q. Hwang, and R. J. Behm, Phys. Rev.
Lett. 74, 754 (1995).

3S.-F. Ding, S.-R. Deng, H.-S. Lu, Y.-L. Jiang, G.-P. Ru, D. W.
Zhang, and X.-P. Qu, J. Appl. Phys. 107, 103534 (2010).

4A. Wander, C. J. Barnes, L. D. Mapledoram, and D. A. King, Surf.
Sci. 281, 42 (1993).

075423-9

http://dx.doi.org/10.1126/science.1109889
http://dx.doi.org/10.1103/PhysRevLett.74.754
http://dx.doi.org/10.1103/PhysRevLett.74.754
http://dx.doi.org/10.1063/1.3369443
http://dx.doi.org/10.1016/0039-6028(93)90853-C
http://dx.doi.org/10.1016/0039-6028(93)90853-C


K. R. ELDER et al. PHYSICAL REVIEW B 88, 075423 (2013)

5M. Wasniowska, W. Wulfhekel, M. Przybylski, and J. Kirschner,
Phys. Rev. B 78, 035405 (2008).

6J. Jalkanen, G. Rossi, O. Trushin, E. Granato, T. Ala-Nissila, and
S.-C. Ying, Phys. Rev. B 81, 041412 (2010).

7W. E. McMahon, E. S. Hirschhorn, and T.-C. Chiang, Surf. Sci.
Lett. 279, L231 (1992).

8I. Meunier, G. Treglia, J. M. Gay, B. Aufray, and B. Legrand, Phys.
Rev. B 59, 10910 (1999).

9K. Umezawa, S. Nakanishi, M. Yoshimura, K. Ojima, K. Ueda, and
W. M. Gibson, Phys. Rev. B 63, 035402 (2000).

10A. Bendounan, H. Cercellier, Y. Fagot-Revurat, B. Kierren, V. Y.
Yurov, and D. Malterre, Appl. Surf. Sci. 212, 33 (2003).

11A. Bendounan, H. Cercellier, B. Kierren, Y. Fagot-Revurat, V. Y.
Yurov, and D. Malterre, Europhys. Lett. 64, 392 (2003).

12F. Schiller, J. Cordón, D. Vyalikh, A. Rubio, and J. E. Ortega, Phys.
Rev. Lett. 94, 016103 (2005).

13D. Malterre, B. Kierren, Y. Fagot-Revurat, C. Didiot, F. J. Garcı́a
de Abajo, F. Schiller, J. Cordón, and J. E. Ortega, New J. Phys. 13,
013026 (2011).

14J. Jacobsen, L. P. Nielsen, F. Besenbacher, I. Stensgaard,
E. Laegsgaard, T. Rasmussen, K. W. Jacobsen, and J. K. Norskov,
Phys. Rev. Lett. 75, 489 (1995).

15R. Otero, F. Calleja, V. M. Garcı̈a-Suärez, J. J. Hinarejos, J. de la
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