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Abstract

It has been a constant challenge in wireless system design to meet the growing demand for
an ever higher data rate and more diversified functionality at minimal cost and power
consumption. The key lies in exploiting the phenomenal success of CMOS technology scaling
for high-level integration. This underlies the paradigm shift in the field of integrated circuit
(IC) design to one that increasingly favours digital circuits as opposed to their analog
counterparts. With radio transceiver design for wireless systems in particular, a noticeable
trend is the introduction of digital-intensive solutions for traditional analog functions. A
prominent example is the emergence of the all-digital phase-locked loop (ADPLL)
architectures for frequency synthesis. By avoiding traditional analog blocks, the ADPLL brings
the benefits of high-level integration and improved programmability.

This thesis presents ADPLL frequency synthesizer design, highlighting practical

design considerations and technical innovations. Three prototype designs using a 65-nm
CMOS technology are presented. The first example address a low-power ADPLL design for 2.4-
GHz ISM (Industrial, Scientific, Medical) band frequency synthesis. A high-speed topology

is employed in the implementation for the variable phase accumulator to count full cycles of
the radio frequency (RF) output. A simple technique based on a short delay line in the
reference signal path allows the time-to-digital converter (TDC) core to operate at alow duty
cycle with approximately 95% reduction in its average power consumption. The ADPLL
incorporates a two-point modulation scheme with an adaptive gain calibration to allow for
direct frequency modulation. The second implementation is a wide-band ADPLL-based
frequency synthesizer for cognitive radio sensor units. It employs a digitally controlled ring
oscillator with an L.C tank introduced to extend the tuning range and reduce power dissipation.
An adaptive frequency calibration technique based on binary search is used for fast frequency
settling. The third implementation is another wideband ADPLL frequency synthesizer. At the
architectural level, separation of coarse-tune and fine-tune branches results in a word length
reduction for both of them and allows the coarse tuning logic to be powered off or clock gated
during normal operation, which led to a significant reduction in the area and power
consumption for the digital logic and simplified the digital design. A dynamic binary search
technique was proposed to achieve further improved frequency calibration speed compared
with previous techniques. In addition, an original technique was employed for the frequency
tuning of the wideband ring oscillator to allow for compact design and excellent linearity.
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1. Introduction

1.1 Motivation

After rapid growth over last decades, wireless communication has become
ubiquitous in daily life. The proliferation of wireless systems is closely
coupled with the phenomenal success of CMOS technology scaling that
makes it possible to develop increasingly complicated systems on a single
silicon chip. It can largely be attributed to the numerous efforts related to
circuit and system development to leverage the technology scaling so that
it delivers the required performance and functionality at an ever lower
cost, lower power consumption and smaller product size. These efforts
have led to abundant innovations in integrated circuit (IC) design, both
digital and analog, which underpin the evolution of wireless communica-
tion systems in the market. However, an important trend in IC design, for
wireless communication and others, is the continued migration from the
analog domain to the digital domain in order to avoid some fundamen-
tal weaknesses of advanced CMOS technology for analog design and to
fully capitalize on the prevailing benefits of technology scaling for digital
circuitry [1, 2].

The radio frequency (RF) functions for wireless communication have tra-
ditionally been realized using analog or analog-intensive circuitry. The
need to process high-frequency analog signals and the demanding perfor-
mance requirements set a barrier that is difficult to surmount using a
digital approach. However, this barrier appears to be eventually crum-
bling with the improvement of digital computation capability as a re-
sult of the continued downscaling of CMOS technology. Some digital or

digital-intensive RF solutions have recently proved feasible. An impor-

17



Introduction

tant and well-celebrated example is the the low-noise digital architecture
of a phase-locked loop (PLL), which proved capable of meeting the strin-
gent requirements for wireless frequency synthesis [3, 4]. In these digital
PLLs, all the building blocks are either purely digital or have digital in-
put/output signals. The term all-digital PLL (ADPLL) has been widely
adopted to highlight the extent of their digital nature and differentiate
them from previous analog-oriented versions. By deliberately avoiding
traditional analog circuit blocks, such as the charge pump and passive
loop filter, the ADPLL architectures circumvent major design issues, in-
cluding charge-pump current mismatch, capacitor current leakage and
low voltage headroom, as encountered when using a conventional PLL
design in ultra-scaled CMOS, and they bring the benefits of high-level
integration and improved programmability associated with a digital ap-
proach. The architecture, however, is far from being mature, and it is
clear that its full potential can only be tapped with new circuit-level and

architectural innovations.

There are several aspects where improvement is desired for the current
ADPLL architecture. The first and probably most important is its rel-
atively high in-band phase noise level as compared with well-designed
traditional analog PLLs, which is the effect of time quantization in the
feedback path. The high in-band noise level could potentially limit the
signal-to-noise ratio (SNR) and thus data throughput in a wireless sys-
tem. Second, the ADPLL architecture still entails significant levels of
power consumption and silicon area in a nanoscale CMOS, which allows
for further power and cost reductions through circuit innovations. Finally,
the ADPLL architecture has been almost exclusively applied to narrow-
band wireless systems. With wideband systems expected to be more popu-
lar as wireless communication evolves, applying the ADPLL architecture
to those systems is certainly worth considering. It is, therefore, the goal
of this research work to find and test techniques for improving different
properties of the ADPLL architecture and for exploring its design for both

narrowband and wideband wireless applications.

1.2 Research contribution

During the course of research work presented in this thesis, various cir-

cuit techniques have been developed by the author. These circuit tech-
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Introduction

niques affect the major building blocks and also the overall ADPLL archi-
tectures, and they have been verified with extensive simulations and mea-
surements. Particularly, three chips have been designed by the author us-
ing a 65-nm CMOS technology. The first is an ADPLL chip characterized
by a relatively narrow frequency tuning range, targeted for the 2.4-GHz
ISM band application. The second is an ADPLL chip with a wide tuning
range, targeted for cognitive radio applications. And the third chip is an-
other wideband ADPLL chip, designed for verifying several architectural
and circuit-level innovations. The implemented ADPLLs achieved state-
of-the-art performance. The techniques and implementation results have
been reported by the author in three journal papers and six conference pa-
pers [6-13]. Moreover, the author has been granted two ADPLL-related
patents [14, 15].

In the first ADPLL chip design [10, 12], the major techniques that were
developed include a high-speed topology for the variable phase accumu-
lator (VPA) and a simple power-saving technique for the time-to-digital
converter (TDC) core. The VPA and TDC are a few of most critical build-
ing blocks for the ADPLL. The high-speed topology improved the VPA’s
capability of handling a high-frequency signal fed back from the ADPLL
output with a pure synchronous digital design flow and at no additional
cost in terms of area or power consumption. The power-saving technique
was based on a short delay line introduced in the reference signal path.
The simple technique allows the TDC core to operate at a low duty cycle
with a dramatic (e.g. 95% in the specific implementation) reduction in its

average power dissipation.

In the second chip [7, 8], the ADPLL architecture was designed for a cog-
nitive radio sensor radio scenario, where wide frequency range is required
with a relatively moderate noise performance requirement. To the best of
our knowledge, it was the first published attempt at a wideband ADPLL
design. A novel wideband ring oscillator was developed, and circuit tech-
niques such as adaptive frequency calibration based on a binary search

algorithm were employed to achieve the target.

Most of the circuit innovations were developed when designing the third
ADPLL chip [13, 15]. At the architectural level, a separation of coarse-
tune and fine-tune branches results in a word length reduction for both of
them and allows the coarse tuning logic to be powered off or clock gated

during normal operation, which led to a significant reduction in the area
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Introduction

and power consumption for the digital logic and simplified the digital de-
sign. Meanwhile, the idea of frequency reference multiplication was im-
plemented to lower the effect of quantization noise arising from the TDC.
The TDC was designed to be tunable to obviate the need for costly arith-
metic multipliers in the digital calibration logic. A novel multi-path delay
line was developed to allow the TDC to achieve a fine time resolution be-
yond the intrinsic delay of an inverter. In addition, an original technique
was employed for the delay tuning of the TDC and the frequency tuning of
the wideband ring oscillation, which is characterized by a compact design

and excellent linearity.

1.3 Organization of the thesis

This thesis is organized as follows. In Chapter 2, the general require-
ments and different approaches of wireless frequency synthesis are pre-
sented. It is not intended to be a comprehensive study of frequency syn-
thesis fundamentals but to provide sufficient background for the rest of
the chapters. Chapter 3 gives the fundamentals of the ADPLL architec-
ture and provides a review of the latest developments with respect to the
subject. Chapter 4 covers frequency acquisition techniques that are ap-
plicable to ADPLLs. The design principles of two key building blocks, the
digitally controlled oscillator and the time-to-digital converter (TDC), are
respectively presented in Chapter 5 and Chapter 6. The prototypes and
experimental results are presented in Chapter 7. Finally, Chapter 8 offers

some conclusions.
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2. Frequency synthesizer in wireless
communication

2.1 Introduction

A key function of a radio transceiver in wireless communication is fre-
quency translation. The baseband signal is up-converted in the transmit-
ter to a radio frequency (RF) for radiation through the antenna, while the
incoming RF signal from the antenna is down-converted in the receiver
for information extraction in the baseband. The need for frequency trans-
lation stems from several reasons. First, the baseband frequency is gen-
erally too low for effective radiation and reception through the antenna of
a suitable size, which needs be a significant fraction of the signal wave-
length. Besides the antenna consideration, frequency translation also al-
lows the same air space to be shared for the simultaneous propagation
of multiple signals with originally overlapping frequency components, by
translating them into different channels in the radio spectrum. In other
words, channel selection and data modulation are often performed along

with frequency translation.

A frequency synthesizer, commonly serving as the local oscillator (LO)
in a radio transceiver, provides an accurate frequency reference for the
frequency translation. The quality of the frequency reference to a large
extent determines that of frequency-translated signal, and it has a critical
impact on the overall performance of the transceiver and the entire wire-
less system. Consequently, the design of frequency synthesizers needs
to meet stringent requirements imposed by the system-level specifica-
tions outlined in corresponding industrial standards. The performance
requirements, along with the consideration of cost and power consump-

tion, dictate the choice of frequency synthesizer architecture and design
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Frequency synthesizer in wireless communication

methodology. This chapter reviews frequency synthesizer performance re-

quirements from the system-level perspective of wireless communication.

2.2 Radio transceiver architectures

Radio transceiver architectures are often categorized based on the fre-
quency translation scheme that has been employed. Depending on whether
an intermediate frequency (IF) is involved in the frequency translation
between the baseband and RF and the relative location of the IF, three
well-known architectures can be identified: superheterodyne, direct con-

version and Low-IF architecture.

2.2.1 Superheterodyne

In a superheterodyne receiver, the frequency down-conversion is performed
in two or more steps, first from the RF to a relatively high IF and then
from the IF to the baseband with or without more IFs involved. Likewise,
frequency up-conversion in a super-heterodyne transmitter consists of
baseband-to-IF and IF-to-RF up-conversions involving two or more steps.
Fig. 2.1 shows a generic block diagram of a superheterodyne receiver with
two-step down-conversion. The received RF signal is first passed through
the band-selection filter to attenuate the out-of-band blockers. It is then
amplified by the low-noise amplifier (LNA) to overcome the noise contri-
butions from the subsequent stages. The image-reject filter is meant to
further suppress any unwanted signals and noises in the image band,
which would be superimposed on the desired signal through the RF-to-IF
down-conversion. The mixing with the first LO signal from the RF syn-
thesizer then down-converts the signal to an IF. For channel selection, the
LO signal frequency needs to be tunable so that the selected channel will
be centered at the fixed IF after the down-conversion, regardless of the
channel location in the reception band. The IF signal then goes through
the channel-selection filter, which passes the selected channel and rejects
out-of-channel energy. The signal level of the IF signal is then properly
adjusted by a variable gain amplifier (VGA) prior to the IF-to-baseband
down-conversion, which is performed by the quadrature mixer supplied
with a quadrature LO signal at the fixed frequency. The ultimate chan-
nel selection is then performed by the low-pass baseband filters in the
in-phase (I) and quadrature-phase (Q) paths. The baseband VGAs then
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Figure 2.1. Block diagram of a superheterodyne receiver.

adjust the signal voltage swing to an optimal level for later analog-to-

digital (A/D) conversion.

The superheterodyne architecture, especially the receiver, is well known
for its capability to deliver excellent performance, and it was the dominant
choice in wireless applications for decades. However, this architecture re-
quires expensive discrete components, e.g. high-Q RF filters, and it does
not allow for high-level integration with current IC fabrication technolo-
gies. It is also power hungry because driving the external components
tends to incur significant power consumption. As a result, the interest in

this architecture has drastically diminished in recent years.

2.2.2 Direct conversion

Direct conversion transceiver architecture is characterized with one-step
frequency translation, either a baseband-to-RF translation or an RF-to-
baseband translation. Since no IF is involved, it is also referred to as zero-
IF architecture. Outperformed by the superheterodyne architecture, the
architecture received little attention after its inception for several decades
until it was eventually adopted for the radio-paging receiver in 1980 [16].
However, this architecture has the advantage of high integrability as well
as low power consumption in comparison with the superheterodyne. With
the aggressive demand for high-level integration from the market, it has

received increasing interest with more real implementations [17-19].

Fig. 2.2 shows a block diagram of a direct conversion receiver. The re-
ceived RF signal, after amplification by the LNA, is directly down-converted
to the baseband via quadrature mixing. The quadrature down-conversion
also provides image rejection. As the image is the desired channel itself,
the I/Q matching required for image rejection is substantially relaxed in
comparison to the superheterodyne scenario and thus achievable for many

applications. This obviates the need for an image-reject filter. A well-
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known issue with the direct conversion receiver is its high sensitivity to
the DC offset and low-frequency flicker noise. Techniques such as AC cou-

pling and servo loop cancellation could be employed to mitigate the issue.

Fig. 2.3 shows a block diagram of a direct conversion transmitter. Basi-
cally, it has a reverse structure of the direct conversion receiver, with A/D
conversion replaced by the D/A and LNA replaced by the power ampli-
fier (PA). The frequency synthesizer provides the LO signal at the desired
carrier frequency for the baseband-to-RF up-conversion prior to the power
amplification. A major issue with the direct conversion transmitter is LO
pulling due to the feed-through of the PA output back to the LO, which
can be mitigated or eliminated by techniques such as oscillator frequency

offsetting among others [20].

2.2.3 Low-IF

Another popular architecture is low-IF architecture. This architecture
also allows for high-level integrability, while it is less affected by the ma-
jor issues encountered with the direct conversion architecture, such as
sensitivity to low-frequency interference in the receiver and LO pulling in
the transmitter. In the low-IF receiver, the desired RF channel is down-
converted to a very low frequency region near the DC. The IF-to-baseband
down-conversion could be performed either in the analog domain or digi-

tally. The low-IF transmitter is often called a two-step transmitter. With
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the PA output frequency shifted away from the LO output frequency, the
two-step transmitter is less likely to have the LO pulling issue than the
direct-conversion architecture. A major drawback of a low-IF architec-
ture compared with the direct-conversion architecture is that matching
between the I and Q branches becomes critical in order to achieve suffi-

cient image rejection.

The above discussion in this section covers the general aspects of radio
transceiver architectures. Additional information on transceiver details
and their building blocks can be found in a number of published papers
and books [21-23].

2.3 Requirements for frequency synthesizers

Regardless of the transceiver architectures, the fundamental role of the
frequency synthesizer is LO signal generation for frequency translation.
Along with this role, the requirements for the frequency synthesizer re-
main more or less unchanged. This section starts by discussing the basics
of frequency translation, and then proceeds to give an overview of those

requirements for a frequency synthesizer.

2.3.1 Frequency translation with an ideal LO signal

Frequency translation, realized by means of mixing or other similar meth-
ods, can be modeled as time-domain multiplication or equivalently as
frequency-domain convolution. With X;(f) being the spectrum of the in-
put signal and X, (f) the LO signal, the spectrum of the mixing result

can be expressed as,

Xm(f) = Xt(f) ® Xref(f)~ (2.1)

When only real signals are considered with a single mixer, an ideal LO
signal is a pure sinusoid tone. In the frequency domain, it can be repre-
sented by a pair of Dirac impulses, i.e. X,o(f) = §(f £ f.o) '. With this

LO signal, the convolution in Eq. (2.1) can be rewritten as,

Xm(f) = Xi(f £ fro)- (2.2)

!The amplitude has been ignored for the sake of convenience.
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Figure 2.4. Frequency translation with an ideal real LO signal.

It shows that two replicas of the original signal, translated by +f,, re-
spectively, are produced in the frequency domain. This is illustrated in
Fig. 2.4 for a hypothetical input signal spectrum centered at frequency
=+ fin. In this hypothetical scenario, frequency up-conversion and down-
conversion can both be readily achieved by accordingly filtering out the

unwanted replica.

An important consideration with real signal mixing is the image spectrum
phenomenal. As can be seen from Eq. (2.2), two spectra located at equal
distance but on different sides of the LO frequency have an overlapping
replica after mixing. This accounts for the need of image-reject filtering
before the frequency translation or image-reject mixing with a quadrature
down-converter and up-converter in order to prevent the image spectrum
from corrupting the desired channel through frequency translation. The
image-reject mixing can be considered complex signal mixing, where the
LO signal with quadrature phase splitting represents a single Dirac im-

pulse instead of two impulses in the frequency domain.

2.3.2 Frequency synthesizer performance metrics

A real world frequency synthesizer is characterized by a number of non-
idealities. Some of the non-idealities are unimportant or can be read-
ily remedied with other functional blocks usually presented in the radio
transceiver. For example, while the waveform of a frequency synthesizer
is usually different from a sinusoid, it is still simply a periodic function
at a fundamental frequency, f.,. Such a waveform has the high-order
harmonics of the fundamental frequency, and its spectrum resembles an
impulse comb instead of a single impulse or pair of impulses. Since the

harmonics are generally considered to be far apart from each other, the as-
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sociated image spectra for mixing or the resulting spectrum replicas can
usually be readily filtered out, and thus they are not a concern. In fact,
the LO signal is usually formed using buffers or frequency dividers into a
square wave as an input to the mixer. Another example is the amplitude
variation of the frequency synthesizer output, which is often neglected
since it is usually negligible and can essentially be eliminated by using a

limiter at the output [24].

On the other hand, there are usually stringent requirements for the spec-
trum purity around the fundamental frequency. This spectrum purity
is commonly quantified with two critical performance metrics, i.e. phase
noise and spurious tones. In addition to the spectrum purity requirement,
the frequency synthesizers are supposed to be programmable so that they
will provide the desired output frequency accurately and promptly at any
time of request for any of the target channels. The frequency tuning
range, frequency step and frequency settling time are the common perfor-
mance metrics used to characterize the programmability of a frequency

synthesizer.

2.3.2.1 Phase noise and spurious tones

With the high-order harmonics and amplitude noise ignored for simplicity,
a general frequency synthesizer output could be expressed in the following

sinusoidal form in the time domain,

ZTro(t) = A - cos(2mfrLot + P(1)), (2.3)

where the amplitude A is considered a constant and ¢(¢) represents the
phase fluctuation over time. The phase fluctuation can be attributed to
various non-idealities with a real frequency synthesizer implementation,
such as physical noise sources, component mismatches, quantization ef-
fects and nonlinearities. It generally comprises two different types of com-
ponents, random and periodic. Phase noise is defined as the random phase
fluctuation, while spurious tones, also called “spurs”, refer to the periodic
components in the phase fluctuation. The phase fluctuation spreads the
signal power over the neighboring frequency region and creates sidebands
around the desired tone in the frequency domain. Fig. 2.5 illustrates the
effect of phase fluctuation, where phase noise and spurious tones can be
identified respectively as the continuous noise skirt and discrete spikes

above the noise.
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Figure 2.5. Phase fluctuation effect in frequency domain.

The phase noise is commonly specified in terms of the single sideband (SSB)
power spectral density (PSD) at a given offset frequency normalized to the

total carrier signal power. It can be expressed as

PSD{fLo+f}

(2.4)
F)total

L{f}=10"log

with units of dBc/Hz, i.e. decibels relative to the carrier per Hertz. This
phase noise, £ {f}, is often plotted as a function of the offset frequency at
a logarithmic scale to give a more complete picture of the overall phase
noise performance. In addition, it may also be integrated over a specific
range of offset frequencies to obtain the integrated phase noise. More

specifically, the integrated phase noise is given by

f2
Lo =2 | L(f) df, (2.5)
1

which has units of dBc, i.e. decibels referenced to the carrier. The factor 2
in the formula accounts for the fact that the integration is performed on
a single sideband. This is illustrated with a phase noise plot in Fig. 2.6.
Note that the integrated phase noise also includes the power of spuri-
ous tones within the frequency range. Another commonly used measure
of phase noise, closely linked to the integrated phase noise, is the root-
mean-square (RMS) phase error. Its relationship with £(f) is given by
the following equation [25],

2

180 180 .
oy = 7\/£int = 2 A L(f)df, (2.6)

in units of degree. Alternatively, the RMS phase error is expressed as

jitter in time domain. The RMS jitter in units of second is related to the
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Figure 2.6. Phase noise plot and integrated phase noise.

RMS phase error in degrees as
oj =T, 04/360, 2.7

with T;, being the carrier period in seconds. Likewise, given the jitter
information, the RMS phase error can be calculated as o, = f,0;/360,
with f, being the carrier frequency. Representing spurious tones is often
more straightforward. They are usually specified as the power ratio of the

tone at a given offset frequency to the carrier power and have the unit
of dBec.

Phase noise and spurious tones have similar impacts on the transceiver
performance. In general, they degrade the receiver’s sensitivity and selec-
tivity, and cause modulation inaccuracies and out-of-band spurious emis-
sions in the transmitter. Fig. 2.7 shows an example of RF-to-IF down-
conversion in a superheterodyne receiver with phase noise and spurious
tones present in the frequency synthesizer output. The received signal
spectrum consists of a weak desired channel and several stronger adja-
cent channels. As the LO frequency down-converts the desired channel
to IF, the adjacent channels are also down-converted to IF by the corre-
sponding LO sideband phase noise (indicated with shades area) and the
spurious tones. The down-converted adjacent channels fall into the same
frequency range as the desired channel. Consequently, the signal-to-noise
ratio (SNR) is severely lowered through the down-conversion. This raises
the bit error rate (BER) in the recovered data. If the phase noise and
spurious tones are not sufficiently low, the desired signal may be totally
overwhelmed by the blockers in adjacent channels and might not be de-

tected at all, depending on the relative power of adjacent channels.

In the transmitter, the signal spectrum before the up-conversion can usu-
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Figure 2.8. Effect of phase noise and spurious tones in a transmitter.

ally be well defined and band-limited with appropriate filtering. With an
ideal LO signal, the mixing process involves merely up-shifting the spec-
trum in its entirety with no change to its bandwidth. However, with an LO
signal from a real frequency synthesizer, the presence of phase noise and
spurious tones spread the signal spectrum beyond its original bandwidth.
This is illustrated in Fig. 2.8 for a direct conversion transmitter, where the
baseband signal is directly up-converted to the RF. The spreading of signal
power beyond the channel boundary creates interference in the adjacent
channels. To limit this adjacent channel interference in a wireless system,
a spectral mask is commonly specified in the corresponding wireless stan-
dard to regulate maximum power emission allowed for the transmitter
over different frequencies. The phase noise and spurious tones must be
sufficiently low for a transmitter to satisfy the emission spectrum mask.
In general, for systems with narrow channel spacing such as GSM, the

requirements for spectrum purity tend to be more stringent.
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In addition to the impact on the up-converted and down-converted signal
spectrum, another related but different impact of phase noise and spuri-
ous tones on radio transceiver performance comes through the phase mod-
ulation and demodulation steps, which are commonly performed along
with the frequency translation, e.g. by means of quadrature mixing. This
impact can be readily understood by considering the phase error in a con-
stellation diagram. Fig 2.9 shows a constellation diagram of a quadrature
phase shift keying (QPSK). Assume that the system is otherwise ideal,
with the only error contributor being the phase fluctuation of the LO sig-
nal. The intended symbol in this example is “11”, with its ideal position
in the constellation diagram represented by the darkened dot. However,
due to the non-zero phase error, ¢, of the LO signal, the actual received
signal is located at the center of the unfilled circle nearby. The displace-
ment of the actual position from the ideal symbol position, represented by

the error, E, in this example, can be computed from the phase error as,
— o sin(®
E=2r sm(E)7 (2.8)

where r is the radius of the large circle, which in this example equals 1.
Assuming that ¢ is small, it can be approximated as E ~ (7 r ¢)/180, with
¢ given in degrees. The error vector magnitude (EVM), which is defined

as RMS percentages, can be approximated as [25]

EVM =~ 100% (17;—0) o, 2.9)

where o, is the RMS phase error given in Eq. (2.6). From here, it is
clear that the phase error, which is a measure of phase noise and spurious
tones combined, distorts the constellation and thus degrades the system
performance. The EVM is usually an important figure of merit specified
in different wireless standards. Besides the phase error, it has various
other contributors, such as IQ imbalance, in the systems. The phase noise
and spurious tones from the frequency synthesizer should be sufficiently
low so that the phase error from the LO signal only contributes a small
fraction of the standard specified EVM.

2.8.2.2 Tuning range and frequency resolution

The tuning range of a frequency synthesizer is simply the frequency range
over which the synthesizer output can be tuned. When designed for a

single-band wireless system, this frequency range needs to cover all the
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Figure 2.9. Effect of phase error on a constellation diagram.

frequency channels in the target frequency band. For a multiband sys-
tem or multi-system applications, it needs to cover all of the relevant fre-
quency bands. With the growing popularity of wideband and multiband
systems, it is common that frequency synthesizers need to have a very
wide frequency range, which tends to be difficult or costly to achieve with
existing techniques. With a PLL frequency synthesizer, the tuning range
is usually determined by its on-chip oscillator. Wide-range tunable oscil-
lators remain an important research subject and will be treated in more

detail in Chapter 5.

Frequency resolution, or frequency step size, refers to the smallest fre-
quency increment possible when using the synthesizer tuning. The upper
bound of frequency resolution is usually set by system channel spacing.
The frequency resolution needs to be equal to or smaller than the channel
spacing such that all of the channel center frequencies can be synthesized

with sufficient accuracy.

Some examples of frequency range and channel spacing in cellular and
short-range wireless systems are given in Table 2.1.

Table 2.1. Channel spacing in some wireless communication systems

GSM GPRS DECT WCDMA | Bluetooth |Zigbee

Frequency
range (MHz) | 925-960 1925-960 | ;404 1900 | 1920-1980 | 2402-2480 | 2405-2480
range 880-915 |880-915

Channel
spacing 200 200 1728 5000 1000 577
(kHz)
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2.3.2.3 Settling time

Settling time, also called “locking time” or “switching time”, is the time it
takes to switch from one frequency to another within a given tolerance.
This is illustrated in Fig. 2.10, where f, and f, represent the initial fre-
quency and the new target frequency respectively. The narrow darkened
region around the target frequency, f,, indicates the required frequency
accuracy, usually specified in a corresponding wireless standard. Since
this settling time may vary in its value with different initial or target fre-
quencies, it is typically represented by its worst-case (maximum) value

for all possible scenarios.

The need for a short settling time is obvious considering the role of the
frequency synthesizer in wireless systems. During the settling time, data
transmission and reception are usually not possible due to the LO fre-
quency error. The time wasted leads to a reduced data rate and extra
power consumption by the system. However, the specific requirements on
the settling time to fulfill system specifications may vary substantially
from one system to another. The most stringent requirements proba-
bly come from the systems where fast frequency hopping is employed to
minimize interference and multi-path fading and to protect data secu-
rity. Since the frequency synthesizer needs to be switched for every short
amount of time, the time window for settling is quite constrained. An
extreme example is the WiMedia ultra wideband (UWB) system, where
rapid frequency hopping at a 3-MHz hopping rate demands a settling
time of less than 10 ns. This extremely short settling time is still con-
sidered unfeasible with a simple PLL frequency synthesizer and entails
some unique techniques and additional devices [26]. Another example is

the GSM system, where a relatively moderate settling time of less than
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150 ps (0.1-ppm frequency accuracy) is required. In the 2.4-GHz ISM band
WLAN system, the required settling time is even more relaxed, i.e. 224

s with a 20-ppm frequency accuracy.

2.4 Frequency synthesis approaches

There exist different approaches for frequency synthesizer realization,
which can generally be classified as direct analog frequency synthesis, di-
rect digital frequency synthesis, delay-locked loop (DLL) based frequency
synthesis and PLL-based frequency synthesis. General discussions on
these frequency synthesis techniques can be found in the literature [27—
31]. Among these approaches, PLL-based frequency synthesis is the most
universal and dominant choice in wireless communication systems thanks

to the relative strength and flexibility of PLL frequency synthesizers.

2.4.1 Direct analog synthesis

Direct analog frequency synthesis (DAS) generates a desired frequency
from a single fixed reference frequency by employing frequency multipli-
cation, mixing and division [28]. This approach is illustrated in Fig. 2.11.
The multiple fixed reference frequencies at the input can be generated
using division and multiplication with a single precision frequency refer-
ence. For example, a 5-MHz crystal oscillator can be employed with its
output first divided down to 1 MHz and then multiplied to 3 MHz and
27---36 MHz. Depending on the control word variable value, a,, the first
switch accordingly selects one of the frequencies from 27 to 36 MHz and
passes it to the first mixer followed by a band-pass filter. The result is
that the selected frequency is added to 3 MHz. The subsequent divider
then shifts down the frequency by a factor of 10, resulting in a frequency
with a corresponding refined resolution. As illustrated in the figure, the
process can be repeated a given number of times to produce a tunable out-
put frequency with a sufficiently fine resolution. The output frequency in

this example can be expressed as

fout =3+ an+an_1-10" +an_9-1072 4 4a,- 107" 4 4,-107" (MHz).
(2.10)

One advantage of DAS is that it can switch the output frequency rapidly.
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Figure 2.11. An example of direct analog frequency synthesis.

With adequate electrical isolation between the stages, excellent output
spectrum purity is achievable [31]. However, the DAS is usually limited
to a relatively low output frequency and coarse frequency resolution as a
result of its mix-and-divide approach, which is evident in the above ex-
ample. Moreover, frequency synthesizers of this type tend to be exces-
sively bulky and power hungry, making them unfit for on-chip integra-
tion. These drawbacks of DAS make it almost non-existent in wireless

applications.

2.4.2 Direct digital synthesis

The basic principle of direct digital frequency synthesis (DDS) is illus-
trated in Fig. 2.12. The frequency control word (FCW) is fed to the phase
accumulator, defining its increment value for every clock (clk) cycle. The
phase accumulator output represents the instantaneous phase of a sinu-
soid waveform. It is then converted into the corresponding amplitude
by the subsequent phase-to-amplitude converter (PAC), which typically
implemented as a look-up table in read-only memory (ROM). The phase
accumulator and phase-to-amplitude converter constitute a numerically
controlled oscillator (NCO), whose output is a sine wave in the digital do-
main. The digital-to-analog converter (DAC) transforms the digital wave-
form into an analog signal, which is then passed through the low-pass
filter (LPF) to smooth the waveform and remove its spurious tones and
harmonics, mostly those arising from the D/A conversion. The output fre-

quency of DDS can be expressed in terms of the clock frequency as

A
fout = 2—;5 < ek, (2.11)
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Figure 2.12. An example of direct digital frequency synthesis.

where A¢ is the value of the digital control word, FCW, and W the accu-

mulator word length.

The DDS also allows for fast frequency switching, which is a common fea-
ture of direct frequency synthesis. Due to its digital-intensive nature, it
lends itself well to full integration in a CMOS technology, and readily in-
corporates the implementation of different data modulation schemes. In
principle, it can be implemented to achieve an arbitrary fine frequency
resolution. However, according to sampling theory, a DDS can only syn-
thesize frequencies at a maximum of up to halfthe clock frequency, that is,
A¢ < 2"~ In other words, the majority of the circuitry has to be clocked
at a frequency at least twice that of its output, which not only severely
limits its output frequency but also incurs high power consumption, even
for a moderate output frequency. Meanwhile, DDS output usually has
high spurious content due to the quantization and nonlinearity associ-
ated with the DAC, which constitutes a performance bottleneck [32, 33].
All of these fundamental drawbacks have essentially prohibited DDS from

common use in RF systems, especially for mobile terminals.

2.4.3 PLL-based synthesis

The PLL-based approach has been the predominant choice for RF synthe-
sis nowadays. Basically, a PLL is a negative feedback loop that in a way
locks the phase of an in-loop oscillator to that of an off-loop precision os-
cillator. As a result, it combines the desired features of the two oscillators
and overcomes some fundamental limitations with a practical stand-alone
oscillator. Its output signal, tapped from the in-loop oscillator, retains the
features of tunability and the high frequency of the latter, while at the
same time acquiring long-term frequency precision and stability from the
off-chip oscillator. Before the advent of ADPLLs, PLL frequency synthe-
sizers typically employed charge-pump architectures, which are usually
grouped into two types, integer-N and fractional-N PLLs, depending on

the possible ratios of the output frequency to the reference frequency. Es-
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sentially, the latter can be viewed as a generalization of the former or the

former can be viewed as a simplification of the latter.

In most wireless applications, an integer-N frequency synthesizer usu-
ally cannot satisfy the overall performance requirement. Therefore, the
most common PLLs for frequency synthesis belong to the fractional-N cat-
egory. Fig. 2.13 shows a generic block diagram of a representative tradi-
tional fractional-N PLL [34-39]. The RF output, out, is generated by the
voltage-controlled oscillator (VCO). The frequency reference, ref, is typ-
ically generated by a crystal oscillator off chip. The output frequency is
defined in terms of its ratio to the reference frequency by the FCW. In the
feedback path, the VCO output is passed through the multi-modulus fre-
quency divider to generate the frequency-divided signal, div. The use of a
Y A-modulator (SDM) makes it possible for the FCW to define an effective
fractional division ratio. The phase difference between the frequency ref-
erence, ref, and the frequency-divided VCO signal, div, is then estimated
by the phase/frequency detector (PFD) in terms of the time difference be-
tween their respective closest rising edges. The PFD generates either an
“up” or a “down” pulse with a width proportional to the measured time
difference. This signal from the PFD is then converted by the charge
pump into a current pulse, I, or I, with a proportional duty cycle. Ac-
cordingly, the VCO tuning voltage, V;, and its output frequency increases

or decreases. As a result, the VCO steady-state output frequency is equal
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to the reference frequency multiplied by the division ratio, i.e.,

fout = Fdiv . fref = (Fdiv,I + Fdiv,F) . fref> (212)

where Fy;, is the division ratio comprising an integer part, Fy;, 1, and a
fractional part, Fy;y r. The loop filter is needed to suppress the noise and
any glitches present in the current pulses from the charge pump in order
to prevent them from generating excessive noise and spurious tones in the

VCO output spectrum [40].

2.4.4 DLL-based synthesis

Recently, there have been significant efforts to explore delay-locked loops
(DLLs) for frequency synthesis [41-46]. The interest in DLL-based fre-
quency synthesis can largely be attributed to the possibility of delivering
superior close-in phase noise performance due to the reduced phase noise
accumulation in a DLL compared with a PLL. However, DLL-based fre-
quency synthesis still suffers from relatively high output spurs that limit

its practical applications.

An early architecture of DLL-based frequency synthesizers is shown in
Fig. 2.14. Each rising edge of the reference signal, ref, drives the voltage-
controlled delay line (VCDL) to generate a burst of its delayed versions,
which are evenly spaced over one period of the reference signal when the
DLL is in locked state. These rising edges are then combined to form a
pattern of higher frequency transitions of the desired RF output signal.
Since the generation of rising edges for the output is renewed for each ref-
erence period, accumulation of edge uncertainties or phase noise through
VCDL is confined to only one period of the reference signal, amounting
to super close-in phase noise performance. However, static phase offsets
and mismatches between the delay stages of the VCDL tend to gener-
ate spurs in the output spectrum [47]. Another problem with this edge-
combining scheme is the difficulty in programming the output frequency,

which makes it of little use for common wireless systems.

The frequency programmability can be achieved by replacing the edge
combination with an edge selection scheme. The resulting architecture,
with certain techniques demonstrated in one of our recent designs [46],
allows for frequency tuning with a fine fractional resolution. With the

frequency control external to the feedback loop, it also features fast fre-
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Figure 2.14. A basic DLL-based frequency synthesizer.

quency switching with a settling time of the order of nanoseconds. How-
ever, one fundamental limitation of the edge-selection DLL-base frequency
synthesis is the time quantization associated with the discretely distributed
rising edges of the delay line, from which the output is derived. This time
quantization leads to large cycle-to-cycle jitters in the time domain when
a fractional frequency resolution needs to be achieved, which translates
into dominant far-off phase noise and spurs in the frequency spectrum.
In addition, the feasible output frequency with a CMOS implementation
of the edge-selection scheme is still limited to a relatively low part of the
RF spectrum due to the speed limitation of the digital logic for the edge

selection.

Alternatively, some recirculating DLL architectures have been explored
for frequency synthesis [45, 48]. These types of implementations are
very similar to PLLs, with an oscillator-like delay line. However, they
retain the advantage of limited phase noise accumulation by realigning
the phase for each reference cycle. In addition, the effect of delay mis-
matches is minimized since the output signal is typically derived from
only one place in the delay line. However, the phase realignment errors,
which arise during the process of injecting the reference edges in to the
delay line, constitute a major source of output spurs. Meanwhile, it re-
mains difficult to achieve a fine fractional frequency resolution with these

kinds of implementations.
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2.5 Summary

A frequency synthesizer plays an important role in a wireless system by
providing a reference frequency for the frequency translation process in
the radio transceiver. It usually needs to meet a set of stringent perfor-
mance requirements depending on the specific application system. There
are different approaches for frequency synthesis, which can be roughly
divided into two categories: direct frequency synthesis and indirect fre-
quency synthesis. The indirect approach, namely PLL-based frequency
synthesis, is the predominant choice in wireless applications since it has
the capacity for excellent performance, relative simplicity and low cost.
Meanwhile, frequency synthesizers based on ADPLLs have become in-
creasingly popular over last years, because they are easier to program
and more compatible with the downscaled CMOS technologies. The fun-
damentals of ADPLLs will be discussed in next chapter.
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3.1 Introduction

While the PLL-based approach is the predominant choice for RF synthe-
sis, the design of traditional PLLs is facing difficulties in using the ever
downscaling CMOS. The analog building blocks, particularly the charge
pump, the analog loop filter and the voltage controlled oscillator, see the
nowadays nanoscale CMOS as an increasingly hostile environment for
their implementation. The recent emergence of ADPLLs for frequency
synthesis provides a promising path to work around this compatibility is-
sue. An ADPLL employs digital or digital-like circuits to achieve better
compatibility with the CMOS technology.

This section presents an overview of ADPLL frequency synthesizers with
emphasis on a representative architecture that was adopted as the base
architecture throughout the author’s design work. It starts with general
considerations. The frequency transfer function and phase transfer func-
tion are derived using models of discrete-time and continuous-time do-
mains as well as their transforms. Performance analysis with respect to
system requirements are provided and alternative architecture variants
are then presented and compared. The forthcoming analysis has partially
been presented in the literature by Staszewski and others [4, 49], but the

overall analysis is the author’s own work.
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3.2 A generic architecture

Fig. 3.1 shows a generic ADPLL architecture, which was first reported by
Staszewski et al in a previous study [4]. The RF output is generated by a
DCO. The feedback path is essentially a phase-to-digital converter (PDC),
which digitizes the variable phase of the DCO output with respect to that
of the frequency reference and allows the subsequent loop circuitry to be
pure digital logic. After digitization of the phase information, the instan-
taneous ADPLL output frequency is estimated with respect to the refer-
ence frequency by taking the derivative of the phase signal in the digital
domain. The frequency error is then calculated by subtracting the esti-
mated frequency from the desired frequency represented by the frequency
control word (FCW), which is in turn accumulated to form the phase error.
In the forward path, the phase error is conditioned with a digital loop fil-
ter (DLF) to tune the DCO frequency and correct the frequency error. As
a result of the feedback mechanism, the output frequency from the DCO

settles to the target frequency with a certain accuracy and noise level.

Loop filter DCO

FOW —— 3 _1 +@—ﬂ

Freq.—to—-digital conv. (FDC)

1-z7"e PDC

ref

Figure 3.1. Phase-domain ADPLL architecture using frequency comparison.

3.2.1 Discrete-time operation

A digital circuit can be described in the discrete-time domain using a
difference equation. Its transfer function in the z-domain can be conve-
niently obtained by means of z-transform. As a digital-intensive circuit,
the essential operation dynamic of the ADPLL can be evaluated and an-
alyzed in the discrete-time domain and its z-transform domain. Next, we
examine the difference equations and z-domain transfer functions for dif-
ferent circuit blocks of the ADPLL, and then derive the overall transfer
function for the ADPLL.
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3.2.1.1 Digitally controlled oscillator

The DCO may be considered a digital-to-frequency converter as far as its
transfer function is concerned. Neglecting noises and nonlinearities, its

kth sampled output frequency can be written as
fdco[k] = ded[k - 1]7 3.1)

where K, is the DCO digital-to-frequency gain. The corresponding z-

transform of the above difference equation is
faco(2) = Kood(2)z7 1. (3.2)

The unit delay between the input and output in the above equation arises
from the use of registers at the DCO input to synchronize different indi-
vidual bits of each control word. It does not have a counterpart in a con-
ventional PLL, where frequency control is performed through an analog
voltage without any need for synchronization. It is one of the disadvan-
tages associated with digital frequency control. The unit delay introduces
an additional phase shift to the open-loop transfer function in the fre-
quency domain, leading to a reduced phase margin and degraded loop
stability [50]. It also complicates the analysis by increasing the order of
the loop transfer function. It is noted that this delay has often been con-
veniently omitted in the ADPLL modeling, as in a study by Staszewski

and Balsara [49], which leads to inaccuracy of the corresponding model.

The phase of the DCO output is a continuous-time signal, which can be

expressed as the integral of the frequency such that

t t
Bueo(t) = /0 Waeolt)dt = 2 /0 Faeolt)dt. 3.3)

Its kth sampled value is its value at time ¢t = kT}j, which can be expressed

in terms of its previous sample value and the DCO frequency as

kTR
Bucolk] = Oacollk — 1] + 27 / Faeo(t)dt. (3.4)

(k=1)TR

The sampling register at the input effectively performs a zero-order hold
operation on the control word. It limits the DCO frequency update only at
the sampling moment and keeps it essentially constant over every time
interval between two consecutive sampling moments, as illustrated in
Fig. 3.2. The finite integral on the right-hand side of Eq. (3.4) is the area
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Figure 3.2. DCO phase as integral of frequency

of the shadowed rectangular in Fig. 3.2, which is 27T fqco[k — 1]. This
allows us to reduce Eq. (3.4) to the following,

Odcolk] = Oacolk — 1] + 27T s faco [k — 1]. (3.5)

or

edco [k} = edco[k - 1] + 27

fdco[k — 1]. (36)
R

with Ty and fj being respectively the reference period and frequency. The

corresponding z-transform is
Baco(2) = | — 71 fdeo(2) 3.7)
dco f 1 1 dco N .

3.2.1.2 Frequency-to-digital converter

The ideal function of the frequency-to-digital converter, excluding the quan-
tization errors, is illustrated in Fig. 3.3. At every sampling moment with
an interval of one reference period, Tk, the PDC in the feedback converts
the instantaneous phase of the DCO RF output into a digital value equal
to the phase normalized by 27. The difference of phase values between
the two consecutive cycles is then taken as the digital representation of

the instantaneous frequency at the DCO output.

The PDC function can be represented by a difference equation and its

z-transform as follows,

1 1
Ok = o= bacolk] & (=) = o= - o). (3.8)
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Figure 3.3. Illustration of an ideal frequency-to-digital conversion.
The subsequent difference operation is simply
F k] = ®,[k] — @[k — 1] &  F(z)=(1-2"") 3,(2). (3.9)

Combining the above result, we may write the overall difference equation

for the frequency-to-digital converter (FDC) as

Fulk] = = (Daclt] — ol — 1]) = Tl 1] (3.10)

fr

where the relationship of Eq. (3.6) has been applied. Its z-transform gives

Fy(z) = (%R) 27 faco(2). (3.11)

3.2.1.83 Frequency error detector and accumulator
The frequency error detector (FED) is an arithmetic subtractor, one whose
output is simply

Fulk] = Fulk] — B[] & Fu(2) = Frae(2) — Fo(2), (3.12)

where F,,. represents the value of the target frequency defined by the
FCW with respect to the reference frequency. The output, F.[k], repre-

sents the frequency error in units of cycle per reference period.

Since the integral of frequency is the signal phase, the subsequent accu-
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mulation, which is a digital version of the integral, generates the phase
error information in the digital domain. The difference equation of the fre-
quency error accumulator (FEA) and its z-transform can be represented

as
1

D [k] = Dofk — 1] + Fulk] & ®e(2) = (1_724

> Fu(2). (3.13)

It should be noted that digital computation in the FEA and the subse-
quent digital loop filter (DLF) usually employ saturation arithmetic so
that a potentially out-of-range result would not overflow but be clamped
to its nearest extreme value in the output range. Evidently, care needs
to be exercised in the design to prevent saturation from occurring under
normal operating conditions, where the above equations should hold true

for the proper operation of the ADPLL.

3.2.1.4 Digital loop filter

The digital loop filter (DLF) is generally a low-pass filter that prevents
high-frequency components of the noises passed out of the frequency er-
ror accumulator from propagating to the DCO input. Depending on the
performance specifications and the level of high-frequency noise compo-
nents, it can have different configurations and parameters. Its exact dif-
ference equation is determined by its specific configuration. Here, we look
at some simple examples, which can serve as a basis for the study of more

complicated cases.

e For a type-I PLL, there is by definition no additional integrator or accu-
mulator in the loop other than the oscillator [51]. In the simplest case of
a type-I ADPLL, the loop filter is reduced to a multiplication constant.

Denote this constant as «, the difference equation is simply

DIk] = a®.[k] & D(z) = a®.(z). (3.14)

e For a type-II PLL, there is by definition one additional integrator or ac-
cumulator in the loop other than the oscillator [51]. The simplest filter
for a type-II ADPLL is a proportional-integral (PI) filter, where a dig-
ital integrator (accumulator), the integral branch, is placed in parallel
with a multiplication constant, the proportional branch. The difference

equations for the proportional and integral branches are, respectively,
Dplk] = a®.[k], and Djlk] = Dilk — 1] + p D.[k]. (3.15)
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The z-transforms of the proportional and integral parts are, respectively,

Dﬂ@za%@LmﬁDﬂ@z(LiA)QQ)

The « and p are the scaling factors in the two branches. The overall

filter output is a combination of the two:
D[k] = Dy[k] + Dplk]. (3.16)

The corresponding z-transform of the PI loop filter is

D(z) = Di(z) + Dp(z) = (a + 1 7pz_1> D, (2). (3.17)

3.2.2 Loop transfer functions

A transfer function, which describes a transform-domain relationship be-
tween the input and output of a circuit, is a popular and powerful tool for
linear analysis of a PLL. Next, we derive the overall transfer functions of
the ADPLL, first for the output frequency without noise consideration and
then for the phase with noise consideration included. Relevant analysis

is also carried out to investigate its fundamental properties.

3.2.2.1 Frequency transfer function

Based on the above z-transform for the loop elements, we can build the
overall z-transform model for the ADPLL. The result is shown in Fig. 3.4,

from which we can write the transfer function for the forward path as

_ fdco(z) _ choH(Z)271

1
A(z) F.(2) [ (3.18)
and for the feedback path as
Fy(z) 1 _
B(z) = =—z" (3.19)
( ) fdco(z) fR
The open-loop transfer function is
-2
A@)B(z) = D)2 (3.20)

- fr(l—271) "

An important observation here is that the open-loop transfer function has

at least two poles at z = 0, which is the result of two unit delays in the
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Figure 3.4. A basic z-domain model of the ADPLL.

loop. The two delays are associated with the sampling operation at the
DCO input and in the PDC, which are indispensable for the ADPLL op-
eration and thus cannot be further reduced. It should be noted that a
minimum loop delay of one sampling interval, as assumed for a DPLL
treated in the existing literature [50, 51], is not a realistic scenario. The
ADPLL model developed in a previous study [49] has also omitted one
unit delay, and is therefore not accurate. As delays in the loop adversely
affect the ADPLL performance, it is in general imperative to avoid addi-
tional unit delays from being introduced into the loop filter, represented
by H(z) above, or any other part of the digital loop. In other words, the
whole data path from the PDC output to the DLF output should not be
split by any unit delay cells into more than one clock cycle. It requires
that all of the intervening combinatorial logic operate fast enough to fit
into one reference cycle. This might, on one the hand, demand the use of
a relatively fine process node for implementation and, on the other hand,
require the optimization of the digital loop circuitry to allow for timing

closure.

The overall transfer function can be written as

_ faco(2) - A(z)
" Far(2) 1+A()B() (3.21)

Gy(2)

Apparently, the unit delays in the loop complicate the closed-loop transfer
function, making it two orders higher than that of the loop filter. Substi-
tuting Eq. (3.18) and Eq. (3.19) into Eq. (3.21) yields

B KyeoH(z)z™"
T l—z4 KdCOH(Z)Z’2/fR.

Gy(2) (3.22)

If we substitute z = 1 into the above equation for the DC condition, we
obtain Gjf(z)|,=1 = fr, which states that fi,, = Fiar fz in steady-state

operation if the loop is stable.

48



All-digital PLL fundamentals

In general, we can assume that the DCO gain is normalized such that
Kaco = fr, and accommodate the rest of the loop gain in the loop filter

transfer function, H(z). This allows us to rewrite Eq. (3.22) as

Gy(z) = frH(2)z"

- e (3.23)

As expected, the transfer function, G¢(z), is proportional to the reference
frequency, fr. We may also write it as G¢(z) = Gy n(2)fr, Where Gy,
given by

Grn(z) = (3.24)

is independent of fy.

For a specific realization, we need to substitute the corresponding trans-
fer function for H(z) in the above equation. Here, we consider the two

scenarios with the simplest loop filter configurations:

e In the case of using a simple multiplication constant in place of the loop

filter, we have
1

Gy(z) = — IR0

T l—zl4az?

(3.25)

e When the PI loop filter is used, the overall transfer function becomes

fala(1 =27 +p) 2"
(== +@—2)Fp)7
B frl(a+p)z7t —az™?)

S l1-2 4 (I4+a+p)e?—az?

Gy(z) =

(3.26)

The above examples demonstrate how cumbersome the transfer function

can become if a more sophisticated loop filter is adopted.

3.2.2.2 Poles and zeros

It is well known that the transient behaviour of a linear system is com-
pletely determined by the poles and zeros of its transfer function. There-
fore, it is important to consider the nature of the poles and zeros for the

ADPLL in order to gain vital insight into its system behaviour.

3.2.2.2.1 Analytical solutions The example of a transfer function demon-

strated in Eq. (3.25) has a pair of poles at

(1+V1-4a). (3.27)

N —

z =
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The two poles are real and separate if 0 < o < 0.25, coincident at z = 0.5
if & = 0.25, and complex if a > 0.25. A similar discussion for this simple

transfer function can also be found in the existing literature [51].

The transfer function of Eq. (3.26) has a zero at z = 1+ p/«. The poles are
at the roots of the denominator, which is a cubic function of the variable,
z. The general analytical solutions can still be obtained, but they are not

informative due to the complexity of the formulation.

3.2.2.2.2 Root-locus plots A root-locus plot, which shows the pole tra-
jectory of the transfer function with a varying parameter, is useful for
evaluating how the behaviour of the ADPLL changes with different pa-
rameters. Especially when the analytical solutions are either difficult
to obtain or not informative due to their excessive complexity, root-locus
plots constructed using numeric methods become more essential for fa-
cilitating the way an ADPLL is designed and characterized. Next, we

examine two simple and yet representative cases.

e For a type-I ADPLL with a loop filter as a simple gain, the poles are
given by Eq. (3.27). As shown in Fig. 3.5, the two poles are real when
«a < 0.25, move towards each other as « increases, and coincide at z = 0.5
when o = 0.25. They become complex conjugates when o > 0.25 and
move away from each other along a vertical line at R(z) = 0.5, which

intersects the unit circle at z = 0.5(1 £+ v/3) for a = 1.

A root-locus family is shown in Fig 3.6 for a type-II ADPLL with a simple
PI loop filter. The pole originating at = 0 migrates to the right on the
real axis toward the zero at z = 1. The other two poles originate in the
immediate vicinity of z = 1 £ j,/p, respectively.

If p = 1/4, then the complex poles are located at the unit circle for
a = 0.5 and remain outside of the unit circle for any other « value. If
p > 1/4, then the complex poles lie outside of the unit circle irrespective
of a. If0 < p < 1/4, then the locus of each complex pole intersects
twice with the unit circle. If p = 1/27, then three poles are coincident at
z = 2/3 for « = 1/3, while two of them are complex conjugates for any
other value of a. If 0 < p < 1/27, then the complex poles return to the
real axis for some range of «, while they become complex conjugates for

the rest of the o values.
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Figure 3.5. Root-locus plot of a simple type-I ADPLL.
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Figure 3.6. Root-locus plots of an ADPLL with a PI filter.
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3.2.2.83 Loop stability

The stability requirement dictates that all of the poles of the ADPLL
transfer function, Eq. (3.22) or Eq. (3.23), must lie inside the unit cycle. In
this section, the stability conditions for the simplest examples of an AD-
PLL are examined. The effect of more sophisticated loop filter structures

on the stability is also briefly reviewed.

e In the case of a first-order type-I ADPLL with a loop filter reduced to
a simple gain, we can solve Eq. (3.27) for the boundary stability con-
dition, |z| = 1, which gives « = 1 and the resulting poles are located
at z = (1 £+/3)/2. Therefore, the stability requirement in this case is

a<l1.

e In the case of a type-II ADPLL with a simple PI filter, the boundary
condition in terms of the parameters can be obtained as follows. Consid-
ering that the stability boundary condition is characterized by the inter-
cept of a root locus with the unit cycle, we start by defining z = exp(jv),
with ¢ being a real variable. The pole is a root of the characteristic poly-
nomial, i.e. the denominator of Eq. (3.26). Substituting z = exp(jv), we
obtain

(1—e )2 4+ (a1l — e ¥) + ple ¥ =0, (3.28)

which can be rearranged to the following via some simple mathematical

manipulations,
B 4sin? (1/2)
eIV (L4 L) — i)’

(3.29)

The real and imaginary parts of the denominator on the right side of the

above equation can be written respectively as

R(den) = (1 + g) cos Y — cos(2¢), (3.30)
S(den) = — (1 + §> sin e + sin(24). (3.31)

As « is real, the imaginary part must be zero, which requires
costp =0.5 (1 + E) . (3.32)
«
Combining the above results gives us
R(den) =1, (3.33)
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and
a=05 (1 +/1= 4p) . (3.34)

For p > 0.25, there is no real-valued solution for «, and the ADPLL is
unstable irrespective of a. For p = 0.25, we have one solution, a = 0.5,
based on the stability boundary condition, but the ADPLL is unstable
for any other value of a. For p < 0.25, there are two real solutions
for a as the boundary condition according to Eq. (3.34). The ADPLL is
stable when « is between those two boundary values; otherwise unsta-

ble. In summary, the stability requirements dictate that p < 0.25 and

05(1—vI—4p) <a<05(1—/1I—4p).

3.2.2.4 Phase transfer function

The z-domain frequency transfer function is convenient for basic analysis,
including the stability and transient response characterization of the AD-
PLL. However, for characterizing the ADPLL output spectrum, a different
ADPLL model is needed to relate the excess phase of the DCO output with
that of the frequency reference, where the output phase signal should be

treated as a continuous-time signal.

3.2.2.5 Modeling excess reference phase fluctuation

The reference phase in the time domain could generally be expressed as
0r(t) = 27 frt + AOR(1), (3.35)

where f; represents the nominal reference frequency. When the reference
signal is used as the clock for sampling the DCO digital control words
and the DCO output phase, the excess phase fluctuation, Afx(t), results
in a fluctuation in the sampling time around the ideal values. The kth
sampling occurs at the corresponding rising edge of the reference signal,

i.e. at 0;(t) = 2kw. Thus, the kth sampling time can be given by

Abg[k]
21 fr

tslk] = kTx — (3.36)
where Af[k] represents Af(t) at t=t,[k]. Clearly, the phase fluctuation,
Afg[k], makes the actual kth sampling time deviate from the nominal

time by an amount of
A0 K]

Atglk] = =55 5.

(3.37)
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This timing deviation, also referred to as the absolute timing jitter [52],
in turn induces a corresponding error in the PDC output, as illustrated in
Fig. 3.7. The PDC output error due to the reference timing jitter can be
found to be

A, k] = facolk — 1]Atg[K]. (3.38)

It has been noted that the DCO output frequency is set at the previous
sampling time; hence, f4.,[k—1] rather than fy.[k] is used on the right-
hand side of the above equation. During the steady-state operation, we
can approximate the instantaneous frequency with F},, fz. Combining the

above results yields

_ Fta,r
27

AOK] A@v(z):—};t:AeR(z). (3.39)

AD, k] =

Therefore, the excess phase fluctuation of the frequency reference can be

modeled by adding the corresponding error signal at the PDC output.

@,
4 AD, [k] ~ fpcolk — 1) ATRk] _ -
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Figure 3.7. Effect of sampling time error on PDC output.

3.2.2.6 Frequency transform of the ADPLL output phase

In general, the frequency spectrum of a discrete-time signal represented
in the z-domain can be obtained by evaluating the z-domain expression
on the unit circle, i.e. z = exp(j2nf). This applies to the DCO output
frequency when it is considered as a train of impulses in the discrete-time
domain. However, the DCO output frequency is in fact a staircase-like
waveform instead of a train of impulses due to the implicit zero-order hold

operation in the digital input sampling. This zero-order hold operation
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has the impulse response of a rectangular function as

1 if0<t<Ty
hzon(t) = rect (i - 1) = ! a (3.40)

R 2) 0 otherwise

Its frequency domain response can be obtained via the Fourier transform
to be

sin(m fTR)

Haonlf) = Flhson(0)) = L5 2 = poomrm (002

] ) . (341)

The output phase is the integral of frequency in the continuous-time do-
main, as given by Eq. (3.3). The integral in time domain corresponds to
a frequency response of 1/(27f). The overall transfer function from the
output frequency in the discrete-time domain to the output phase in the
continuous-time domain can be written as

1 e ImITRY
Houl) = (g7 ) Heon($) = (S ) sinelef Ty, G2

where sinc(z) is the sinc function, i.e. sinc(z)=sin(z)/x.

3.2.2.7 Complete ADPLL modeling for phase output

With the above results, the z-domain model of the ADPLL can be extended
to include the reference phase input and the DCO phase output. The re-
sulting mixed-domain model is shown in Fig. 3.8, where the target fre-

quency, Fi,;, defined by the FCW is considered a constant.

F,/),r F"J(Z) f (Z) (I)uu,(f)
t " e 1—1:—1 DCO Holf) | Pouel /
Fy(2)
D, (2)
S () (=)
— L o — (i2nfTh
AQR(Z) H{)ut(,f) = (3}’;?}) SinC(ﬂ'fTR)

Figure 3.8. A mixed-domain model of the ADPLL.

Based on this ADPLL model, the transfer function from Af;(z) to @, (f)

can be obtained as

C Bou(f)  (FarfrH(z)z (1 =271\ (e TrY
Golf) = 0r(2) ( 1—27'+ H(z)z2 ) (j(gﬂfy) sine(m fTy),
(3.43)
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where z = exp(j27 f). The DCO gain normalization has been assumed.

3.3 Performance analysis

To meet the same set of performance requirements associated with fre-
quency synthesis, the ADPLL design shares some common considerations
as with the conventional PLL design, but also entails some different con-
siderations arising from its distinctive features in the architecture and
operation principles. It is essential to examine the general considerations
and identify the key challenges with the ADPLL design to meet perfor-

mance requirements.

3.3.1 Frequency settling

Quantitative estimation of the ADPLL transient response can be investi-
gated with the z-domain transfer function, Eq. (3.22), by using the inverse
z-transform. The output frequency sequence, which is a response to a step

change in the FCW, has a general expression of

o) = 2 RN g 2 S

1—2z1 11—zt

where Z—' denotes the inverse z-transform. The term Ag; in the above
expression is the magnitude of the step change in the FCW value, Fi,.,

which means a change of A, f in the target frequency.

One observation is that the frequency settling given by Eq. (3.44) is inde-
pendent of f if A, fr is a constant irrespective of fi, i.e. making the in-
put step change for the same magnitude in Hertz in all cases. Meanwhile,
since the time, k7%, is proportional to the reference period, fx, the fre-
quency settling time also scales proportionally with the reference period
or inversely with the reference frequency, f,. However, the assumption is
that the DCO gain is always normalized to fr and the rest of the loop re-
mains unchanged. This means the loop bandwidth also scales proportion-
ally with the reference frequency. In practical implementations, the loop
bandwidth usually needs to narrow correspondingly with an increased
reference frequency, to adequately suppress on the high-frequency noise
components, which would slow down the frequency settling and offset the

settling speed gain from the increase in the reference frequency.
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In the simplest case, where the loop filter is simply a gain constant, we

have
afpz?
T l—zl4az?

faco(2) = Gy (2) frar (2) frar(2)- (3.45)
Using the step function fi,(2) = 1/(fr(1 —2z7)), the output frequency

can be written as
azt

(]_ — Z—l)(l — 214 06272); (346)

f dco(z) =
its inverse z-transform then yields

= —é -k —4a)* —4da - 2a
facolk] =1 2@(2 (1+V1-4a)* Q1 +vV1-14 2a) (3.47)

+ (1 = V1 —4a)* (=1 + V1 — 4a + 20))).

Some examples of the ADPLL transient response with different values of

« are plotted in Fig. 3.9.
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Figure 3.9. ADPLL transient response from inverse z-transform.

In a digital PLL, it is common to employ circuit techniques, such as adap-
tive frequency calibration (AFC), for frequency coarse tuning prior to fre-
quency fine tuning and tracking to speed up the frequency switching. The
ADPLL architecture, which has the frequency error information available
in the digital domain, lends itself particularly well to these techniques.
However, the key for fast frequency settling lies with the PDC resolution
in the feedback path. It determines how much techniques like AFC can
ultimately speed up the settling process. It also sets a limit on the loop
bandwidth for fine tuning and frequency tracking, which in turn limits

the frequency settling speed in the fine tuning. A fine PDC resolution is
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thus essential to ensure a short settling time.

3.3.2 Phase noise and spurious tones

The major noise sources in an ADPLL are associated with the DCO and
the PDC. With due approximations, these noise sources can be included in
the ADPLL model, as in Fig. 3.8, to account for their effects on the output
spectrum. Next, we summarize relevant results that have been presented

in the existing literature [4, 53-55].

As in a typical PLL, the in-loop tunable oscillator naturally remains a
dominant phase noise source. It is the purpose of the negative feedback
mechanism of a PLL to stabilize this oscillator and suppress its close-in
phase noise. For a PLL to achieve a low phase noise level, the tunable
oscillator itself should have good phase noise performance and the loop
should provide adequate noise suppression with a sufficient loop band-
width. The implication of a digital interface for the oscillator in an AD-
PLL is twofold in terms of the phase noise performance. By using digital
tuning instead of analog, the oscillator output frequency can be made rel-
atively insensitive to the voltage fluctuation of the control lines, which
helps to reduce the close-in phase noise level. On the other hand, the
digital interface is typically associated with a relatively large number of
devices with an increased amount of wiring, which can potentially lead
to higher loss and increased phase noise. More importantly, digital fre-
quency tuning means a finite frequency resolution, with the DCO output
frequency is not tuned continuously but in steps. The frequency quan-
tization is a source of nonlinearity in the loop dynamics, which tends to
degrade the overall phase noise performance and give rise to spurious
tones in the ADPLL output. Predicting spurious tones is usually dif-
ficult with mathematical tools. The phase noise contribution from this
frequency quantization can be quantified with a linear approximation in
which quantization errors are assumed to be white noises. A previous

study [54] formulated this phase noise contribution as

1 (Afa) 1 (o fm
cin =35 (322) 7 () 49

where f,, represents the offset frequency, A f4., the DCO frequency reso-
lution and fj the reference frequency. This result, however, ignored the

noise-folding effect of the sub-sampling operation in the feedback path.
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Consequently, it does not account for the in-band noise contribution. As
later elaborated in another study [55], the in-band noise contribution of

the DCO frequency quantization can be approximated as,

_ Afdco ? 1
L= (271'4 I ) . o7, (3.49)

To minimize the effect of the DCO frequency quantization, the key is to
have a fine DCO frequency resolution. In nanoscale CMOS technologies
and with appropriate circuit techniques, the frequency quantization can

be made sufficiently low for typical wireless applications [3, 9].

Another important source of phase noises is related to the finite resolu-
tion of the phase digitization operation in the feedback path. This phase
digitization usually employs a time-to-digital converter (TDC) as its core
functional block; the time resolution of the TDC is subject to a number of
practical limitations. The time quantization errors of the TDC could dom-
inate the in-band phase noise at the ADPLL output and they also limit the
viable loop bandwidth. With the linear approximation, the contribution

of this phase noise digitization can be quantified as follows [53]

2
L (27 facoAtiac)” ! (%Att‘k), (3.50)

- 12fR - 12fR Tdco

where Atiq. is the TDC time resolution and Ty, represents the period of
the DCO output.

The limitation on the loop bandwidth imposed by the feedback quanti-
zation reduces the suppression of DCO phase noises and thus limits the

overall phase noise performance.

3.3.3 Frequency tuning range

The frequency tuning range of an ADPLL is mainly determined by the
DCO in the loop. Though it can be extended beyond that of the DCO
with additional circuit blocks such as frequency dividers, there are several
limitations with this extension. In general, only power-of-two frequency
dividers are practically feasible or cost-effective for this purpose, which
means the maximum divided-down frequency is at best half the maxi-
mum frequency prior to the frequency division. This would result in only
disjoint frequency sub-ranges instead of a continual one if the oscillator it-

self cannot cover an octave frequency band characterized with a frequency
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ratio (fmaz/fmin) of two. In addition, the need for multiplexing also to
a certain degree complicates the frequency-division approach of keeping
the coupling of different branches to an acceptable level [56]. Designing
a high-frequency CMOS oscillator to cover an octave band is certainly not
a trivial task; it involves trade-offs with other important performance pa-

rameters, such as the phase noise, power consumption and silicon area.

The frequency tuning range also bears design implications for the PDC
in the feedback path in different ways concerning the PDC resolution,
power and silicon area. To handle the RF signal over a wide frequency
range, the PDC could face conflicting design scenarios associated with the

frequencies at both ends of the frequency range.

3.3.4 Frequency resolution

As with a conventional digital PLL, the frequency resolution of an AD-
PLL is determined by the number of fractional bits in the FCW and the

reference frequency. It can be expressed as
1
Af = QWF . fR? (351)

where Wy and f; are the number of FCW fractional bits and the refer-
ence frequency, respectively. Basically, there is no fundamental limitation
on the number of fractional bits and thus the frequency resolution, while
the digital implementation for a finer resolution could be more complex
due to the associated larger word length. As for a conventional PLL,
techniques such as YA-modulation can also be employed to shorten the
effective FCW length before it is used for phase or frequency error detec-
tion, which allows the subsequent digital blocks to implemented with a
shorter word length. The result is that a very fine frequency resolution
can be achieved at little cost in terms of power and silicon area. Note that
the ADPLL frequency resolution should be distinguished from the DCO

frequency resolution, which are independent of each other.

3.4 ADPLL architecture alternatives

The ADPLL architecture can be rearranged to arrive at a slightly different
version, as shown in Fig. 3.10. In this architecture version, the accumu-

lation of the FCW for each reference cycle constitutes the reference phase
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signal. The digital DCO phase information from the PDC is subtracted
directly from the reference phase to form the phase error, which is con-
ditioned with a digital loop filter (DLF) for DCO frequency tuning. This
architecture version can be viewed as result of moving the frequency error
accumulator in the architecture of Fig. 3.1 back to the input branches of
the frequency error detector and canceling out the difference in the feed-
back path. Elaboration of this architecture version can be found in an
earlier study by Staszewski [49]. Its operation is quite similar. However,
a major disadvantage of this architecture version involves the loss of im-
portant DCO frequency information in the digital domain, which does not

make it so appealing.

Loop filter DCO

FCw > +/-I-—\ Dﬂ::)—'—’wt

PDC

1

ref
Figure 3.10. Phase-domain ADPLL architecture using phase comparison.

An ADPLL can also be realized by simply replacing the analog blocks
in a conventional charge-pump PLL with their digital counterparts. The
resulting architecture is illustrated in Fig. 3.11. Specifically, the charge
pump, along with the PFD, is replaced with a TDC, which converts the
phase error between the divided-down output signal and the frequency
reference signal into its digital presentation. By digitizing the phase error
with the TDC, the following low-pass loop filter (LPF) can then be imple-
mented in the digital domain. The DCO is a counterpart to the VCO in
conventional PLLs, allowing digital control of its output frequency. This
architecture is conceptually straightforward compared to that of a conven-
tional PLL. As in a convention PLL, the frequency control in this archi-
tecture is performed by defining the division ratio of the multi-modulus
frequency divider (MMD) in the feedback path. An example of this ar-
chitecture can be found in a study by Hsu et al [57], where the DCO is
implemented as a combination of a digital-to-analog (D/A) converter and

a VCO, and the TDC employs a gated-ring-oscillator (GRO) structure.

The similarity of this architecture to a conventional charge-pump archi-

tecture allows it to better leverage existing theories and techniques de-
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Figure 3.11. Phase-error-digitized ADPLL architecture.

veloped for the conventional architecture over a relatively long period
of time. However, it also inherits from the conventional PLLs the same
design issues and challenges associated with the feedback path and the
SDM-based fractional frequency control approach. Particularly, the de-
sign of an MMD with a large division ratio range has difficulty handling
the RF signal, and its speed and power consumption constitute a poten-
tial performance bottleneck for the ADPLL. In addition, realizing effec-
tive fractional division ratio by means of switching back and forth among
integer ratios, the feedback is known to be the source of substantial quan-
tization noises. This noise source does not exist in the architecture shown
in Fig. 3.1. Although digital cancellation techniques can be employed to

mitigate the issue [57], they also increase the design complexity.

In view of relative drawbacks of the above architecture variants, they
have not been the focus of this work. Instead, the architecture shown in
Fig. 3.1 remains the architecture of choice throughout this study. It has
been the basis for further architectural improvements and circuit-level
techniques developed in the author’s work and is going to be the focus of

further discussion in next chapters.

3.5 Summary

An ADPLL comprises an DCO for RF frequency generation and a digital-
intensive feedback loop to control its output frequency. There are a few
general architectures that feature different loop configurations. The pop-
ular approach is to convert the RF output phase into a digital form in the
feedback path and process the phase signal in the digital domain to gener-
ate a corresponding digital result for the DCO frequency control. Despite
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all the previously mentioned benefits, the digital approach is also associ-
ated with some obvious disadvantages. It usually incurs more loop delay
than its analog counterpart due to the need for sampling at the DCO in-
put to align different bits in the control word. In addition, quantization

errors are also inherent with the digital implementation.

The basic function of an ADPLL can be modeled in the discrete-time do-
main and its z-transform. However, when characterizing its output spec-
trum requires, the output phase needs to be considered as a continuous-

time signal, which makes the resulting model relatively complex.
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4. Frequency acquisition

A PLL settling process can be considered one of lock acquisition, which
brings the loop from an initial condition into lock. In wireless applications,
fast acquisition is always desired from system perspective. In general, it
starts with frequency acquisition and progresses to phase acquisition be-
fore lock is achieved. For fast settling, both frequency acquisition and
phase acquisition need to be optimized. In particular, frequency acquisi-

tion tends to be the key in determining the settling speed [51].

This chapter begins with by discussing the general principles of lock ac-
quisition within the framework of an ADPLL and then describes different
techniques for achieving it. It highlights a fast frequency acquisition tech-

nique that makes it possible for an ADPLL to settle at a maximized speed.

4.1 Overview of ADPLL acquisition

4.1.1 Review of ADPLL lock state

As is known from previous analysis, the detected frequency error in the
digital domain, with the quantization error neglected, can be given by a
difference equation as

1

Fe[n} = E&ar - fR

(fo+ Kpcod[n —1]), (4.1)

where d[n — 1] is the value of the DCO control word at the previous ref-
erence clock cycle and f, is the DCO frequency when the control word

is zero. The phase error is derived through accumulating the frequency
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error and can be expressed as
Oc[n] = @[0] + Y Fe[k]. (4.2)
k=1

In a phase-locked state, the phase error by definition should be constant,
or &.[n] = ®.[n — 1] for any reference cycle index, n, over the relevant
period of time. This requires that F,[n] = 0 for any relevant value of the
cycle index, n. Conversely, if F,[n] = 0 for any relevant value of n, it follows
from Eq. (4.2) that ®.[n] = ®.[n — 1], i.e. the phase error is constant and
the ADPLL is phase locked. This basically says that the ADPLL can be
automatically locked when the frequency acquisition is fully performed.
It should be noted that this is a special feature of an ADPLL and one that
is associated with the unique method of phase error detection. It is gener-
ally not true with a conventional PLL, where the phase detection method
dictates that phase acquisition is still needed even if frequency acquisi-
tion is performed perfectly. That need arises by the fact that even if the
PLL output frequency is exactly the target frequency, there is still the
same possibility of phase misalignment between the frequency-divided
feedback signal and the reference clock. With an ADPLL, there is no such
frequency-divided signal and its associated phase alignment with the ref-
erence clock. As a result, the additional phase acquisition process is not
needed, which in principle allows an ADPLL to potentially settle faster

than a conventional PLL.

The question that has not been answered yet has to do with the lock state
of the ADPLL if we look at one point in time or one single reference clock
cycle. Clearly, a zero frequency error for one cycle does not guarantee that
it would remain so, and it thus does not tell us whether or not the loop is
in a locked state. To address such a question, we need to take the whole
loop into account. Particularly, the DCO input is the output of the loop

filter, and it can in general be given by,

N M
d[n] = Z a;dln —i] + Z bj®e[n — jl, 4.3)
i=1 =0

with a; and b; being the loop filter coefficients. The terms d[n — 7] and
®.[n — j] are respectively delayed versions of d[n] and ®.[n], and they are
stored in one form or another in the memory elements (not always sep-
arately) as state variables of the loop filter. In the simplest case of a

type-I ADPLL, the loop filter degenerates to a gain constant, and we have
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d[n] = Gips®c[n] with no additional state variables involved. It can be
shown that a PI loop filter for a type-II ADPLL can generally be described
as

dn] =dn — 1] + ((Kp + K;) ®c[n] — Kp®c[n —1]).

To better reflect a typical circuit implementation, the difference equation

can be rewritten as
dn] = Kp®e[n] + (K, ®c[n] + d;[n —1]),

where

di[n—1] =d[n—1] — Kp®.[n — 1]

is the delayed version of the integrator branch output and usually stored

as one state variable.

When an ADPLL is correctly locked, the phase error and DCO input

should remain constant. As a result, it follows from Eq. (4.3) that

d[n] = Gy - Pe[n] or Pc[n] = —— (4.4)

with G,,; = Zjvio b;/ (1 -y az> being the loop filter DC gain. The
above relationship holds true regardless of the index n value as long as
the ADPLL is in a locked state. It basically says that the DCO input is
equal to phase error scaled by the loop filter DC gain. Since F.[n] =0in a
locked state, it follows from Eq. (4.1) and Eq. (4.4) that

ftar B fo
KDco

ftm fo

(4.5)
Glp/ KDCO

dn] = , or O [n] =

It should be noted that the loop filter DC gain, Gy, can be an infinity due
to the presence of one or more integrators, which would force ®.[n] to be

zero in a steady locked state.

In summary, for the ADPLL to be in a steady locked state, the control
word, d[n|, and phase error, ®.[n], along with their delayed versions, d[n—i]
and ®.[n — j], in Eq. (4.3) acting as state variables of the loop filter, should
be at their respective steady-state values according to Eq. (4.5). With a
stable ADPLL design, we can claim that the ADPLL is in a phase-locked
state, if the above is true. That is, if d[n] and ®.[n] along with the loop filter
state variables are at the steady-state values in the nth cycle,then their

values will be sustained with the DCO continuously generating an RF
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output exactly at the target frequency. However, with an unstable ADPLL
design, the disturbance from the noises and quantization errors would
drive the ADPLL away from the expected lock state and lock becomes

impossible.

4.1.2 ADPLL frequency acquisition overview

In the ADPLL tracking mode, the phase digitization of the DCO output
signal needs to be based on a TDC to provide a fine resolution that can
minimize the level of quantization errors. The TDC-based phase digitiza-
tion is in general characterized by a measurement range of one RF cycle
or 27. As a result, the ADPLL output frequency needs to be within the
range of +f;/2 from the target frequency in order to ensure the frequency
error detection is performed correctly in the tracking mode. Meanwhile,
the capacitor bank of a DCO used for frequency tracking, along with the
need to provide a fine frequency resolution to minimize frequency quan-
tization, is usually able to cover only a limited frequency range. These
limitations dictate that the frequency tracking loop is not capable of full
frequency acquisition and that additional circuitry is needed to aid the

acquisition.

It should be noted that acquisition-aiding circuitry is also commonly used
for a conventional PLL, where similar limitations also exist. Phase error
detection in the tracking mode of a conventional PLL is typically charac-
terized by a small operating range and thus is not suitable for frequency
acquisition. A conventional VCO also needs to be designed for a limited
tracking frequency range with a moderate frequency gain in order to keep
down noise contribution from the voltage control line. By comparison, a
VCO can usually be designed to have a tracking range somewhat larger
than that of a DCO, as the component matching and physical size of the
capacitor bank tends to impose a harder restriction than the consideration

of noise upconversion.

With a different functionality, the acquisition circuitry for a PLL can be
designed in a way relatively independent of the tracking loop. While a
conventional PLL design is overall analog-intensive, a relatively digital
approach is often employed for frequency acquisition circuitry. It is com-
mon that the VCO for a conventional PLL is designed to have a capacitor
bank that is digitally controlled during frequency acquisition [58]. As a

result, many of the frequency acquisition techniques suitable for conven-
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tional PLLs can in principle also be used with an ADPLL. However, it
should be noted that the requirement for frequency acquisition resolution
tends to be higher. This is because of the more limited DCO tracking

frequency range as compared to that of a VCO.

4.2 Frequency calibration techniques

The frequency acquisition of a digital PLL is also a process of calibrat-
ing the DCO frequency so that it can operate properly in subsequent fre-
quency tracking. Next, we review different frequency calibration tech-
niques that have been proposed in the literature for fast frequency ac-
quisition. Among the techniques that will be discussed, the author has
applied the PLL-based frequency calibration in one ADPLL design [12],
and a technique of binary search approximation in other designs [8, 13].
In particular, the author is the first to propose a dynamic binary search

for an ADPLL frequency synthesizer [13].

4.2.1 PLL-based frequency calibration

In previous studies by Staszewski and others [59-62], apparently the
same kind of loop for frequency tracking with phase error detection and
filtering has also been used for frequency acquisition. In the feedback
path, a counter-based phase accumulator is employed to digitize the DCO
phase in the acquisition mode in order to allow for a large conversion
range. At the loop filter output, mode-switching logic allows for the pro-
gression of an active frequency control from one capacitor bank of the
DCO to another. A major disadvantage of this approach is the difficulty in
having accurate timing control for the mode transition. Its performance
is subject to the effect of PVT variations of the DCO gain, which results
variations in the PLL loop bandwidth. The lack of a clear indicator re-
garding when active control would be transferred from one bank to the
next could result in either a waste of time or acquisition failure. Mean-
while, sharing the loop filter in different modes can actually increase the
complexity of the loop filter and complicate the overall design. The need
for filtering is supposed to vary dramatically over different modes accord-
ing to the level of quantization error and the changing requirement for
the instantaneous frequency resolution over the entire acquisition pro-

cess. To accommodate the varying requirement, the loop filter needs to be
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designed with increased word lengths and more configurable parameters.
Meanwhile, it incurs additional multiplexing and state variable resetting
logic during the mode transitions. All of the hardware overhead tends
to outweigh the potential benefit resulting from the hardware sharing.
Meanwhile, it has been pointed out previously that the claim about the
joint operation of the phase accumulator and TDC for phase digitization
is merely a misunderstanding. Basically, the TDC is ineffective in the ac-
quisition mode whether it is active or not, while the counter-based phase

accumulator is not needed in the tracking mode.

4.2.2 Code estimation and presetting

DCO code presetting or forward compensation techniques are based on
an estimation of the DCO parameters for presetting the DCO according
to the target frequency before the frequency settling [63—65]. Such tech-
niques are typically based on the assumption of a practically linear DCO.
As shown in Fig 4.1, the transfer function of a linear DCO can be repre-
sented by a straight line that is unambiguously defined with the knowl-
edge of its two points, particularly the two end points. More specifically,
suppose fuin is the frequency for a minimum DCO control code, d,in, while
fmax 18 the frequency for a maximum DCO control code, dp,... It follows
that the DCO output frequency, f., for an arbitrary DCO control code, d,

would be
fmin — fmin

dmax - dmin

fz = fmin + (dT - dmin) . (46)

In other words, if the target frequency is f,., the DCO control code can be
ideally set to be

dm - dmin
dac = dmin + h (fx - fmin) . (4-7)

In practice, the numbers will need to be rounded off because the control
code should consist of whole numbers. The DCO output frequency is not
known directly. Instead, its quantized version at the output of the feed-
back path can be used in the above estimation or it can be derived or
approximated with other signal values [63]; however the latter option is
a less straightforward and accurate option. The information about the

target frequency, f,, is in the FCW to the ADPLL.

It should be noted that the adoption of this type of techniques has been

limited to relatively low-performance applications, where the requirement
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Figure 4.1. Transfer characteristics of a linear DCO.

for the phase noise and frequency resolution is low. The major issue with
the techniques is that the achievable accuracy is typically very coarse in
comparison. This is due to various factors. The most important of these

factors are:

e First, the overall transfer function of a DCO can be quite nonlinear, and
thus a linear assumption is usually not justified for the whole tuning
range. This is particularly true with an LC DCO, whose oscillation fre-
quency is a nonlinear function of the inductance and capacitance of its
LC tank. Meanwhile, whether it is an LC oscillator or a ring oscillator,
the component mismatches of the tuning bank limit the linearity of a
DCO.

e Second, the quantization of the DCO output frequency is subject to the
limited resolution of the feedback path.

Another issue with the techniques, one which Eq. (4.7) demonstrates is
that estimation of the control code usually involves arithmetic division or
multiplication, which tends to make it costly for hardware implementa-
tion. Moreover, there are typically multiple frequency tuning banks in-
stead of a single one in a DCO. As a result, multiple DCO control codes
need to be estimated, which further complicates their implementation.
Among the multiple tuning banks, the quantization step of a coarse bank
tends to be one or two orders of magnitude larger than that of the next

finer bank. In other words, one quantization step of the coarse bank can
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typically be on the same order of magnitude as the whole tuning range of
the next finer bank. As a result, any small inaccuracy in presetting the
coarse code, which is almost inevitable, tends to invalidate the presetting

for finer banks.

4.2.3 Binary search successive approximation

Successive approximation frequency calibrations, typically based on a bi-
nary search (BS) algorithm, have been widely used to aid frequency ac-
quisition of different PLL architectures [8, 66—-69]. Their popularity has
to do with their simplicity, robustness and relatively high speed. The ba-
sic algorithm of a BS-based calibration is depicted in Fig. 4.2. It works by
adjusting the DCO frequency through its control word on a step-by-step
basis with the frequency step size halved for each iteration. It starts by
setting the DCO control word and the step size to their appropriate initial
values. For each step, a frequency comparison is performed between the
output frequency and the target frequency. Based on the comparison re-
sult, the control word may then be changed to step up or down the output
frequency. The iteration goes on until the last step or the target frequency

is reached.

In general, the frequency comparison can be performed only with a finite
resolution that is limited by the time allowed for the frequency measure-
ment. The BS calibration resolution is in turn limited by the frequency
comparison resolution. When the difference between the output frequency
and the target frequency is smaller than the frequency comparison reso-
lution, the comparison cannot distinguish which frequency is higher or
lower and thus the output frequency cannot be reliably brought closer to
the target frequency. With a typical BS calibration, the comparison res-
olution is a design parameter fixed throughout the whole binary search
process. Improving the comparison resolution tends to require a propor-
tional increase in the frequency measurement time for each step. As a
result, fast frequency acquisition usually comes with a relatively poor
calibration resolution, and a significant frequency settling time is still
needed after the calibration phase, especially for applications with small
frequency tolerances. Attempts to improve the calibration resolution tend
to introduce proportional time increase for each search step [69], which

dramatically diminishes the advantage of the calibration speed.

The performance of a BS calibration can be improved with a dynamic
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Figure 4.2. Basic binary search frequency calibration.

resolution setting for each search step, as proposed for the ADPLL in a
published study by the author [13]. The principle of such a dynamic BS
calibration is depicted in Fig. 4.3. It features a dynamic frequency reso-
lution improvement part in addition to what is common to a traditional
BS calibration technique. At each search step, the frequency comparison
is first performed with an initial resolution. If the frequency difference is
too small for comparison, the resolution is refined for further comparison
at the expense of more frequency measurement time until the final reso-
lution is reached. Such a technique makes it possible to use a relatively
coarse comparison resolution for most of the search steps without sacri-
ficing the overall calibration resolution. As a result, it allows for much

faster calibration for a given calibration resolution.
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Figure 4.3. Dynamic binary search frequency calibration.

4.3 Summary and discussion

In this section, the general features of the ADPLL acquisition process
have been reviewed. It was noted that the additional phase acquisition,
which is typically an integral part of the whole acquisition process for a
conventional PLL, is no longer necessary with the ADPLL architecture.
With the ADPLL, DCO frequency calibration is a key part of frequency
acquisition. Different calibration techniques were described and summa-
rized here. Among the different calibration techniques, the BS-based suc-
cessive approximation features with superior robustness and simplicity.
In particular, the dynamic binary search first proposed by the author [13]
for an ADPLL also allows for fast calibration with a fine resolution, which
is essential for ensuring the rapid settling of an ADPLL frequency syn-

thesizer.
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A PLL-based frequency synthesizer commonly employs one or more RF
oscillators to generate its output signal waveform. In an ADPLL, the RF
oscillator is designed to have a digital interface for frequency control. The
digitally controlled oscillator (DCO) in an ADPLL is functionally a digital-
to-frequency (D/F) converter. From this perspective, it is a special same
digital-to-analog (D/A) converter and shares the D/A converter design con-
siderations, such as linearity and resolution. From another perspective,
the DCO in an ADPLL plays the same role as a voltage-controlled oscil-
lator (VCO) in a conventional PLL. Except for the interface, the RF oscil-
lator core of a DCO is essentially the same as that of a VCO. As a result,
it shares key design considerations with the latter. In our own work, we

have designed
e an LLC DCO [9], which was later applied in a 2.4GHz ADPLL design [12],

e a ring DCO with a band-extension LC tank [11], which was integrated
with a wideband ADPLL for a cognitive radio application [8], and
e a two-stage ring DCO utilized in another wideband ADPLL design [13].

This section examines DCO design principles from both perspectives, while

details of my own DCO designs are presented in Chapter 7.

5.1 Oscillator fundamentals

5.1.1 Oscillator models

This section examines the principles of oscillator frequency tuning and
considers digital frequency tuning with a DCO in its proper perspective

in order to facilitate further discussion. More comprehensive coverage of
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oscillator theories can be found in numerous published works [70-77].

An oscillator generates a periodic signal waveform when powered from a
DC supply. With CMOS technology, there are primarily two types of oscil-
lators: LC oscillators and ring oscillators. An LC oscillator is basically a
combination of an LC resonator with an active network. A ring oscillator
is built with a number of delay stages, with the output from the last stage
fed back to the input of the first stage to form a ring. Examples of ring

oscillators and LC oscillators are given in Fig. 5.1 and Fig. 5.2.

T
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Figure 5.1. LC oscillators: (a) NMOS-core, and (b) CMOS-core.
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Figure 5.2. Ring oscillators: (a) single-ended, and (b) differential.

While it is inherently nonlinear, an oscillator can usually be represented
by its linearized small-signal models to gain insight into its operation. A
common model is a positive feedback system, as shown in Fig. 5.3, which
consists of a gain block G(jw) and a frequency selective block H(jw). The

transfer function can be given as,

Vout(jw) _ G(jw)
Vin(jw) 1= G(jw) - H(jw)

(5.1)
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Sustainable oscillation means that the system can have non-zero output
with zero input, which is true only if the denominator of the above transfer
function is zero. In other words, we need the open-loop transfer function

to satisfy the following condition,
G(jw) - H(jw) = 1. (5.2)

This is commonly known as the Barkhausen criterion. It can be inter-
preted as meaning that at the oscillation frequency, we have the open-loop

gain magnitude, |G(jw) - H(jw)| = 1, and its phase, Z (G(jw) - H(jw)) = 0°.

‘/out (] w )

p—>

H(jw)[

Figure 5.3. An oscillator model as a positive feedback system.

In an LC oscillator, the frequency selective block is the LC tank, while the
gain block can be represented as a transconductance of the transistors. As
a result, a single-ended linear model for an LC oscillator can be formed,
as shown in Fig. 5.4, where L and C are respectively the tank inductance
and capacitance, and the resistor, Ry, the tank loss. The input, I;,, is the
model for the noise current or initial condition when the oscillator is pow-
ered up. The oscillation frequency can be derived from the Barkharsen

criterion as
1

2V LC’

which is the resonant frequency of the LC tank.

fosc = (5-3)

In a ring oscillator, each inverter stage can be modeled as an RC network
loading a transcondunctance amplifier via phase inversion. Fig. 5.5 shows
a simplified linear model of an N-stage ring oscillator. Consequently, the

open-loop transfer function can be written as,

N
—Gumft ) , (5.4)

H(jw) = (1+ijC’

with N being an odd number of stages. It follows that at the oscillation
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Figure 5.4. A linear model of an LC oscillator.

frequency, we have
™

tan"Y(wRC) = N

(5.5)

In other words, the oscillation frequency of an N-stage ring oscillator can

be given as
tan (7/N)

fosc: 27RO

(5.6)

The result shows that oscillation frequency of a ring oscillator can be de-
termined by the number of stages and the amount of delay in each stage,

as represented by the RC product.

Vout(.jﬁ‘))

-Gm ; % -Gm -——*{ -Gm >
]
|
Im(]‘w)® C—= R C— R% C— R%
]
! — —

Figure 5.5. A linear model of a ring oscillator.

One assumption made above is that every stage is identical for a ring
oscillator. In a more general case, a ring oscillator comprises non-identical

stages and the open-loop transfer function can be written as

N
. —Gpi ¥
H( — R L .
(jw) H(m’wm)’ (5.7)
while the oscillation frequency should be a solution of the following equa-

tion,
N

> tan(wRC;) = . (5.8)

i=1
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A hybrid of an LC ring oscillator can be formed if an LC tank is introduced
to a ring oscillator [11]. A linear model of such a hybrid LC ring oscillator
is shown in Fig. 5.6. The inclusion of the LC tank can be controlled by a
switch. When the LC tank is disconnected from the ring oscillator, the cir-
cuit works like a normal ring oscillator. When the LC tank is connected,
its inductive impedance boosts the oscillation frequency of the ring oscil-
lator. As a result, the frequency range can be extended upward beyond a
typical ring oscillator. The open-loop transfer function, with the inclusion

of an L.C tank, can be written as

H(jw)

_ 7 2
GmR ( GmR ) (59)

- 1+jR(wC+pr—w—iP) 1+jwRC

The new oscillation frequency, woy, can be estimated as a solution to the

following equation,

tan ! {R <wC+pr— %)} + 2tan Y (WRC) = 7. (5.10)
wlp

Figure 5.6. A linear model of the ring oscillator with an LC tank.

5.1.2 Oscillator performance measures

The commonly used metrics to characterize a DCO include the following:

e Frequency range: oscillators are often tunable over to cover a certain
range of frequencies. The oscillator’s frequency range or tuning range is
often given in terms the minimum and maximum frequency and some-
times as the difference between the maximum and minimum frequen-

cies.
e Tuning ratio: oscillator tuning ratio often refers to the ratio of dif-

ference between the maximum and minimum frequencies to the cen-

ter frequency in terms of percentage. In other words, it is given as
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2 (fmaz — fmin) / (fmaz + fmin)- Sometimes, it is also given as the ratio
of the maximum frequency to the minimum frequency of the frequency

range.

e Frequency gain: with traditional VCOs, frequency gain refers to the
frequency increase per unit voltage increase, and it is usually given in
units of MHz/V. With DCOs, it typically refers to the frequency increase
per one LSB increase in the control code value, and it is often given in
units of MHz/V.

e Frequency resolution: frequency resolution is a performance metric used
only for DCOs. It refers to the minimum frequency step that the DCO

output frequency can change.

e Nonlinearity: in oscillator frequency tuning, the relationship between
oscillator output frequency and the input control value is expected to
be as linear as possible. Nonlinearity refers to any deviation of this
relationship from an ideal linear function. Nonlinearity in oscillator
frequency tuning tends to degrade the performance of the PLL that uses

the oscillator, and it is usually minimized as much as possible in design.

e Frequency pushing: frequency pushing is a measure of the sensitivity
of the oscillator output frequency to supply voltage fluctuation. It is
defined as an increase in oscillator output frequency per unit increase of
the supply voltage, and it is typically given in units of MHz/V. A lower
frequency pushing is desired to suppress the coupling of power supply

noise to the oscillator output.

e Temperature drift: oscillator temperature drift refers to a change in the

oscillator output frequency as a result of temperature changes.

e Phase noise: free-running RF oscillator phase noise tends to be the most
dominant component of the overall phase noise of an PLL. Particularly
at high offset frequencies, the oscillator phase noise shows up without

suppression by the loop.
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5.2 Oscillator frequency tuning overview

Oscillators are usually designed with a tunable output frequency. The fre-
quency tunability is necessary not only to cover a given frequency range
in target applications but also to calibrate PVT variations. In principle,
the frequency of an LC oscillator can be tuned through the inductance
or capacitance value of the LC tank. In practice, tuning the value of an
on-chip inductance has been relatively inconvenient compared to tuning
the capacitance. As a result, the frequency tuning of an LC oscillator
has been predominantly done through the capacitance tuning, while in-
ductance tuning is occasionally used only when a large tuning range is

desired and cannot be fulfilled by capacitance tuning alone.

5.2.1 Frequency tuning in a VCO

In a traditional VCO, the output frequency is tuned using an analog volt-
age at its input. The voltage-to-frequency relationship can generally be
expressed as

Jout = fo + Kyeo * Vet (5.11)

where V., is the input control voltage, K., is the VCO gain and f, is the
frequency at Vi1 = 0. For an ideal VCO, the relationship is expected to be
linear, as shown in Fig. 5.7, with parameters f, and K., being constant.
In real designs, however, they vary together with environmental factors.
Particularly, the frequency, f,, is subject to the impact of temperature drift
or supply variation, while the VCO gain, K, is itself a function of the
applied control voltage. The deviations from the ideal scenario constitute
a potential source of performance degradation for the PLL and higher-

level systems, and they should usually be minimized with proper design.

With an LC oscillator, the voltage frequency control is usually realized by
including a varactor in the LC tank so that the tank capacitance can be
tuned by the input voltage. Fig. 5.8 shows examples of LC VCOs with

MOS transistors employed as varactors.

Continuous voltage tuning is usually suitable to provide only a relatively
small frequency tuning range. This is because the VCO gain, K., needs
to be low in order to suppress the conversion of the control voltage noise
into the oscillator output phase spectrum, and on-chip headroom for the

control voltage is nowadays particularly limited with scaled CMOS pro-
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Figure 5.7. Frequency tuning of an ideal VCO.
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Figure 5.8. Narrow-band LC VCOs: (a) NMOS-core, and (b) CMOS-core.

cesses. As a result, the voltage frequency tuning alone is often not ade-
quate for wideband applications. It has been common with VCO designs
to employ digital coarse tuning along with the voltage tuning to extend
their frequency range coverage without compromising their noise perfor-
mance [58, 78-80]. The concept is illustrated in Fig. 5.9, where the gray
line and darker lines, respectively, represent voltage frequency tuning
without and with digital coarse tuning. The wide-band VCO is function-

ally equivalent to a group of narrow-band sub-VCOs with staggered but
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Figure 5.9. Frequency tuning of a VCO with digital sub-band selection.

overlapping frequency tuning ranges, each of which is small but covers a
wide overall range when combined. When used in a PLL, the coarse tun-
ing of the VCO must be performed first during the frequency acquisition
stage to select an appropriate sub-VCO before the analog voltage tuning
can operate. The coarse tuning basically sets the operating point for the
subsequent fine analog voltage tuning. A common approach to realizing
digital coarse tuning is to use an array of switchable capacitors in the L.C

tank. An example of a wide-band VCO is shown in Fig. 5.10.

It is probably worth noting that the digital coarse tuning does not change
the term “VCO”. This is understandable considering the relatively sec-
ondary functionality performed by the coarse tuning. During normal oper-
ation, the output frequency from a VCO can change continuously without
involving quantization errors or requiring a sampling clock for frequency

updates, which is in contrast with a DCO.

5.2.2 Frequency tuning in a DCO

With a DCO, analog voltage control is completely avoided by also adopting
digital control for fine tuning. The output frequency of a DCO is a function
of its digital control words. The digital-to-frequency relationship can be

generally expressed as

fOut = fU + cho . Dctrl7 (512)
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where D, represents the digital control value and Ky, the DCO gain.
As with a VCO, the ideal relationship is expected to be linear, with the

Figure 5.10. A wideband LC VCO.

parameters remaining constant. This ideal relationship is illustrated in
Fig. 5.11. However, for realistic designs of DCOs, we have to deal with
non-ideal factors similar to those in a VCO. One important consideration
is the mismatch among the array of components used to implement digital
frequency tuning, which could make the DCO gain, K4.,, a strong function
of the control value, D.;1, and thus the relationship strongly nonlinear.
The component mismatch limits the feasible frequency tuning range that
can be achieved with a single array of components or a single frequency
control word. As a result, multiple control words with multiple component
arrays for frequency control are usually needed for a DCO to meet the
range and resolution requirement, while only one of the control words is
active during normal operation and others are for coarse tuning purposes.
Realization of digital frequency control with an LC DCO is illustrated in
Fig. 5.12.

The evolution from wideband VCOs to DCOs is not as trivial or straight-

forward a step as it appears, mainly because of the stringent performance
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Figure 5.11. Frequency tuning of an ideal DCO.

Coarse—tune bank Fine-tune bank

Ace[0] | Acc[1] Acc[M-1] Ace[0] | Acs[1] Ac¢[N-1]

INNENIN

| 1 | |
4o dJ1] dMl 1 dfo]  df1] &IN]

Figure 5.12. An LC oscillator with digital frequency control.

requirements in RF applications. Particularly, frequency synthesizers
that employ an RF oscillator in a PLL need to meet strict requirements for
phase spectrum purity. On the other hand, frequency quantization and
possible glitches associated with DCO frequency control tend to corrupt
the PLL phase spectrum and prevent it from meeting the specifications.
There are several fundamental limiting factors that make it difficult to
address the quantization issues. Only recently have researchers come up
with successful DCO-based designs for RF applications [59], thanks to
advances of CMOS technology and invention of some novel circuit tech-

niques. These techniques will be discussed in the following sections.

5.3 Performance impact of digital frequency control

Despite the well-known advantages provided by down-scaled CMOS tech-
nologies, a DCO has its own plethora of design issues as a result of dig-
ital frequency control in the normal operation. A digital approach intro-

duces quantization to both the DCO output frequency and its updating
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Figure 5.13. A DCO model: (a) ideal DCO and (b) its quantization part.

time, which could potentially degrade the output phase spectrum of a fre-
quency synthesizer. Additional nonidealities in real circuit implementa-
tions might also cause further performance degradation. Next, we explore
the major impact of digital frequency control. The considerations are sim-
ilar to those for a DAC, but differ in some respects due to the distinct
function of DCOs and the different performance requirements associated
with them.

5.3.1 Frequency quantization in an ideal DCO

An ideal DCO can be modeled in a way as depicted in Fig. 5.13. The finite-
resolution control code, d, is considered superimposition of a component of
quantization error, Ad, on an infinite-resolution control code, d,.. The zero-
order hold (ZOH) operation represents the function of a sampling register
at the DCO input to keep each sample until the next update. The control
signal is translated to the DCO output frequency with a constant gain, K.
The output phase is the integral of the frequency over time. The relevant
signals in both the time-domain and the frequency domain are illustrated
in Fig. 5.14.

The quantization error, Ad, has a peak magnitude of one L.SB, denoted
as djg,. In practice, it can be considered uniform distributed noise with a
white spectrum. Based on the same linear model, the DCO phase noise

contribution at a given offset frequency, A f, as a result of the quantization
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Figure 5.14. Signals in the DCO model: (a) time domain and (b) frequency domain.

effect can be given as follows [59],

1 fms)Q 1 ( Af)2
LIAf} = —. - — | sinec— | , (5.13)
=k 12 <Af Ir Ir
where f..s is the quantization frequency step, and f is the updating clock

rate for the DCO control word. The above equation allows for a few obser-

vations:

e A finer frequency resolution or a smaller frequency quantization step,
fres, yields lower phase noise contribution. The phase noise contribution
decreases by 6 dB for each halving of the quantization step.

However, a fine frequency resolution however requires small device
dimensions that can be below the physical limitation of fabrication tech-
nology. In particular, when frequency tuning is achieved with switched
capacitors. The minimum frequency step is limited by the minimum
switchable capacitance unit that can be reliably fabricated in the process
node. Meanwhile, the DCO, even when assisted by coarse tuning, still
has to cover a certain frequency range in its fine tuning mode. This fre-
quency range usually needs to be sufficiently larger than one frequency
step in the coarse tuning mode to accommodate the temperature drift
and supply voltage variations, and in some applications, to allow for di-
rect frequency modulation with the ADPLL. As a result, the relative fre-

quency resolution usually needs to be higher than 10 bits, which makes
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it challenging for implementation.

e A higher updating clock rate allows for a lower phase noise contribution.
For each doubling of the clock rate, the phase noise contribution can be
lowered by 3 dB.

However, the frequency control signal to the DCO in a PLL is usually
propagated from a detected phase error, which is usually updated at the
reference frequency. The choice of reference frequency is constrained
by multiple system requirements. It involves considering the cost and
power efficiency. Moreover, high-frequency crystal oscillators that can
be used as frequency references tend to be much more expensive and
difficult to fabricate than the more common lower frequency crystal os-

cillators.

Fig. 5.15 shows an example of quantization phase noise contribution for
a realistic updating clock rate, fr = 13 MHz, and DCO frequency quan-
tization step, f.s = 20 kHz. It can be seen that the noise contribution
level is still too high for a typical wireless application. If the sampling fre-
quency is kept the same, it would be imperative to have a very fine DCO
frequency resolution, for example in the sub-kHz region. The fine fre-
quency resolution tends to require small device dimensions, which would
be difficult achieve even using current IC fabrication technologies, espe-
cially when considering the fact that a DCO still has to cover a certain
frequency range in its fine tuning mode. This frequency range usually
needs to be sufficiently larger than one frequency step in the coarse tun-
ing mode to accommodate the possible frequency drift due to variations in
the supply voltage and operating temperature, and in some applications,
to allow for direct frequency modulation with the ADPLL. As a result,
the relative frequency resolution usually needs to be higher than 10 bits,
which makes it challenging to implement the oscillator core, especially in

terms of the physical layout.

It should be noted that the linear additive model is not always practically
valid to account for the DCO quantization effect. Likewise, the result
given by Eq. (5.13) and other analysis based on the linear model only
provide an approximation [565]. With a large frequency quantization step
and low sampling frequency, the linear model would break down and it

would be impossible to ignore the effect of the inherent nonlinearity of
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Figure 5.15. DCO phase noise due to frequency quantization (fr = 13 MHz and fres =
20 kHz).

DCO quantization. The nonlinearity of DCO quantization tends to fur-
ther degrade the phase noise performance. However, the general conclu-
sion that can be drawn when using Eq. (5.13) is typically valid for a close

approximation.

5.3.2 DCO non-idealities

The DCO discussed above is an ideal case with perfect linearity. In prac-
tice, the unit components used to realize digital frequency control are
subject to random and systematic mismatches in IC fabrication and cir-
cuit layout. Such mismatches introduces nonlinearity into the digital-to-
frequency conversion process. In other words, the DCO gain, Ky, as in
Eq. (5.12), is not a constant; instead, it varies with the control code. The
nonlinearity of the DCO could be a performance-limiting source of errors
for the fine tuning in instances where spectrum purity is typically subject
to stringent requirements. It tends to introduce limit cycles to a PLL op-
eration, and as a result, it generates spurious tones in the output phase

spectrum.

Component and wiring mismatches can also lead to timing skew among
individual bits of control word. As a result, glitches can arise with each
update of the control word, particularly when the control word for the

DCO core is a binary code.

To improve linearity and to avoid large switching glitches, well-considered
layout techniques are often necessary in order to achieve optimal match-

ing of the relevant components for frequency control. Meanwhile, the
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DCO control word is usually converted into thermometer code to ensure
monotonicity and to avoid large switching glitches. Dynamic element
matching (DEM) measures are often employed to break spurious tones

that might otherwise arise as a result of the nonlinearity.

5.4 Digital techniques for DCO

5.4.1 DCO frequency dithering

DCO frequency dithering is a technique to improve the effective frequency
resolution of the DCO by upsampling and typically also noise shaping. It
upsamples a relatively high-resolution input control word from the rela-
tively low frequency domain, quantizes it to match the relatively coarse
DCO frequency step and switches the DCO output frequency at the up-
sampling clock rate to create a time-averaged frequency value that corre-
sponds to the input control word value. It makes possible a high-resolution
control word in the reference clock domain without requiring a corre-

spondingly fine DCO frequency step.

The basic idea is illustrated in Fig. 5.16. The DCO output frequency al-
ternates between two adjacent discrete values of f,, and f,, + A fi5, several
times during a reference frequency cycle, rather than assuming a constant
value of either f,, or f,, + A fis,. The time-averaged value of the DCO out-
put frequency is f, + Afisp/4, which means that the effective resolution
becomes fi4,/4, i.e. one-fourth of the quantization step. This basic DCO
dithering can be realized by applying the control word to the input of a
simple modulo accumulator, as shown in Fig. 5.17, with its 1-bit carry-out
to control a 1-LLSB DCO frequency step. The simple modulo accumula-
tor essentially forms a 1st-order digital sigma-delta modulator (DSDM).

Based on the linear model, its transfer function as can be written as
V(z)=2"'X(z) + (1 - 27" 2 'E(2), (5.14)

where X (z), Y(z) and E(z) are, respectively, the z-transform of the input,
output and quantization error. It should be noted that there is an ad-
ditional unit delay, 2!, at the output, which is usually needed in order
to synchronize of the digital signal update before the signal goes to the
oscillator core for frequency control. For a M-bit DSDM, the achievable
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Figure 5.16. An example of basic DCO frequency dithering.
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Figure 5.17. Accumulator for the basic dithering: (a) circuit and (b) linear model.

effective frequency resolution, f.s, can be 2= of the basic DCO frequency
step, fisb. However, as indicated in Fig. 5.17, the clock rate for the DCO
dithering typically needs to be much higher than that of the reference
clock in order to make the dithering effective. This can also be seen from
the DSDM transfer function, where the magnitude of the output is equal
to the input plus a high-passed component of the quantization error. Basi-
cally, the quantization error becomes insignificant from the perspective of
the reference clock domain only if the dithering clock rate is much higher.
As pointed out by Staszewski et al [59], the dithering speed should be
higher than the reference clock rate multiplied by the factor of resolution
improvement. In other words, to achieve an M-bit fractional frequency
resolution, the clock rate needs to be at least 2= times higher than the
reference frequency. This becomes clearer when the phase noise contribu-
tion of the DSDM itself is taken into account. The clock can be generated

from the DCO output with an appropriate frequency division ratio.

A well-known issue pertaining to the simple dithering or the first-order
DSDM is that it is highly periodic and thus prone to generate spurious
tones at the DCO output. To allow for spurious-free output, a higher-order
DSDM is often necessary for the realization of DCO dithering. The multi-
stage noise shaping (MASH) DSDM architecture is usually preferred for
DCO dithering due to its simplicity and cost-effectiveness. Fig. 5.18 shows
hardware realization for the second-order MASH (MASH 1-1) and the
third-order MASH (MASH 1-1-1) DSDMs, which have been the most com-
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Figure 5.18. MASH SDM for DCO dithering: (a) 2nd-order and (b) 3rd-order.

monly used DCO dithering DSDMs. It should be noted that the DC level
of the SDM output is usually shifted up with respect to the input so as
to avoid possible negative values that cannot be physically realized. Any
DC-level shift introduced to the output coding has just some negligible im-
pact on the initial DCO frequency, which is of no significance in practice.
In addition, the output usually takes the form of a thermometer code in-
stead of a binary code, not only to minimize glitches and mismatch effects,
but also to obviate the need for further arithmetic addition operations in
order to combine the output bits. To ensure spurious-free output, different

dithering techniques can be employed for the SDM [81-83].

While frequency dithering refines the effective DCO resolution, it also
makes its own contribution to the DCO output phase noise, which can be

approximated as [54]

2 2n
£{Af}:1—12-<Ag}es> ! (%m’rM) : (5.15)

fdith fdith

where n is the order of SDM. The overall quantization noise effect is
the combination of both the SDM phase noise contribution and that of
Eq. (5.15) with a refined effective frequency resolution. Examples of phase
noise contribution with SDM DCO dithering are given in Fig. 5.19 and
Fig. 5.20.

5.4.2 DCO linearization with DEM

Dynamic element matching (DEM) is widely used to linearize D/A con-
verters [84—87]. Similarly, the DEM can also be employed to linearize
a DCO by averaging the errors out through the randomized selection of
unit components. The choice of a specific DEM method often involves

making a trade-off between performance and complexity. Among the dif-
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ferent DEM methods, the data-weighted averaging (DWA) with a cyclic
shift of element selection is one that features relatively low complexity
and high efficiency [88]. A typical DCO for RF applications usually re-
quires no less than a 10-bit resolution, for which a DWA with full-scale
cyclic shift can still be too costly for hardware realization. For further
complexity reduction, a partial DWA schemes with segmented implemen-
tation are often preferred. Fig. 5.21 illustrates the element selection and
circuit realization of a partial DWA scheme for a DCO with a 6-bit binary
input. A variant of such DWA schemes was also adopted in previous stud-
ies [3] for the integer part of a binary fine frequency tuning word. When
the shift in the element selection is limited within the last matrix row, the
size of the barrel shifter is greatly reduced. The use of partial DWA can

be justified considering the slow variation in the DCO frequency and thus
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Figure 5.21. A partial DWA for DCO: (a) operation and (b) circuit realization.
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the digital control signal during a PLL steady-state operation where the
output spectrum matters. For a SDM output with a small word length
and thermometer code, a local full-scale DWA can be used, as shown in
Fig. 5.22.
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5.4.3 Digital interface logic

The above techniques for boosting DCO dynamic performance can be im-
plemented as interface logic. An example of such implementation is given
in Fig. 5.23. Basically, the input frequency tuning word can be viewed a
a fixed-point format. Its fractional part, after sampling by the reference
clock, is fed into a digital SDM to for frequency dithering. The SDM out-
put is a thermometer code, which goes through the DEM block to random-
ize its mapping to unit elements in the DCO. The SDM and the following
DWA blocks operate in a high-rate clock domain. Such a clock can be de-
rived from the DCO output through frequency division. The integer part
of the frequency tuning word is thermometer coded with partial DWA,

which is then sampled by the reference frequency clock at the output.

5.5 Summary and discussion

The difference between a VCO and a DCO resides mainly in their fine
frequency tuning approaches. The use of digital frequency control in a
DCO, as opposed to analog voltage control in a VCO, requires new design
considerations. Frequency quantization with digital control constitutes a
source of phase noise. In a typical RF application, the phase noise con-
tribution of frequency quantization needs to be well below the intrinsic
phase noise of the oscillator core. This require small quantization steps,
which could be difficult to realize together with the frequency range nec-
essary to cover the target frequency band with the presence of PVT vari-
ations. Frequency dithering with a ¥ A-modulator could effectively create
fractional frequency resolution, their by making the DCO core design eas-
ier. In addition, component mismatch could be another limiting source

of errors. A common approach to linearizing the DCO is the use of DEM
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schemes. The choice of DEM schemes is mainly a trade-off between per-
formance and complexity. It should be noted that a DEM basically breaks

the power of possible spurs into noises.
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6. Phase-to-digital converter

The feedback path of the ADPLL serves as a frequency-to-digital con-
verter (FDC) that quantizes the DCO output frequency. The core of such
an FDC is a phase-to-digital converter (PDC), which converts the DCO
output phase in the continuous-time domain into digital form in the discrete-
time domain. The ideal function of a PDC is described by Eq. (3.4), while
it is generally characterized by different non-ideal factors in a real imple-
mentation. The PDC performance is often crucial to the overall perfor-
mance of the ADPLL and its design constitutes one of the most demand-
ing challenges. This chapter examines the key aspects of PDC design and

operation both specific to the ADPLL architecture and in general terms.

6.1 Common approaches

The DCO output can be considered to be a sinusoidal function of its in-

creasing phase over time, as given by
V(t) = Visin ¢y (t)] (6.1)

where Vj is its peak amplitude and ¢,(t) is the phase at time, t. For the
digitization of ¢,(t) by a PDC, the zero-crossing points of the sinusoidal
waveform play a special role. According to Eq. (6.1), they are the points
where ¢,(t) = nm with n an integer index of the points. In a circuit im-
plementation, the DCO output amplitude is usually clipped by the subse-
quent buffers or amplifiers before the signal is subject to the phase dig-
itization. The resulting waveform often features sharp rising or falling
edges. It allows for digital circuit devices, such as flip-flops, which are
based on clock edge-transitions for operation, to be employed in the cir-

cuit for accurate detection of the zero-crossing points.
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6.1.1 Counting-based approach

A counting-based PDC simply counts the zero-crossing points and sam-
ples the counting result at the reference clock. Typically, only the rising
or falling edges but not both are counted for practical considerations. As
a result, the output of a PDC based on this approach can be given as

o (ts[K])

(bi),l[k} = o

+ Eq1lk], 6.2)

where k is the sample index, ¢,[k] is the kth sampling time and £, ;[k] is
the quantization error. Since only the whole cycles are counted and the
entire fractional part is quantized off, the quantization error can be given
by

v (ts[K])

Eq1lk] = — (T mod 1) . (6.3)

The modulo operator indicates the quantization error corresponds to the
fractional fraction cycle of the phase. Fig. 6.1 (a) illustrates the opera-
tion principle of a counting-based PDC. In a practical implementation,
the counting is typically performed by a modulo counter or accumulator
clocked by the DCO signal, while the output sampled by a register clocked
at a reference frequency. The modulo counter wraps around whenever its
maximum value is reached. The output of the PDC based on an N-bit

counter can be written as

D, 1[k] = (w + Eq,f[ko mod 2V, (6.4)

With proper choice of N, the modulo operation in Eq. 6.4 can be undone
in the subsequent logic in the frequency error detection of an ADPLL
and thus it constitutes no consequence, as we elaborated in a published
study [13].

Since the resulting PDC accumulates the variable phase of the DCO, it
is often called variable phase accumulator (VPA) in the existing litera-
ture [5, 49]. We will also refer to it as an integer PDC since it counts the

integer number of cycles and outputs an integer number.

6.1.2 Time-measurement approach

The DCO frequency within one cycle of the DCO output signal can be con-

sidered a constant. The phase progression corresponding to the fractional
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Figure 6.1. Principle of a counting-based PDC: (a) operation principle, (b) practical hard-
ware realization and (c) output relationship to the DCO phase.

cycle quantized off by the counting-based PDC, which is the term in the
bracket in Eq. (6.3), can be calculated as

>

t,[k]
T,k

w mod 1 = fy[k] - At [k] =

(6.5)
The At,[k] is the time interval from the preceding zero-crossing point to
the sampling point, while f,[k] and T, [k] are, respectively, the DCO fre-
quency and period at the moment of measurement. The observation leads
to the realization of a PDC based on time-to-digital converter (TDC). It
measures relevant time intervals and calculate the phase progression. In

other words, the PDC output is given by

Q, k] = (%ﬁjk]) + Eqﬁp[k]) mod 1, (6.6)

where E, r[k] represents a relatively small quantization error of the PDC.
As demonstrated also in our earlier work [13], the effect of the modulo
operation in above equation can be canceled out in the subsequent logic
and the PDC range of one cycle is sufficient if the following condition is
satisfied: the difference between the DCO frequency and the target fre-
quency is smaller than half of the reference frequency by a margin corre-
sponding to the magnitude of quantization errors. Since the condition is
usually satisfied after initial frequency settling of the ADPLL, our work
essentially proved that the TDC-based approach alone is adequate for the

ADPLL operation after frequency acquisition.
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Figure 6.2. Time-measurement-based PDC approach: (a) operation principle, (b) a possi-
ble realization and (c) output relationship to DCO phase.

Fig. 6.2 shows the principle of a time-measurement approach, along with
its basic hardware realization and its output as a function of the DCO
phase. The time measurement is generally performed by a time-to-digital
converter, and measured time intervals are used by a normalization logic
block to derive the necessary output in the digital domain. As expected,

the output is a fractional number.

6.1.3 Combined approach

The above two approaches appear to be complementary to each other since
one covers the whole cycles and the other covers the fractional part. An-
other common approach has thus been based on the combination of the
above two approaches. In an ideal case, the overall output of the PDC, as

the sum of Eq. (6.4) and Eq. (6.6), can be written as:

@, clk] = (%ﬁjk]) + Eq,p[k}> mod 2V, 6.7)

where E, r[k] is the small quantization error from the time-measurement
PDC. As can observed from Eq. (6.7), the resulting PDC achieves a fine
resolution determined by the time-measurement approach, while it covers
the same range as the counting-based approach. A combined PDC and its

ideal output is shown in Fig. 6.3 (a) and (b).

The ideal case is based on the following assumptions: first, the sampling
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Figure 6.3. A PDC based on a combined approach: (a) hardware realization, (b) output
in an ideal case, and (c) output in a realistic case.

time, represented by ¢,[k], is exactly the same in the two PDC parts; sec-
ond, the quantization error, E, r[k| in Eq. (6.6), does not cause an over-
flow or wrapping-around related the modulo operation. However, neither
of the assumption is realistic. In a real case, as shown in Fig. 6.3 (c),
the transfer function of the PDC is distorted due to the violation of the
above assumptions. In the time domain, the distortion manifests itself
as glitches with a large magnitude of one. If not corrected, they essen-
tially null all the benefits from the fine resolution with the TDC-based
approach. The known remedy for this is to use a glitch correction circuit
at a later stage following the frequency error detection in the loop [12, 89—
91]. It relies on the fact that the frequency error is much smaller than half
of the reference frequency when the ADPLL is in locked state. Clearly the

glitch correction does not work during the coarse tuning stage, where the
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glitches have to be tolerated.

As opposed to the combined approach, we proposed separate use of the in-
teger PDC and fractional PDC and the TDC-based approach respectively
in coarse and fine tuning modes to avoid unnecessary complication with

the combination [13].

6.2 Time-to-digital converter

The time-to-digital converter (TDC) is the most critical block in a PDC. Its
performance to a large extent determines the PDC performance and thus
the overall performance of an ADPLL. Most of the PDC design challenges
are associated with the TDC design. In addition, the TDC can also be
used in laser ranging, nuclear and particle physics, 3-D imaging, and so
on. As a result, it has been the subject of intensive research efforts in
recent years. This section reviews TDC common architectures and design

considerations.

6.2.1 General considerations

6.2.1.1 Basic principle

A TDC measures the time difference or time interval between every two
events and presents the results in digital form. As shown in Fig. 6.4, the
relevant events are defined by the leading and trailing edges, which are
typically provided in separate signal lines. Ideally, the transfer function
of a TDC is in the form of a uniform quantizer that maps the continuous-
valued input time interval to a discrete digital output. The relationship
can be given as

Dowt = 7— + By, (6.8)

where Ty, is the range of input change corresponding to one LSB in the

TDC output and E, is the quantization error.

A TDC is often compared to an analog-to-digital converter (ADC). They
are similar in that they both convert a signal into the digital domain.
Meanwhile, there are fundamental differences between them as dictated
by the different natures of their respective input signals. These differ-

ences include:
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Figure 6.4. TDC principle: (a) basic diagram and (b) transfer function.

e Storage of time or time intervals is practically impossible before its con-
version into another form. This is in contrast with relative ease of stor-
ing an analog voltage. In this respect, the time interval as a signal is

more like a current than a voltage.

e Events to a TDC are by nature discrete in the time domain, unlike an

analog voltage signal, which can be distributed continuously over time.

e Measurement of time difference involves two events spaced in time. As
a result, the acquisition of one time interval as input to a TDC takes a
corresponding amount of time. This is in contrast with an ADC, where a

voltage value can in principle be acquired instantly when it is present.

These difference and others are reflected in how a TDC is realized and

characterized.
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6.2.1.2 Performance parameters

The characterization of a TDC is comparable to that of an ADC. While
ADC characterization is relatively well standardized, no standardization
exists for TDC characterization. Most of the TDC performance parame-
ters are based on those used for the ADC characterization, though some
of the parameters have been reinterpreted. Commonly, these parame-
ters are classified as static and dynamic parameters. Static parameters
are those that can be tested with a repeated input value at a sufficiently
low speed without active peripheral circuits. The most relevant static pa-
rameters in TDC characterization include time resolution, the conversion
range and nonlinearity errors (DNL and INL). Dynamic parameters can
be further grouped into time-domain dynamic parameters and frequency-
domain dynamic parameters. Time-domain dynamic parameters include
conversion time, latency and dead time. Frequency-domain dynamic pa-
rameters for an ADC include the signal-to-noise ratio (SNR), the effective
number of bits (ENOB) and signal-to-distortion-and-noise (SNDR). How-
ever, there are some difficulties in applying these parameters to a TDC. A
more comprehensive discussion of the relevance of ADC parameters and
their test procedures in TDC characterization can be found in a study by
Henzler [92].

The most fundamental parameter for a TDC is probably time resolution,
which refers to the TDC’s LSB time step, Tis,. The time resolution basi-
cally determines the level of TDC quantization errors. Time resolution for
a TDC is essentially what voltage resolution is to an ADC. The range or
measurement range is another fundamental TDC parameter, which is the
maximum time interval measurable with a given TDC implementation.
A related term is resolution. Resolution is often used informally as short-
hand for time resolution. However, resolution by definition refers to the
bit number that corresponds to the total number of quantization levels

over the full scale measurement range.

It is necessary to compare the above TDC parameters to their counter-
parts in order to clarify their significance. It should be noted that the
ADC’s measurement range is typically determined by its voltage refer-
ence and limited by the supply voltage level. Once the voltage reference
has been chosen, the ADC voltage resolution is basically the voltage range
divided by the number of realized quantization levels. However, both the

measurement range and the voltage resolution can effectively be altered
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with an amplifier or attenuator placed in front of the ADC for the input
voltage signal. As a result, they are not of critical importance. What is
significant is the number of quantization levels for an ADC, which is given
as the ADC resolution in bit numbers, e.g. a 5-bit ADC has 2° = 32 quan-
tization levels. The situation is different for a TDC, since amplifying the
time interval before an TDC, especially with the necessary degree of ac-
curacy, is much more challenging than amplifying the voltage. Therefore,
the time resolution of a TDC is much more critical than the voltage reso-
lution of an ADC. Given the information about time resolution, the range
and resolution can basically be derived from each other and thus only one
of them can be provided as a separate parameter. It is also important to
note that there is not always a time interval reference like the voltage
reference in an ADC that clearly determines the measurement range of
a TDC. In the case of an ADPLL, such a reference time interval can be
considered as one cycle of the RF feedback signal, one that is present in
the input signal. As a result, the time interval reference varies with the
frequency of the RF signal to the TDC and is not directly related to the

TDC measurement range.

The ideal TDC has uniform quantization steps, with the midpoint (or end-
point) of each step lying on a straight line. Any deviation of the real TDC
transfer function from this ideal linearity is usually characterized by dif-
ferential nonlinearity (DNL) and integral nonlinearity (INL). As shown
Fig. 6.5, the definitions of DNL and INL for a TDC are similar to the defi-
nitions for an ADC. The DNL is the deviation of an actual step width from
the ideal one (1 LSB). The INL is the cumulative DNL. It measures the
deviation of the entire transfer function from the ideal one. Both the DNL
and INL are referenced in relation to the LSB. It should be noted that any
deviation of the actual TDC gain from an ideal gain is referred to as TDC
gain error, which is a measure of TDC linear imperfection. In an ADPLL
with a periodic TDC input time interval, the TDC linear imperfection,
such as the gain error, can be translated into nonlinear distortions, with

the output effectively unwrapped in the digital domain.

The time-domain dynamic parameters can be used to characterize the
timing behavior of a TDC. The conversion time, T,.,,, is defined as the
time between the start event and the availability of the digital output.
The latency, Tjgtency, refers to the delay between the stop event and the
availability of the digital output. The dead time, Tj..q4, refers to the time
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Figure 6.5. Static characteristic of an ideal TDC.

it takes a TDC to be ready for a new conversion after one conversion is fin-

ished. The maximum conversion rate of a TDC is limited by T.ony + Tyead-

Application of classical frequency-domain parameters of an ADC to a TDC
is less straightforward. It requires an accurate phase modulation to gen-
erate a sinusoidal sequence of time intervals with sufficient accuracy in
the TDC simulation or measurement. To simplify the test procedure, the
concept of a single-shot experiment is proposed for estimating TDC dy-
namic performance by Henzler in his study [92]. However, the approach
requires significant effort in post-processing and does not cover some es-
sential dynamic impacts of the input signals. Given the information about

ENOB, the figure of merits for the TDC can be evaluated respectively as,

P
and

with P and A being the power consumption and silicon area of the TDC

and f; being the sampling frequency.

6.2.2 Common architectures

In the following section, we are going to examine common TDC architec-

tures resulting from extensive research efforts. Their strengths and weak-
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nesses will be highlighted and their suitability for an ADPLL application
will be discussed. Among all these architectures, the inverter delay-line-
based one has been selected as the base architecture in the author’s work

because of its simplicity and suitability for power gating [12].

6.2.2.1 Time-to-analog-based architectures

One general approach of time-to-digital conversion is to convert the time
interval into a voltage with a time-to-analog converter (TAC) and then
quantize the voltage with a conventional ADC. The basic principle is il-
lustrated in Fig. 6.6. For time-to-analog conversion, a pulse generator
produces a constant current pulse with a width corresponding to the in-
put time interval, and a subsequent integrator then integrates the cur-
rent pulse to form a voltage. Despite its conceptual simplicity, the TDC
has relatively high complexity when it comes to implementation. It does
not lend itself well to the simultaneous conversion of more than one time
interval as needed in an ADPLL. Most importantly, it is by nature analog
intensive and thus does not have good scalability with CMOS technolo-
gies. In a digital-centric design, such as an ADPLL, it is necessary to
have a digital-intensive TDC, which is commonly based on digital delay

lines.

6.2.2.2 Delay-line-based architectures

If the timing event can be repeated with a certain amount of delay for the
time interval that needs to be measured, the number of repetitions is a
digital representation of the time interval. With the timing event repre-
sented by a rising or falling signal transition edge, its repetition can be
readily performed with one or more delay lines. This is the basic idea
behind delay-line-based TDC architectures. Since the repetition of tim-
ing events with a delay line does not rely on a detailed level of analog
voltage, delay-line-based architectures tend to be highly digital or digital-

intensive.

6.2.2.2.1 Buffer delay-line TDCs Fig. 6.7 shows a simple buffer delay-
line-based TDC. The transition edge of the start signal propagates through
a chain of delay cells to create repeated versions with a delay and changes
the state of the delay cells that it passes by. Upon arrival of the stop sig-
nal, the sampling flip-flops clocked by it take a snapshot of the state of
the delay line. A delay cell in the delay line would yield a high value if it

has been traversed by the delayed start signal; otherwise it would yield
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Figure 6.6. A TDC based on a TAC and an ADC.

a low value. The number of high-state cells or the position of the last
high-state cell in the thermometer code is thus a measure of how far the
start signal could propagate during the input time interval. The result is
a thermometer-code representation of the relevant time interval. Suppose
Tisb 18 the delay of a unit cell, i.e. a buffer. The propagation speed of the
signal along the delay line in terms of taps per second would be 1/7.
The distance that the event can travel over a given amount of time is sim-
ply the product of time and the traveling speed. As a result, for the time
interval, AT, as defined by the input timing events, the number of delay
cells that would yield a high value because of the passage of the timing
event is simply
AT AT

M=|v-AT|=|—] = mod 1. (6.11)
Tisb Tisb

The floor operation, or the modulo-1 operation in the above equation, is
simply the result that the buffer output is high only when the event has
passed by and it is low otherwise. The thermometer code can be binary

encoded with digital logic. Alternatively, the above relationship can be
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Figure 6.7. A buffer delay-line-based TDC architecture
rewritten to express the time interval, AT, as
AT =M - ngp, + €q, (6.12)

with eq being the input-referred quantization error.

6.2.2.2.2 Inverter delay-line TDCs Using the buffer as the unit cell, the
TDC’s time resolution is limited to one buffer delay or two inverter delays.
A finer resolution of one inverter delay instead of two can be achieved by
using the inverter as the unit delay cell. This usually entails a differen-
tial or pseudo-differential structure to minimize the nonlinear impact of
the uneven delay by an inverter for the rising and falling edges. Fig. 6.8
shows the principle of such an inverter delay-line-based TDC architec-
ture. Unlike a buffer delay line, the state of the inverter delay line does
not directly constitute a thermometer code because an inverter not only
introduces delay but also inverts the signal value. This requires a slightly
different binary encoding logic used for the TDC output. Basically, if in-

version is applied after sampling for every other tap, the output becomes
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a thermometer code just as in the case of the buffer delay architecture.

The above delay-line TDC architectures are often collectively categorized
as flash TDCs, since the sampling time is performed in parallel at the
same time. Obviously, the sampling time with different flip-flops can-
not be perfectly aligned in a real implementation due to component mis-
matches and other issues. Particularly, the high load for the stop sig-
nal when clocking all of the sampling flip-flops usually entails the adop-
tion of a buffer tree in its distribution; any unbalance in the buffer tree
would introduce skew for the sampling time for the different taps. The
mis-alignment of the sampling times to different taps and the delay mis-
matches among the unit delay cells are major sources of nonlinearity for
TDCs of this type.

6.2.3 High-resolution TDC techniques

The time resolution of a flash TDC is limited by the propagation delay of

the gate used to realize the unit cells, and in general it cannot go beyond
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the delay of one inverter. Though the inverter delay can usually be varied
with parametrization, it cannot be arbitrarily reduced due to the self-

loading effect when it is sized up.

6.2.3.0.3 Vernier delay-line TDCs To achieve a better time resolution be-
yond a gate delay, the stop signal can also be passed to a delay chain to
create incrementally delayed sampling clock times. The result is a well-
known Vernier-line TDC architecture, as shown in Fig. 6.9. The start
signal that arrives first is passed to a slower delay line with a larger unit
delay. When the stop signal arrives after the start signal, it is passed to
the faster delay line with a smaller unit delay. As the stop signal travels
down the delay line, it taps one by one the output of each unit cell of the
start signal delay line. As long as the delay lines are sufficiently long,
the stop signal will eventually catch up with and overtake the start sig-
nal when traveling down the respective delay lines. The output of those
taps before the catch-up point will yield a high value, while those after the
catch-up point will yield a low value. Like the flash TDCs, the overall out-
put is a thermometer-code representation of the input time interval. Its
value corresponds to the number of unit cells that have been traversed by
the start signal up to the time of the catch-up point instead of the arrival

of the stop signal at the TDC.

Suppose 7, is the unit delay of the delay line for the start signal and
is the unit delay of the stop signal delay line, with ; > 7. The time
difference for both signals to travel n unit cells along the corresponding
delay lines is At = n (7, — 7,). The catch-up point occurs when the time
difference becomes large enough to compensate for the input time inter-
val, i.e. At > AT. By denoting this output value again as M, we obtain
M = |AT/ (1, — 72)]. The use of two delay lines allows the TDC time res-
olution to be defined by a difference of unit delays in the two lines, i.e.
Tis, = 71 — T». It thus overcomes the resolution limitation associated with
the minimum gate propagation delay. It should be noted that the start

and stop signals can be exchanged if we let 5 > 7.

It should also be noted that the stop signal in a Vernier TDC does not
have to drive a high capacitive load because each flip-flop is clocked by
different delayed versions of the signal and thus no additional clock tree
is needed to distribute the clock signal. However, like a flash TDC, the
hardware complexity and current consumption must increase linearly to-

gether with the dynamic range. Compared with the flash architecture, the
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Figure 6.9. A Vernier-line-based TDC.

additional delay line in the Vernier-line TDC introduces additional noise
and mismatches. With the sampling times skewed along with the delays,
the TDC is also more susceptible to interferences and supply fluctuations.
Particularly, the TDC current consumption is usually highly dynamic in
time. It tends to cause variations in the supply voltage and thus the unit
delay during the time when the sampling is taking place, which would

degrade the linearity.

As can be seen, the entire circuit of the delay-line-based TDC can be built
using digital cells. such as inverters, buffers and flip-flops, which do not
rely on analog voltage for operation. As a result, it has excellent scala-
bility with the CMOS technology. Moreover, it can also readily meet the

special requirements of an ADPLL.

6.2.3.0.4 Pulse-shrinking TDCs The principle of a pulse-shrinking TDC
is, in a way, similar to that of a Vernier-line architecture. As shown in
Fig. 6.10, the main difference is that it has one input signal line that
carries both the start and stop timing events, respectively, as the rising
and falling transition edges of a pulse. The unit cells in the delay line
can be buffers with intentionally uneven delays for the rising and falling
edges, with the delay being larger for a rising edge than for a falling edge.
Before the arrival of the pulse, the sampling flip-flops in the TDC are all
reset to output a low value. As the pulse passes each cell in the delay
line, a flip-flop is triggered to sample a high value for its output, while
its width shrinks due to the uneven buffer delays. With a sufficiently

long delay line, the pulse ceases to propagate further once the falling edge
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catches up with the rising edge and reduces the pulse width to zero. As
a result, the output of those taps before the vanishing point of the pulse
will yield a high value, while the rest would give a low value. The output
is a thermometer-code representation of the input time interval, with its
value equal to the number of unit cells that the pulse can pass before it

flattens out.

Denote the rising edge delay as 7, and the falling edge delay as 7, with
7, > 7. The pulse width will be reduced by the amount of Tiy, = 7. — 7
as it traverse each unit cell. Just like a Vernier-line TDC, the pulse-
shrinking TDC allows the resolution to go beyond the limitation of the
minimum gate propagation delay. Moreover, it saves one delay line in
comparison to the Vernier-line architecture. However, applying a pulse-
shrinking TDC architecture to an ADPLL architecture is not straightfor-

ward considering the special requirements discussed previously.

6.2.3.1 Time amplification

The time resolution of a TDC can be improved if the input time interval
can be amplified before it is converted into digital form. Though time
amplification tends to be more complicated than voltage amplification, it
has been shown to be achievable with a limited linear range. The time
amplifier (TA), first published by Abas et al [93], is based on the SR-latch
in the metastable region. The same type of TA has been employed to
realize a TDC [94].

Fig. 6.11 shows a block diagram of such a time amplifier. Since the TA
features a very small linear range of a few ten picoseconds, it usually
cannot be utilized directly at a TDC input but instead for the finer stage
in a two-stage hierarchical TDC architecture. It should be noted that
the gain of such a TA is inaccurate and unpredictable due to component
mismatches and PVT variations. As a result, it usually requires gain

calibration as in [94].
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Figure 6.11. A time difference amplifier.

6.2.3.2 Local interpolation

Another technique for achieving high-resolution is local interpolation [95].
The basic idea is illustrated in Fig. 6.12 for a simplest case. The terms V,
and V,, are voltages at the input and output, respectively, of a unit cell in a
delay line, while the term V; is the voltage tapped with a resistive voltage
divider. In the given example, we have V; = V,+V},. For the delay-line TDC
without interpolation, the time delay, 74, between V,, and V}, corresponds
to one quantization step, which is the TDC time resolution. For every
signal transition, it takes a certain amount of time for the voltages to
change from rail to rail, and this rising and falling time is typically on
the order of a gate delay in a typical delay-line TDC realization with a
nanoscale CMOS technology. During the rising or falling edge, the V,
or V, voltages have a relatively linear relationship with time. Letting
Vo = Vo + 7+ t, it follows that V, = V, 4+ r - (¢t — 74) during the time when
both voltages are in transition. This gives V; = V, +r - (t — 0.57,), which
suggests that the equal voltage interpolation introduces an equal time
interpolation. A main concern with passive interpolation is the silicon
area, as passive components like resistors are relatively bulky compared
with MOS transistors. Meanwhile, the depth of interpolation is limited

by the need for an overlapping time for the signal transition edges.

6.2.4 Hardware-efficient TDCs

The delay-line TDCs discussed above comprise one or more feed-forward
delay lines with no feedback, and they are often categorized as linear

delay-line TDCs. A linear delay-line TDC basically creates timing events

that are uniformly spaced in the time domain over the required time in-
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Figure 6.12. Principle of local passive interpolation for a TDC.

terval. Meanwhile, a dedicated unit cell or hardware is needed to create a
timing event for every single conversion. The result is that the hardware
cost and current consumption grow almost proportionally together with
the TDC resolution. It can be prohibitively high for a high-resolution TDC
with a large measurement range. In recent years, there have mainly been
two different approaches to address the issue and improve TDC hard-
ware or power efficiency. One approach is to connect the delay line as a
loop so that each unit cell can be re-used to create multiple timing events
spaced in the time domain. Those TDCs employing this approach are
called looped delay-line or ring delay-line TDCs. The other approach is
to arrange the TDC hierarchically so that it has coarse and fine quanti-
zation steps and does not have to measure the entire time interval with
full resolution. The resulting timing events do not need to be spaced uni-
formly over the entire measurement range. The resulting architectures
are usually referred to as hierarchical, two-step or coarse-fine TDCs. The

two approaches will be examined more closely below.

6.2.4.1 Looped delay-line TDCs

Fig. 6.13 shows a simplified block diagram of a looped delay-line TDC.
Compared with a simple delay-line TDC, the delay line in the TDC is
connected to form a loop, and there is an additional counter clocked by
a signal tapped from the delay line. Before the measurement, the start
signal line is at a low level and the loop is in a stable state, with the
other input to NAND in a high state. When the start event arrives as
a signal rising edge, it passes to the delay line through the NAND gate.
Meanwhile, with the start signal line staying high, the loop connection
of the delay line forms a ring oscillator, which allows the timing event
to circulate until the measurement is done. The counter keeps track of
the number of whole cycles the event has circulated. Upon arrival of the

stop event, the delay line and the counter are sampled before the TDC is
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Figure 6.13. A looped delay-line TDC.

prepared for the next measurement. The overall output is a combination

of the counter output and the sampled delay-line output as

Dout =2L- Dcnt + Dd1i1187 (613)

with L the number of delay cells in the delay line.

In the looped TDC, the measurement range is limited only by the counter
word length, which can readily be extended without incurring significant
hardware cost. The length of the delay line only needs to meet the re-
quirement for minimum clock pulse width set by the counter, regardless
of the required measurement range. As a result, the delay line can be
very short with a high-speed counter, and the resulting TDC design can
be made very compact. Another advantage of the looped TDC is that
the delay mismatches among the delay cells make a cyclic contribution
to the TDC nonlinearity and do not accumulate over cycles. The main de-
sign challenge with a looped delay-line TDC has to do with aligning the
counter output with that of the delay line output, which usually requires
dedicated control circuitry to ensure the correct alignment in the final re-
sult [92]. Another design issue is that the input NAND gate (or MUX
in some cases) is always structurally different than rest cells in the de-
lay line and thus contributes to nonlinearity unless re-calibrated in post-
processing phase. To assist with calibrating the structural nonlinearity,
the looped TDC could be linearly extended [96]. It should be noted that
the looped TDC saves on hardware costs when repeatedly using each de-
lay cell to create delayed events, but it does not improve power efficiency
because it still measures the entire time interval at full resolution and the
resulting number of delayed events is not reduced. The looped approach
can in principle also be applied to a Vernier TDC, but usually a relatively

high level of complexity is involved [97].
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The GRO TDC, as proposed by Helal et al [98], is a special variant of
looped delay-line TDC. It feeds the start and stop events not through an
NAND or MUX gate, but instead by activating and freezing each inverter
stage in the ring oscillator. In principle, such arrangement does not only
remove the structural discontinuity associated with the NAND or MUX
gate, but also achieves scrambling and noise-shaping effect. However, it
is challenging in design to timely and effectively freeze the inverter stages

and the ring oscillator internal state till the next start event.

6.2.4.2 Hierarchical TDCs

As shown in Fig. 6.14, a hierarchical TDC usually comprises a coarse TDC
and a fine TDC. The coarse TDC covers the entire measurement range,
with a relatively coarse quantization step employed to minimize the num-
ber of cells needed. The residual time interval, which corresponds to the
quantization error from the coarse TDC, is then fed to the fine TDC for
fine conversion. The fine TDC features a much finer time resolution with
a small measurement range that is just adequate to cover one quantiza-
tion time step of the coarse TDC. As a result, both the coarse TDC and
that fine TDC can be constructed with a greatly reduced number of cells

and have a reduced area and power consumption.

The coarse TDC and fine TDC are coupled with a mux with due control
logic. The mux and its control logic must be fast enough so that they do
not miss the relevant versions of the timing events and pass them to the
fine TDC. Typically, additional delay needs to be introduced to the timing
events before feeding them to the mux to allow more time for the control
logic to be resolved. Meanwhile, the delay introduced by multiplexing

needs to be balanced for all the branches, which is another critical design
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challenge.

6.2.5 TDC in the ADPLL application

Specific design considerations for a TDC are usually dependent on the

target application. As discussed above in subsection 6.1.2, the TDC is

the key block for a fine-resolution PDC. Its role is to measure the relevant

time intervals to allow for subsequent evaluation of the phase information

in the digital domain. Based on the TDC’s role in an ADPLL, the following

observations can be made regarding special design requirements in an

ADPLL for the TDC.

Multi-event capacity: as can be seen, the TDC in the ADPLL is re-

quired to have the capacity to simultaneously convert more than
one time interval, or so-called multi-event capacity. Since not all
TDC architectures have a multi-event capacity, this special require-
ment is an important consideration when selecting a suitable TDC

architecture and its implementation for an ADPLL.

Presence of non-event transition edges: the two signal lines to the

TDC are, respectively, the frequency reference signal at a relatively
low frequency and an RF signal from the DCO at a much higher fre-
quency. There are typically a number of signal transition edges in
the RF signal line during one cycle of the reference clock in the other
signal line to the TDC. The time intervals that need to be converted
are defined only by the transition edges right next to the reference
signal sampling edge, while the other transition edges in the RF line
are not relevant or they are non-event transitions. The operation of
the TDC must be such that its performance is not compromised by

the presence of non-event signal transitions.

Irrelevance of static offset: differentiating the phase signal, ¢, to gen-

erate the digital frequency signal cancels out the DC component in
the phase signal. As a result, common static offset in the TDC trans-

fer function is of no significance.

Relatively small measurement range: in the ADPLL, the maximum
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the required TDC measurement range is relatively small, typically

a few hundred picoseconds.
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6.3 Summary and discussion

This chapter presented an overview of the PDC in an ADPLL. Common
approaches for realizing a PDC were analyzed and compared. The TDC,
a key building block for the PDC, has been reviewed in detail. Different
TDC architectures and techniques were studied and their advantages and
disadvantages analyzed. Particular design considerations for a TDC in an
ADPLL were examined.
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7. Prototypes and experimental results

In this chapter, three ADPLL-based frequency synthesizer prototypes are
presented. The first prototype is designed for the 2.4-GHz ISM band, with
a focus on low power consumption [12]. The second is a wideband fre-
quency synthesizer targeted for spectrum sensing in cognitive radios [8].
The third is another wideband frequency synthesizer designed for demon-
strating architectural improvement and a fast frequeny calibration tech-
nique [13]. The designs are part of original research work done for this

thesis, previously published in several articles [8, 12, 13].

71 A 2.4-GHz ISM-band ADPLL frequency synthesizer

This section presents a 2.4-GHz ADPLL design. It is based on a simi-
lar architecture proposed in Staszewski’s original work [4]. Circuit tech-
niques are introduced to lower power consumption, simplify circuit im-
plementation and improve the performance and reliability of the ADPLL.
In particular, a high-speed topology is employed for the variable phase
accumulator (VPA) to allow for reliable handling of the RF signal with
its fully digital realization. A delay-based power saving circuitry is em-
ployed for the core of the time-to-digital converter (TDC) to operate it at a
minimal duty cycle with about 95% power reduction for the circuit block.
Subsection 7.1.1 introduces the top-level architecture of the ADPLL, and
subsection 7.1.2 describes the circuit implementation details, with the ex-

perimental results provided in subsection 7.1.3.

7.1.1 Top-level architecture

Fig. 7.1 (a) shows a top-level schematic of the implemented ADPLL. The
digitally controlled oscillator (DCO) is an on-chip LC oscillator, whose out-
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Figure 7.1. The ADPLL: (a) a top-level schematic and (b) an illustration of the settling
control signals.

put frequency can be tuned using three digital control words. DP and DA
are used for coarse tuning, while DT is used for fine tuning. The feedback
path is a frequency to digital converter (FDC) that detects and digitizes
frequency information of the RF signal, CKV, generated by the DCO. The
frequency digitization provided by the FDC is performed in two steps.
First, the phase information of the CKV is measured and digitized by
counting its cycles, with the result sampled at the frequency of the refer-
ence signal, REF. The phase counting is jointly done by the VPA with a
resolution of one CKV cycle and the TDC providing fractional correction
to improve the counting resolution. The frequency information is then
computed by taking the derivative of the measured phase in the digital
domain. The reference signal retiming, which is done by using two flip-
flops shown as part of the FDC block, synchronizes the reference clock
with the RF signal. This allows for synchronous digital realization with
automated design flow for digital circuits (mainly the VPA) that cross the

frequency domains of the RF signal and reference signal.

The rest of the loop circuitry is composed of purely digital logic blocks
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operating in the clock domain of the retimed frequency reference, CKR.
Following the phase accumulator, the forward path diverges into three
branches for coarse and fine frequency tuning of the DCO. Based on the
phase and frequency errors, the settling process monitor controls the ac-
tivity transitions from one branch to the other and clear the phase accu-
mulator content during each transition. This is illustrated with a timing
diagram of the relevant control signals in Fig. 7.1 (b). During the initial
phase of the settling process, the two coarse-tune logic branches operate
successively to calibrate the DCO output frequency. The fine-tune branch
becomes active after the frequency calibration to suppress the FDC quan-
tization noise in the phase error and tunes the DCO for final frequency

settling and frequency tracking.

The FCW defines the target frequency in units of the reference frequency.
The length of its fractional part determines the frequency resolution of
the ADPLL. With a 24-bit FCW fractional part and a selected reference
frequency of about 12 MHz, the implemented ADPLL has a fine frequency
resolution of about 1 Hz. As an average concept, this frequency resolution
is independent of the DCO frequency resolution. The latter is a measure
of the DCO frequency quantization that has undesirable effects of gen-
erating additional phase noise at the ADPLL output [55] and increasing
nonlinearity in the loop dynamics. During the fine-tune phase, the DCO
with a digital X A-modulator at its interface for capacitance dithering pro-
vides an effective frequency resolution as small as 1 kHz to minimize the

effects of DCO frequency quantization.

For a low-power implementation, the focus of the circuit techniques is on
circuit blocks that deal with the RF signal, which include the DCO, TDC
and VPA circuit blocks. These circuit blocks present key design challenges
and, when combined, account for predominant power consumption of the
ADPLL. With the reference frequency lower than the RF output frequency
by roughly two orders of magnitude, the power consumption of the digital
circuitry working in the reference frequency domain is relatively small
for a typical implementation. As an example, all of the digital circuitry in
the reference frequency domain only accounts for about 20% of the total

power consumption of the implemented ADPLL in this work.
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7.1.2 Circuit implementation

This subsection provides implementation details about the ADPLL, with
an emphasis on the new circuit techniques and design considerations for

low power consumption.

7.1.2.1 Digitally controlled oscillator

As an RF signal generator, the DCO is one of the most power-hungry cir-
cuits in the ADPLL. For a power-efficient implementation, the primary
focus has been on optimizing the non-power factors for phase noise per-
formance so that a good phase noise performance can be achieved with
a relatively low power consumption. This involves minimizing passive
component loss, reducing active device noises and improving its noise im-

munity to control and supply voltage lines.

As shown in Fig. 7.2, the DCO implementation is based on a differential
LC oscillator. The LC tank comprises a center-tapped inductor and three
capacitor banks. Digital frequency control is performed through the ca-
pacitor banks, each of which consists of a number of unit cells that can be
individually switched between low and high capacitance states. An array
of tail transistors is used for digital current control to allow for a trade-off
between power consumption and phase noise performance. The interface
logic implements circuit techniques to boost the DCO performance during
the fine-tune stage of the ADPLL.

The 2-nH inductor chosen from the technology library has a high quality
factor of about 17 at 2.4 GHz. The three varactor banks are parameter-
ized according to Table 7.1 for digital frequency control. The Cbank_P
is the largest capacitor bank intended for coarse frequency tuning. Unit
cells in this bank utilize a differential structure of two metal-oxide-metal
(MOM) capacitors, as shown in Fig. 7.3 (a). This switched capacitor struc-
ture provides good frequency stability and noise immunity with respect
to digital control line voltages, which is essential when the use of on-chip
voltage regulators is avoided out of consideration for power consumption.
For low tank loss, the transistor switches, particularly MO, are sized to
minimize the on-resistance. Moreover, this large capacitor bank is placed
close to the inductor coil in the physical layout and connected to the latter
using wide multi-layer metal paths to ensure minimal loss introduced by
wiring. The CBank_A and CBank_T utilize NMOS varactors, as shown
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Figure 7.2. Digitally controlled oscillator.

in Fig. 7.3 (b), for smaller frequency steps that cannot be achieved using
MOM capacitors. For phase noise consideration, the channel lengths for
the cross-coupled gain stage transistors and the tail transistors are larger
than the minimum value to avoid the excessive flicker noise that is as-
sociated with short-channel effects. For the cross-coupled gain transistor
pair, the channel length was selected to be 0.12 um, slightly larger than
the minimum. It was observed that the reduction of flicker noise with
slightly larger channel length outweighs the negative impact of increased
parasitic capacitance. It was also observed that the phase noise perfor-
mance eventually degrades with further increase of the channel length.
In other words, the selected channel length was a good compromise be-
tween the transistor flicker noise and the parasitic capacitance. The tail
transistors are sized to have a long channel of 1 ym. In simulations, clear
increase in the flicker noise was observed with a smaller channel length,
while little improvement could be observed with further increase of the

channel length.

The binary control word, DT, comprises an 8-bit integer part and a 5-bit
fractional part. In the interface logic, the integer part is converted to a
thermometer code with pseudo-random scrambling to ensure monotonic-

ity and good linearity of frequency tuning. The fractional part is fed to
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Table 7.1. Key design parameters of a DCO capacitor/varactor bank

Capacitor bank Weighting Frequency step | Frequency range
Cbank_P 6-bit binary ~8 MHz > 500 MHz
Cbank_A 8-bit binary ~450 kHz > 100 MHz
Cbank_T 259-bit unitary ~20 kHz > 5 MHz

C1 c2
outm MO ] ||_outp
=l 1 [ I
M1 M2 outm | | outp

0
DP[n] DA[n]
(DTT[n])

(a) (b)
Figure 7.3. Unit cell structure in (a) CBank_P, (b) CBank_A and CBank_T.

a 2nd-order digital sigma-delta modulator (SDM) clocked with a divide-
by-4 high-frequency signal derived from the DCO output. Based on sim-
ulations, the high clock frequency minimizes the SDM noise effect while
still allowing the SDM to only consume about 0.15 mW. The SDM output
controls three unit varactors in the CBank_T and performs high-speed
capacitance dithering to achieve a corresponding fractional resolution of
625 Hz from the unit frequency step of 20 kHz. The fine frequency reso-
lution of the DCO is essential to prevent the DCO frequency quantization
from degrading the overall phase noise performance of the ADPLL.

7.1.2.2 Variable phase accumulator

The VPA is one of few circuit blocks located at the boundary between the
frequency domains of the RF signal and reference signal. It is highly de-
sirable for this block to be realized as a synchronous digital circuit instead
of an asynchronous circuit so that it can fit with the rest of the digital cir-
cuitry for an automated digital design flow without complicating the over-
all implementation of the ADPLL. This adds to the challenge that the VPA
needs to perform high-speed cycle counting of the RF signal, CKV. The
high frequency of the CKV essentially rules out the choice of a straight-
forward VPA realization using a binary counter followed by a sampling
register, as shown in Fig. 7.4 (a). With combinational logic introducing

additional delay to the timing-critical paths, a binary counter has a rela-
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Figure 7.4. VPA: (a) a basic realization, and (b) implemented high-speed topology.

tively low counting speed. Placing it directly in the frequency domain of
the CKV would overstrain its speed capacity. Existing circuit techniques
can be used to improve the counting speed of a binary counter [99-101].
However, these techniques cannot entirely eliminate the combinational
logic in a synchronous binary counter, which limits the counting speed

and leads to unreliable operation at high CKV frequencies.

To overcome the above issue, a high-speed structure, as shown in Fig. 7.4 (b),
is proposed for the VPA realization. It utilizes a segmented counter, which
comprises a divide-by-4 block, a 6-bit binary counter and a shift register,
to count the cycles of the RF signal, CKV. After sampling by the retimed
reference signal, CKR, the counting result is converted into a binary form
by encoding its non-binary part in the low-frequency reference clock do-
main. The encoding logic, as given in Table 7.2, can be derived by simply
comparing the segmented counter with an equivalent binary counter [5].
The 8-bit VPA word length is chosen based on the requirement that the
counter modulus needs to be larger than the maximum ratio of the RF

output frequency to the reference frequency to ensure correct functioning
of the FDC.
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Table 7.2. Binary encoding logic in VPA

J[3:0] R,[1:0]
0000 11
0001 00
0011 01
0111 10
1111 11
1110 00
1100 01
1000 10

others | don’t care

Using a segmented counter instead of a single binary counter, the VPA
effectively keeps the combinational logic associated with a binary counter
away from the high-frequency domain of the CKV. The binary sub-counter
is now placed in a lower frequency domain where its operation speed is
not critical. The circuitry in the CKV domain is reduced to purely sequen-
tial components without delay introduced by combinational logic, and it
is thus capable of the maximum-speed operation achievable with a syn-
chronous digital circuit. This high-speed capacity makes it possible to
reliably count the RF signal up to a frequency of 3 GHz without involving
any custom design, which could not be achieved if a straightforward real-
ization were to be utilized. Furthermore, it consumes less power due to
reduced circuitry in the high-frequency domain. It should be noted that
the frequency divider is also needed for clocking the digital SDM in the
DCO interface logic and it is shared here without using an additional di-

vider.

7.1.2.3 Time-to-digital converter

The phase digitization of the RF signal performed by the VPA features a
resolution of one full cycle, which translates into large quantization noise
in the detected frequency and phase errors in the forward path and lim-
its the ADPLL performance. The function of the TDC is to improve the
resolution of the phase digitization with a sub-cycle time resolution and
reduce the quantization noise. As one of few circuit blocks that directly
work with an RF signal and still require semi-analog design, the TDC
can consume a large amount of power especially when designed for a high

resolution [91].

Fig. 7.5 (a) shows the TDC core implementation, which utilizes a pseudo-
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Figure 7.5. TDC core: (a) a schematic and (b) signal illustration of a power saving tech-

nique.

differential inverter-chain-based architecture [102], with an effective power-
saving technique. The adopted architecture is relatively simple to imple-
ment compared with a variety of other TDC architectures reported in the
existing literature for ADPLL application [89, 94, 95]. It provides a time
resolution of one inverter delay, which is around 20 ps for a typical imple-
mentation in 65-nm CMOS. The TDC resolution determines the minimum
in-band phase noise achievable at the ADPLL output. This in-band phase

noise level can be estimated as [53]

2 [Atge\? 1
L =— (== - 7.1
erpe 3 ( Tckv ) flref7 ( )

where Atiq. is the TDC time resolution, T, the CKV period, and f,f
the reference frequency. With the selected reference frequency, the 20 ps
TDC time resolution corresponds to an in-band phase noise contribution
of about —92 dBc/Hz, a value sufficiently low for target applications in
the ISM band. The number of taps selected was 48, which is the number

needed to cover a full CKV cycle with PVT variations taken into account.

To save on power consumption, the reference, REF, passes through a short
delay line before clocking the sampling flip-flops. The inverter chains are
activated by every rising edge of the REF and deactivated by that of its
delayed replica, REFD. The delay line was implemented to give a slightly
longer delay than that of the CKV inverter chains. As illustrated with the

129



Prototypes and experimental results

timing diagram in Fig. 7.5 (b), this allows the inverter chains to be active
only for a small time window at every sampling moment, leading to a sub-
stantial reduction in the average power dissipation. Since the REF is at a
much lower frequency than the CKV, power overhead of the delay line is
negligible. The technique reduces the power consumption of the TDC core
roughly from 4 mW to as small as 0.2 mW. The constant delay introduced
by the short delay line amounts to a fixed offset in the detected CKV phase
information, which is of no significance for the ADPLL. The delay line also
introduces a timing jitter to the reference signal, which on the one hand
contributes to the in-band phase noise of the ADPLL output, while on the
other hand it provides the dithering effect that suppresses in-band spurs
arising from TDC quantization. In most cases, the delay-line jitter tends
to be much smaller than the 20-ps TDC quantization step, and thus its ef-
fect is insignificant. Like the TDC quantization noise [53], the delay line
jitter contribution to the ADPLL in-band phase noise can be quantified in

2mo; 2
[:DJ B (Tckv ) ‘ fref7 (72)

where o; represents the RMS jitter value. Based on the simulations, the

a similar way as

implemented delay line has a RMS jitter value of about 2 ps. Considering
a CKV frequency of 2.4 GHz and a reference frequency of 12.3 MHz, the
corresponding £, should be approximately —101.3 dBc/Hz. According to
the simulations, a 2-ps jitter appears to lower the worst-case quantization

spurs by approximately 2 to 3 dB.

The TDC core output is decoded to give binary representations of the CKV’s
rising and falling edge delays relative to the sampling reference edge. De-
noted as At, /7, and Aty /7y, respectively, in Fig. 7.6, the two values are
both in units of one inverter delay. The normalization block is used to de-
rive the corresponding value of the rising edge delay in units of one CKV
period, T.;,. It involves an arithmetic division carried out as a combi-
nation of inversion and multiplication. The instantaneous CKV period,
Torey /Tinv, calculated as twice the difference between the rising and falling
edge delays, is inaccurate and fluctuates over time due to the time quanti-
zation and particularly the inevitable deviation of the CKV from an ideal
duty cycle of 50%. In this implementation, accuracy is improved by us-
ing a single-pole infinite-impulse-response (IIR) filter for its superior effi-
ciency over a finite-impulse-response (FIR) filter in terms of the amount of

circuitry and power dissipation. By placing the filter after the inversion,
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Figure 7.6. TDC normalization with a simplified implementation.

instead of between the period calculation and inversion [102], the inver-
sion has a shortened word length and consequently be implemented using
a small lookup table with significantly reduced complexity. The output of

the normalization block can be expressed as

1 At,
Epr = Atr . <ﬁ> ~ TCkV, (73)

where the approximation is partially introduced by exchanging the filter-
ing and inversion operations. It can be shown that this approximation is
small and has an insignificant effect that only slightly increases the level

of TDC quantization noise.

As previously discussed in Chapter 6, operation of the TDC along with a
VPA suffers from the glitch or ambiguity issue [12]. In this design, a cor-
rection circuit, as shown in Fig. 7.7, is placed in the forward path to correct
the detected frequency error before it is used by a subsequent circuitry.
Its operation is activated after the initial frequency calibration with the
coarse-tune logic. During the initial frequency calibration, where the de-
viation of the ADPLL output frequency from the target frequency is large,
the effect of TDC ambiguity errors is insignificant. After the frequency
deviation is reduced by the frequency calibration, the correct value of F,
should be small, and it should be much smaller than 1 during the fine-
tune phase. The TDC ambiguity errors would thus manifest themselves
as a train of impulses of a large magnitude. By comparing F. with the
predefined threshold values, it detects both the occurrence and signs of
the ambiguity errors. Accordingly, the frequency error, F,, is incremented

or decremented by one to cancel out the TDC ambiguity error.
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Figure 7.8. Coarse-tune logic branch for the DCO control word DP.
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Figure 7.9. Fine-tune digital loop filter.

7.1.2.4 Other circuit blocks

Fig. 7.8 shows the coarse-tune logic for the control word DP, where an
attenuation factor determines the loop gain and was selected for fast set-
tling. Signed-to-unsigned conversion is implemented by a simple MSB
inversion. The coarse-tune logic for the control word DA is the same ex-

cept for different parameters.

As shown in Fig. 7.9, the fine-tune digital loop filter is a fifth-order struc-
ture [4], with adjustable filter coefficients. When the frequency approaches
the target frequency during the final settling process, the gear shift block
seamlessly scales down the loop bandwidth for better suppression of the
FDC quantization noise. With default loop filter parameters, the final AD-
PLL bandwidth is about 40 kHz. The high-order filter with gear shifting
allows for sufficient attenuation of the FDC quantization noise without

excessively slowing down the frequency settling.

In addition, a two-point frequency modulation scheme, like in Staszewski’s
work [4], has been implemented with the ADPLL as shown in Fig. 7.10.
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Figure 7.10. Two-point modulation implemented with the ADPLL.

Assisted by the least-mean-square (LMS)-based gain calibration [103] to
compensate for PVT variation in the DCO frequency tuning gain, the AD-
PLL s effectively an all-pass filter for the data frequency control word DFCW,
allowing for a truly wideband direct frequency modulation with essen-

tially no constraint from the loop bandwidth.

7.1.3 Implementation results

Fig. 7.11 shows a die micrograph of the ADPLL fabricated in a 65-nm
CMOS. It has an active area of 0.24 mm?. With a 1.2-V supply, the to-
tal power consumption of the ADPLL can be set between 8 and 12 mW;
the DCO power consumption can be tuned over the range of 5 to 9 mW
maintaining sufficient oscillation amplitude for the proper operation of
the ADPLL. The TDC core dissipates about 0.2 mW and all of the digital
logic has a combined power consumption of about 2.6 mW. The measured
frequency locking range was 2.29-2.92 GHz. The circuit was tested over
the frequency range, with the power consumption respectively set to about
8 mW and 12 mW. For the two different levels of power consumption, the
worst-case phase noise at the 1-MHz frequency offset was —112 dBc/Hz
and —120 dBc/Hz, respectively. The spur levels were not measurably dif-
ferent in the two different cases of power consumption. The worst in-band
spur level shown in the phase noise measurements for the target ISM
band was —61 dBc measured with a resolution bandwidth is 1 kHz. The
in-band phase noise level is about —81 dBc¢/Hz. It is about 6.6 dB higher
than the estimated contribution from the TDC quantization. The differ-
ence is due to contributions from other sources including the DCO, the
reference clock as well as the delay lines within the TDC. The integrated
phase noise was measured to be 1.7° rms over the frequency range from
1 kHz to 10 MHz.
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Figure 7.12. Measured phase noise at 2.45 GHz.

Fig. 7.12 shows an example of the measured phase noise spectrum at 2.45-
GHz output frequency with 12-mW power dissipation. Fig. 7.13 shows the
output spectrum over a 1-GHz span for the same case. The far-off spurs
were below —69 dBc. It was found that the leakage of high-order refer-
ence harmonics due to imperfections in the physical layout was the dom-
inant source of far-off spurs that appeared in the spectrum. The majority
of spurs remained in the spectrum when the digital part of the ADPLL
was powered off, leaving the oscillator free running with the reference
signal fed to the test chip. The measured ADPLL output frequency set-
tling process of the ADPLL is shown in Fig. 7.14. With limited bandwidth
and detection speed, the measurement equipment was not able to faith-
fully capture the output frequency during the coarse-tune phase due to

its large deviation from the target frequency and rapid change over time.
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Figure 7.13. Measured output spectrum at 2.45 GHz.
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Figure 7.14. Measured frequency settling of the ADPLL output.

However, the final settling was in good agreement with the simulated
results, both of which showed a maximum settling time of about 30 us.
Fig. 7.15 shows the measured output frequency deviation from a center
frequency of 2.45 GHz in the time domain when a binary frequency shift
keying starts with randomly generated symbols. The frequency deviation
and symbol rate were arbitrarily selected to be about 1 MHz and 2 Mbps,
respectively. As can be seen, the gain calibration settled within a small
number of symbols, after which the modulation was little disturbed by
the limited loop bandwidth. Fig. 7.16 shows a measured output spectrum
when the frequency modulation with randomly generated symbols was

on.

The measurement results are summarized in Table 7.3. The 1-Hz fre-

quency resolution corresponds to 24-bit fractional part of FCW for the

135



Prototypes and experimental results

Freq. deviation (MHz)
o

-3 : . .
0 50 100 150 200
time (us)

Figure 7.15. Measured ADPLL output frequency when frequency modulation starts.
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Figure 7.16. Measured output spectrum with frequency shift keying.

given reference frequency. It was confirmed in simulations though not
measured directly due to insufficient measurement equipment. Table 7.4
provides a comparison of this work with relevant prior-art PLL implemen-
tations targeting the 2.4-GHz ISM band. It can be seen that the ADPLL
designed in this work leverages the miniaturized 65-nm CMOS process
and achieves low power consumption and a small die area with good per-

formance.

7.2 A 3-6GHz ADPLL frequency synthesizer

Frequency synthesizers for the sensor units in cognitive radios need to
cover a wide frequency range that can stretch over a multitude of existing

licensed and unlicensed bands. Meanwhile, low power consumption and
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Prototypes and experimental results

Output frequency range 2.29-2.92 GHz
Frequency resolution 1Hz

Loop bandwidth 40 kHz

Frequency modulation range | + 2.5 MHz

Power consumption 8 mW 12 mW
Phase noise @ 1 MHz —112 dBe/Hz | —120 dBc/Hz
In-band phase noise —81 dBc/Hz

In-band spur —61dBc ”

Far-off spur —69 dBc

Settling time < 30 us

Supply voltage 1.2V

Reference frequency 12.3 MHz

Active area 0.24 mm?

Technology 65-nm 1P6M CMOS

" From phase noise measurements with a 1-kHz resolution
bandwidth.

fast settling are important considerations. This section presents a wide-
band frequency synthesizer for such sensor units. It is capable of covering
an octave (2:1) band from 3 to 6 GHz. Thereafter, all lower bands can
be covered easily by using divide-by-2N circuits. The frequency synthe-
sizer is based on an ADPLL with adaptive frequency calibration (AFC).
For wideband frequency tuning, it employs a ring oscillator with an LC
tank introduced to extend the tuning range and decrease power consump-
tion. The top-level architecture of the frequency synthesizer is described
in subsection 7.2.1, while subsection 7.2.2 discusses the implementation
of the frequency synthesizer. Experimental results are given in subsec-
tion 7.2.3.

7.2.1 Top-level architecture

Fig. 7.17 shows the top-level architecture of the ADPLL frequency syn-
thesizer. The FCW defines the target frequency. The RF output is gen-
erated by a digitally controlled oscillator (DCO). The feedback path is a
frequency-to-digital converter (FDC) that converts frequency of the RF
signal into digital form. Particularly, the FCW and FDC output, f,, are
two fixed-point numbers that respectively represent the target frequency
and the detected RF output frequency, both of which are normalized by

the reference frequency. The frequency error is computed by subtracting
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Table 7.4. Comparison with relevant prior arts

Parameter ISSCC04 | JSSC04 JSSC06 JSSC07 ISCAS08 JSSC08 JSSC08 This work
aramete [104] [105] [106] [107] [108] [109] [110] swo

Output N/A 2.4-248GHz | 1.6-2.0GHz |2.4-25GHz |2.2-2.6GHz | max. 2.24 GHz | 2.4-2.5GHz | 2.29-2.92 GHz
frequency
Loop N/A 400 kHz 400 kHz 730 kHz 400 kHz 142 kHz 975 kHz 40 kHz
bandwidth
In-band _86 dBe/Hz | —96 dBo/Hz | —98 dBe/Hz | —101 dBe/Hz | —81dBe/Hz | —79 dBe/Hz | | —103 dBo/Hz | —81 dBe/Hz
phase noise
Far-off N/A —121dBo/Hz | —118 dBo/Hz | —124dBo/Hz | 108 dB¢/Hz | —125 dBc/Hz | —120 dBc/Hz
phase noise @3MHz @1MHz @3MHz @1MHz f @3MHz @1MHz
wmwwasm_ ~62 dBc —40 dBc ~70 dBe —47 dBe N/A —45 dBe —64 dBc —61 dBc
Settling
oo 50 us N/A N/A 35 us N/A N/A N/A 30 us
Reference 26 MHz 48 MHz 14.3 MHz 12 MHz 20 MHz 185.5 MHz 12 MHz 12.3 MHz
frequency
Power 5

) 37.5 mW 67 mW 29 mW 38 mW 22 mW 14 mW 27.1 mW 12 mW
consumption
Core area N/A 1.6 mm? 2 mm? ¥ 4.8 mm? ¥ 2.2 mm? * 0.7 mm? 4.84 mm? * 0.24 mm?
Technology 0.13 pm 0.18 pm 0.18 um 0.18 ym 0.18 um 0.13 pm 0.18 ym 65 nm

§ Total transmitter power consumption.

t Estimated based on the phase noise plot.

¥ Full chip size including pads.
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Figure 7.17. Top-level architecture of the ADPLL frequency synthesizer

the two numbers from one another. Following the frequency error detec-
tor, a phase accumulator and loop filter close the loop for the phase and
frequency lock. To achieve fast frequency settling over a wide frequency
range, an adaptive frequency calibration (AFC) is employed to assist in
frequency acquisition. Each time a new target frequency is requested, a
frequency calibration is first performed, during which time the AFC block
is activated to tune the DCO and set its output frequency close to the tar-
get frequency. The phase accumulator and loop filter are set to output a
constant DT value at the middle of its range during frequency calibra-
tion, and they are activated afterwards to finalize the frequency settling

and perform frequency tracking.

7.2.2 Circuit Description

The difference between this ADPLL design and our first design presented
in section 7.1 has to do with the FDC, the AFC and the DCO blocks,
where new features were implemented. Other blocks remain essentially
the same as in the previous design. This subsection discusses the imple-

mentation of major building blocks that have new features.

7.2.2.1 Frequency-to-digital converter

With the FDC, a dual-modulus frequency divider divides the RF signal by
a factor of 4 or 2, depending on the signal frequency. This ensures a nar-
rowed frequency range of roughly 1 to 2 GHz at the divider output so that
the resulting signal can be reliably handled by the VPA and does not re-
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quire an excessively long chain of inverters and flip-flops in the TDC. The
different division ratios are compensated for by a dual-modulus multiplier
at the FDC output, keeping the FDC gain constant. The TDC is based
on an inverter-chain structure [103], while the VPA utilizes a high-speed
topology as described in section 7.1.2.2. The FDC frequency resolution is

limited by the TDC time resolution and can be expressed as

fres = Thes - fref . fout7 (7.4)

where T.s represents the TDC time resolution, f. is the reference fre-
quency, and fo,; denotes the ADPLL output frequency. With the inverter-
chain structure, the TDC has a time resolution of about 20 ps in the 65-
nm CMOS. For a reference frequency of 12.3 MHz and an RF output of
4 GHz, it gives an FDC frequency resolution of about 1 MHz, in contrast
with the ADPLL frequency resolution of roughly 1 Hz, which corresponds
to a 24-bit fractional part of the FCW adopted for implementation. Quan-
tization noise due to the relatively coarse FDC resolution dictates the re-
quirements for the loop filter and constitutes a major contribution to the
in-band phase noise at the ADPLL output. With the assumption of uni-
form white noise, the in-band phase noise contribution from the FDC can

be estimated as follows [111]

2 . 2
o 7T_ . (fout Tres) 7 (75)

L
3 f ref

which amounts to —87.6 dBc/Hz for the same design parameters given

above; this is adequately low for the target application.

7.2.2.2 Adaptive frequency calibration

The adaptive frequency calibration (AFC) is essential for fast settling of
the frequency synthesizer with a wide tuning range. It has two operation
phases corresponding to two DCO control words, DAc and DAf. The first
phase, with DAc being active, is characterized by frequency tuning steps
that are significantly larger than the FDC resolution. A modified binary
search algorithm [68] is employed for this phase, which allows for its com-
pletion within about 10 reference clock cycles. Fig. 7.18(a) depicts the logic
branch for this phase. The frequency error is compared with a predefined
threshold value, and a finite state machine (FSM) proceeds with a binary
search based on the comparison result. This first phase finishes when the

phase error magnitude goes below the threshold value or the step size of
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Figure 7.18. AFC logic (a) for the DAc branch and (b) the DAf branch.

the binary search is reduced to zero. During the second phase, the con-
trol word DAf is active, which is characterized by frequency steps close
to the estimated FDC resolution. For reliable frequency calibration in the
presence of FDC non-idealities, the second phase uses a modified logic, as
shown in Fig. 7.18(b). A binary search is executed when the frequency
error is significantly larger than the estimated FDC resolution, while fur-
ther fine adjustment is made to DAf after frequency error approaches the
level of FDC resolution. The second phase finishes, when output, AD,
from the fine adjustment branch changes its sign or remains constant for
a specified amount of time. The whole AFC process can finish in about
30 reference clock cycles, with a worst-case calibration accuracy of about
4 MHz.

7.2.2.83 Digitally controlled oscillator core

The oscillation frequency of a basic ring oscillator, with a simplifying
assumption of equal delay for each stage, can be expressed with a well-
known formula,

1 Ipp

OIN-7 2N Vi -Cp’ (7.6)

fosc =

where N is the number of stages and V. the voltage amplitude, while
7, Ipp and Cp, are, respectively, the delay, charging/discharging current
and capacitance load for each stage. Frequency tuning of a ring oscillator
can be done through both the current, Ipp, and capacitance, C;. Com-

pared with an LC oscillator, a ring oscillator can achieve a relatively large
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Figure 7.19. Schematic of the DCO core.
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Figure 7.20. Simulated coarse frequency tuning of the implemented ring oscillator as
compared with one without the LC tank.

frequency tuning ratio, but its oscillation is limited to lower frequencies.
Parasitic capacitances arising from devices and wiring prevent the arbi-
trary reduction of the load capacitance, C;. A large current, Ipp, needs
large inverters, which introduce more parasitic capacitance and can even-
tually prevent oscillation frequency from further increasing. In addition,
power consumption will be an issue when the current, Ipp, becomes too

large.

To overcome the above issues and achieve a wide tuning range at high
frequencies with reduced power consumption, we introduced an LC tank
to a ring oscillator. The schematic of the DCO core is shown in Fig. 7.19.
It is a three-stage ring oscillator except for the LC tank at the output
of the first stage. The basic idea behind using an LC tank is to provide

inductive impedance to offset the parasitic capacitances and thus raise
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the oscillation frequency. The connection for the LC tank is controlled by
the DAc, the tuning word dedicated to coarse frequency calibration. With
the LC tank switched off from the signal path, the ring oscillator oper-
ates as a conventional oscillator, where the transistors in the PMOS and
NMOS arrays can be switched to control the current and coarsely tune
the oscillation frequency over a certain range. When the LC tank is con-
nected, the bias current is set to be constant. With the impedance of the
LC tank designed to be inductive over the target frequency range, the
connection of the LC tank partially offsets the load capacitance and, as
a result, raises the oscillation frequency to a higher range. Meanwhile,
the DAc can switch individual cells in the capacitor bank of the L.C tank,
changing the tank impedance to coarsely tune the frequency. Since the LC
tank raises the oscillation frequency by reducing the load capacitance in-
stead of increasing the current, low power consumption can be achieved.
Fig. 7.20 shows the simulated coarse frequency tuning for the ring os-
cillator compared with otherwise the same oscillator but without the L.C
tank and the switches (TG1 and TG2). It can be observed that using the
LC tank extends the overall frequency tuning range to a substantially
higher frequency. The parasitic capacitance introduced by the switches
only slightly lowers the oscillation frequency when they are open to dis-
connect the LC tank.

The 1-nH inductor is used merely to cancel the load capacitance. Its qual-
ity factor is not as important as it is for a typical LC oscillator, and a low-Q
miniaturized inductor would be sufficient. We chose to use the minimum
size available from the technology library, which still has a high quality
factor. The coil size could be further reduced if a custom design is adopted
to lower the quality factor for area reduction. The binary word, DAf, is
for further frequency calibration, whereas the thermometer code, DTT, is
intended for final frequency settling and tracking. The capacitor banks

connected to these two control words are realized using NMOS varactors.

7.2.3 Experimental results

The frequency synthesizer is implemented in a 65-nm CMOS process. The
physical layout is shown in Fig. 7.21. The chip has an active area of 0.3
mm?. The measured frequency range was from 2.7 to 6.1 GHz. Fig. 7.22
shows the output frequency measured as a function of the FCW value.

The perfect linear relationship indicates the ADPLL locks correctly over
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Figure 7.21. Physical layout.
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Figure 7.22. Measured output frequency versus FCW value.

the target frequency range. Fig. 7.23 gives the measured phase noise at
a 1-MHz offset for different output frequencies. The figure shows that
the measured phase noise is better than —85 dBc¢/Hz over the whole fre-
quency range. Over the frequency range below 4.5 GHz, where the LC
tank is switched off, the phase noise degrades as the output frequency
increases. Throughout the higher frequency range, the phase noise was
slightly better than in the lower frequency range, which was due to the
filtering effect of the resonator created from the inductor along with all
the capacitor banks and parasitic capacitors at the output of the first os-
cillator stage. The phase noise performance at an output frequency of
5.5-GHz is shown in Fig. 7.24. It is found in simulations that the DCO is
the dominant source of the in-band phase noise. The ring DCO has native
phase noise level about —40 dBc/Hz at 10-kHz offset for the given output
frequency. With less than 20 dB suppression from the loop, the closed-loop
phase noise is expected to be slightly higher than —60 dBc/Hz at 10 kHz
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Figure 7.23. Measured phase noise @ 1-MHz offset versus output frequency.
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Figure 7.24. Measured phase noise at 5.5 GHz.

from the DCO contribution. Meanwhile, the high-offset DCO phase noise
can be folded back to the in-band region due to the sub-sampling at ref-
erence frequency and further increase the in-band phase noise level. As
a result, the overall in-band phase noise level at the ADPLL output as
measured is considerably higher than the estimated contribution of TDC
quantization noises. The visible spurs can be attributed to the presence
of limit cycles related to the FDC quantization errors. Fig. 7.25 shows
the measured spectrum over a 2-GHz span for the same output frequency.
The total power consumption varies from 14 mW to 22 mW for a 1.2-V
power supply, with about 8 to 16 mW consumed by the oscillator core and
around 6 mW consumed by the rest of the circuits. Table 7.5 summarizes

the performance of the implemented frequency synthesizer.
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Figure 7.25. Measured output spectrum at 5.5 GHz.

Table 7.5. Performance Summary

Frequency range 2.7-6.1 GHz

Frequency resolution | 1 Hz
Phase noise @ 1 MHz | —92 dBc¢/Hz at 6 GHz
In-band phase noise | —55 dBc/Hz

Reference spur —44 dBc
Power consumption 14 — 22 mW
Settling time <20 uS
Active area 0.3 mm?

Reference frequency | 12.3 MHz

Supply voltage 1.2V
Technology 65-nm 1P6M CMOS

7.3 A 3-7GHz wideband ADPLL frequency synthesizer

In this section, we present an ADPLL that features the separate opera-
tions for the VPA and TDC. The VPA is used exclusively for phase digi-
tization during the coarse tuning. After coarse tuning, phase digitization
is performed only by the TDC. This separation allows the outputs from
the two circuits to be used independently instead of in combination. It
is thus free of all the issues associated with the joint operation of the
two circuits. Meanwhile, the ADPLL employs an optimized binary search
technique for adaptive frequency calibration (AFC). The technique allows
a minimum number of reference cycles to be used during each step in
the binary search, resulting in remarkably faster frequency settling than
before. This section is organized as follows. Subsection 7.3.1 describes

the top-level architecture of the ADPLL. Subsection 7.3.2.1 outlines the
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principle of the fast AFC technique and its circuit implementation. Ex-

perimental results are provided in subsection 7.3.3.

7.3.1 The proposed ADPLL architecture

Fig. 7.26 shows a simplified block diagram of the proposed ADPLL. The
VPA and TDC are separated into coarse-tuning and fine-tuning loops built
around the digitally controlled oscillator (DCO). The VPA-based coarse-
tuning loop performs coarse AFC, whereas the TDC-based fine-tuning
loop is for both fine AFC and normal phase locking. The operation is illus-
trated with a flowchart in Fig. 7.27. Upon due initialization, the ADPLL
frequency settling process starts with the coarse AFC, which is followed
by the fine AFC stage before proceeding to the phase-locking operation.
The progression between different operation modes goes as follows. The
ADPLL is initialized with the reset signal as an input. De-asserting the
reset signal activates the coarse-tuning loop for coarse AFC, during which
time the fine-tuning loop remains inactive to maintain its initial state.
The completion of AFC is detected in its core logic; at this point, the core
logic for coarse AFC asserts a done signal and freezes its output. The
assertion of the done signal from the coarse AFC logic activates the fine-
tuning loop for fine AFC, with the whole coarse-tuning loop deactivated.
During the fine AFC stage, the digital loop filter (DLPF) branch also re-
mains inactive. When the fine AFC stage is finished, its core logic raises
its own done signal and deactivates itself with its output frozen. The as-
sertion of the done signal from the fine AFC logic activates the digital loop
filter (DLPF) branch for phase locking.

In the coarse-tuning loop, phase digitization is performed solely by the
VPA. The absence of a TDC in this loop is based on the observation that
a TDC, if used, could only play an ineffective role in the coarse-tuning
mode. As will be demonstrated in the next section, the initial frequency
calibration performed by this loop only needs to ensure that the output
frequency error is smaller than one half of the reference frequency with
a small margin, for the subsequent fine-tuning loop to operate correctly.
This large frequency tolerance, exploited by the AFC technique, allows
the initial frequency calibration to be finished within a negligibly short
amount of time despite the coarse resolution of a VPA. It also obviates
the need for most of the fractional bits in the overall FCW. As a result,
the input FCW(H) comprises only the FCW integer part and two or three
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Figure 7.26. The proposed ADPLL architecture.
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Figure 7.27. Progression flowchart of the proposed ADPLL.

MSBs of the fractional part just to ensure that the truncation error is

smaller than the frequency tolerance.

In the fine AFC and phase-locking operation modes, phase digitization is
performed exclusively by the TDC, which covers a small range of a single
RF cycle. The dramatically reduced range compared with that of a VPA is
sufficient because of the relatively small frequency errors after the coarse

AFC. As discussed in Chapter 6, the range has no effect as long as the
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output frequency error is kept within roughly one half of the reference
frequency. Meanwhile, the AFC logic in this loop exploits the fine resolu-
tion of the TDC to achieve a fine and fast final frequency calibration. It
provides such a fine calibration resolution that the output frequency can
immediately be used by the upper-level system after its completion. In
other words, no additional frequency settling is required after the loop is
closed with the DLPF becoming active. The exclusion of VPA from this
loop eliminates the need for clock retiming and the frequency reference
can be used directly as the clock signal for the digital logic in fine tuning.

Meanwhile, the input FCW(L) comprises only the FCW fractional part.

With the separate operation of the VPA and TDC in different operation
modes, the modified ADPLL architecture is free of all those issues aris-
ing from the joint operation of the two circuits. Moreover, the separation
of the two loops makes it possible to switch off almost the entire coarse-
tuning loop during normal operation of the ADPLL, thus saving the asso-
ciated power consumption of the loop. With the use of two loops, the word
length for most of the arithmetic logic is also dramatically reduced, which
allows for a reduction in both the silicon area and the power consumption
despite the duplication of some simple digital blocks. Meanwhile, the two-
stage arrangement of coarse and fine frequency calibration along with an
innovative AFC technique optimally exploits the different resolutions of

the VPA and TDC, minimizing the frequency settling time.

7.3.2 Circuit implementation

This subsection discusses the major implementation aspects of the wide-
band frequency synthesizer. The emphasis is is again on the functional

blocks that are different from the previous designs.

7.3.2.1 Automatic frequency calibration

Fig. 7.28 shows a hardware realization of the proposed binary search tech-
nique in the AFC core logic blocks. It can roughly be divided into four func-
tional blocks. The common functionality of a binary search is performed
mainly in the step value generation and step execution blocks. The ex-
tended frequency comparison block, in conjunction with the end detection
block, is largely responsible for the unique functionality required by the

proposed approach.

The circuit operation is illustrated with the flow chart shown in Fig. 7.29.
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Figure 7.28. The proposed binary search technique in the AFC core logic blocks.

The relevant signals are initialized accordingly during the reset state of
the ADPLL. For each reference cycle, the frequency error, F,, is accumu-
lated and the accumulator output, F.,, is compared with the predefined
values, +A, that correspond to the estimated peak-to-peak magnitude of

the phase quantization error.

The comparison result can yield three different scenarios:

e In the first scenario, we have F,, > A, which suggests that the output
frequency is lower than the target frequency. As a result, the signal up
is raised to direct the step execution block to step up the DCO frequency.

e In the second scenario, we have F,, <—A, which suggests that the out-
put frequency is higher than the target frequency. As a result, the down
signal is raised to step down the DCO frequency.

e The third scenario arises when the accumulated frequency error be-
comes small and we have —A<F,, <—A. In this scenario, none of the
above signals are asserted and the binary search remains in the current

step with the output and step size unchanged.

In both of the first two scenarios, the signal nxtStep is asserted, which
allows the step value to be halved by a simple bit shifting for the next
search step. The content of the frequency error accumulator and the ac-
cumulation cycle counter will be cleared in the next reference cycle by the
signal clr, which is derived from the nxtStep signal with a unit delay. In

the third scenario, the frequency error is accumulated for each reference
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Figure 7.29. A flow chart of the AFC technique (L being the D, ., word length).

cycle and the number of cycles is counted. If the ADPLL output frequency
error is larger than the expected calibration resolution, the circuit will
exit the third scenario and enter one of the first two scenarios after a
certain number of reference cycles. Otherwise, the counted accumulation
number, cnt, will reach the predefined maximum value, N,,.., and termi-
nate the binary search. Upon completion, the done signal is raised, which

stalls the clock for the AFC circuit.

Note that the binary search will also finish if the last step is reached,

which can be detected by monitoring the step value. This, however, means
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that the minimum frequency step is too large for the expected calibration
resolution, and its occurrence is usually prevented by ensuring in the de-
sign that the minimum frequency step is sufficiently small. This exit con-
dition, as indicated by the dashed line in the flow chart, is only for backup
purposes. It makes the circuit more robust by avoiding the possibility of
indefinite iteration when the minimum step accidentally happens to be
too large due to design or implementation issues. In a proper design, the
exit condition corresponds to a possible occurrence of the rare retiming

metastability, which can be corrected by rerunning the binary search.

Another important consideration is related to the loop latency of a digital
PLL. When the DCO output frequency is updated with its control word, its
detection comes one reference cycle later since there are two unit delays in
the ADPLL loop, one at the DCO input and the other at the phase detec-
tion point. In the reference cycle following the frequency word update of
the DCO, the detected frequency error is an outdated one. It corresponds
to the frequency prior to the updating, and thus should not be used. This
is done in the circuit by clearing the accumulator when one step is fin-
ished, as shown in both the circuit schematic and flow chart. This leads
to an additional delay of one reference cycle introduced to each iteration
step. However, it should be noted that the loop latency of two unit delays
is the result of digital frequency control, which entails a unit delay at the
DCO input to align and synchronize different bits of the frequency control
word. It is neither associated with any binary search technique, nor is it

unique to the specific ADPLL architecture.

7.3.2.2 Two-stage ring oscillator

The DCO in the design is based on a two-stage ring oscillator as shown
in Fig. 7.30. The reduction of one stage as compared with a three-stage
counterpart allows for higher oscillation frequencies and a wide tuning
range. The transistors in each inverter cell are sized based on simulations

to sustain the oscillation condition over a wide frequency range [75].

Frequency control is performed through the current tuning with the two
cascaded tail transistor banks. For coarse frequency tuning, an array of
63 NMOS transistors Mn,(1,2,3...63) as controlled through a thermome-
ter code Dp[l:63] are individually sized based on simulations to achieve
approximately linear D/F conversion with minimized step variation. As

a result, it reduces the required tuning ranges of the finer tuning banks.
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Figure 7.30. The two-stage ring DCO.

The source nodes of the transistors, Mn,(1,2,3...63), are separate from
each other, but each of them is connected to the source of a corresponding
transistor in the lower bank, Mn,(1,2, 3...63). Medium and fine frequency-
tuning steps are achieved through voltage control of the bottom tail NMOS
transistor bank Mn(1,2,3...63) with the control voltage generated by a
nonlinear D/A converter. In the D/A converter comprises, a PMOS (Mp)
on the top and two PMOS banks (Mp2[7 : 0] and Mp3[L :258]) at the bottom
constitute a nonlinear voltage divider. The transistors in Mp2[7 :0] are bi-
nary weighted for a medium-step frequency calibration, while the transis-
tors in Mp3|l :258] is unary weighted for the fine frequency tuning with the
thermometer-code control word, D;[1:258]. It should be noted that all the
transistors in the D/A converter are P-type. The nonlinearity of the D/A is
in the opposite manner as compared with the nonlinearity in the voltage-
to-current relation through the NMOS transistors, Mny(1,2,3...63). This
allows for a good linearity in the overall conversion from the control dig-
ital to the current and to the oscillation frequency, which is based on our

original work [15].

7.3.3 Experimental results

The ADPLL has been implemented using a 65-nm CMOS with both the
architectural modification and the proposed AFC technique. The DCO is
based on a ring oscillator to cover a wide frequency range of 3 to 6 GHz.

Four current-switching banks are employed in the DCO for frequency tun-
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Figure 7.31. Simulated ADPLL frequency settling.

ing to allow for a large tuning range with a fine frequency resolution.
Two of the tuning banks are used for initial frequency calibration by the
coarse-tuning loop. Correspondingly, there are two binary search stages
in the coarse AFC logic, with most of the logic shared using multiplexing.
The final ADPLL fine-tuning branch controls the last tuning bank with
the finest resolution. Theoretical calculations predict a worst-case settling
time of about 6 us for a +200-kHz frequency tolerance. Both simulations
and measurements showed that the ADPLL have a maximum settling
time that is slightly shorter than the theoretical predication. The result
amounts to a reduction of 14 us and a speed gain of more than three com-
pared with our previous ADPLL design, as described in section 7.2, which
was based on the typical architecture with a basic binary search tech-
nique. Fig. 7.31 shows the overall frequency settling process of the AD-
PLL for a target frequency of 4.5-GHz. The measured frequency settling
process for the same target frequency is shown in Fig. 7.32. The achieved
frequency settling performance is clearly beyond the current state-of-the-
art performance. It should be noted that DCO nonlinearity and other
non-ideal factors are the reasons for the difference between the simulated
and measured frequency settling processes. However, their effect on the

overall settling time was found to be quite limited.

A die photograph is shown in Fig. 7.33, where the entire ADPLL occu-
pies an active area of about 0.07 mm?. Besides the DCO, the VPA and
TDC were also custom designed for high-speed operations to handle the

RF signal. The rest loop circuitry is realized as a pure digital logic block,
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Figure 7.32. Measured frequency settling.
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Figure 7.33. Die photograph.

which occupies approximately 0.05 mm?2. This digital area is about one-
third of the digital area in our previous ADPLL design, as described in
section 7.2. The substantial reduction can mainly be attributed to the ar-
chitectural modification associated with the improved phase digitization

approach.

The entire ADPLL has a maximum power consumption of about 10 mW
from a 1.2-V supply. The measured output frequency range is from 2.7

to 7.3 GHz. The measured phase noise at a 1-MHz frequency offset is
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Figure 7.35. Measured ADPLL spectrum (the major spurs appear at intervals of the ref-
erence frequency).

about —80 dBc/Hz and the in-band phase noise level is about —70 dBc/Hz.
Fig. 7.34 shows an example of measured phase noise at a 4.5-GHz output
frequency along with the simulated result. It should be noted that the
noisy ring DCO also limits the performance of the ADPLL in-band phase
noise. This is because the excessive in-band phase noises of the DCO
can still be dominating, even after they have been greatly suppressed by
the feedback loop. Meanwhile, the far-off phase noises of the DCO are
folded back to low offset frequencies due to the subsampling effect of the
feedback path [55]. The measured spectrum is shown in Fig. 7.35. The

relatively high reference spurs as observed in the spectrum are associ-
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Table 7.6. Performance summary

Output frequency range | 2.7-7.3 GHz

Loop bandwidth 800 kHz

Power consumption 10 mW

Phase noise @ 1 MHz —80dBc/Hz
In-band phase noise —70 dBc/Hz
Settling time 6 us

Supply voltage 1.2V

Reference frequency 40 MHz

Active area 0.07 mm?
Technology 65-nm 1P6M CMOS

ated with the use of a digital loop filter and the ring oscillator. A ring
oscillator, as adopted in our implementation, is sensitive to supply and
ground disturbance, which effectively picks up the interferences from dig-
ital switching in the reference clock domain and generates reference spurs
in the output spectrum. Meanwhile, a digital loop filter does not suppress
reference spurs; instead it contributes to them due to its clocking at the

reference frequency.

Table 7.6 provides a performance summary of the implemented ADPLL,
where the values refer to the worst-case scenarios. The overall achieved
result is remarkably favorable compared with existing ADPLL designs
for a wideband application. It fully demonstrates the advantages of the
modified ADPLL architecture and the frequency calibration technique. A
performance comparison with prior studies on fast PLL frequency settling

is provided in Table 7.7.

7.4 Discussion and summary

In this chapter, three ADPLL frequency synthesizer prototype designs
have been presented together with the measurement results. In these
prototype designs, several novel circuit techniques as well as an archi-
tectural improvement have been proposed and validated. These circuit
techniques include an effective TDC power-gating technique, a high-speed

VPA topology, a ring oscillator band-extension technique and an optimized
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AFC technique based on a dynamic binary search. In the architectural im-
provement, we were the first to demonstrate that the TDC alone would be
adequate for DCO phase digitization in the fine tuning mode, thus spar-
ing us the rather futile attempts of trying to combine a VPA and TDC for
a simultaneous operation. We proved that a low-power, low-cost ADPLL-
based frequency synthesizer design is made feasible for high-performance
wideband wireless applications with the proposed circuit techniques and

architectural improvement.
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8. Conclusions

The RFIC design for wireless systems has increasingly embraced digital-
intensive approaches to better leverage the down-scaling of CMOS tech-
nology. A milestone development in such a trend is the advent of an
ADPLL architecture for frequency synthesis [4]. An ADPLL-based fre-
quency synthesizer features a digital-intensive implementation and thus
it has better compatibility with nowadays nanoscale CMOS technology,
as compared with traditional analog-intensive designs. Meanwhile, an
ADPLL-based frequency synthesizer still consumes a significant amount
of current and occupies a significant silicon area. In particular, the ini-
tial ADPLL architecture features a relatively high-level of complexity and

presents plenty of new design challenges.

In this work, the design of ADPLL-based frequency synthesizers is stud-
ied. Several techniques for power and cost reduction as well as for per-
formance improvement have been proposed and verified with prototype
designs. These circuit techniques include an effective TDC power-gating
technique, a high-speed topology of a VPA for integer phase digitization,
a ring oscillator band-extension technique, and an optimized AFC tech-
nique based on a dynamic binary search. The work demonstrates how the
utilization a frequency divider prior to phase digitization in the feedback
path makes it possible to apply the ADPLL for wideband frequency syn-
thesis. The author pointed out and proved that the TDC alone is adequate
for DCO phase digitization in the fine tuning mode, thus sparing us us the
rather futile attempts of trying to combine a VPA and a TDC for simul-
taneous phase digitization operations, as in other published works in the

existing literature.

The proposed circuit techniques and architecture improvements are ver-

ified, respectively, with three prototype designs. The first prototype de-
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sign is a 2.4-GHz ADPLL, where a high-speed topology was used for the
variable phase accumulator to allow for reliable handling of the high-
frequency signal from the RF output and a delay-based technique is em-
ployed to effectively reduce the TDC power dissipation. The ADPLL fea-
tures a wide frequency range and good phase noise performance with low
power consumption and a small die area. The second prototype design is
a wideband frequency synthesizer based on an ADPLL architecture. An
LC tank was introduced to extend the frequency tuning range of a ring
oscillator. A dual-modulus frequency divider was used in the feedback
path to ensure a reduced frequency range so that it can be reliably han-
dled by the VPA and TDC with a cost-effective implementation. For fre-
quency acquisition, a binary search technique was employed for frequency
calibration. The third prototype is another wideband ADPLL frequency
synthesizer. It features separate use of VPA and TDC in the feedback
path for phase digitization as opposed to commonplace joint use for the
two circuit blocks. The separation simplifies the implementation, result-
ing in a reduced silicon area and lower power consumption, while it also
allows for more robust operation of the ADPLL. In addition, the ADPLL
also employs a new binary search technique for frequency calibration. By
allowing a minimum number of reference cycles to be used for each search
step, based on the target calibration resolution, the technique is capable
of achieving a fine frequency calibration resolution with a greatly reduced

time as compared with a conventional binary search technique.

The major design challenges with an ADPLL frequency synthesizer have
been with the TDC and the DCO, which are the two major blocks that still
involve custom design, while the rest of the loop is essentially fully digital.
While the digital frequency control used with a DCO overcomes the issues
associated with an analog voltage control, it introduces frequency quan-
tization that tends to degrade the purity of the output spectrum during
active operation. In a wireless application with stringent specifications
on spectrum purity, the DCO needs to be designed with a fine frequency
resolution and good linearity in the tracking mode. The use of multiple
tuning banks is usually a necessity to ease the implementation by allow-
ing the finest resolution to be used only for frequency tracking and the
overall tuning range to be covered with coarse steps. With the need for
the finest resolution and for covering a sufficient range to accommodate
frequency change due to temperature and supply variations, implement-

ing the fine-tuning bank could remain challenging and prohibitive. An
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effective technique for easing the implementation is to dither the unit ca-
pacitors with digital SDM to create an effective fractional frequency reso-
lution. It does not only overcome possible limitations with the minimum
device dimensions but also greatly reduces the required number of cells.
The TDC that is used for phase quantization in the feedback path needs to
provide a fine quantization resolution with good linearity to minimize its
contribution to the overall phase noise and spurious tones. Meanwhile,
it needs to be capable of high-speed operation to handle the RF signal
from the DCO. With high-speed operation, current consumption becomes
an important consideration for the TDC. An effective power-gating tech-
nique is usually necessary to keep the average TDC current consumption
low, while its impact on the TDC performance metrics, such as linearity,

needs to be accounted for.

The techniques covered in this work and others have successfully ad-
dressed most of the design challenges. However, new architectural or
circuit-level innovations are expected to further ease the design challenges
and bring about performance improvements as well as to reduce current
consumption. The focus of future work on an ADPLL for frequency syn-
thesis is expected to be on digital or digital-intensive techniques in order

to be effective and maintain good compatibility with technology scaling.
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