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Abstract 
It has been a constant challenge in wireless system design to meet the growing demand for 

an ever higher data rate and more diversified functionality at minimal cost and power 
consumption. The key lies in exploiting the phenomenal success of CMOS technology scaling 
for high-level integration. This underlies the paradigm shift in the field of integrated circuit 
(IC) design to one that increasingly favours digital circuits as opposed to their analog 
counterparts. With radio transceiver design for wireless systems in particular, a noticeable 
trend is the introduction of digital-intensive solutions for traditional analog functions. A 
prominent example is the emergence of the all-digital phase-locked loop (ADPLL) 
architectures for frequency synthesis. By avoiding traditional analog blocks, the ADPLL brings 
the benefits of high-level integration and improved programmability. 

 
This thesis presents ADPLL frequency synthesizer design, highlighting practical 
design considerations and technical innovations. Three prototype designs using a 65-nm 
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GHz ISM (Industrial, Scientific, Medical) band frequency synthesis. A high-speed topology 
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frequency synthesizer for cognitive radio sensor units. It employs a digitally controlled ring 
oscillator with an LC tank introduced to extend the tuning range and reduce power dissipation. 
An adaptive frequency calibration technique based on binary search is used for fast frequency 
settling. The third implementation is another wideband ADPLL frequency synthesizer. At the 
architectural level, separation of coarse-tune and fine-tune branches results in a word length 
reduction for both of them and allows the coarse tuning logic to be powered off or clock gated 
during normal operation, which led to a significant reduction in the area and power 
consumption for the digital logic and simplified the digital design. A dynamic binary search 
technique was proposed to achieve further improved frequency calibration speed compared 
with previous techniques. In addition, an original technique was employed for the frequency 
tuning of the wideband ring oscillator to allow for compact design and excellent linearity. 
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1. Introduction

1.1 Motivation

After rapid growth over last decades, wireless communication has become

ubiquitous in daily life. The proliferation of wireless systems is closely

coupled with the phenomenal success of CMOS technology scaling that

makes it possible to develop increasingly complicated systems on a single

silicon chip. It can largely be attributed to the numerous efforts related to

circuit and system development to leverage the technology scaling so that

it delivers the required performance and functionality at an ever lower

cost, lower power consumption and smaller product size. These efforts

have led to abundant innovations in integrated circuit (IC) design, both

digital and analog, which underpin the evolution of wireless communica-

tion systems in the market. However, an important trend in IC design, for

wireless communication and others, is the continued migration from the

analog domain to the digital domain in order to avoid some fundamen-

tal weaknesses of advanced CMOS technology for analog design and to

fully capitalize on the prevailing benefits of technology scaling for digital

circuitry [1, 2].

The radio frequency (RF) functions for wireless communication have tra-

ditionally been realized using analog or analog-intensive circuitry. The

need to process high-frequency analog signals and the demanding perfor-

mance requirements set a barrier that is difficult to surmount using a

digital approach. However, this barrier appears to be eventually crum-

bling with the improvement of digital computation capability as a re-

sult of the continued downscaling of CMOS technology. Some digital or

digital-intensive RF solutions have recently proved feasible. An impor-
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Introduction

tant and well-celebrated example is the the low-noise digital architecture

of a phase-locked loop (PLL), which proved capable of meeting the strin-

gent requirements for wireless frequency synthesis [3, 4]. In these digital

PLLs, all the building blocks are either purely digital or have digital in-

put/output signals. The term all-digital PLL (ADPLL) has been widely

adopted to highlight the extent of their digital nature and differentiate

them from previous analog-oriented versions. By deliberately avoiding

traditional analog circuit blocks, such as the charge pump and passive

loop filter, the ADPLL architectures circumvent major design issues, in-

cluding charge-pump current mismatch, capacitor current leakage and

low voltage headroom, as encountered when using a conventional PLL

design in ultra-scaled CMOS, and they bring the benefits of high-level

integration and improved programmability associated with a digital ap-

proach. The architecture, however, is far from being mature, and it is

clear that its full potential can only be tapped with new circuit-level and

architectural innovations.

There are several aspects where improvement is desired for the current

ADPLL architecture. The first and probably most important is its rel-

atively high in-band phase noise level as compared with well-designed

traditional analog PLLs, which is the effect of time quantization in the

feedback path. The high in-band noise level could potentially limit the

signal-to-noise ratio (SNR) and thus data throughput in a wireless sys-

tem. Second, the ADPLL architecture still entails significant levels of

power consumption and silicon area in a nanoscale CMOS, which allows

for further power and cost reductions through circuit innovations. Finally,

the ADPLL architecture has been almost exclusively applied to narrow-

band wireless systems. With wideband systems expected to be more popu-

lar as wireless communication evolves, applying the ADPLL architecture

to those systems is certainly worth considering. It is, therefore, the goal

of this research work to find and test techniques for improving different

properties of the ADPLL architecture and for exploring its design for both

narrowband and wideband wireless applications.

1.2 Research contribution

During the course of research work presented in this thesis, various cir-

cuit techniques have been developed by the author. These circuit tech-
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niques affect the major building blocks and also the overall ADPLL archi-

tectures, and they have been verified with extensive simulations andmea-

surements. Particularly, three chips have been designed by the author us-

ing a 65-nm CMOS technology. The first is an ADPLL chip characterized

by a relatively narrow frequency tuning range, targeted for the 2.4-GHz

ISM band application. The second is an ADPLL chip with a wide tuning

range, targeted for cognitive radio applications. And the third chip is an-

other wideband ADPLL chip, designed for verifying several architectural

and circuit-level innovations. The implemented ADPLLs achieved state-

of-the-art performance. The techniques and implementation results have

been reported by the author in three journal papers and six conference pa-

pers [5–13]. Moreover, the author has been granted two ADPLL-related

patents [14, 15].

In the first ADPLL chip design [10, 12], the major techniques that were

developed include a high-speed topology for the variable phase accumu-

lator (VPA) and a simple power-saving technique for the time-to-digital

converter (TDC) core. The VPA and TDC are a few of most critical build-

ing blocks for the ADPLL. The high-speed topology improved the VPA’s

capability of handling a high-frequency signal fed back from the ADPLL

output with a pure synchronous digital design flow and at no additional

cost in terms of area or power consumption. The power-saving technique

was based on a short delay line introduced in the reference signal path.

The simple technique allows the TDC core to operate at a low duty cycle

with a dramatic (e.g. 95% in the specific implementation) reduction in its

average power dissipation.

In the second chip [7, 8], the ADPLL architecture was designed for a cog-

nitive radio sensor radio scenario, where wide frequency range is required

with a relatively moderate noise performance requirement. To the best of

our knowledge, it was the first published attempt at a wideband ADPLL

design. A novel wideband ring oscillator was developed, and circuit tech-

niques such as adaptive frequency calibration based on a binary search

algorithm were employed to achieve the target.

Most of the circuit innovations were developed when designing the third

ADPLL chip [13, 15]. At the architectural level, a separation of coarse-

tune and fine-tune branches results in a word length reduction for both of

them and allows the coarse tuning logic to be powered off or clock gated

during normal operation, which led to a significant reduction in the area
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and power consumption for the digital logic and simplified the digital de-

sign. Meanwhile, the idea of frequency reference multiplication was im-

plemented to lower the effect of quantization noise arising from the TDC.

The TDC was designed to be tunable to obviate the need for costly arith-

metic multipliers in the digital calibration logic. A novel multi-path delay

line was developed to allow the TDC to achieve a fine time resolution be-

yond the intrinsic delay of an inverter. In addition, an original technique

was employed for the delay tuning of the TDC and the frequency tuning of

the wideband ring oscillation, which is characterized by a compact design

and excellent linearity.

1.3 Organization of the thesis

This thesis is organized as follows. In Chapter 2, the general require-

ments and different approaches of wireless frequency synthesis are pre-

sented. It is not intended to be a comprehensive study of frequency syn-

thesis fundamentals but to provide sufficient background for the rest of

the chapters. Chapter 3 gives the fundamentals of the ADPLL architec-

ture and provides a review of the latest developments with respect to the

subject. Chapter 4 covers frequency acquisition techniques that are ap-

plicable to ADPLLs. The design principles of two key building blocks, the

digitally controlled oscillator and the time-to-digital converter (TDC), are

respectively presented in Chapter 5 and Chapter 6. The prototypes and

experimental results are presented in Chapter 7. Finally, Chapter 8 offers

some conclusions.
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2. Frequency synthesizer in wireless
communication

2.1 Introduction

A key function of a radio transceiver in wireless communication is fre-

quency translation. The baseband signal is up-converted in the transmit-

ter to a radio frequency (RF) for radiation through the antenna, while the

incoming RF signal from the antenna is down-converted in the receiver

for information extraction in the baseband. The need for frequency trans-

lation stems from several reasons. First, the baseband frequency is gen-

erally too low for effective radiation and reception through the antenna of

a suitable size, which needs be a significant fraction of the signal wave-

length. Besides the antenna consideration, frequency translation also al-

lows the same air space to be shared for the simultaneous propagation

of multiple signals with originally overlapping frequency components, by

translating them into different channels in the radio spectrum. In other

words, channel selection and data modulation are often performed along

with frequency translation.

A frequency synthesizer, commonly serving as the local oscillator (LO)

in a radio transceiver, provides an accurate frequency reference for the

frequency translation. The quality of the frequency reference to a large

extent determines that of frequency-translated signal, and it has a critical

impact on the overall performance of the transceiver and the entire wire-

less system. Consequently, the design of frequency synthesizers needs

to meet stringent requirements imposed by the system-level specifica-

tions outlined in corresponding industrial standards. The performance

requirements, along with the consideration of cost and power consump-

tion, dictate the choice of frequency synthesizer architecture and design
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methodology. This chapter reviews frequency synthesizer performance re-

quirements from the system-level perspective of wireless communication.

2.2 Radio transceiver architectures

Radio transceiver architectures are often categorized based on the fre-

quency translation scheme that has been employed. Depending on whether

an intermediate frequency (IF) is involved in the frequency translation

between the baseband and RF and the relative location of the IF, three

well-known architectures can be identified: superheterodyne, direct con-

version and Low-IF architecture.

2.2.1 Superheterodyne

In a superheterodyne receiver, the frequency down-conversion is performed

in two or more steps, first from the RF to a relatively high IF and then

from the IF to the baseband with or without more IFs involved. Likewise,

frequency up-conversion in a super-heterodyne transmitter consists of

baseband-to-IF and IF-to-RF up-conversions involving two or more steps.

Fig. 2.1 shows a generic block diagram of a superheterodyne receiver with

two-step down-conversion. The received RF signal is first passed through

the band-selection filter to attenuate the out-of-band blockers. It is then

amplified by the low-noise amplifier (LNA) to overcome the noise contri-

butions from the subsequent stages. The image-reject filter is meant to

further suppress any unwanted signals and noises in the image band,

which would be superimposed on the desired signal through the RF-to-IF

down-conversion. The mixing with the first LO signal from the RF syn-

thesizer then down-converts the signal to an IF. For channel selection, the

LO signal frequency needs to be tunable so that the selected channel will

be centered at the fixed IF after the down-conversion, regardless of the

channel location in the reception band. The IF signal then goes through

the channel-selection filter, which passes the selected channel and rejects

out-of-channel energy. The signal level of the IF signal is then properly

adjusted by a variable gain amplifier (VGA) prior to the IF-to-baseband

down-conversion, which is performed by the quadrature mixer supplied

with a quadrature LO signal at the fixed frequency. The ultimate chan-

nel selection is then performed by the low-pass baseband filters in the

in-phase (I) and quadrature-phase (Q) paths. The baseband VGAs then
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Figure 2.1. Block diagram of a superheterodyne receiver.

adjust the signal voltage swing to an optimal level for later analog-to-

digital (A/D) conversion.

The superheterodyne architecture, especially the receiver, is well known

for its capability to deliver excellent performance, and it was the dominant

choice in wireless applications for decades. However, this architecture re-

quires expensive discrete components, e.g. high-Q RF filters, and it does

not allow for high-level integration with current IC fabrication technolo-

gies. It is also power hungry because driving the external components

tends to incur significant power consumption. As a result, the interest in

this architecture has drastically diminished in recent years.

2.2.2 Direct conversion

Direct conversion transceiver architecture is characterized with one-step

frequency translation, either a baseband-to-RF translation or an RF-to-

baseband translation. Since no IF is involved, it is also referred to as zero-

IF architecture. Outperformed by the superheterodyne architecture, the

architecture received little attention after its inception for several decades

until it was eventually adopted for the radio-paging receiver in 1980 [16].

However, this architecture has the advantage of high integrability as well

as low power consumption in comparison with the superheterodyne. With

the aggressive demand for high-level integration from the market, it has

received increasing interest with more real implementations [17–19].

Fig. 2.2 shows a block diagram of a direct conversion receiver. The re-

ceived RF signal, after amplification by the LNA, is directly down-converted

to the baseband via quadrature mixing. The quadrature down-conversion

also provides image rejection. As the image is the desired channel itself,

the I/Q matching required for image rejection is substantially relaxed in

comparison to the superheterodyne scenario and thus achievable for many

applications. This obviates the need for an image-reject filter. A well-
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known issue with the direct conversion receiver is its high sensitivity to

the DC offset and low-frequency flicker noise. Techniques such as AC cou-

pling and servo loop cancellation could be employed to mitigate the issue.

Fig. 2.3 shows a block diagram of a direct conversion transmitter. Basi-

cally, it has a reverse structure of the direct conversion receiver, with A/D

conversion replaced by the D/A and LNA replaced by the power ampli-

fier (PA). The frequency synthesizer provides the LO signal at the desired

carrier frequency for the baseband-to-RF up-conversion prior to the power

amplification. A major issue with the direct conversion transmitter is LO

pulling due to the feed-through of the PA output back to the LO, which

can be mitigated or eliminated by techniques such as oscillator frequency

offsetting among others [20].

2.2.3 Low-IF

Another popular architecture is low-IF architecture. This architecture

also allows for high-level integrability, while it is less affected by the ma-

jor issues encountered with the direct conversion architecture, such as

sensitivity to low-frequency interference in the receiver and LO pulling in

the transmitter. In the low-IF receiver, the desired RF channel is down-

converted to a very low frequency region near the DC. The IF-to-baseband

down-conversion could be performed either in the analog domain or digi-

tally. The low-IF transmitter is often called a two-step transmitter. With
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the PA output frequency shifted away from the LO output frequency, the

two-step transmitter is less likely to have the LO pulling issue than the

direct-conversion architecture. A major drawback of a low-IF architec-

ture compared with the direct-conversion architecture is that matching

between the I and Q branches becomes critical in order to achieve suffi-

cient image rejection.

The above discussion in this section covers the general aspects of radio

transceiver architectures. Additional information on transceiver details

and their building blocks can be found in a number of published papers

and books [21–23].

2.3 Requirements for frequency synthesizers

Regardless of the transceiver architectures, the fundamental role of the

frequency synthesizer is LO signal generation for frequency translation.

Along with this role, the requirements for the frequency synthesizer re-

main more or less unchanged. This section starts by discussing the basics

of frequency translation, and then proceeds to give an overview of those

requirements for a frequency synthesizer.

2.3.1 Frequency translation with an ideal LO signal

Frequency translation, realized by means of mixing or other similar meth-

ods, can be modeled as time-domain multiplication or equivalently as

frequency-domain convolution. With Xi(f) being the spectrum of the in-

put signal and Xref(f) the LO signal, the spectrum of the mixing result

can be expressed as,

Xm(f) = Xi(f)⊗Xref(f). (2.1)

When only real signals are considered with a single mixer, an ideal LO

signal is a pure sinusoid tone. In the frequency domain, it can be repre-

sented by a pair of Dirac impulses, i.e. XLO(f) = δ(f ± fLO)
1. With this

LO signal, the convolution in Eq. (2.1) can be rewritten as,

Xm(f) = Xi(f ± fLO). (2.2)

1The amplitude has been ignored for the sake of convenience.
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Figure 2.4. Frequency translation with an ideal real LO signal.

It shows that two replicas of the original signal, translated by ±fLO re-

spectively, are produced in the frequency domain. This is illustrated in

Fig. 2.4 for a hypothetical input signal spectrum centered at frequency

±fin. In this hypothetical scenario, frequency up-conversion and down-

conversion can both be readily achieved by accordingly filtering out the

unwanted replica.

An important consideration with real signal mixing is the image spectrum

phenomenal. As can be seen from Eq. (2.2), two spectra located at equal

distance but on different sides of the LO frequency have an overlapping

replica after mixing. This accounts for the need of image-reject filtering

before the frequency translation or image-reject mixing with a quadrature

down-converter and up-converter in order to prevent the image spectrum

from corrupting the desired channel through frequency translation. The

image-reject mixing can be considered complex signal mixing, where the

LO signal with quadrature phase splitting represents a single Dirac im-

pulse instead of two impulses in the frequency domain.

2.3.2 Frequency synthesizer performance metrics

A real world frequency synthesizer is characterized by a number of non-

idealities. Some of the non-idealities are unimportant or can be read-

ily remedied with other functional blocks usually presented in the radio

transceiver. For example, while the waveform of a frequency synthesizer

is usually different from a sinusoid, it is still simply a periodic function

at a fundamental frequency, fLO. Such a waveform has the high-order

harmonics of the fundamental frequency, and its spectrum resembles an

impulse comb instead of a single impulse or pair of impulses. Since the

harmonics are generally considered to be far apart from each other, the as-
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sociated image spectra for mixing or the resulting spectrum replicas can

usually be readily filtered out, and thus they are not a concern. In fact,

the LO signal is usually formed using buffers or frequency dividers into a

square wave as an input to the mixer. Another example is the amplitude

variation of the frequency synthesizer output, which is often neglected

since it is usually negligible and can essentially be eliminated by using a

limiter at the output [24].

On the other hand, there are usually stringent requirements for the spec-

trum purity around the fundamental frequency. This spectrum purity

is commonly quantified with two critical performance metrics, i.e. phase

noise and spurious tones. In addition to the spectrum purity requirement,

the frequency synthesizers are supposed to be programmable so that they

will provide the desired output frequency accurately and promptly at any

time of request for any of the target channels. The frequency tuning

range, frequency step and frequency settling time are the common perfor-

mance metrics used to characterize the programmability of a frequency

synthesizer.

2.3.2.1 Phase noise and spurious tones

With the high-order harmonics and amplitude noise ignored for simplicity,

a general frequency synthesizer output could be expressed in the following

sinusoidal form in the time domain,

xLO(t) = A · cos(2πfLOt+ φ(t)), (2.3)

where the amplitude A is considered a constant and φ(t) represents the

phase fluctuation over time. The phase fluctuation can be attributed to

various non-idealities with a real frequency synthesizer implementation,

such as physical noise sources, component mismatches, quantization ef-

fects and nonlinearities. It generally comprises two different types of com-

ponents, random and periodic. Phase noise is defined as the random phase

fluctuation, while spurious tones, also called “spurs”, refer to the periodic

components in the phase fluctuation. The phase fluctuation spreads the

signal power over the neighboring frequency region and creates sidebands

around the desired tone in the frequency domain. Fig. 2.5 illustrates the

effect of phase fluctuation, where phase noise and spurious tones can be

identified respectively as the continuous noise skirt and discrete spikes

above the noise.
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Figure 2.5. Phase fluctuation effect in frequency domain.

The phase noise is commonly specified in terms of the single sideband (SSB)

power spectral density (PSD) at a given offset frequency normalized to the

total carrier signal power. It can be expressed as

L{f} = 10 · log PSD {fLO + f}
Ptotal

, (2.4)

with units of dBc/Hz, i.e. decibels relative to the carrier per Hertz. This

phase noise, L{f}, is often plotted as a function of the offset frequency at

a logarithmic scale to give a more complete picture of the overall phase

noise performance. In addition, it may also be integrated over a specific

range of offset frequencies to obtain the integrated phase noise. More

specifically, the integrated phase noise is given by

Lint = 2

∫ f2

f1
L(f) df, (2.5)

which has units of dBc, i.e. decibels referenced to the carrier. The factor 2

in the formula accounts for the fact that the integration is performed on

a single sideband. This is illustrated with a phase noise plot in Fig. 2.6.

Note that the integrated phase noise also includes the power of spuri-

ous tones within the frequency range. Another commonly used measure

of phase noise, closely linked to the integrated phase noise, is the root-

mean-square (RMS) phase error. Its relationship with L(f) is given by

the following equation [25],

σφ =
180

π

√
Lint =

180

π

√
2

∫ f2

f1
L(f) df, (2.6)

in units of degree. Alternatively, the RMS phase error is expressed as

jitter in time domain. The RMS jitter in units of second is related to the
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RMS phase error in degrees as

σj = T0 · σφ/360, (2.7)

with T0 being the carrier period in seconds. Likewise, given the jitter

information, the RMS phase error can be calculated as σφ = f0σj/360,

with f0 being the carrier frequency. Representing spurious tones is often

more straightforward. They are usually specified as the power ratio of the

tone at a given offset frequency to the carrier power and have the unit

of dBc.

Phase noise and spurious tones have similar impacts on the transceiver

performance. In general, they degrade the receiver’s sensitivity and selec-

tivity, and cause modulation inaccuracies and out-of-band spurious emis-

sions in the transmitter. Fig. 2.7 shows an example of RF-to-IF down-

conversion in a superheterodyne receiver with phase noise and spurious

tones present in the frequency synthesizer output. The received signal

spectrum consists of a weak desired channel and several stronger adja-

cent channels. As the LO frequency down-converts the desired channel

to IF, the adjacent channels are also down-converted to IF by the corre-

sponding LO sideband phase noise (indicated with shades area) and the

spurious tones. The down-converted adjacent channels fall into the same

frequency range as the desired channel. Consequently, the signal-to-noise

ratio (SNR) is severely lowered through the down-conversion. This raises

the bit error rate (BER) in the recovered data. If the phase noise and

spurious tones are not sufficiently low, the desired signal may be totally

overwhelmed by the blockers in adjacent channels and might not be de-

tected at all, depending on the relative power of adjacent channels.

In the transmitter, the signal spectrum before the up-conversion can usu-
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ally be well defined and band-limited with appropriate filtering. With an

ideal LO signal, the mixing process involves merely up-shifting the spec-

trum in its entirety with no change to its bandwidth. However, with an LO

signal from a real frequency synthesizer, the presence of phase noise and

spurious tones spread the signal spectrum beyond its original bandwidth.

This is illustrated in Fig. 2.8 for a direct conversion transmitter, where the

baseband signal is directly up-converted to the RF. The spreading of signal

power beyond the channel boundary creates interference in the adjacent

channels. To limit this adjacent channel interference in a wireless system,

a spectral mask is commonly specified in the corresponding wireless stan-

dard to regulate maximum power emission allowed for the transmitter

over different frequencies. The phase noise and spurious tones must be

sufficiently low for a transmitter to satisfy the emission spectrum mask.

In general, for systems with narrow channel spacing such as GSM, the

requirements for spectrum purity tend to be more stringent.
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In addition to the impact on the up-converted and down-converted signal

spectrum, another related but different impact of phase noise and spuri-

ous tones on radio transceiver performance comes through the phase mod-

ulation and demodulation steps, which are commonly performed along

with the frequency translation, e.g. by means of quadrature mixing. This

impact can be readily understood by considering the phase error in a con-

stellation diagram. Fig 2.9 shows a constellation diagram of a quadrature

phase shift keying (QPSK). Assume that the system is otherwise ideal,

with the only error contributor being the phase fluctuation of the LO sig-

nal. The intended symbol in this example is “11”, with its ideal position

in the constellation diagram represented by the darkened dot. However,

due to the non-zero phase error, φ, of the LO signal, the actual received

signal is located at the center of the unfilled circle nearby. The displace-

ment of the actual position from the ideal symbol position, represented by

the error, E, in this example, can be computed from the phase error as,

E = 2r sin(
φ

2
), (2.8)

where r is the radius of the large circle, which in this example equals 1.

Assuming that φ is small, it can be approximated as E ≈ (π r φ)/180, with

φ given in degrees. The error vector magnitude (EVM), which is defined

as RMS percentages, can be approximated as [25]

EVM ≈ 100%
( π

180

)
σφ, (2.9)

where σφ is the RMS phase error given in Eq. (2.6). From here, it is

clear that the phase error, which is a measure of phase noise and spurious

tones combined, distorts the constellation and thus degrades the system

performance. The EVM is usually an important figure of merit specified

in different wireless standards. Besides the phase error, it has various

other contributors, such as IQ imbalance, in the systems. The phase noise

and spurious tones from the frequency synthesizer should be sufficiently

low so that the phase error from the LO signal only contributes a small

fraction of the standard specified EVM.

2.3.2.2 Tuning range and frequency resolution

The tuning range of a frequency synthesizer is simply the frequency range

over which the synthesizer output can be tuned. When designed for a

single-band wireless system, this frequency range needs to cover all the
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frequency channels in the target frequency band. For a multiband sys-

tem or multi-system applications, it needs to cover all of the relevant fre-

quency bands. With the growing popularity of wideband and multiband

systems, it is common that frequency synthesizers need to have a very

wide frequency range, which tends to be difficult or costly to achieve with

existing techniques. With a PLL frequency synthesizer, the tuning range

is usually determined by its on-chip oscillator. Wide-range tunable oscil-

lators remain an important research subject and will be treated in more

detail in Chapter 5.

Frequency resolution, or frequency step size, refers to the smallest fre-

quency increment possible when using the synthesizer tuning. The upper

bound of frequency resolution is usually set by system channel spacing.

The frequency resolution needs to be equal to or smaller than the channel

spacing such that all of the channel center frequencies can be synthesized

with sufficient accuracy.

Some examples of frequency range and channel spacing in cellular and

short-range wireless systems are given in Table 2.1.

Table 2.1. Channel spacing in some wireless communication systems

GSM GPRS DECT WCDMA Bluetooth Zigbee

Frequency
range (MHz)
Rx/Tx

925-960
880-915

925-960
880-915

1880-1900 1920-1980 2402-2480 2405-2480

Channel
spacing
(kHz)

200 200 1728 5000 1000 577
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2.3.2.3 Settling time

Settling time, also called “locking time” or “switching time”, is the time it

takes to switch from one frequency to another within a given tolerance.

This is illustrated in Fig. 2.10, where f0 and f1 represent the initial fre-

quency and the new target frequency respectively. The narrow darkened

region around the target frequency, f1, indicates the required frequency

accuracy, usually specified in a corresponding wireless standard. Since

this settling time may vary in its value with different initial or target fre-

quencies, it is typically represented by its worst-case (maximum) value

for all possible scenarios.

The need for a short settling time is obvious considering the role of the

frequency synthesizer in wireless systems. During the settling time, data

transmission and reception are usually not possible due to the LO fre-

quency error. The time wasted leads to a reduced data rate and extra

power consumption by the system. However, the specific requirements on

the settling time to fulfill system specifications may vary substantially

from one system to another. The most stringent requirements proba-

bly come from the systems where fast frequency hopping is employed to

minimize interference and multi-path fading and to protect data secu-

rity. Since the frequency synthesizer needs to be switched for every short

amount of time, the time window for settling is quite constrained. An

extreme example is the WiMedia ultra wideband (UWB) system, where

rapid frequency hopping at a 3-MHz hopping rate demands a settling

time of less than 10 ns. This extremely short settling time is still con-

sidered unfeasible with a simple PLL frequency synthesizer and entails

some unique techniques and additional devices [26]. Another example is

the GSM system, where a relatively moderate settling time of less than
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150 μs (0.1-ppm frequency accuracy) is required. In the 2.4-GHz ISM band

WLAN system, the required settling time is even more relaxed, i.e. 224

μs with a 20-ppm frequency accuracy.

2.4 Frequency synthesis approaches

There exist different approaches for frequency synthesizer realization,

which can generally be classified as direct analog frequency synthesis, di-

rect digital frequency synthesis, delay-locked loop (DLL) based frequency

synthesis and PLL-based frequency synthesis. General discussions on

these frequency synthesis techniques can be found in the literature [27–

31]. Among these approaches, PLL-based frequency synthesis is the most

universal and dominant choice in wireless communication systems thanks

to the relative strength and flexibility of PLL frequency synthesizers.

2.4.1 Direct analog synthesis

Direct analog frequency synthesis (DAS) generates a desired frequency

from a single fixed reference frequency by employing frequency multipli-

cation, mixing and division [28]. This approach is illustrated in Fig. 2.11.

The multiple fixed reference frequencies at the input can be generated

using division and multiplication with a single precision frequency refer-

ence. For example, a 5-MHz crystal oscillator can be employed with its

output first divided down to 1 MHz and then multiplied to 3 MHz and

27 · · · 36 MHz. Depending on the control word variable value, a0, the first

switch accordingly selects one of the frequencies from 27 to 36 MHz and

passes it to the first mixer followed by a band-pass filter. The result is

that the selected frequency is added to 3 MHz. The subsequent divider

then shifts down the frequency by a factor of 10, resulting in a frequency

with a corresponding refined resolution. As illustrated in the figure, the

process can be repeated a given number of times to produce a tunable out-

put frequency with a sufficiently fine resolution. The output frequency in

this example can be expressed as

fout = 3+an+an−1 · 10−1 +an−2 · 10−2+ · · ·+a1 · 10−(n−1)+a0 · 10−n (MHz).

(2.10)

One advantage of DAS is that it can switch the output frequency rapidly.
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Figure 2.11. An example of direct analog frequency synthesis.

With adequate electrical isolation between the stages, excellent output

spectrum purity is achievable [31]. However, the DAS is usually limited

to a relatively low output frequency and coarse frequency resolution as a

result of its mix-and-divide approach, which is evident in the above ex-

ample. Moreover, frequency synthesizers of this type tend to be exces-

sively bulky and power hungry, making them unfit for on-chip integra-

tion. These drawbacks of DAS make it almost non-existent in wireless

applications.

2.4.2 Direct digital synthesis

The basic principle of direct digital frequency synthesis (DDS) is illus-

trated in Fig. 2.12. The frequency control word (FCW) is fed to the phase

accumulator, defining its increment value for every clock (clk) cycle. The

phase accumulator output represents the instantaneous phase of a sinu-

soid waveform. It is then converted into the corresponding amplitude

by the subsequent phase-to-amplitude converter (PAC), which typically

implemented as a look-up table in read-only memory (ROM). The phase

accumulator and phase-to-amplitude converter constitute a numerically

controlled oscillator (NCO), whose output is a sine wave in the digital do-

main. The digital-to-analog converter (DAC) transforms the digital wave-

form into an analog signal, which is then passed through the low-pass

filter (LPF) to smooth the waveform and remove its spurious tones and

harmonics, mostly those arising from the D/A conversion. The output fre-

quency of DDS can be expressed in terms of the clock frequency as

fout =
Δφ

2W
· fclk, (2.11)
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Figure 2.12. An example of direct digital frequency synthesis.

where Δφ is the value of the digital control word, FCW , andW the accu-

mulator word length.

The DDS also allows for fast frequency switching, which is a common fea-

ture of direct frequency synthesis. Due to its digital-intensive nature, it

lends itself well to full integration in a CMOS technology, and readily in-

corporates the implementation of different data modulation schemes. In

principle, it can be implemented to achieve an arbitrary fine frequency

resolution. However, according to sampling theory, a DDS can only syn-

thesize frequencies at a maximum of up to half the clock frequency, that is,

Δφ ≤ 2W−1. In other words, the majority of the circuitry has to be clocked

at a frequency at least twice that of its output, which not only severely

limits its output frequency but also incurs high power consumption, even

for a moderate output frequency. Meanwhile, DDS output usually has

high spurious content due to the quantization and nonlinearity associ-

ated with the DAC, which constitutes a performance bottleneck [32, 33].

All of these fundamental drawbacks have essentially prohibited DDS from

common use in RF systems, especially for mobile terminals.

2.4.3 PLL-based synthesis

The PLL-based approach has been the predominant choice for RF synthe-

sis nowadays. Basically, a PLL is a negative feedback loop that in a way

locks the phase of an in-loop oscillator to that of an off-loop precision os-

cillator. As a result, it combines the desired features of the two oscillators

and overcomes some fundamental limitations with a practical stand-alone

oscillator. Its output signal, tapped from the in-loop oscillator, retains the

features of tunability and the high frequency of the latter, while at the

same time acquiring long-term frequency precision and stability from the

off-chip oscillator. Before the advent of ADPLLs, PLL frequency synthe-

sizers typically employed charge-pump architectures, which are usually

grouped into two types, integer-N and fractional-N PLLs, depending on

the possible ratios of the output frequency to the reference frequency. Es-
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Figure 2.13. An example of a charge-pump PLL.

sentially, the latter can be viewed as a generalization of the former or the

former can be viewed as a simplification of the latter.

In most wireless applications, an integer-N frequency synthesizer usu-

ally cannot satisfy the overall performance requirement. Therefore, the

most common PLLs for frequency synthesis belong to the fractional-N cat-

egory. Fig. 2.13 shows a generic block diagram of a representative tradi-

tional fractional-N PLL [34–39]. The RF output, out, is generated by the

voltage-controlled oscillator (VCO). The frequency reference, ref , is typ-

ically generated by a crystal oscillator off chip. The output frequency is

defined in terms of its ratio to the reference frequency by the FCW. In the

feedback path, the VCO output is passed through the multi-modulus fre-

quency divider to generate the frequency-divided signal, div. The use of a

ΣΔ-modulator (SDM) makes it possible for the FCW to define an effective

fractional division ratio. The phase difference between the frequency ref-

erence, ref , and the frequency-divided VCO signal, div, is then estimated

by the phase/frequency detector (PFD) in terms of the time difference be-

tween their respective closest rising edges. The PFD generates either an

“up” or a “down” pulse with a width proportional to the measured time

difference. This signal from the PFD is then converted by the charge

pump into a current pulse, Ip or In, with a proportional duty cycle. Ac-

cordingly, the VCO tuning voltage, Vt, and its output frequency increases

or decreases. As a result, the VCO steady-state output frequency is equal
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to the reference frequency multiplied by the division ratio, i.e.,

fout = Fdiv · fref = (Fdiv,I + Fdiv,F) · fref , (2.12)

where Fdiv is the division ratio comprising an integer part, Fdiv,I, and a

fractional part, Fdiv,F. The loop filter is needed to suppress the noise and

any glitches present in the current pulses from the charge pump in order

to prevent them from generating excessive noise and spurious tones in the

VCO output spectrum [40].

2.4.4 DLL-based synthesis

Recently, there have been significant efforts to explore delay-locked loops

(DLLs) for frequency synthesis [41–46]. The interest in DLL-based fre-

quency synthesis can largely be attributed to the possibility of delivering

superior close-in phase noise performance due to the reduced phase noise

accumulation in a DLL compared with a PLL. However, DLL-based fre-

quency synthesis still suffers from relatively high output spurs that limit

its practical applications.

An early architecture of DLL-based frequency synthesizers is shown in

Fig. 2.14. Each rising edge of the reference signal, ref , drives the voltage-

controlled delay line (VCDL) to generate a burst of its delayed versions,

which are evenly spaced over one period of the reference signal when the

DLL is in locked state. These rising edges are then combined to form a

pattern of higher frequency transitions of the desired RF output signal.

Since the generation of rising edges for the output is renewed for each ref-

erence period, accumulation of edge uncertainties or phase noise through

VCDL is confined to only one period of the reference signal, amounting

to super close-in phase noise performance. However, static phase offsets

and mismatches between the delay stages of the VCDL tend to gener-

ate spurs in the output spectrum [47]. Another problem with this edge-

combining scheme is the difficulty in programming the output frequency,

which makes it of little use for common wireless systems.

The frequency programmability can be achieved by replacing the edge

combination with an edge selection scheme. The resulting architecture,

with certain techniques demonstrated in one of our recent designs [46],

allows for frequency tuning with a fine fractional resolution. With the

frequency control external to the feedback loop, it also features fast fre-
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Figure 2.14. A basic DLL-based frequency synthesizer.

quency switching with a settling time of the order of nanoseconds. How-

ever, one fundamental limitation of the edge-selection DLL-base frequency

synthesis is the time quantization associated with the discretely distributed

rising edges of the delay line, from which the output is derived. This time

quantization leads to large cycle-to-cycle jitters in the time domain when

a fractional frequency resolution needs to be achieved, which translates

into dominant far-off phase noise and spurs in the frequency spectrum.

In addition, the feasible output frequency with a CMOS implementation

of the edge-selection scheme is still limited to a relatively low part of the

RF spectrum due to the speed limitation of the digital logic for the edge

selection.

Alternatively, some recirculating DLL architectures have been explored

for frequency synthesis [45, 48]. These types of implementations are

very similar to PLLs, with an oscillator-like delay line. However, they

retain the advantage of limited phase noise accumulation by realigning

the phase for each reference cycle. In addition, the effect of delay mis-

matches is minimized since the output signal is typically derived from

only one place in the delay line. However, the phase realignment errors,

which arise during the process of injecting the reference edges in to the

delay line, constitute a major source of output spurs. Meanwhile, it re-

mains difficult to achieve a fine fractional frequency resolution with these

kinds of implementations.
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2.5 Summary

A frequency synthesizer plays an important role in a wireless system by

providing a reference frequency for the frequency translation process in

the radio transceiver. It usually needs to meet a set of stringent perfor-

mance requirements depending on the specific application system. There

are different approaches for frequency synthesis, which can be roughly

divided into two categories: direct frequency synthesis and indirect fre-

quency synthesis. The indirect approach, namely PLL-based frequency

synthesis, is the predominant choice in wireless applications since it has

the capacity for excellent performance, relative simplicity and low cost.

Meanwhile, frequency synthesizers based on ADPLLs have become in-

creasingly popular over last years, because they are easier to program

and more compatible with the downscaled CMOS technologies. The fun-

damentals of ADPLLs will be discussed in next chapter.
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3.1 Introduction

While the PLL-based approach is the predominant choice for RF synthe-

sis, the design of traditional PLLs is facing difficulties in using the ever

downscaling CMOS. The analog building blocks, particularly the charge

pump, the analog loop filter and the voltage controlled oscillator, see the

nowadays nanoscale CMOS as an increasingly hostile environment for

their implementation. The recent emergence of ADPLLs for frequency

synthesis provides a promising path to work around this compatibility is-

sue. An ADPLL employs digital or digital-like circuits to achieve better

compatibility with the CMOS technology.

This section presents an overview of ADPLL frequency synthesizers with

emphasis on a representative architecture that was adopted as the base

architecture throughout the author’s design work. It starts with general

considerations. The frequency transfer function and phase transfer func-

tion are derived using models of discrete-time and continuous-time do-

mains as well as their transforms. Performance analysis with respect to

system requirements are provided and alternative architecture variants

are then presented and compared. The forthcoming analysis has partially

been presented in the literature by Staszewski and others [4, 49], but the

overall analysis is the author’s own work.
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3.2 A generic architecture

Fig. 3.1 shows a generic ADPLL architecture, which was first reported by

Staszewski et al in a previous study [4]. The RF output is generated by a

DCO. The feedback path is essentially a phase-to-digital converter (PDC),

which digitizes the variable phase of the DCO output with respect to that

of the frequency reference and allows the subsequent loop circuitry to be

pure digital logic. After digitization of the phase information, the instan-

taneous ADPLL output frequency is estimated with respect to the refer-

ence frequency by taking the derivative of the phase signal in the digital

domain. The frequency error is then calculated by subtracting the esti-

mated frequency from the desired frequency represented by the frequency

control word (FCW), which is in turn accumulated to form the phase error.

In the forward path, the phase error is conditioned with a digital loop fil-

ter (DLF) to tune the DCO frequency and correct the frequency error. As

a result of the feedback mechanism, the output frequency from the DCO

settles to the target frequency with a certain accuracy and noise level.

Loop filter

−
+

DCO

Σ

ref

1− z−1 PDC

FCW
out

Freq.−to−digital conv. (FDC)

Figure 3.1. Phase-domain ADPLL architecture using frequency comparison.

3.2.1 Discrete-time operation

A digital circuit can be described in the discrete-time domain using a

difference equation. Its transfer function in the z-domain can be conve-

niently obtained by means of z-transform. As a digital-intensive circuit,

the essential operation dynamic of the ADPLL can be evaluated and an-

alyzed in the discrete-time domain and its z-transform domain. Next, we

examine the difference equations and z-domain transfer functions for dif-

ferent circuit blocks of the ADPLL, and then derive the overall transfer

function for the ADPLL.
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3.2.1.1 Digitally controlled oscillator

The DCO may be considered a digital-to-frequency converter as far as its

transfer function is concerned. Neglecting noises and nonlinearities, its

kth sampled output frequency can be written as

fdco[k] = Kdcod[k − 1], (3.1)

where Kdco is the DCO digital-to-frequency gain. The corresponding z-

transform of the above difference equation is

fdco(z) = Kdcod(z)z
−1. (3.2)

The unit delay between the input and output in the above equation arises

from the use of registers at the DCO input to synchronize different indi-

vidual bits of each control word. It does not have a counterpart in a con-

ventional PLL, where frequency control is performed through an analog

voltage without any need for synchronization. It is one of the disadvan-

tages associated with digital frequency control. The unit delay introduces

an additional phase shift to the open-loop transfer function in the fre-

quency domain, leading to a reduced phase margin and degraded loop

stability [50]. It also complicates the analysis by increasing the order of

the loop transfer function. It is noted that this delay has often been con-

veniently omitted in the ADPLL modeling, as in a study by Staszewski

and Balsara [49], which leads to inaccuracy of the corresponding model.

The phase of the DCO output is a continuous-time signal, which can be

expressed as the integral of the frequency such that

θdco(t) =

∫ t

0
ωdco(t)dt = 2π

∫ t

0
fdco(t)dt. (3.3)

Its kth sampled value is its value at time t = kTR, which can be expressed

in terms of its previous sample value and the DCO frequency as

θdco[k] = θdco[k − 1] + 2π

∫ kTR

(k−1)TR

fdco(t)dt. (3.4)

The sampling register at the input effectively performs a zero-order hold

operation on the control word. It limits the DCO frequency update only at

the sampling moment and keeps it essentially constant over every time

interval between two consecutive sampling moments, as illustrated in

Fig. 3.2. The finite integral on the right-hand side of Eq. (3.4) is the area
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Figure 3.2. DCO phase as integral of frequency

of the shadowed rectangular in Fig. 3.2, which is 2πTRfdco[k − 1]. This

allows us to reduce Eq. (3.4) to the following,

θdco[k] = θdco[k − 1] + 2πTRfdco[k − 1]. (3.5)

or

θdco[k] = θdco[k − 1] + 2π
fdco[k − 1]

fR
. (3.6)

with TR and fR being respectively the reference period and frequency. The

corresponding z-transform is

θdco(z) =

(
2π

fR

)(
z−1

1− z−1
)
fdco(z). (3.7)

3.2.1.2 Frequency-to-digital converter

The ideal function of the frequency-to-digital converter, excluding the quan-

tization errors, is illustrated in Fig. 3.3. At every sampling moment with

an interval of one reference period, TR, the PDC in the feedback converts

the instantaneous phase of the DCO RF output into a digital value equal

to the phase normalized by 2π. The difference of phase values between

the two consecutive cycles is then taken as the digital representation of

the instantaneous frequency at the DCO output.

The PDC function can be represented by a difference equation and its

z-transform as follows,

Φv[k] =
1

2π
· θdco[k] ⇔ Φv(z) =

1

2π
· θdco(z). (3.8)
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Figure 3.3. Illustration of an ideal frequency-to-digital conversion.

The subsequent difference operation is simply

Fv[k] = Φv[k]− Φv[k − 1] ⇔ Fv(z) =
(
1− z−1)Φv(z). (3.9)

Combining the above result, we may write the overall difference equation

for the frequency-to-digital converter (FDC) as

Fv[k] =
1

2π
(θdco[k]− θdco[k − 1]) =

fdco[k − 1]

fR
, (3.10)

where the relationship of Eq. (3.6) has been applied. Its z-transform gives

Fv(z) =

(
1

fR

)
z−1fdco(z). (3.11)

3.2.1.3 Frequency error detector and accumulator

The frequency error detector (FED) is an arithmetic subtractor, one whose

output is simply

Fe[k] = Ftar[k]− Fv[k] ⇔ Fe(z) = Ftar(z)− Fv(z), (3.12)

where Ftar represents the value of the target frequency defined by the

FCW with respect to the reference frequency. The output, Fe[k], repre-

sents the frequency error in units of cycle per reference period.

Since the integral of frequency is the signal phase, the subsequent accu-
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mulation, which is a digital version of the integral, generates the phase

error information in the digital domain. The difference equation of the fre-

quency error accumulator (FEA) and its z-transform can be represented

as

Φe[k] = Φe[k − 1] + Fe[k] ⇔ Φe(z) =

(
1

1− z−1
)
Fe(z). (3.13)

It should be noted that digital computation in the FEA and the subse-

quent digital loop filter (DLF) usually employ saturation arithmetic so

that a potentially out-of-range result would not overflow but be clamped

to its nearest extreme value in the output range. Evidently, care needs

to be exercised in the design to prevent saturation from occurring under

normal operating conditions, where the above equations should hold true

for the proper operation of the ADPLL.

3.2.1.4 Digital loop filter

The digital loop filter (DLF) is generally a low-pass filter that prevents

high-frequency components of the noises passed out of the frequency er-

ror accumulator from propagating to the DCO input. Depending on the

performance specifications and the level of high-frequency noise compo-

nents, it can have different configurations and parameters. Its exact dif-

ference equation is determined by its specific configuration. Here, we look

at some simple examples, which can serve as a basis for the study of more

complicated cases.

• For a type-I PLL, there is by definition no additional integrator or accu-

mulator in the loop other than the oscillator [51]. In the simplest case of

a type-I ADPLL, the loop filter is reduced to a multiplication constant.

Denote this constant as α, the difference equation is simply

D[k] = αΦe[k] ⇔ D(z) = αΦe(z). (3.14)

• For a type-II PLL, there is by definition one additional integrator or ac-

cumulator in the loop other than the oscillator [51]. The simplest filter

for a type-II ADPLL is a proportional-integral (PI) filter, where a dig-

ital integrator (accumulator), the integral branch, is placed in parallel

with a multiplication constant, the proportional branch. The difference

equations for the proportional and integral branches are, respectively,

DP [k] = αΦe[k], and DI [k] = DI [k − 1] + ρΦe[k]. (3.15)
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The z-transforms of the proportional and integral parts are, respectively,

DP (z) = αΦe(z), and DI(z) =

(
ρ

1− z−1
)
Φe(z).

The α and ρ are the scaling factors in the two branches. The overall

filter output is a combination of the two:

D[k] = DI [k] +DP [k]. (3.16)

The corresponding z-transform of the PI loop filter is

D(z) = DI(z) +DP (z) =

(
α+

ρ

1− z−1
)
Φe(z). (3.17)

3.2.2 Loop transfer functions

A transfer function, which describes a transform-domain relationship be-

tween the input and output of a circuit, is a popular and powerful tool for

linear analysis of a PLL. Next, we derive the overall transfer functions of

the ADPLL, first for the output frequency without noise consideration and

then for the phase with noise consideration included. Relevant analysis

is also carried out to investigate its fundamental properties.

3.2.2.1 Frequency transfer function

Based on the above z-transform for the loop elements, we can build the

overall z-transform model for the ADPLL. The result is shown in Fig. 3.4,

from which we can write the transfer function for the forward path as

A(z) =
fdco(z)

Fe(z)
=
KdcoH(z)z−1

1− z−1
, (3.18)

and for the feedback path as

B(z) =
Fv(z)

fdco(z)
=

1

fR
z−1. (3.19)

The open-loop transfer function is

A(z)B(z) =
KdcoH(z)z−2

fR (1− z−1)
. (3.20)

An important observation here is that the open-loop transfer function has

at least two poles at z = 0, which is the result of two unit delays in the
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Figure 3.4. A basic z-domain model of the ADPLL.

loop. The two delays are associated with the sampling operation at the

DCO input and in the PDC, which are indispensable for the ADPLL op-

eration and thus cannot be further reduced. It should be noted that a

minimum loop delay of one sampling interval, as assumed for a DPLL

treated in the existing literature [50, 51], is not a realistic scenario. The

ADPLL model developed in a previous study [49] has also omitted one

unit delay, and is therefore not accurate. As delays in the loop adversely

affect the ADPLL performance, it is in general imperative to avoid addi-

tional unit delays from being introduced into the loop filter, represented

by H(z) above, or any other part of the digital loop. In other words, the

whole data path from the PDC output to the DLF output should not be

split by any unit delay cells into more than one clock cycle. It requires

that all of the intervening combinatorial logic operate fast enough to fit

into one reference cycle. This might, on one the hand, demand the use of

a relatively fine process node for implementation and, on the other hand,

require the optimization of the digital loop circuitry to allow for timing

closure.

The overall transfer function can be written as

Gf (z) =
fdco(z)

Ftar(z)
=

A(z)

1 +A(z)B(z)
. (3.21)

Apparently, the unit delays in the loop complicate the closed-loop transfer

function, making it two orders higher than that of the loop filter. Substi-

tuting Eq. (3.18) and Eq. (3.19) into Eq. (3.21) yields

Gf (z) =
KdcoH(z)z−1

1− z−1 +KdcoH(z)z−2/fR
. (3.22)

If we substitute z = 1 into the above equation for the DC condition, we

obtain Gf (z)|z=1 = fR, which states that fdco = FtarfR in steady-state

operation if the loop is stable.
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In general, we can assume that the DCO gain is normalized such that

Kdco = fR, and accommodate the rest of the loop gain in the loop filter

transfer function, H(z). This allows us to rewrite Eq. (3.22) as

Gf (z) =
fRH(z)z−1

1− z−1 +H(z)z−2
. (3.23)

As expected, the transfer function, Gf (z), is proportional to the reference

frequency, fR. We may also write it as Gf (z) = Gf,N (z)fR, where Gf,N ,

given by

Gf,N (z) =
H(z)z−1

1− z−1 +H(z)z−2
, (3.24)

is independent of fR.

For a specific realization, we need to substitute the corresponding trans-

fer function for H(z) in the above equation. Here, we consider the two

scenarios with the simplest loop filter configurations:

• In the case of using a simple multiplication constant in place of the loop

filter, we have

Gf (z) =
fR αz

−1

1− z−1 + αz−2
. (3.25)

• When the PI loop filter is used, the overall transfer function becomes

Gf (z) =
fR(α (1− z−1) + ρ) z−1

(1− z−1)2 + (α(1 − z−1) + ρ) z−2

=
fR ((α+ ρ)z−1 − αz−2)

1− 2z−1 + (1 + α+ ρ)z−2 − αz−3
(3.26)

The above examples demonstrate how cumbersome the transfer function

can become if a more sophisticated loop filter is adopted.

3.2.2.2 Poles and zeros

It is well known that the transient behaviour of a linear system is com-

pletely determined by the poles and zeros of its transfer function. There-

fore, it is important to consider the nature of the poles and zeros for the

ADPLL in order to gain vital insight into its system behaviour.

3.2.2.2.1 Analytical solutions The example of a transfer function demon-

strated in Eq. (3.25) has a pair of poles at

z =
1

2

(
1±√1− 4α

)
. (3.27)
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The two poles are real and separate if 0 < α < 0.25, coincident at z = 0.5

if α = 0.25, and complex if α > 0.25. A similar discussion for this simple

transfer function can also be found in the existing literature [51].

The transfer function of Eq. (3.26) has a zero at z = 1+ρ/α. The poles are

at the roots of the denominator, which is a cubic function of the variable,

z. The general analytical solutions can still be obtained, but they are not

informative due to the complexity of the formulation.

3.2.2.2.2 Root-locus plots A root-locus plot, which shows the pole tra-

jectory of the transfer function with a varying parameter, is useful for

evaluating how the behaviour of the ADPLL changes with different pa-

rameters. Especially when the analytical solutions are either difficult

to obtain or not informative due to their excessive complexity, root-locus

plots constructed using numeric methods become more essential for fa-

cilitating the way an ADPLL is designed and characterized. Next, we

examine two simple and yet representative cases.

• For a type-I ADPLL with a loop filter as a simple gain, the poles are

given by Eq. (3.27). As shown in Fig. 3.5, the two poles are real when

α ≤ 0.25, move towards each other as α increases, and coincide at z = 0.5

when α = 0.25. They become complex conjugates when α > 0.25 and

move away from each other along a vertical line at �(z) = 0.5, which

intersects the unit circle at z = 0.5(1 ±√3) for α = 1.

• A root-locus family is shown in Fig 3.6 for a type-II ADPLLwith a simple

PI loop filter. The pole originating at z = 0 migrates to the right on the

real axis toward the zero at z = 1. The other two poles originate in the

immediate vicinity of z = 1± j√ρ, respectively.
If ρ = 1/4, then the complex poles are located at the unit circle for

α = 0.5 and remain outside of the unit circle for any other α value. If

ρ > 1/4, then the complex poles lie outside of the unit circle irrespective

of α. If 0 < ρ < 1/4, then the locus of each complex pole intersects

twice with the unit circle. If ρ = 1/27, then three poles are coincident at

z = 2/3 for α = 1/3, while two of them are complex conjugates for any

other value of α. If 0 < ρ < 1/27, then the complex poles return to the

real axis for some range of α, while they become complex conjugates for

the rest of the α values.
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Figure 3.5. Root-locus plot of a simple type-I ADPLL.
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Figure 3.6. Root-locus plots of an ADPLL with a PI filter.
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3.2.2.3 Loop stability

The stability requirement dictates that all of the poles of the ADPLL

transfer function, Eq. (3.22) or Eq. (3.23), must lie inside the unit cycle. In

this section, the stability conditions for the simplest examples of an AD-

PLL are examined. The effect of more sophisticated loop filter structures

on the stability is also briefly reviewed.

• In the case of a first-order type-I ADPLL with a loop filter reduced to

a simple gain, we can solve Eq. (3.27) for the boundary stability con-

dition, |z| = 1, which gives α = 1 and the resulting poles are located

at z = (1±√3)/2. Therefore, the stability requirement in this case is

α < 1.

• In the case of a type-II ADPLL with a simple PI filter, the boundary

condition in terms of the parameters can be obtained as follows. Consid-

ering that the stability boundary condition is characterized by the inter-

cept of a root locus with the unit cycle, we start by defining z = exp(jψ),

with ψ being a real variable. The pole is a root of the characteristic poly-

nomial, i.e. the denominator of Eq. (3.26). Substituting z = exp(jψ), we

obtain

(1− e−jψ)2 + (α(1 − e−jψ) + ρ)e−j2ψ = 0, (3.28)

which can be rearranged to the following via some simple mathematical

manipulations,

α =
4 sin2 (ψ/2)

e−jψ
(
(1 + ρ

α )− e−jψ
) . (3.29)

The real and imaginary parts of the denominator on the right side of the

above equation can be written respectively as

�(den) =
(
1 +

ρ

α

)
cosψ − cos(2ψ), (3.30)

�(den) = −
(
1 +

ρ

α

)
sinψ + sin(2ψ). (3.31)

As α is real, the imaginary part must be zero, which requires

cosψ = 0.5
(
1 +

ρ

α

)
. (3.32)

Combining the above results gives us

�(den) = 1, (3.33)
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and

α = 0.5
(
1±

√
1− 4ρ

)
. (3.34)

For ρ > 0.25, there is no real-valued solution for α, and the ADPLL is

unstable irrespective of α. For ρ = 0.25, we have one solution, α = 0.5,

based on the stability boundary condition, but the ADPLL is unstable

for any other value of α. For ρ < 0.25, there are two real solutions

for α as the boundary condition according to Eq. (3.34). The ADPLL is

stable when α is between those two boundary values; otherwise unsta-

ble. In summary, the stability requirements dictate that ρ < 0.25 and

0.5
(
1−√1− 4ρ

)
< α < 0.5

(
1−√1− 4ρ

)
.

3.2.2.4 Phase transfer function

The z-domain frequency transfer function is convenient for basic analysis,

including the stability and transient response characterization of the AD-

PLL. However, for characterizing the ADPLL output spectrum, a different

ADPLLmodel is needed to relate the excess phase of the DCO output with

that of the frequency reference, where the output phase signal should be

treated as a continuous-time signal.

3.2.2.5 Modeling excess reference phase fluctuation

The reference phase in the time domain could generally be expressed as

θR(t) = 2πfRt+ΔθR(t), (3.35)

where fR represents the nominal reference frequency. When the reference

signal is used as the clock for sampling the DCO digital control words

and the DCO output phase, the excess phase fluctuation, ΔθR(t), results

in a fluctuation in the sampling time around the ideal values. The kth

sampling occurs at the corresponding rising edge of the reference signal,

i.e. at θR(t) = 2kπ. Thus, the kth sampling time can be given by

ts[k] = kTR − ΔθR[k]

2πfR
, (3.36)

where ΔθR[k] represents ΔθR(t) at t= ts[k]. Clearly, the phase fluctuation,

ΔθR[k], makes the actual kth sampling time deviate from the nominal

time by an amount of

ΔtR[k] = −ΔθR[k]

2πfR
. (3.37)
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This timing deviation, also referred to as the absolute timing jitter [52],

in turn induces a corresponding error in the PDC output, as illustrated in

Fig. 3.7. The PDC output error due to the reference timing jitter can be

found to be

ΔΦv[k] = fdco[k − 1]ΔtR[k]. (3.38)

It has been noted that the DCO output frequency is set at the previous

sampling time; hence, fdco[k−1] rather than fdco[k] is used on the right-

hand side of the above equation. During the steady-state operation, we

can approximate the instantaneous frequency with FtarfR. Combining the

above results yields

ΔΦv[k] = −Ftar

2π
ΔθR[k] ⇔ ΔΦv(z) = −Ftar

2π
ΔθR(z). (3.39)

Therefore, the excess phase fluctuation of the frequency reference can be

modeled by adding the corresponding error signal at the PDC output.

(k−1)TR

Φv

time

Φv [k−1]=xk−1

θDCO(t)

2π

kTR

ΔΦv[k]≈fDCO[k−1]ΔTR[k]

Φv [k]=xk

ΔTR[k]

Figure 3.7. Effect of sampling time error on PDC output.

3.2.2.6 Frequency transform of the ADPLL output phase

In general, the frequency spectrum of a discrete-time signal represented

in the z-domain can be obtained by evaluating the z-domain expression

on the unit circle, i.e. z = exp(j2πf). This applies to the DCO output

frequency when it is considered as a train of impulses in the discrete-time

domain. However, the DCO output frequency is in fact a staircase-like

waveform instead of a train of impulses due to the implicit zero-order hold

operation in the digital input sampling. This zero-order hold operation
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has the impulse response of a rectangular function as

hZOH(t) = rect

(
t

TR
− 1

2

)
=

⎧⎨
⎩ 1 if 0 < t < TR

0 otherwise
(3.40)

Its frequency domain response can be obtained via the Fourier transform

to be

HZOH(f) = F {hZOH(t)} = 1− e−j2πfTR

j2πf
= e−jπfTR

(
sin(πfTR)

πf

)
. (3.41)

The output phase is the integral of frequency in the continuous-time do-

main, as given by Eq. (3.3). The integral in time domain corresponds to

a frequency response of 1/(2πf). The overall transfer function from the

output frequency in the discrete-time domain to the output phase in the

continuous-time domain can be written as

Hout(f) =

(
1

j2πf

)
HZOH(f) =

(
e−jπfTR

j2πf2

)
sinc(πfTR), (3.42)

where sinc(x) is the sinc function, i.e. sinc(x)=sin(x)/x.

3.2.2.7 Complete ADPLL modeling for phase output

With the above results, the z-domain model of the ADPLL can be extended

to include the reference phase input and the DCO phase output. The re-

sulting mixed-domain model is shown in Fig. 3.8, where the target fre-

quency, Ftar, defined by the FCW is considered a constant.

+
−

+

z = ej2πfTR

Φout(f)

Hout(f) =
(
e−jπfTR

j2πf2

)
sinc(πfTR)

Hout(f)

(
1
fR

) (
z−1

1−z−1
)

Fv(z)

1−z−1

Ftar

−Ftar

2π

1
1−z−1

Fe(z)

ΔθR(z)

Φv(z)

H(z) Kvz
−1 fDCO(z)

Figure 3.8. A mixed-domain model of the ADPLL.

Based on this ADPLL model, the transfer function from ΔθR(z) to Φout(f)

can be obtained as

GΦ(f) =
Φout(f)

θR (z)
=

(
FtarfRH(z)z−1(1− z−1)

1− z−1 +H(z)z−2

)(
e−jπfTR

j(2πf)2

)
sinc(πfTR),

(3.43)
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where z = exp(j2πf). The DCO gain normalization has been assumed.

3.3 Performance analysis

To meet the same set of performance requirements associated with fre-

quency synthesis, the ADPLL design shares some common considerations

as with the conventional PLL design, but also entails some different con-

siderations arising from its distinctive features in the architecture and

operation principles. It is essential to examine the general considerations

and identify the key challenges with the ADPLL design to meet perfor-

mance requirements.

3.3.1 Frequency settling

Quantitative estimation of the ADPLL transient response can be investi-

gated with the z-domain transfer function, Eq. (3.22), by using the inverse

z-transform. The output frequency sequence, which is a response to a step

change in the FCW, has a general expression of

fdco(kTR) = Z−1

{
AstGf (z)

1− z−1

}
= AstfR · Z−1

{
Gf,N (z)

1− z−1

}
, (3.44)

where Z−1 denotes the inverse z-transform. The term Ast in the above

expression is the magnitude of the step change in the FCW value, Ftar,

which means a change of AstfR in the target frequency.

One observation is that the frequency settling given by Eq. (3.44) is inde-

pendent of fR if AstfR is a constant irrespective of fR, i.e. making the in-

put step change for the same magnitude in Hertz in all cases. Meanwhile,

since the time, kTR, is proportional to the reference period, fR, the fre-

quency settling time also scales proportionally with the reference period

or inversely with the reference frequency, fR. However, the assumption is

that the DCO gain is always normalized to fR and the rest of the loop re-

mains unchanged. This means the loop bandwidth also scales proportion-

ally with the reference frequency. In practical implementations, the loop

bandwidth usually needs to narrow correspondingly with an increased

reference frequency, to adequately suppress on the high-frequency noise

components, which would slow down the frequency settling and offset the

settling speed gain from the increase in the reference frequency.
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In the simplest case, where the loop filter is simply a gain constant, we

have

fdco(z) = Gf (z)ftar(z) =
αfRz

−1

1− z−1 + αz−2
ftar(z). (3.45)

Using the step function ftar(z) = 1/ (fR(1− z−1)), the output frequency

can be written as

fdco(z) =
αz−1

(1− z−1)(1− z−1 + αz−2)
; (3.46)

its inverse z-transform then yields

fdco[k] =1− 1

2
√
1− 4α

(2−k((1 +
√
1− 4α)k(1 +

√
1− 4α− 2α)

+ (1−√1− 4α)k(−1 +√1− 4α + 2α))).

(3.47)

Some examples of the ADPLL transient response with different values of

α are plotted in Fig. 3.9.
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Figure 3.9. ADPLL transient response from inverse z-transform.

In a digital PLL, it is common to employ circuit techniques, such as adap-

tive frequency calibration (AFC), for frequency coarse tuning prior to fre-

quency fine tuning and tracking to speed up the frequency switching. The

ADPLL architecture, which has the frequency error information available

in the digital domain, lends itself particularly well to these techniques.

However, the key for fast frequency settling lies with the PDC resolution

in the feedback path. It determines how much techniques like AFC can

ultimately speed up the settling process. It also sets a limit on the loop

bandwidth for fine tuning and frequency tracking, which in turn limits

the frequency settling speed in the fine tuning. A fine PDC resolution is
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thus essential to ensure a short settling time.

3.3.2 Phase noise and spurious tones

The major noise sources in an ADPLL are associated with the DCO and

the PDC.With due approximations, these noise sources can be included in

the ADPLL model, as in Fig. 3.8, to account for their effects on the output

spectrum. Next, we summarize relevant results that have been presented

in the existing literature [4, 53–55].

As in a typical PLL, the in-loop tunable oscillator naturally remains a

dominant phase noise source. It is the purpose of the negative feedback

mechanism of a PLL to stabilize this oscillator and suppress its close-in

phase noise. For a PLL to achieve a low phase noise level, the tunable

oscillator itself should have good phase noise performance and the loop

should provide adequate noise suppression with a sufficient loop band-

width. The implication of a digital interface for the oscillator in an AD-

PLL is twofold in terms of the phase noise performance. By using digital

tuning instead of analog, the oscillator output frequency can be made rel-

atively insensitive to the voltage fluctuation of the control lines, which

helps to reduce the close-in phase noise level. On the other hand, the

digital interface is typically associated with a relatively large number of

devices with an increased amount of wiring, which can potentially lead

to higher loss and increased phase noise. More importantly, digital fre-

quency tuning means a finite frequency resolution, with the DCO output

frequency is not tuned continuously but in steps. The frequency quan-

tization is a source of nonlinearity in the loop dynamics, which tends to

degrade the overall phase noise performance and give rise to spurious

tones in the ADPLL output. Predicting spurious tones is usually dif-

ficult with mathematical tools. The phase noise contribution from this

frequency quantization can be quantified with a linear approximation in

which quantization errors are assumed to be white noises. A previous

study [54] formulated this phase noise contribution as

L{fm} = 1

12
·
(
Δfdco
fm

)2

· 1

fR
·
(
sinc

fm
fR

)2

, (3.48)

where fm represents the offset frequency, Δfdco the DCO frequency reso-

lution and fR the reference frequency. This result, however, ignored the

noise-folding effect of the sub-sampling operation in the feedback path.
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Consequently, it does not account for the in-band noise contribution. As

later elaborated in another study [55], the in-band noise contribution of

the DCO frequency quantization can be approximated as,

L =

(
2π · Δfdco

fR

)2

· 1

12fR
. (3.49)

To minimize the effect of the DCO frequency quantization, the key is to

have a fine DCO frequency resolution. In nanoscale CMOS technologies

and with appropriate circuit techniques, the frequency quantization can

be made sufficiently low for typical wireless applications [3, 9].

Another important source of phase noises is related to the finite resolu-

tion of the phase digitization operation in the feedback path. This phase

digitization usually employs a time-to-digital converter (TDC) as its core

functional block; the time resolution of the TDC is subject to a number of

practical limitations. The time quantization errors of the TDC could dom-

inate the in-band phase noise at the ADPLL output and they also limit the

viable loop bandwidth. With the linear approximation, the contribution

of this phase noise digitization can be quantified as follows [53]

L =
1

12fR
(2πfdcoΔttdc)

2 =
1

12fR

(
2πΔttdc
Tdco

)2

, (3.50)

where Δttdc is the TDC time resolution and Tdco represents the period of

the DCO output.

The limitation on the loop bandwidth imposed by the feedback quanti-

zation reduces the suppression of DCO phase noises and thus limits the

overall phase noise performance.

3.3.3 Frequency tuning range

The frequency tuning range of an ADPLL is mainly determined by the

DCO in the loop. Though it can be extended beyond that of the DCO

with additional circuit blocks such as frequency dividers, there are several

limitations with this extension. In general, only power-of-two frequency

dividers are practically feasible or cost-effective for this purpose, which

means the maximum divided-down frequency is at best half the maxi-

mum frequency prior to the frequency division. This would result in only

disjoint frequency sub-ranges instead of a continual one if the oscillator it-

self cannot cover an octave frequency band characterized with a frequency
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ratio (fmax/fmin) of two. In addition, the need for multiplexing also to

a certain degree complicates the frequency-division approach of keeping

the coupling of different branches to an acceptable level [56]. Designing

a high-frequency CMOS oscillator to cover an octave band is certainly not

a trivial task; it involves trade-offs with other important performance pa-

rameters, such as the phase noise, power consumption and silicon area.

The frequency tuning range also bears design implications for the PDC

in the feedback path in different ways concerning the PDC resolution,

power and silicon area. To handle the RF signal over a wide frequency

range, the PDC could face conflicting design scenarios associated with the

frequencies at both ends of the frequency range.

3.3.4 Frequency resolution

As with a conventional digital PLL, the frequency resolution of an AD-

PLL is determined by the number of fractional bits in the FCW and the

reference frequency. It can be expressed as

Δf =
1

2WF
· fR, (3.51)

where WF and fR are the number of FCW fractional bits and the refer-

ence frequency, respectively. Basically, there is no fundamental limitation

on the number of fractional bits and thus the frequency resolution, while

the digital implementation for a finer resolution could be more complex

due to the associated larger word length. As for a conventional PLL,

techniques such as ΣΔ-modulation can also be employed to shorten the

effective FCW length before it is used for phase or frequency error detec-

tion, which allows the subsequent digital blocks to implemented with a

shorter word length. The result is that a very fine frequency resolution

can be achieved at little cost in terms of power and silicon area. Note that

the ADPLL frequency resolution should be distinguished from the DCO

frequency resolution, which are independent of each other.

3.4 ADPLL architecture alternatives

The ADPLL architecture can be rearranged to arrive at a slightly different

version, as shown in Fig. 3.10. In this architecture version, the accumu-

lation of the FCW for each reference cycle constitutes the reference phase
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signal. The digital DCO phase information from the PDC is subtracted

directly from the reference phase to form the phase error, which is con-

ditioned with a digital loop filter (DLF) for DCO frequency tuning. This

architecture version can be viewed as result of moving the frequency error

accumulator in the architecture of Fig. 3.1 back to the input branches of

the frequency error detector and canceling out the difference in the feed-

back path. Elaboration of this architecture version can be found in an

earlier study by Staszewski [49]. Its operation is quite similar. However,

a major disadvantage of this architecture version involves the loss of im-

portant DCO frequency information in the digital domain, which does not

make it so appealing.

Loop filter

Σ
−

+
FCW

DCO

out

ref

PDC

Figure 3.10. Phase-domain ADPLL architecture using phase comparison.

An ADPLL can also be realized by simply replacing the analog blocks

in a conventional charge-pump PLL with their digital counterparts. The

resulting architecture is illustrated in Fig. 3.11. Specifically, the charge

pump, along with the PFD, is replaced with a TDC, which converts the

phase error between the divided-down output signal and the frequency

reference signal into its digital presentation. By digitizing the phase error

with the TDC, the following low-pass loop filter (LPF) can then be imple-

mented in the digital domain. The DCO is a counterpart to the VCO in

conventional PLLs, allowing digital control of its output frequency. This

architecture is conceptually straightforward compared to that of a conven-

tional PLL. As in a convention PLL, the frequency control in this archi-

tecture is performed by defining the division ratio of the multi-modulus

frequency divider (MMD) in the feedback path. An example of this ar-

chitecture can be found in a study by Hsu et al [57], where the DCO is

implemented as a combination of a digital-to-analog (D/A) converter and

a VCO, and the TDC employs a gated-ring-oscillator (GRO) structure.

The similarity of this architecture to a conventional charge-pump archi-

tecture allows it to better leverage existing theories and techniques de-
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Figure 3.11. Phase-error-digitized ADPLL architecture.

veloped for the conventional architecture over a relatively long period

of time. However, it also inherits from the conventional PLLs the same

design issues and challenges associated with the feedback path and the

SDM-based fractional frequency control approach. Particularly, the de-

sign of an MMD with a large division ratio range has difficulty handling

the RF signal, and its speed and power consumption constitute a poten-

tial performance bottleneck for the ADPLL. In addition, realizing effec-

tive fractional division ratio by means of switching back and forth among

integer ratios, the feedback is known to be the source of substantial quan-

tization noises. This noise source does not exist in the architecture shown

in Fig. 3.1. Although digital cancellation techniques can be employed to

mitigate the issue [57], they also increase the design complexity.

In view of relative drawbacks of the above architecture variants, they

have not been the focus of this work. Instead, the architecture shown in

Fig. 3.1 remains the architecture of choice throughout this study. It has

been the basis for further architectural improvements and circuit-level

techniques developed in the author’s work and is going to be the focus of

further discussion in next chapters.

3.5 Summary

An ADPLL comprises an DCO for RF frequency generation and a digital-

intensive feedback loop to control its output frequency. There are a few

general architectures that feature different loop configurations. The pop-

ular approach is to convert the RF output phase into a digital form in the

feedback path and process the phase signal in the digital domain to gener-

ate a corresponding digital result for the DCO frequency control. Despite
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all the previously mentioned benefits, the digital approach is also associ-

ated with some obvious disadvantages. It usually incurs more loop delay

than its analog counterpart due to the need for sampling at the DCO in-

put to align different bits in the control word. In addition, quantization

errors are also inherent with the digital implementation.

The basic function of an ADPLL can be modeled in the discrete-time do-

main and its z-transform. However, when characterizing its output spec-

trum requires, the output phase needs to be considered as a continuous-

time signal, which makes the resulting model relatively complex.
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4. Frequency acquisition

A PLL settling process can be considered one of lock acquisition, which

brings the loop from an initial condition into lock. In wireless applications,

fast acquisition is always desired from system perspective. In general, it

starts with frequency acquisition and progresses to phase acquisition be-

fore lock is achieved. For fast settling, both frequency acquisition and

phase acquisition need to be optimized. In particular, frequency acquisi-

tion tends to be the key in determining the settling speed [51].

This chapter begins with by discussing the general principles of lock ac-

quisition within the framework of an ADPLL and then describes different

techniques for achieving it. It highlights a fast frequency acquisition tech-

nique that makes it possible for an ADPLL to settle at a maximized speed.

4.1 Overview of ADPLL acquisition

4.1.1 Review of ADPLL lock state

As is known from previous analysis, the detected frequency error in the

digital domain, with the quantization error neglected, can be given by a

difference equation as

Fe[n] = Ftar − 1

fR
(f0 +KDCOd[n − 1]) , (4.1)

where d[n − 1] is the value of the DCO control word at the previous ref-

erence clock cycle and f0 is the DCO frequency when the control word

is zero. The phase error is derived through accumulating the frequency
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error and can be expressed as

Φe[n] = Φe[0] +

n∑
k=1

Fe[k]. (4.2)

In a phase-locked state, the phase error by definition should be constant,

or Φe[n] = Φe[n − 1] for any reference cycle index, n, over the relevant

period of time. This requires that Fe[n] = 0 for any relevant value of the

cycle index, n. Conversely, if Fe[n] = 0 for any relevant value of n, it follows

from Eq. (4.2) that Φe[n] = Φe[n − 1], i.e. the phase error is constant and

the ADPLL is phase locked. This basically says that the ADPLL can be

automatically locked when the frequency acquisition is fully performed.

It should be noted that this is a special feature of an ADPLL and one that

is associated with the unique method of phase error detection. It is gener-

ally not true with a conventional PLL, where the phase detection method

dictates that phase acquisition is still needed even if frequency acquisi-

tion is performed perfectly. That need arises by the fact that even if the

PLL output frequency is exactly the target frequency, there is still the

same possibility of phase misalignment between the frequency-divided

feedback signal and the reference clock. With an ADPLL, there is no such

frequency-divided signal and its associated phase alignment with the ref-

erence clock. As a result, the additional phase acquisition process is not

needed, which in principle allows an ADPLL to potentially settle faster

than a conventional PLL.

The question that has not been answered yet has to do with the lock state

of the ADPLL if we look at one point in time or one single reference clock

cycle. Clearly, a zero frequency error for one cycle does not guarantee that

it would remain so, and it thus does not tell us whether or not the loop is

in a locked state. To address such a question, we need to take the whole

loop into account. Particularly, the DCO input is the output of the loop

filter, and it can in general be given by,

d[n] =
N∑
i=1

aid[n− i] +
M∑
j=0

bjΦe[n− j], (4.3)

with ai and bj being the loop filter coefficients. The terms d[n − i] and

Φe[n− j] are respectively delayed versions of d[n] and Φe[n], and they are

stored in one form or another in the memory elements (not always sep-

arately) as state variables of the loop filter. In the simplest case of a

type-I ADPLL, the loop filter degenerates to a gain constant, and we have
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d[n] = GlpfΦe[n] with no additional state variables involved. It can be

shown that a PI loop filter for a type-II ADPLL can generally be described

as

d[n] = d[n − 1] + ((KP +KI) Φe[n]−KPΦe[n− 1]) .

To better reflect a typical circuit implementation, the difference equation

can be rewritten as

d[n] = KPΦe[n] + (KIΦe[n] + dI [n− 1]) ,

where

dI [n− 1] = d[n− 1]−KPΦe[n− 1]

is the delayed version of the integrator branch output and usually stored

as one state variable.

When an ADPLL is correctly locked, the phase error and DCO input

should remain constant. As a result, it follows from Eq. (4.3) that

d[n] = Glpf · Φe[n] or Φe[n] =
d[n]

Glpf

, (4.4)

with Glpf =
∑M

j=0 bj/
(
1−∑N

i=1 ai

)
being the loop filter DC gain. The

above relationship holds true regardless of the index n value as long as

the ADPLL is in a locked state. It basically says that the DCO input is

equal to phase error scaled by the loop filter DC gain. Since Fe[n] = 0 in a

locked state, it follows from Eq. (4.1) and Eq. (4.4) that

d[n] =
ftar − f0
KDCO

, or Φe[n] =
ftar − f0
GlpfKDCO

. (4.5)

It should be noted that the loop filter DC gain, Glpf , can be an infinity due

to the presence of one or more integrators, which would force Φe[n] to be

zero in a steady locked state.

In summary, for the ADPLL to be in a steady locked state, the control

word, d[n], and phase error, Φe[n], along with their delayed versions, d[n−i]
and Φe[n− j], in Eq. (4.3) acting as state variables of the loop filter, should

be at their respective steady-state values according to Eq. (4.5). With a

stable ADPLL design, we can claim that the ADPLL is in a phase-locked

state, if the above is true. That is, if d[n] andΦe[n] along with the loop filter

state variables are at the steady-state values in the nth cycle,then their

values will be sustained with the DCO continuously generating an RF
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output exactly at the target frequency. However, with an unstable ADPLL

design, the disturbance from the noises and quantization errors would

drive the ADPLL away from the expected lock state and lock becomes

impossible.

4.1.2 ADPLL frequency acquisition overview

In the ADPLL tracking mode, the phase digitization of the DCO output

signal needs to be based on a TDC to provide a fine resolution that can

minimize the level of quantization errors. The TDC-based phase digitiza-

tion is in general characterized by a measurement range of one RF cycle

or 2π. As a result, the ADPLL output frequency needs to be within the

range of ±fR/2 from the target frequency in order to ensure the frequency

error detection is performed correctly in the tracking mode. Meanwhile,

the capacitor bank of a DCO used for frequency tracking, along with the

need to provide a fine frequency resolution to minimize frequency quan-

tization, is usually able to cover only a limited frequency range. These

limitations dictate that the frequency tracking loop is not capable of full

frequency acquisition and that additional circuitry is needed to aid the

acquisition.

It should be noted that acquisition-aiding circuitry is also commonly used

for a conventional PLL, where similar limitations also exist. Phase error

detection in the tracking mode of a conventional PLL is typically charac-

terized by a small operating range and thus is not suitable for frequency

acquisition. A conventional VCO also needs to be designed for a limited

tracking frequency range with a moderate frequency gain in order to keep

down noise contribution from the voltage control line. By comparison, a

VCO can usually be designed to have a tracking range somewhat larger

than that of a DCO, as the component matching and physical size of the

capacitor bank tends to impose a harder restriction than the consideration

of noise upconversion.

With a different functionality, the acquisition circuitry for a PLL can be

designed in a way relatively independent of the tracking loop. While a

conventional PLL design is overall analog-intensive, a relatively digital

approach is often employed for frequency acquisition circuitry. It is com-

mon that the VCO for a conventional PLL is designed to have a capacitor

bank that is digitally controlled during frequency acquisition [58]. As a

result, many of the frequency acquisition techniques suitable for conven-
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tional PLLs can in principle also be used with an ADPLL. However, it

should be noted that the requirement for frequency acquisition resolution

tends to be higher. This is because of the more limited DCO tracking

frequency range as compared to that of a VCO.

4.2 Frequency calibration techniques

The frequency acquisition of a digital PLL is also a process of calibrat-

ing the DCO frequency so that it can operate properly in subsequent fre-

quency tracking. Next, we review different frequency calibration tech-

niques that have been proposed in the literature for fast frequency ac-

quisition. Among the techniques that will be discussed, the author has

applied the PLL-based frequency calibration in one ADPLL design [12],

and a technique of binary search approximation in other designs [8, 13].

In particular, the author is the first to propose a dynamic binary search

for an ADPLL frequency synthesizer [13].

4.2.1 PLL-based frequency calibration

In previous studies by Staszewski and others [59–62], apparently the

same kind of loop for frequency tracking with phase error detection and

filtering has also been used for frequency acquisition. In the feedback

path, a counter-based phase accumulator is employed to digitize the DCO

phase in the acquisition mode in order to allow for a large conversion

range. At the loop filter output, mode-switching logic allows for the pro-

gression of an active frequency control from one capacitor bank of the

DCO to another. A major disadvantage of this approach is the difficulty in

having accurate timing control for the mode transition. Its performance

is subject to the effect of PVT variations of the DCO gain, which results

variations in the PLL loop bandwidth. The lack of a clear indicator re-

garding when active control would be transferred from one bank to the

next could result in either a waste of time or acquisition failure. Mean-

while, sharing the loop filter in different modes can actually increase the

complexity of the loop filter and complicate the overall design. The need

for filtering is supposed to vary dramatically over different modes accord-

ing to the level of quantization error and the changing requirement for

the instantaneous frequency resolution over the entire acquisition pro-

cess. To accommodate the varying requirement, the loop filter needs to be
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designed with increased word lengths and more configurable parameters.

Meanwhile, it incurs additional multiplexing and state variable resetting

logic during the mode transitions. All of the hardware overhead tends

to outweigh the potential benefit resulting from the hardware sharing.

Meanwhile, it has been pointed out previously that the claim about the

joint operation of the phase accumulator and TDC for phase digitization

is merely a misunderstanding. Basically, the TDC is ineffective in the ac-

quisition mode whether it is active or not, while the counter-based phase

accumulator is not needed in the tracking mode.

4.2.2 Code estimation and presetting

DCO code presetting or forward compensation techniques are based on

an estimation of the DCO parameters for presetting the DCO according

to the target frequency before the frequency settling [63–65]. Such tech-

niques are typically based on the assumption of a practically linear DCO.

As shown in Fig 4.1, the transfer function of a linear DCO can be repre-

sented by a straight line that is unambiguously defined with the knowl-

edge of its two points, particularly the two end points. More specifically,

suppose fmin is the frequency for a minimumDCO control code, dmin, while

fmax is the frequency for a maximum DCO control code, dmax. It follows

that the DCO output frequency, fx, for an arbitrary DCO control code, dx,

would be

fx = fmin +
fmin − fmin

dmax − dmin
(dx − dmin) . (4.6)

In other words, if the target frequency is fx, the DCO control code can be

ideally set to be

dx = dmin +
dmax − dmin

fmin − fmin
(fx − fmin) . (4.7)

In practice, the numbers will need to be rounded off because the control

code should consist of whole numbers. The DCO output frequency is not

known directly. Instead, its quantized version at the output of the feed-

back path can be used in the above estimation or it can be derived or

approximated with other signal values [63]; however the latter option is

a less straightforward and accurate option. The information about the

target frequency, fx, is in the FCW to the ADPLL.

It should be noted that the adoption of this type of techniques has been

limited to relatively low-performance applications, where the requirement
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5. Digitally controlled oscillator

5.1 Oscillator fundamentals
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5.2 Oscillator frequency tuning overview



(b)(a)







Digitally controlled oscillator

0

fout

fmax

fmin

Dmax Dctrl

Kdco

Figure 5.11. Frequency tuning of an ideal DCO.
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Figure 5.12. An LC oscillator with digital frequency control.

requirements in RF applications. Particularly, frequency synthesizers

that employ an RF oscillator in a PLL need to meet strict requirements for

phase spectrum purity. On the other hand, frequency quantization and

possible glitches associated with DCO frequency control tend to corrupt

the PLL phase spectrum and prevent it from meeting the specifications.

There are several fundamental limiting factors that make it difficult to

address the quantization issues. Only recently have researchers come up

with successful DCO-based designs for RF applications [59], thanks to

advances of CMOS technology and invention of some novel circuit tech-

niques. These techniques will be discussed in the following sections.

5.3 Performance impact of digital frequency control

Despite the well-known advantages provided by down-scaled CMOS tech-

nologies, a DCO has its own plethora of design issues as a result of dig-

ital frequency control in the normal operation. A digital approach intro-

duces quantization to both the DCO output frequency and its updating
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5.4 Digital techniques for DCO
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6. Phase-to-digital converter

6.1 Common approaches
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6.2 Time-to-digital converter
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6.2.2.2.1 Buffer delay-line TDCs
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6.2.3.0.3 Vernier delay-line TDCs
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7. Prototypes and experimental results

7.1 A 2.4-GHz ISM-band ADPLL frequency synthesizer
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7.2 A 3-6GHz ADPLL frequency synthesizer
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