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ICT systems, especially data centers, consume a significant amount of energy
in our daily life. With the rapidly increasing number and size of data centers,
energy management is becoming essential. Thus, it is beneficial if the used energy
in data centers can be utilized more efficiently.

In this thesis, we analyze the energy-aware performance of queueing systems from
the traffic point of view. The focus will be on using queueing theory to model and
analyze a single processor in data centers. In data centers, the energy consumed
by a processor depends on the processing speed. With higher speed, more energy
is consumed, while with lower speed, the performance will be decreased. Thus,
we consider the trade-off between the performance and energy consumption of
processors. Based on this, we introduce a speed scaling method, which adjusts
the processing speed of processors according to the traffic load of the queueing
system. We mainly analyze and compare three optimized speed scaling methods,
which are static, gated and linear speed scaling. In the gated and linear schemes,
there is a switching delay when the processor is switched from the idle state to
the busy state.

The results demonstrate that the switching delay has a great impact on the opti-
mized trade-off. In our scenario, without switching delay, gated and linear schemes
have the same performance, and they are better than the static scheme. With
switching delay, however, the linear scheme is always better than the gated scheme.
With a long switching delay, even the static scheme can be better. In practice,
the trade-off of our model is highly affected by the parameters in the model.
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1 Introduction

1.1 Background

Energy consumption has increasingly become a vital issue. Whereas energy is es-
sential to provide people with a better life, for example, energy consuming devices,
such as computers and mobile phones help people to live more comfortably. Renew-
able energy, on the other hand, is finite and valuable; therefore, consuming a large
amount of energy is disadvantageous to sustainable development and will aggravate
the energy crisis. In addition, the emission of greenhouse gases, such as CO2 in the
process of energy consumption has worsened the global climate change [16]. There-
fore, in order to maintain sustainable development and protect the environment,
saving energy is essential.

A significant part of our daily consumed energy is comprised of ICT (Information
and Communication Technology) systems. From the statistics given in [31], one can
see that the relative proportion of electricity consumption increased from 8% in 2008
to 14% in 2020. However, a large part of the consumed energy is wasted because
of inefficient usage [23]. For example, if the devices are in the unused state or the
traffic load is low, retaining these devices in the normal working state may not be
the best option. In this case, it may be appropriate if the devices are switched to
sleeping mode. This situation leads to exploring energy efficiency methods to cope
with the increasing challenge of energy efficiency problems in ICT systems.

The authors of [2] specified that data centers constitute a large part of the ICT sys-
tems. According to [1], a data center is a dedicated area that houses the servers and
storages equipment of the communication systems. As has been noted in [2], data
centers consume a large amount of energy in ICT systems. The energy consumed by
a large industrial data center can be more than that in a small town [3]. In this fast
developing information age, there is a large amount of new information emerging
everyday, which leads to a tremendous increase of data centers and the consumption
of energy. Consequently, it will be an important step if the available energy in ICT
systems can be used efficiently, especially in data centers.

In this thesis, analyzing data centers from the traffic point of view will be the focus.
Furthermore, the devices in data centers will be modeled as queueing systems. To
be more precise, the processor of the device is considered as a server and the arriving
jobs will be considered as customers.

1.2 Research problem

As mentioned in the preceding paragraph, queueing theory is utilized to model the
devices with speed adjustable processors in data centers. Figure 1 illustrates the
queueing model of a processor in a data center. Arriving jobs enter the data center.
If there is already a job being served in the processor, then arriving jobs will wait
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in the queue. If not, they will enter the processor and be served. The main focus
of this thesis is to analyze and compare different methods for increasing the energy
efficiency of the processor by utilizing such kinds of queueing models.

Jobs arrive  

 

 
 

Queue Processor Jobs leave 

 

Figure 1: Queueing model for a processor (single server).

In data centers, the amount of energy consumed by a processor depends on the
processing speed. In general, the higher the processing speed, the more energy is
consumed. However, with lower processing speed, the performance of the queueing
system will be decreased. Consequently, it is vital to focus on the trade-off between
the performance and energy consumption of the processors. This method of adjust-
ing the processing speed is called speed scaling.

In this thesis, the processing speed is assumed to take any positive value; there-
fore, processors can run at any speed whenever there is traffic in the system. One
approach is to choose an optimal speed according to the average traffic load of the
queueing system, which will balance the performance and energy consumption of the
processors. This method always runs the processor at the optimal speed, regardless
of the dynamic traffic load of the processor, and is called static speed scaling.

However, if there is no job to process in a processor, energy will be wasted when
maintaining the processor running at the same static speed. Thus, it may be better
if the processor is converted to the idle state, where the processing speed is zero,
when there is no traffic. When there are new arriving jobs, the processor will be
converted to the busy state from the idle state. But this process may result in a
delay for processing the jobs, which is called switching delay. It also has an impact
on the performance of the queueing system. It will make the total processing time
of jobs longer. At the same time, this switching process will also consume energy.
This second method is called gated static speed scaling.

Although gated static speed scaling is more energy efficient compared with the static
one, as can be observed, it runs at a fixed speed whenever the processor is not empty.
However, for a processor with fewer jobs, it may be more energy efficient if the pro-
cessing speed can be dynamically adjusted according to the instantaneous traffic
load. This will be the third method to be analyzed in this thesis, called dynamic
speed scaling. For dynamic speed scaling, if the system is empty, then the processor
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is converted to the idle state. If not, the processing speed will be adjusted accord-
ingly. Similarly, there may also be a switching delay when the processor converts
from the idle state to the busy state.

There are different ways to adjust the speed dynamically. Since the number of jobs
in the queue affects the traffic load and the performance of the queue, it is natural to
adjust the processing speed according to the number of jobs in the queueing system.
One simple method is to run the processor at a speed that is linear to the number
of jobs in the system. This type of dynamic speed scaling will be studied in this
thesis.

The main objectives of this thesis are as follows. First, switching delay is modeled
and we will analyze its impact on the performance of different queueing systems.
Then, the impact of speed scaling is analyzed without considering switching delay.
Finally, speed scaling is combined with switching delay and the focus will be on their
influence on the overall performance of the queueing systems. As the performance
of different queueing models may be different, two different queueing models will be
studied: the M/G/1 queue, which is related to static and gated static speed scaling,
and the M/G/∞, which is related to linear speed scaling. Additionally, the way that
jobs are served will also impact the performance of the queue, and this is determined
by the scheduling policies. A typical scheduling policy in ICT systems (e.g., web
servers, routers) is PS [39], and FIFO is utilized in some operating systems [40].
Therefore, these two scheduling policies will also be studied.

1.3 Outline

The thesis is organized as follows. In Section 2, we give a literature review about
the energy-awareness in ICT systems including data centers. Several aspects of
speed scaling in energy efficiency are reviewed in this section. The related theo-
retical background is introduced in Section 3. The main focus in this section is on
Markov processes and regenerative processes. In addition, we introduce several re-
lated queueing models. Section 4 presents and compares the performance (in terms
of the mean queue length) of different queueing models for the cases with and with-
out switching delay. Then in Section 5, we conduct the energy-aware performance
analysis. There are still two situations: without switching delay and with switching
delay. By applying three different speed scaling methods, we analyze and compare
the optimal average energy cost per time unit in several queueing systems. The
numerical results are shown in Section 6, where we analyze the impact of different
factors on the average energy cost. Finally, in Section 7, we make a brief summary
about the whole thesis.
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2 Energy-aware performance analysis of data cen-
ters

As mentioned in the introduction part, energy efficiency in data centers has gained
much attention in recent years. One way to achieve it is by utilizing speed scaling
methods from the traffic point of view. A large number of papers related to energy
efficiency have emerged, and here some of them will be reviewed from the perspec-
tive of the issues discussed in the previous section.

2.1 Optimization formulations

There are mainly two types of analytic approaches related to the performance of
queueing systems in the prior work: the stochastic analysis and the worst-case anal-
ysis. Stochastic analysis focuses on the average performance of a stochastic process,
while worst-case analysis usually evaluates the performance by utilizing the competi-
tive ratio, which is the ratio between the performance of a schedule or algorithm and
the optimal performance [32]. Examples of stochastic analysis are in [39] and [19].
Paper [39] is about the optimization of energy cost in the M/G/1 queue with the PS
scheduling policy. Stochastic analysis for queueing models with multiple servers is
considered in [19]. This paper shows how to assign the available power to multiple
servers in a server farm to get the optimal performance with PS scheduling policy.
The worst-case analysis is presented in [41], [14], [4], [33], [27] and [29]. Competitive
ratio of different models is studied in those papers.

Firstly, we give an overview of classification of the papers related to energy efficiency
by utilizing speed scaling.

Speed scaling was first studied by Yao et al. in [41], and in the following years,
a large number of papers related to speed scaling emerged. Among those papers,
speed scaling is applied with different methods to achieve various goals, and they
can be categorized into two classes according to the objectives. In the first class
(e.g., [41], [14]), the objective is to minimize energy consumption of the system.
There are deadlines for the jobs, and the target is to finish the jobs by their dead-
lines while trying to consume the least amount of energy. For the second class (e.g.,
[33]), optimizing the performance of the system is the main goal. The jobs of this
class do not have deadlines, and the main focus is on the performance of the system,
which can be measured by the mean response time of the jobs. In this class, there is
usually a limited energy budget, so the target turns out to be minimizing the mean
response time with the given energy budget.

These two kinds of goals are commonly used in many papers related to speed scaling.
However, in actual ICT systems, there may be no deadlines for the jobs, and the
energy budget is not necessarily fixed. So, it is natural to combine these two goals
and try to find a trade-off between them (e.g., [20], [39] and [10]). In recent years,
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numerous such papers have appeared. These papers study the methods of finding
a trade-off between the two goals mentioned above, to optimize the overall perfor-
mance as well as the energy consumption. One common optimization formulation
that is utilized is: z = E[X] + E[P (S)]/β, where z is the cost per unit time, X is
the number of jobs (customers) in the system, P (S) is the power function when the
processor runs at a random speed S, and β is a parameter that relates the energy
cost with delay. This optimization formulation is the weighted sum of the mean re-
sponse time and mean consumed energy, and it has drawn much attention in many
papers (e.g. [39], [6] and [30]).

Although this optimization formulation has drawn much attention in recent years,
other models that measure performance metrics in a different way can also be used.
For example, the energy model that is used in [17] and [21] is the product of the
mean power consumption and the mean response time. For our analysis in this the-
sis, however, the weighted sum of the mean response time and the mean consumed
energy model will be the focus.

2.2 Energy models for processors

Above is a review about the optimization formulations in speed scaling research
areas, while in this subsection, the energy consumption models for processors will
be examined.

First, the focus will be on a detailed review of the power function in the optimization
formulation of [39], [6] and [30]. The traditional power function in the above model
is: P (s) = sα, where α > 1. This power function is additionally used in papers [41],
[4] and [7]. However, in [10], the authors analyze speed scaling with an arbitrary
power function. The authors explain why an arbitrary power function instead of the
traditional one should be used. Generally, there are three motivations: (i) it might
be beneficial for a processor to run at different speed ranges instead of only one
speed range, which requires different circuitry as well as different power functions;
(ii) there seems to be no specific reason to assume that the power function should
be the form of sα; (iii) from the perspective of data centers operators, they are more
concerned about the cost of energy instead of the consumption of the energy.

For the traditional power function, there are some typical values of the parameter α
for the purpose of numerical analysis. In [39], [41] and [6], the value of α is 2. Paper
[6] points out that α is usually between 1 and 3, and for simple numerical analysis,
α is usually taken as 2. However, in [10] the value of α is considered as 3. This is
because of the cube-root rule, which states that the consumed power is proportional
to the cube of the speed [13].

Apart from the expression of the power function, it is also important to consider
the possible values of the speed of the processor. Many papers that are related
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to speed scaling assume that s can take any real value greater than or equal to
zero ([39], [33]). In some other papers, the processing speed varies in a finite in-
terval ([7], [27], [9]). In reality, there is only a limited discrete set of speeds available.

The papers mentioned above (except [10]) only consider an ideal situation, where
the dynamic power is the main focus and the static power (leakage power) is ignored.
Dynamic power is the power consumed by CMOS when switching the transistors
while static power is the power used when there is no switching of the transistors
([10], [24]). In the design of the early days, dynamic power consumption was far
more than static power consumption. In recent years, however, static power in the
processors produced by some manufacturers have become non-negligible compared
with dynamic power ([10], [24]). Thus it is more precise if the power function is
modified as: P (s) = sα + c, where α > 1 and c is a constant that represents the
static power loss [10]. However, there are still very few papers that study the speed
scaling by taking the static power into account.

2.3 Queueing theoretic approaches

Since this thesis will model processors in data centers using queueing models, we
also give an overview of queueing issues related to energy efficiency.

Papers [20] and [39] both analyzed speed scaling methods from the aspect of queue-
ing system. Furthermore, they utilized the optimization formulation we mentioned
in Section 2.1 to study energy efficiency. In paper [20], the authors derived the opti-
mal solution of energy-performance trade-off for dynamic speed scaling. Then, the
authors of [39] analyzed optimal dynamic speed scaling based on [20]. In addition,
they analyzed the optimal service speed of static and gated static speed scaling to
balance the mean response time and the mean energy usage.

As mentioned earlier, one important issue for the performance in queueing models is
the scheduling policies; therefore, it is important to decide which scheduling policy
is used. In [39], the scheduling policy is PS, while SRPT and HDF (Highest Density
First) scheduling algorithms are studied in [10]. Paper [11] defines HDF as a policy
where the server always serves the jobs with the highest density, and the highest
density implies that the ratio of the weight of a job to its size is the biggest. HDF is
the same as SPT if the weights are the same. In [6], the optimality of speed scaling
related to SRPT, PS and FIFO scheduling is studied and discussed.

Apart from scheduling policies in queueing models, the number of servers in the
queueing system is also an important study issue. Most of the previous papers we
mentioned work mainly on the single-server systems (except [6], [30] and [7]) and
study the interaction between speed scaling and scheduling. However, in practical
applications, there are usually multiple servers. Thus, it is also important to an-
alyze the energy efficiency with respect to multiple servers. Several such kinds of
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papers have appeared in recent years. Paper [17] studied the optimality of policies
for server farm management. In [5] and [15], load balancing is explored under the
situation that there are multiple servers. Optimal load balancing in processor shar-
ing systems for multiple PS servers is discussed in [5]. In [15], the focus is on the
interaction between the gated-static speed scaling and load balancing for multiple
servers. The dynamic dispatching problem in parallel queues (which can be seen as
multiple servers) is considered in [30].

Since the papers mentioned above studied speed scaling under ideal conditions, they
did not take switching delay into account. However, the cost of switching delay can
be very significant. Thus, paper [18] analyzed the M/M/k-FIFO queue with ex-
ponentially distributed setup time (switching delay) and studied the costs of setup
time.

There are some other studies on the performance of the queueing system consider-
ing switching delay, such as [38], [28], and [12]. In [38], a generalized M/G/1-FIFO
queue is considered, and two special cases are discussed with respect to the delay.
It is assumed that the distribution of the switching delay is arbitrary and does not
depend on the service time. Only the second special case is about switching delay,
where the server is idle when the first customer arrives, and he has to wait for some
random delay so that the server turns to the busy state and serves him. The author
examined the transient and asymptotic behavior of M/G/1 queue with switching
delay. Paper [28] also analyzed the M/G/1-FIFO queue. One case considered in
this paper is that there is switching delay when starting an idle server. The authors
concluded that the delay distribution in this case is consisted of two parts. The first
part is the delay in the M/G/1-FIFO queue without switching delay. The second
part is related to the switching delay. In [12], the author discussed the impact of
switching delay and service disciplines on the performance of the M/G/1 queue.
The server has a vacation time after it has served a certain number of customers,
and if the queue is not empty when the server comes back, there will be an extra
delay before the server can serve the customers, which is also the switching delay.
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3 Theoretical background
After examining literature on energy-aware performance of data centers, now we
focus on the theoretical background for the analysis of queueing models in later
sections. Processors in data centers are modeled as queueing models, where the
arriving jobs can be modeled as a stochastic process. Here two common stochas-
tic processes will be presented: Markov processes and regenerative processes. For
Markov processes, the global balance equations (GBE) will be introduced, and two
types of Markov processes, irreducible Markov processes and birth-death processes,
will be discussed. As for the following subsection on regenerative processes, renewal
sequences and processes as well as Wald’s equation will be presented. Afterwards,
the definition of a regenerative process will be given.

More information related to this section can be found in [34], [26], [35], [8], [22], [36]
and [25].

3.1 Markov processes

A stochastic process is a set of random variables X(t), where t is often used to
refer to a time parameter that indexes the random variables. The possible values of
X(t) constitute the state space S of this stochastic process, and the possible values
of parameter t compose the parameter space I. A Markov process is a stochastic
process that satisfies the Markov property, which declares that the future state of a
process is only dependent on its current state, not on its past state.

Let X(t) be a Markov process with state space S. The state transition rate qij is
the rate that the process leaves from state i to state j,

qij ≥ 0, j 6= i and i, j ∈ S.

Let qi denote the rate that the process leaves state i,

qi =
∑
j 6=i

qij.

Let Ti denote the total time that X(t) stays in state i. According to the Markov
property, they are independent random variables that follow the Exp(qi) distribu-
tion. In addition, the probability that X(t) jumps from state i to state j is

pij = qij/qi, j 6= i.

For Markov processes, the long term behavior is usually of special interest. Thus, we
introduce the limiting distribution and equilibrium distribution, which are related
to the long term behavior of Markov processes.

Define πi(t) as the time-dependent probability, which is the probability that a process
is in state i at time t,
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πi(t) = P{X(t) = i}.

Let πi denote the limiting distribution defined by

πi = limt→∞πi(t) = limt→∞P{X(t) = i}.

This limiting distribution satisfies∑
i

πiqij = 0, for all j ∈ S,

which are called the global balance equations (GBE). These equations can be also
written as ∑

j 6=i

πiqij =
∑
j 6=i

πjqji.

If for each i ∈ S, πi satisfies the global balance equations and also the normalization
condition, which is ∑

i∈S

πi = 1,

then it is the equilibrium distribution.

3.1.1 Irreducible Markov processes

Irreducible Markov processes are special types of Markov processes. Before intro-
ducing these processes, we first give two definitions related to them. If the process
can transfer from state i to state j in the state transition diagram, which means the
probability that state i goes to state j is positive, then state j is accessible from
state i (i→ j). Moreover, if i→ j and j → i, then state i and state j communicate.

For a Markov process, if all the states in its state space S communicate with each
other, then it is an irreducible Markov process.

The equilibrium distribution for an irreducible Markov process is unique (whenever
it exists).

3.1.2 Birth-death process

In subsection 3.1.1, a brief introduction to irreducible Markov processes is given.
Now the focus will be on birth-death processes for which S ⊂ {0, 1, 2, ...}. For
a Markov process, if the state transitions happen only between the neighbouring
states, then it is a birth-death process.

Birth-death processes are important in queueing theory. Common queueing models
such as M/M/1, M/M/∞ (we will explain them in later sections) are birth-death
processes. In queueing theory, if a process is modeled as a birth-death process,
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then the state of the process is the number of customers (jobs), and the arrivals
of customers and the departures of customers correspond to "births" and "deaths",
respectively. In birth-death processes, if the current state is i, then there are only
two possibilities for the next state: state i−1 or state i+1. Parameter λi is defined
as the birth rate, which is the transition rate from state i to state i + 1, and µi is
the death rate, which refers to the transition rate from state i to state i− 1.

According to the definition of irreducibility given in subsection 3.1.1, it is obvious
that a birth-death process is irreducible when the birth rates λi > 0 and the death
rates µi > 0 for all i. There are two types of irreducible birth-death processes: an
infinite-state irreducible birth-death process and a finite-state irreducible birth-death
process. Figure 2 shows the state transition diagram of an infinite-state irreducible
birth-death process.

0 1 2 

0 1 2

1 2 3

Figure 2: Infinite-state irreducible birth-death process.

Instead of the global balance equations, in birth-death processes, the so-called local
balance equations (LBE) may be applied, which are:

πiqij = πjqji, for all i, j ∈ S.

Similarly, the normalization condition applies to birth-death processes.

Next, we will derive the equilibrium distribution of the infinite-state irreducible
birth-death processes. By using the local balance equations, we have

πiλi = πi+1µi+1,

which gives

πi+1 =
λi
µi+1

πi.

By utilizing this equation recursively, we get

πi =
λi−1
µi

πi−1

=
λi−1
µi

λi−2
µi−1

πi−2

= · · · · · ·

= π0

i∏
j=1

λj−1
µj

. (1)
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Then one substitutes (1) to the normalization condition,

∑
i∈S

πi = π0
∑
i∈S

i∏
j=1

λj−1
µj

= 1.

When
∑

i∈S
∏i

j=1
λj−1

µj
< ∞, the equilibrium distribution exists. Then, due to the

normalization condition, we have

π0 = (1 +
∞∑
i=1

i∏
j=1

λj−1
µj

)−1.

3.2 Regenerative processes

In addition to Markov processes, there is another type of stochastic processes that
is useful in queueing theory: regenerative processes. A regenerative process has the
property that at certain time points, it will start itself again probabilistically. In
this section, basics of regenerative processes and renewal processes will be presented.

3.2.1 Renewal sequences and processes

First, the definition of renewal sequences and renewal processes will be given. Let
Tn be a sequence of nonnegative and IID random variables and define

{
τ0 = 0,

τn = T1 + ...+ Tn.

Thus, τn is the sequence that sums up the first n random variables of the renewal
sequence Tn, called the sum sequence of Tn.

Now, define a counter process N(t) by{
N(0) = 0,

N(t) =
∑∞

n=1 1{τn≤t}.

Then N(t) is the corresponding renewal process. Figure 3 illustrates the renewal
sequence as well as the associated renewal processes.
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4321

( )N t

1T 2T 3T 4T

Figure 3: Renewal sequence and associated renewal processes.

Below we give an important equation in renewal processes: Wald’s equation. How-
ever, before that, we define the concept of stopping time, which will be used in the
definition of Wald’s equation.

Denote by Tn a renewal sequence, and let N be a random variable. If the occur-
rence of event {N = n} depends only on T1, T2...Tn, then N is called a stopping time.

If the expectation of the renewal sequence Tn, E[T ], as well as the expectation of
the stopping time of the sequence N , E[N ], are finite, then

E[
N∑
n=1

Tn] = E[N ]E[T ]. (2)

Equation (2) is referred to asWald’s equation. According to the definition above, this
equation can be applied only when N is a stopping time for the renewal sequence.

3.2.2 Regenerative processes

Let X(t) be a stochastic process with X(t) > 0 and Tn a renewal sequence. Process
Yn(t) is the nth cycle of process X(t) if

Yn(t) = X(τn−1 + t)1{τn−16t<τn}, (3)

where τn refers to the sum sequence of the renewal sequence Tn.

If the cycles Yn(t) are IID, then process X(t) is a regenerative process with respect to
the renewal sequence Tn. Figure 4 gives an example of a regenerative process. This
figure defines that an idle period starts a cycle and the next idle period ends this
cycle. This kind of a regenerative process will be utilized in the following sections
related to the M/G/1-FIFO queue.
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1 2 3

t

0

1( )Y t 2 ( )Y t 3( )Y t

( )X t

Figure 4: Regenerative process.

IfX(t) is a regenerative process, and Tn is the renewal sequence that has a non-lattice
distribution with a finite mean, E[T ] = E[Tn] < ∞, and f(x) is a non-negative
function defined on [0,∞), then

limt→∞E[f (X(t))] =
E[
∫ T
0
f (X(t)) dt]

E[T ]
. (4)

This equation will be used in the analysis of M/G/1-FIFO queueing models.
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4 Classical performance analysis
The preceding three sections present the background on energy consumption in data
centers, literature related to energy-aware performance in data centers, as well as
theoretical background on stochastic processes. In this section, we will combine
stochastic processes with queueing theory. First we study the characteristics of dif-
ferent queueing models without switching delay. Then we will analyze the properties
of those queueing models with switching delay. At last, we will examine the perfor-
mance of these queueing models with two different switching delay distributions.

More information related to this section can be found in [26], [8] and [37].

4.1 Queueing analysis without switching delay

As specified before, the ideal situation of queueing analysis does not consider switch-
ing delay. Therefore, we first focus on this ideal situation.

Let X(t) denote the queueing process at time t and X the corresponding steady-
state variable. Denote the arrival rate by λ, and the service rate by µ. Then we
define the traffic load ρ = λ/µ. Let Si be the service time of customer i and S a
generic service time. In addition, denote the arrival time of customer i by αi. We
define the inter-arrival time as Ai = αi+1 − αi.

First, we discuss the single server queue, i.e., the M/G/1 queue. In the M/G/1
queue, the number of customers is infinite and customers are independent. In addi-
tion, there are∞ customer places in the system. The inter-arrival times of customers
are IID and exponentially distributed with mean of 1/λ. Service times are IID and
generally distributed with mean of 1/µ. Figure 5 shows the M/G/1 queue model.
If the service times are IID and exponentially distributed, then this queue is an
M/M/1 queue.

λ 
µ 

 

 
∞ 

Figure 5: M/G/1 queue model diagram.

However, if the number of servers is infinite, then it is an M/G/∞ queue. Fig-
ure 6 illustrates an M/G/∞ queue model. Similarly, if service times are IID and
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exponentially distributed, then it is an M/M/∞ queue.

λ 
µ 1 

µ 

 

µ ∞ 

  

 

 

 
∞ 

Figure 6: M/G/∞ queue model diagram.

4.1.1 M/M/1

After introducing two different queueing models briefly, in this section, we will first
analyze the performance of the M/M/1 queue without switching delay. Recall that
X(t) is the queue length of the system at time t, which, in this case, is a Markov
process with the state transition diagram given in Figure 7.

0 1 2 

µ µ µ 

λ λ λ 

Figure 7: M/M/1 state transition diagram.

According to Section 3.1.2, X(t) is an irreducible birth-death process with an infi-
nite state space {0, 1, 2, ...}.

Recall that πi is the equilibrium distribution of the Markov process X(t). According
to the state transition diagram, we apply the local balance equations (LBE):

πiλ = πi+1µ,

from which we get

πi+1 =
λ

µ
πi = ρπi. (5)

By utilizing (5) recursively, we have

πi = ρπi−1

= ρ2πi−2

= ...

= ρiπ0, i = 0, 1, 2, ... (6)
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Substituting (6) to the normalization condition gives
∞∑
i=0

πi = π0

∞∑
i=0

ρi = 1.

(7)

It follows that

π0 =

(
∞∑
i=0

ρi

)−1
=

(
1

1− ρ

)−1
= 1− ρ, if ρ<1. (8)

Combining (6) and (8) gives

πi = ρi(1− ρ), i = 0, 1, 2, ...

Thus, for a stable system (ρ < 1), the equilibrium distribution exists and is a geo-
metric distribution such that X ∼ Geom(ρ). Since πi is the steady-state probability
that the process is in state i, we have

P{X = i} = πi = ρi(1− ρ), i = 0, 1, 2, ... (9)

Equation (9) indicates that the probability that a Markov process is in state i is
only related to the traffic load of the system.

For the mean value and variance of X, we get

E[X] =
ρ

1− ρ
, and D2[X] =

ρ

(1− ρ)2
. (10)

4.1.2 M/G/1-FIFO

Since service disciplines affect the performance of queueing models, in this subsec-
tion, we will discuss the service disciplines in the M/G/1 queue. The first service
discipline we will examine is FIFO. This discipline states that the arriving customers
are served based on the arrival order.

In the M/G/1-FIFO queue, the time duration that there is no customer being served
is called idle period, and the time duration that there are customers being served is
called busy period. One idle period and the following busy period is a busy cycle.

Let I denote the idle period, B the busy period, C the busy cycle, and N the num-
ber of served customers in the busy cycle. In addition, the corresponding symbols
for the nth cycle will be In, Bn, Cn and Nn, respectively. According to Section
3.2.2, the busy cycles Cn in the M/G/1-FIFO are regenerative. Figure 8 shows the
corresponding busy period, idle period and busy cycle.
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t 

1C

1I
1B 2I

( )X t

Figure 8: Busy cycle in the M/G/1-FIFO queue.

Now, we will analyze the performance of the M/G/1 queue under the FIFO service
discipline. First we calculate E[I], E[B], E[C], E[N ].

Since the inter-arrival times are exponentially distributed in the M/G/1-FIFO queue,
according to the memoryless property for exponential distribution, the idle period
has the same distribution as the inter-arrival times, and thus

E[I] =
1

λ
. (11)

In addition, the first busy period B1 is given by

B1 =

N1∑
i=1

Si, (12)

where N1 is the number of customers served in the first busy period taking values
in {i=1, 2,...}, and Si is the service time of customer i. The occurrence of event
{N1 = 1} = {S1 < A1} is totally determined by the pair (S1, A1). Also, event
{N1 = 2} = {S1 > A1, S1 + S2 < A1 + A2} is only dependent on the pairs (S1, A1)
and (S2, A2). Thus N1 is a stopping time with respect to the IID sequence (Si, Ai).
Note that S1, S2,... are IID random variables with mean E[S]. According to Wald’s
equation, we have

E[B] = E[B1]

= E

[
N1∑
i=1

Si

]
= E[N ]E[S]. (13)

As the definition of the busy cycle gives

C1 = B1 + I1, (14)
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we have

E[C] = E[C1] = E[B1] + E[I1] = E[B] + E[I]. (15)

By definition, we have

B1 + I2 =

N1∑
i=1

Ai. (16)

By Wald’s equation, we have

E[C] = E[B] + E[I] = E[B1] + E[I2] = E[N ]E[A] = E[N ]E[I]. (17)

From the equations above, we get

E[N ] =
E[I]

E[I]− E[S]
=

1

1− ρ
, (18)

E[C] = E[N ]E[I] =
1

1− ρ
1

λ
. (19)

Denote the remaining service time of the customer in service at time t by R(t).
Figure 9 illustrates the remaining service time process. Since the busy cycles Cn
are regenerative, the remaining service time process R(t) is also regenerative in each
busy cycle. The busy cycles Cn are IID with non-lattice distributions, and then
from (4), we have

E[R] =
E[
∫ C
0
R(t)dt]

E[C]
. (20)

t 

1S 2S

( )R t

NS

Figure 9: Remaining service time process.

From Figure 9, we get ∫ C

0

R(t)dt =
N∑
i=1

1

2
S2
i . (21)
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By Wald’s equation,

E

[∫ C

0

R(t)dt

]
=

1

2
E[N ]E

[
S2
]

=
E [S2]

2(1− ρ)
. (22)

By substituting (19) and (22) to (20), we get the mean steady-state remaining service
time

E[R] =
E
[∫ C

0
R(t)dt

]
E[C]

=
λ

2
E
[
S2
]
. (23)

Let Wi denote the waiting time of customer i. It satisfies

Wi =

Y w
i∑

j=1

Si−j +R(αi−), (24)

where Y w
i refers to the number of waiting customers that the arriving customer i

sees, R(αi−) refers to the remaining service time seen by the arriving customer i.
Random variable Y w

i is independent of the service times Si−1,...,Si−Y w
i
. By utilizing

the conditioning rule, we get

E[Wi] = E

E
 Y w

i∑
j=1

Si−j|Y w
i

+ E [R(αi−)]

= E [Y w
i E [S]] + E [R(αi−)]

= E [Y w
i ]E[S] + E [R(αi−)] . (25)

According to PASTA, limi→∞Y
w
i has the same distribution as Xw := limt→∞X(t)−

1{X(t)>0}, and limi→∞R(αi−) is distributed as R := limi→∞R(t). Thus, we obtain

E[W ] = E[Xw]E[S] + E[R]

= λE[W ]E[S] + E[R]. (26)

By combining (23) and (26), we have

E[W ] =
E[R]

1− ρ

=
λE [S2]

2(1− ρ)
. (27)
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So, the mean steady-state sojourn time is

E[T ] = E[S] + E[W ]

= E[S] +
λE [S2]

2(1− ρ)
. (28)

Applying Little’s formula, we obtain the mean steady-state queue length

E[X] = λE[T ]

= ρ+
λ2E [S2]

2(1− ρ)
. (29)

Equations (27), (28) and (29) are known as the Pollaczek-Khinchin mean value for-
mulas.

From equation (29) we see that, the mean queue length in the M/G/1-FIFO queue
is affected by the service time distribution.

4.1.3 M/G/1-PS

Apart from FIFO, there are other service disciplines that can be used to model data
centers, such as PS. For the PS service discipline, the customers are served simulta-
neously, and the service capacity is shared evenly among all customers.

According to [25], PS is a work-conserving discipline and the steady-state queue
length distribution of the PS discipline is insensitive to the service time distribution.
Thus, the steady-state queue length distribution of the M/G/1-PS queue is the same
as that in the M/M/1-PS queue. By utilizing the result in Section 4.1.1, we have

P{X = i} = ρi(1− ρ), i = 0, 1, 2, ... (30)

The mean value and variance of the queue length can be obtained by utilizing the
queue length distribution

E[X] =
ρ

1− ρ
, and D2[X] =

ρ

(1− ρ)2
.

4.1.4 M/M/∞

The previous parts in this section discussed the queueing models with a single server.
In this subsection, we will consider an M/M/∞ queue, which has an infinite number
of servers. Recall that the queue length of the system at time t is denoted by X(t),
and it is a Markov process with the state transition diagram given in Figure 10,

0 1 2 

µ 2µ 3µ 

λ λ λ 

Figure 10: M/M/∞ state transition diagram.
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Clearly, X(t) is an irreducible birth-death process with an infinite state space
{0, 1, 2, ...}. Therefore, we can apply the local balance equations,

πiλ = πi+1(i+ 1)µ.

Then we get

πi+1 =
λ

(i+ 1)µ
πi =

ρ

i+ 1
πi. (31)

From (31), we derive,

πi =
ρ

i
πi−1

=
ρ

i
· ρ

i− 1
πi−2

= ...

=
ρi

i!
π0, i = 0, 1, 2, ...

Combining it with the normalization condition gives

∞∑
i=0

πi = π0

∞∑
i=0

ρi

i!
= 1,

resulting in

π0 =

(
∞∑
i=0

ρi

i!

)−1
= (eρ)−1 = e−ρ.

Thus, the equilibrium distribution of X(t) is a Poisson distribution with X ∼
Poisson(ρ), and the probability that the process stays in state i is

P{X = i} = πi =
ρi

i!
e−ρ, i = 0, 1, 2, ...,

with the mean value and variance given by

E[X] = ρ, and D2[X] = ρ.

Then, we obtain the second moment of the queue length

E[X2] = E[X]2 +D2[X] = ρ2 + ρ.

According to [25], the steady-state queue length distribution for the M/M/∞ queue
is insensitive to the service time distribution. Thus, these results can be applied to
the M/G/∞ queue.
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4.2 Queueing analysis with switching delay

Having examined different queueing models without switching delay, now we move
on to the analysis of those queueing models with switching delay. If the system is
empty when the customer arrives, there is a random delay to switch the system to the
busy state. This delay is called switching delay. It may influence the performance of
queueing models. Denote the switching delay by a random variable D. We assume
that switching delays are independent (of everything) and identically distributed.

4.2.1 M/M/1 with exponential switching delay

In the M/M/1 queue with switching delay, we need to consider a two-dimensional
Markov process (X(t), Z(t)), where X(t) is the number of customers in the system
at time t, and Z(t) indicates whether the system is in the switching delay state or
not at time t. When the system is in the switching delay state, Z(t) = 1, otherwise,
Z(t) = 0. Here we assume the switching delay D is exponentially distributed with
mean d = 1

δ
.

The state transition diagram of the Markov process (X(t), Z(t)) is given in Figure 11,

0,0 

1,1 

1,0 

2,1 3,1 

2,0 3,0 

λ 

µ 

δ δ δ 

µ 

µ µ 

λ λ λ 

λ λ λ 

Figure 11: M/M/1 state transition diagram with switching delay.

Denote by πi,j the equilibrium distribution of the M/M/1 queue with switching
delay, i = 0, 1, 2, ..., j = 0, 1. According to the global balance equations, for state
(0,0), we have

π1,0µ = π0,0λ.

For states (i,1), i = 1, 2, ..., we have

π0,0λ = π1,1(λ+ δ),

π1,1λ = π2,1(λ+ δ),

.

.

.

πi−1,1λ = πi,1(λ+ δ).
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By solving the equations above, we get

πi,1 =
λ

λ+ δ
πi−1,1

=

(
λ

λ+ δ

)2

πi−2,1

= ......

=

(
λ

λ+ δ

)i−1
π1,1,

=

(
λ

λ+ δ

)i
π0,0, i = 1, 2, 3, ... (32)

For state (1,0), the global balance equation is

π1,1δ + π2,0µ = π1,0(λ+ µ),

and for states (i,0), it reads as

πi,1δ + πi+1,0µ+ πi−1,0λ = πi,0(λ+ µ), i = 2, 3, ....

In addition, the normalization condition is as follows:

π0,0 +
∞∑
i=1

(πi,0 + πi,1) = 1.

After solving the equations above, we get

π0,0 =
δ

λ+ δ

(
1− λ

µ

)
,

πi,1 = −
δ(λ− µ)

µ

λi

(λ+ δ)i+1
, i = 1, 2, ...,

and

πi,0 =
δ(λ− µ)

µ(δ + λ− µ)

((
λ

λ+ δ

)i
−
(
λ

µ

)i)
, i = 1, 2, ...

With some manipulations, we can get the expectation of the queue length

E[X] =
λ

µ− λ
+
λ

δ
=

ρ

1− ρ
+
λ

δ
. (33)

From the result above, we observe that the mean queue length of the system con-
sists of two parts, ρ/(1− ρ) and λ/δ. The first part, ρ/(1− ρ), equals to the mean
queue length of the M/M/1 system without switching delay. The second part, λ/δ,
is related to the mean of the switching delay. Thus, the impacts of the service time
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and the switching delay on the mean queue length are separated.

By Little’s formula, the mean delay is

E[T ] =
E[X]

λ

=
1

µ− λ
+

1

δ
. (34)

The first part in (34), 1/(µ−λ), is the same as the mean delay in the M/M/1 queue
without switching delay. The second part, 1/δ, equals to the mean of the switching
delay D.

Note that for solving the equations above, the symbolic computing capabilities of
Mathematica were utilized.

4.2.2 M/M/∞ with exponential switching delay

Having analyzed the performance of the M/M/1 queue with exponential switch-
ing delay, now we will study the impact of an exponential switching delay on the
M/M/∞ queue.

In the M/M/∞ queue with switching delay, a similar two-dimensional Markov pro-
cess (X(t), Z(t)) is used, but the state transition diagram is different, which is shown
in Figure 12.

0,0 

1,1 

1,0 

2,1 3,1 

2,0 3,0 

λ 

2µ 

δ δ δ 

µ 

3µ 4µ 

λ λ λ 

λ λ λ 

Figure 12: M/M/∞ state transition diagram with switching delay.

Again, by applying the global balance equation for state (0,0), we get

π1,0µ = π0,0λ. (35)

For states (i,1), i = 1, 2, ..., we have

π0,0λ = π1,1(λ+ δ),

π1,1λ = π2,1(λ+ δ),

.

.

.

πi−1,1λ = πi,1(λ+ δ).

(36)
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By iteratively applying (36), we get

πi,1 =
λ

λ+ δ
πi−1,1

=

(
λ

λ+ δ

)2

πi−2,1

= ......

=

(
λ

λ+ δ

)i−1
π1,1,

=

(
λ

λ+ δ

)i
π0,0, i = 1, 2, 3, ... (37)

For state (1,0), the global balance equation is

π1,1δ + π2,02µ = π1,0(λ+ µ), (38)

and for states (i,0), we have

πi,1δ + πi+1,0(i+ 1)µ+ πi−1,0λ = πi,0(λ+ iµ), i = 2, 3, ... (39)

By substituting (37) to (39), we get

(
λ

λ+ δ
)iπ0,0δ + πi+1,0(i+ 1)µ+ πi−1,0λ = πi,0(λ+ iµ), i = 2, 3, ... (40)

Then substituting (35) to (40) yields

(
λ

λ+ δ
)iπ1,0

µ

λ
δ + πi+1,0(i+ 1)µ+ πi−1,0λ = πi,0(λ+ iµ), i = 2, 3, ...

By evaluating the global balance equations for higher values of i, we deduce that

πi,0 =
λi−1

(∑i−1
n=0 (λ+ δ)i−1−n µnn!

)
i! (λ+ δ)i−1 µi−1

π1,0

=
i−1∑
n=0

n!

i!

(
λ

µ

)i−1−n(
λ

λ+ δ

)n
π1,0

=
i−1∑
n=0

n!

i!

(
λ

µ

)i−n(
λ

λ+ δ

)n
π0,0. (41)

The normalization condition is

π0,0 +
∞∑
i=1

(πi,0 + πi,1) = 1.

By substituting πi,0 and πi,1 to the normalization condition, we have

π0,0 +
∞∑
i=1

((
λ

λ+ δ

)i
π0,0 +

i−1∑
n=0

n!

i!

(
λ

µ

)i−n(
λ

λ+ δ

)n
π0,0

)
= 1.
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Thus,

π0,0

(
1 +

λ

δ
+
∞∑
i=1

i−1∑
n=0

n!

i!

(
λ

µ

)i−n(
λ

λ+ δ

)n)
= 1,

and finally, we get

π0,0 =

(
1 +

λ

δ
+
∞∑
i=1

i−1∑
n=0

n!

i!

(
λ

µ

)i−n(
λ

λ+ δ

)n)−1
. (42)

Asymptotic result

Above we consider the general case of the M/M/∞ queue with switching delay,
where the service speed and the service rate is finite. Here, we will give the asymp-
totic result when µ goes to infinity.

If the service rate µ goes to infinity, the state transition diagram simplifies consid-
erably as shown in Figure 13.

0,0 1,1 2,1 3,1 

λ 

δ 

δ 
δ 

λ λ λ 

 

 

Figure 13: M/M/∞ state transition diagram with switching delay(µ→∞).

By applying the global balance equation, for state (0,0) we get

(π1,1 + π2,1 + ...+ πi,1)δ = π0,0λ, (43)

which equals
(1− π0,0)δ = π0,0λ. (44)

Thus, we get

π0,0 =
δ

λ+ δ
. (45)

For state (i,1), i = 1, 2, ..., the equations are the same as (36) and (37). Thus, we
have

πi,1 =

(
λ

λ+ δ

)i
π0,0

=
δλi

(λ+ δ)i+1
, i = 1, 2, 3, ... (46)
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So, the asymptotic distribution for the M/M/∞ queue with switching delay (with
µ → ∞) is geometric with parameter λ

λ+δ
.

Then, the mean queue length of the system

E[X] =
∞∑
i

iπi,1

=
∞∑
i

i
δλi

(λ+ δ)i+1

=
λ

δ
. (47)

Note that the asymptotic value for the mean queue length is only related to λ and
δ.

4.2.3 M/G/1-FIFO with switching delay

In the M/G/1-FIFO queue with switching delay, we use the same symbols as in the
M/G/1-FIFO queue without switching delay. In addition, define D as the switching
delay. As said in Section 4.1.2, the busy cycles in the M/G/1-FIFO queue without
switching delay are regenerative. This still applies to the M/G/1-FIFO queue with
switching delay. Figure 14 illustrates the first busy cycle. From Figure 14, we see
that the switching delay D will affect the busy periods and busy cycles. Moreover,
it will have an impact on the number of customers served in the busy cycle.

t 

1C

1I

1B

2I

( )X t

D

Figure 14: Busy cycle in the M/G/1-FIFO queue with switching delay.

Similarly as before, we first calculate E[I], E[B], E[C], E[N ]. The inter-arrival times
are exponentially distributed in the M/G/1-FIFO queue. Due to the memoryless
property of exponential distribution, the idle period has the same distribution as
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the inter-arrival times. The switching delay D will not influence the mean of the
idle period, so

E[I] =
1

λ
. (48)

Due to the effect of the switching delay, the first busy period B1 becomes as:

B1 =

N1∑
i=1

Si +D. (49)

Similarly as in Section 4.1.2, event {N1 = 1} = {D+S1 < A1} depends only on the
pair (S1, A1) and the switching delay D. Moreover, event {N1 = 2} = {D + S1 >
A1, D + S1 + S2 < A1 + A2} is totally determined by the pairs (S1, A1), (S2, A2)
and the switching delay D. Thus, N1 is a stopping time with respect to D and IID
sequence (Si, Ai). Then, according to Wald’s equation, we get

E[B] = E[B1]

= E

[
N1∑
i=1

Si +D

]
= E[N ]E[S] + E[D]. (50)

By definition,

E[C] = E[C1] = E[B1] + E[I1] = E[B] + E[I], (51)

and

B1 + I2 =

N1∑
i=1

Ai. (52)

By Wald’s equation, we get

E[C] = E[B] + E[I] = E[B1] + E[I2] = E[N ]E[A] = E[N ]E[I]. (53)

From the equations above, we get

E[N ] =
E[D] + E[I]

E[I]− E[S]
=

1 + λE[D]

1− ρ
, (54)

E[C] = E[N ]E[I] =
1 + λE[D]

1− ρ
1

λ
. (55)

Similarly as in Section 4.1.2, the waiting time of customer i satisfies

Wi =

Y w
i∑

j=1

Si−j +R(αi−), (56)

and it follows that
E[W ] =

E[R]

1− ρ
.
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The remaining service time process R(t) is regenerative in each busy cycle so that

E[R] =
E
[∫ C

0
R(t)dt

]
E[C]

. (57)

t 

2S1S D

( )R t

NS

Figure 15: Remaining service time process in the M/G/1-FIFO queue with switching
delay.

Figure 15 shows the remaining service time process. We can observe from Figure 15
that ∫ C

0

R(t)dt =
N∑
i=2

S2
i

2
+

(D + S1)
2

2
=

N∑
i=1

S2
i

2
+ S1D +

D2

2
. (58)

Thus, by Wald’s equation

E

[∫ C

0

R(t)dt

]
=

E[N ]E [S2]

2
+ E[S]E[D] +

E [D2]

2

=
E [S2] (1 + λE[D])

2(1− ρ)
+ E[S]E[D] +

E [D2]

2
. (59)

By substituting (59) to (57), we get

E[R] =
E
[∫ C

0
R(t)dt

]
E[C]

=
1

2
λE
[
S2
]
+
E[D]ρ(1− ρ)
1 + λE[D]

+
λE [D2] (1− ρ)
2(1 + λE[D])

. (60)

Thus, we get

E[W ] =
E[R]

1− ρ

=
λE [S2]

2(1− ρ)
+

E[D]ρ

1 + λE[D]
+

λE [D2]

2(1 + λE[D])
. (61)
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Let S̃ denote the effective service time of a customer defined by

S̃ = S +D · 1{the customer is the first one in a busy period}. (62)

According to Little’s formula:

E[X] = λ
(
E[S̃] + E[W ]

)
, (63)

where

E[S̃] = E[S] + E[D]P {the customer is the first one in a busy period}

= E[S] + E[D]
1

E[N ]

= E[S] + E[D]
1− ρ

1 + λE[D]
. (64)

Thus, we obtain

E[X] = λ

(
E[S] +

λE [S2]

2(1− ρ)
+

E[D]

1 + λE[D]
+

λE [D2]

2(1 + λE[D])

)
. (65)

From (65), we can see that in the M/G/1-FIFO queue with switching delay, the
mean queue length is sensitive to the service time distribution. Another important
observation is that the impacts of service time S and switching delay D on the mean
queue length are separated.

Again, applying Little’s formula, we get the mean delay is

E[T ] =
E[X]

λ

= E[S] +
λE [S2]

2(1− ρ)
+

E[D]

1 + λE[D]
+

λE [D2]

2(1 + λE[D])
. (66)

The first part in (66), E[S]+λE [S2] /2(1−ρ), is the same as the mean delay in the
M/G/1-FIFO queue. The second part, E[D]/(1 + λE[D]) + λE [D2] /2(1 + λE[D]),
is related to the switching delay D.

4.2.4 Examples of M/M/1-FIFO with switching delay

Section 4.2.3 studies the M/G/1-FIFO queue with switching delay. Now in this
part, we will examine the effect of switching delay with different distributions. We
will present two special cases for the M/M/1-FIFO queue, where S ∼ Exp(µ),
E[S] = 1/µ, and E[S2] = 2/µ2. Then, according to (65), we have

E[X] = λ

(
1

µ
+

λ 2
µ2

2 (1− ρ)
+

E[D]

1 + λE[D]
+

λE[D2]

2 (1 + λE[D])

)

= ρ+
ρ2

1− ρ
+

λE[D]

1 + λE[D]
+

λ2E[D2]

2 (1 + λE[D])

=
ρ

1− ρ
+

λE[D]

1 + λE[D]
+

λ2E[D2]

2 (1 + λE[D])
. (67)
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1. If the switching delay is deterministic and the mean value is d, then E[D] = d,
E[D2] = d2, the mean queue length

E[X] =
ρ

1− ρ
+

λd

1 + λd
+

λ2d2

2(1 + λd)

=
ρ

1− ρ
+

λd

1 + λd

(
1 +

λd

2

)
. (68)

2. If the switching delay is exponentially distributed, D ∼ Exp(δ) with d = 1
δ
,

then E[D] = 1
δ
= d, E[D2] = 2

δ2
= 2d2,

E[X] =
ρ

1− ρ
+

λd

1 + λd
+

λ2d2

1 + λd

=
ρ

1− ρ
+
λd(1 + λd)

1 + λd

=
ρ

1− ρ
+ λd. (69)

This result corresponds to the mean queue length of (33) in Section 4.2.1,
where the switching delay is also exponentially distributed.

Since in the M/M/1 queue, the results are insensitive to the service disciplines,
these results for the M/M/1-FIFO queue with switching delay are also valid for the
M/M/1-PS queue with switching delay.
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5 Energy-aware performance analysis
Previous section analyzes the queueing models in a classic way, which does not take
into account the energy-aware cost of those queueing systems. In this section, how-
ever, we will consider the average energy-aware cost in queueing models with three
different speed scaling methods, which are the static speed scaling, the gated static
speed scaling and the linear speed scaling. Recall from Section 1.2, for static speed
scaling, the processor always runs at a constant optimal speed. For the gated static
speed scaling, if there is no job in the system, the service speed is zero. Otherwise,
the processor also runs at a constant optimal speed. The linear speed scaling adjusts
the processing speed linearly to the number of jobs in the system.

Similarly as in Section 4, we will first analyze the energy-aware performance of dif-
ferent queueing models without switching delay. Then, we take switching delay into
account and conduct a similar analysis.

5.1 Energy-aware schemes without switching delay

We first consider the situation without switching delay. Recall that λ is the arrival
rate, µ is the service rate, and the traffic load ρ = λ/µ. Let S refer to a generic ser-
vice time. Denote by s the service speed, and by Y the size of a job with E[Y ] = m.
It follows that S = Y/s, and E[S] = E[Y ]/s = m/s = 1/µ. Define r = λm. Thus,
we have ρ = λ/µ = λm/s = r/s.

Recall that we defineX(t) as the queueing process at time t andX as the correspond-
ing steady-state variable. As mentioned in Sections 2.1 and 2.2, the energy-aware
cost model is as follows: with a fixed service speed s, costs are accumulated with
rate X(t) + sα/β, where α > 1 and β is the parameter converting power units to
time units. Denote by z the average energy-aware cost per unit time.

The average energy-aware cost per unit time in the static system is clearly

zstatic = E[X] +
sα

β
. (70)

In the gated system, we need to consider the probability that the system is busy,
thus

zgated = E[X] +
E[1{X>0}s

α]

β

= E[X] +
sα

β
P{X > 0}. (71)

For the linear system, the server speed is linear with respect to the queue length,
which means sn = ns when there are n jobs in the system. Thus, the average cost
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per unit time can be written as

zlinear = E[X] +
E [(sX)

α]

β

= E[X] +
E [(sX)α]

β
. (72)

Define the energy-aware load as γ = r/β1/α, where parameters α, β will affect the
workload.

5.1.1 M/G/1-PS queue with static speed scaling

In the static system, an optimal constant service speed is chosen to minimize the
average energy cost. According to Section 4.1.3, the mean queue length in the
M/G/1-PS queue E[X] = ρ/(1 − ρ). Thus, the average cost per unit time in the
static system can be written as

zstatic =
ρ

1− ρ
+
sα

β

=
r
s

1− r
s

+
sα

β

=
r

s− r
+
sα

β
. (73)

Equation (73) shows that, for the M/G/1-PS queue, the average cost is insensitive
to the service time distribution.

We obtain the optimal solution of (73) by taking the derivative with respect to s
and solving

αs−1+α

β
− r

(s− r)2
= 0 and s > r. (74)

This condition can be written as

αs−1+α(s− r)2 = rβ and s > r. (75)

When α = 2, (75) becomes
2s(s− r)2 = rβ. (76)

We can prove that this equation has only one root when s > r. Denote f(s) =
2s(s − r)2 − rβ. Take the derivative of f(s), f ′(s) = 4s(s − r) + 2(s − r)2. This
derivative function is positive when s > r. So f(s) is an increasing function in the
range [r,∞). In addition, f(r) = −βr < 0, and f(s) → ∞ as s → ∞. Thus, f(s)
has only one root in [r,∞).
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Now we prove that zstatic is only a function of γ when α = 2. If α = 2, γ = r/
√
β.

By (73), we get

zstatic =

r√
β

s√
β
− r√

β

+

(
s√
β

)2

=
γ

s̃− γ
+ s̃2, (77)

where s̃ = s√
β
.

In addition, (76) can be written as

2s√
β

(
s√
β
− r√

β

)2

=
r√
β
. (78)

Thus, 2s̃ (s̃− γ)2 = γ. Clearly, zstatic is only related to γ.

5.1.2 M/G/1-FIFO queue with static speed scaling

In this section, we examine the average energy-aware cost in the M/G/1-FIFO queue
with static speed scaling.

From (29) in Section 4.1.2, we have E[X] = ρ+
λ2E[S2]
2(1−ρ) for the M/G/1-FIFO queue.

Thus, the average cost per unit time is

zstatic = ρ+
λ2E[S2]

2(1− ρ)
+
sα

β

=
r

s
+

λ2E[S2]

2
(
1− r

s

) + sα

β

=
r

s
+
sλ2E[Y 2]

s2

2(s− r)
+
sα

β

=
r

s
+

λ2E[Y 2]

2s(s− r)
+
sα

β
. (79)

In Section 5.1.1, we observed that the average cost in the M/G/1-PS queue is in-
sensitive to the service time distribution. For the M/G/1-FIFO queue, however, the
average cost is affected by the service time distribution.

Because S = Y/s, where s is constant, the service time S and the size of the job
Y have the same distribution type. If Y is exponentially distributed, Y ∼ Exp( 1

m
)
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with E[Y ] = m and E[Y 2] = 2m2, then

zstatic =
r

s
+

λ2m2

s(s− r)
+
sα

β

=
r

s
+

r2

s(s− r)
+
sα

β

=
r

s− r
+
sα

β
. (80)

We observe that the average cost for the M/M/1-FIFO queue in static system is the
same as that for M/G/1-PS queue.

If Y is deterministic, Y ∼ Det(m), then, E[Y ] = m and E[Y 2] = m2, and we have

zstatic =
r

s
+

λ2m2

2s(s− r)
+
sα

β

=
r

s
+

r2

2s(s− r)
+
sα

β

=
r

s− r
− r2

2s(s− r)
+
sα

β
. (81)

By comparing (80) with (81), we find out that the average cost for the M/M/1-FIFO
queue in the static system is larger than that for the M/D/1-FIFO queue.

Similarly as in Section 5.1.1, we optimize (81) and get the following conditions for
the optimal speed s:

r

2

(
1

(s− r)2
+

1

s2

)
=
αs−1+α

β
and s > r. (82)

When α = 2, (82) can be written as

r

2

(
1

(s− r)2
+

1

s2

)
=

2s

β
and s > r. (83)

By substituting (83) to (81), we can get the optimal average energy-aware cost for
the M/D/1-FIFO queue.

5.1.3 M/G/1-PS queue with gated static speed scaling

After studying the average energy-aware cost in static systems, now we analyze
the average cost in gated systems. For the gated system, the energy-aware cost is
incurred only when the server is busy. According to (30) in Section 4.1.3, for the
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M/G/1-PS queue, the probability that the system is busy is P{X > 0} = ρ. Thus,
the average cost per unit time in the gated system can be written as

zgated =
ρ

1− ρ
+
sα

β
ρ

=
r
s

1− r
s

+
sα

β

r

s

=
r

s− r
+ r

sα−1

β
. (84)

Equation (84) shows that the average cost in the gated static system for the M/G/1-
PS queue is also insensitive to the distribution of the service time.

Similarly as in Section 5.1.1, we take the derivative of (84). The optimal value of s
clearly satisfies

r(−1 + α)s−2+α

β
− r

(s− r)2
= 0 and s > r. (85)

This can be expressed as

β = sα−2(−1 + α)(s− r)2 and s > r. (86)

When α = 2, the equation becomes s = r+
√
β. We substitute it to (84), and obtain

zgated =
r

s− r
+ r

s

β

=
r√
β
+ r

r +
√
β

β

= 2
r√
β
+
r2

β

= 2γ + γ2

= γ(2 + γ). (87)

Obviously, it is only a function of γ.

5.1.4 M/G/1-FIFO queue with gated static speed scaling

The previous section analyzed the average energy-aware cost in the gated static
system for the M/G/1-PS queue. Here we examine the energy performance for the
M/G/1-FIFO queue.

As already mentioned, for the M/G/1-FIFO queue, the mean queue length E[X] =
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ρ+
λ2E[S2]
2(1−ρ) . Thus, we obtain

zgated = ρ+
λ2E[S2]

2(1− ρ)
+
sα

β
ρ

=
r

s
+
sλ2E[Y 2]

s2

2(s− r)
+
sα

β

r

s

=
r

s
+

λ2E[Y 2]

2s(s− r)
+ r

sα−1

β
. (88)

Obviously, the average cost in the gated system for the M/G/1-FIFO queue also
depends on the service time distribution.

For the M/M/1-FIFO queue where Y is exponentially distributed, Y ∼ Exp( 1
m
),

E[Y ] = m, and E[Y 2] = 2m2, we have

zgated =
r

s
+

λ2m2

s(s− r)
+ r

sα−1

β

=
r

s
+

r2

s(s− r)
+ r

sα−1

β

=
r

s− r
+ r

sα−1

β
. (89)

We also observe that the average cost for the M/M/1-FIFO queue and M/G/1-PS
queue in the gated system are the same.

If Y is deterministic with Y ∼ Det(m), E[Y ] = m, and E[Y 2] = m2, then

zgated =
r

s
+

λ2m2

2s(s− r)
+ r

sα−1

β

=
r

s
+

r2

2s(s− r)
+ r

sα−1

β

=
r

s− r
− r2

2s(s− r)
+ r

sα−1

β
. (90)

Obviously, the average cost for the M/M/1-FIFO queue in the gated system is larger
than that for the M/D/1-FIFO queue.

Again, we conclude that the average cost for the M/G/1-PS queue in the gated
system is insensitive to the service time distribution, while for the M/G/1-FIFO
queue, the service time distribution will affect the average cost.

By taking the derivative of (90) with respect to s, we get the following conditions
for the optimal speed s:
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r

2

(
1

s2
+

1

(s− r)2

)
=
r(−1 + α)sα−2

β
and s > r. (91)

When α = 2, the conditions can be written as

1

s2
+

1

(s− r)2
=

2

β
and s > r. (92)

By solving (92), we get

s =
1

2

(
r +

√
r2 + 2

(
β +

√
β(2r2 + β)

))
. (93)

Again, we get the optimal average energy-aware cost for the M/D/1-FIFO queue by
substituting (93) to (90).

5.1.5 Linear system

Since the server speed is a linear function of the queue length in the linear system,
it can be viewed as an M/G/∞ model. According to (72), the average energy-aware
cost is

zlinear = E[X] +
E [(sX)α]

β

When α = 2, the average cost per unit time can be written as

zlinear = E[X] +
E
[
(sX)2

]
β

= E[X] +
s2E [X2]

β
. (94)

Note that here s refers to s1, which represents the service speed of the system when
there is only one job in the queue.

According to Section 4.1.4, the mean queue length in the M/G/∞ queue E[X] = ρ.
The second moment of the queue length E[X2] = ρ2 + ρ. Thus, we get

zlinear = ρ+
s2(ρ+ ρ2)

β

=
r

s
+
s2
(
r
s
+ r2

s2

)
β

=
r

s
+
rs+ r2

β
(95)
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The optimal speed unit s satisfies −r
s2

+ r
β
=0, which implies that s =

√
β. Note that

the optimal s is independent of r. In addition, we get

zlinear =
r2

β
+ 2

r√
β

= γ2 + 2γ. (96)

We see that when α = 2, the optimal average cost in the linear system is the same
as that in the gated system with the PS discipline.

5.2 Energy-aware schemes with switching delay

After examining the average energy-aware cost in different queueing models without
switching delay, in this section, we will analyze the energy-aware cost with switch-
ing delay. The M/M/1 queue and the M/M/∞ queue with switching delay will be
considered. Meanwhile, the average cost with different switching delay distributions
will be calculated. Since in static system the service speed is always nonzero re-
gardless of the traffic load of the system, there is no switching delay for the static
system. We only consider gated and linear systems with switching delay.

Recall from Section 4.2.1 that X(t) refers to the number of customers in the system
at time t, and Z(t) indicates whether the system is in the switching delay state or
not at time t.

Similarly as in Section 5.1, we first give the expression of the average cost for the
gated and static systems with switching delay.

For the gated system, we assume that the switching delay will not consume energy,
thus

zgated = E[X] + E[1{X>0,Z=0}
sα

β
]

= E[X] +
sα

β
E[1{X>0,Z=0}]

= E[X] +
sα

β
P{X > 0, Z = 0}. (97)

For the linear system, we also assume that the switching delay does not consume
energy. So, the average cost is

zlinear = E[X] +
E
[
1{X>0,Z=0} (sX)α

]
β

. (98)

5.2.1 M/M/1 queue with gated speed scaling

When considering switching delay in the gated system, we also need to think about
whether switching delay will cost energy or not. If switching delay does not cost
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energy, then the energy cost is incurred only during the time the sever is busy and
the system is not in the switching delay state, i.e. X > 0 and Z = 0. According to
Section 4.2.3, the system is consuming energy with probability

P{X > 0, Z = 0} =
E[B]− E[D]

E[C]

=
E[N ]E[S]

E[C]

=
E[S]

E[I]

= λE[S]

= ρ. (99)

In this thesis, we only consider the case that the switching delay does not consume
energy.

For the gated M/M/1 queue with switching delay, we have

zgated =
ρ

1− ρ
+

λE[D]

1 + λE[D]
+

λ2E[D2]

2(1 + λE[D])
+
sα

β
ρ

=
ρ

1− ρ
+

λE[D]

1 + λE[D]
+

λ2E[D2]

2(1 + λE[D])
+
sα

β

r

s

=
ρ

1− ρ
+

λE[D]

1 + λE[D]
+

λ2E[D2]

2(1 + λE[D])
+ r

sα−1

β
. (100)

Since we assume switching delay does not consume energy, the impact of switching
delay is only on the mean queue length. In the following, we analyze the impact of
switching delay distribution on the average cost.

If D ∼ Exp(δ) with E[D] = 1
δ
= d, then, we have

zgated =
ρ

1− ρ
+ λd+ r

sα−1

β

=
r

s− r
+
rd

m
+ r

sα−1

β
. (101)

If D ∼ Exp(1/(ks)) with E[D] = ks, then

zgated =
ρ

1− ρ
+ λks+ r

sα−1

β

=
r

s− r
+
rks

m
+ r

sα−1

β
. (102)

If D ∼ Det(d) with E[D] = d, we have

zgated =
ρ

1− ρ
+

λd

1 + λd

(
1 +

λd

2

)
+ r

sα−1

β

=
r

s− r
+

rd

m+ rd

(
1 +

rd

2m

)
+ r

sα−1

β
. (103)
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If D ∼ Det(ks) with E[D] = ks and k is a constant, then

zgated =
ρ

1− ρ
+

λks

1 + λks

(
1 +

λks

2

)
+ r

sα−1

β

=
r

s− r
+

rks

m+ rks

(
1 +

rks

2m

)
+ r

sα−1

β
. (104)

5.2.2 M/G/1-FIFO queue with gated speed scaling

If the service time is generally distributed, then the average energy-aware cost in
the gated M/G/1-FIFO queue with switching delay is

zgated = λ

(
E[S] +

λE[S2]

2(1− ρ)
+

E[D]

1 + λE[D]
+

λE[D2]

2 (1 + λE[D])

)
+
sα

β
P{X > 0, Z = 0}

= λ

(
E[S] +

λE[S2]

2(1− ρ)
+

E[D]

1 + λE[D]
+

λE[D2]

2 (1 + λE[D])

)
+
sα

β
ρ

=
r

m

(
E[Y ]

s
+

rE[Y 2]

2ms(s− r)
+

mE[D]

m+ rE[D]
+

rE[D2]

2(m+ rE[D])

)
+
sα−1r

β
. (105)

which is also affected by the distribution of the service time and the switching delay.

Note that for the switching delay distributed as D ∼ Exp(δ) and D ∼ Det(d), the
optimal s is the same as that for the system without switching delay(determined by
s = r +

√
β).

If the service time is deterministic distributed, we have E[Y ] = m, E[Y 2] = m2.
When α = 2, the average cost for the M/D/1-FIFO queue is

zgated =
r

m

(
m

s
+

rm

2s(s− r)
+

mE[D]

m+ rE[D]
+

rE[D2]

2(m+ rE[D])

)
+
sr

β
. (106)

If D ∼ Det(d) with E[D] = d, we have

zgated =
r

m

(
m

s
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rm

2s(s− r)
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m+ rd
+

rd2

2(m+ rd)

)
+
sr
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s
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r2
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r2d2

2m(m+ rd)
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sr
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=
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s− r
− r2

2s(s− r)
+

rd

m+ rd
+

r2d2

2m(m+ rd)
+
sr

β
. (107)

Obviously, the impact of switching delay and the service time are also separated.
Thus, the optimal s satisfies (93) in Section 5.1.4.
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If D ∼ Det(ks) with E[D] = ks, then

zgated =
r

m
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. (108)

For this case, the switching delay is dependent on the service time. Thus, the optimal
service speed s is different from the previous one.

5.2.3 Linear system

In the linear system, we also only consider the case where the switching delay does
not consume energy. Then, energy is consumed only during the time the server is
busy and the system is not in the switching delay state.

Assume the switching delay is exponentially distributed. Then according to Section
4.2.2, we have

πi,1 =

(
λ

λ+ δ

)i
π0,0, i = 1, 2, 3, ...,

πi,0 =
i−1∑
n=0

n!

i!

(
λ

µ

)i−n(
λ

λ+ δ

)n
π0,0,

π0,0 =

(
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δ
+
∞∑
i=1

i−1∑
n=0

n!

i!

(
λ

µ

)i−n(
λ

λ+ δ

)n)−1
.

The mean queue length of the linear system with switching delay is

E[X] =
∞∑
i=1

i (πi,0 + πi,1)

=

∑∞
i=1

(∑i−1
n=0

n!
(i−1)!

(
λ
µ

)i−n (
λ
λ+δ

)n
+ i
(

λ
λ+δ

)i)
1 + λ

δ
+
∑∞

i=1

∑i−1
n=0

n!
i!

(
λ
µ

)i−n (
λ
λ+δ

)n . (109)

For the convenience of numerical evaluation, we express the mean queue length in
the form of the service speed and mean job size. Recall that µ = s/m, thus

E[X] =

∑∞
i=1

(∑i−1
n=0

n!
(i−1)!

(
λm
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)i−n ( λ
λ+δ

)n
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(

λ
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)i)
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δ
+
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i=1

∑i−1
n=0

n!
i!

(
λm
s

)i−n ( λ
λ+δ

)n . (110)
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Numerical evaluation

For numerical analysis, we assume α = 2. Then, by (98) in Section 5.2, the average
cost for the linear system

zlinear = E[X] +
E[1{X>0,Z=0}(sX)2]

β

= E[X] +
E[1{X>0,Z=0}s

2X2]

β

= E[X] +
s2E[1{X>0,Z=0}X

2]

β
.

The calculation of E[1{X>0,Z=0}X
2] is as follows,

E[1{X>0,Z=0}X
2] =

∞∑
i=1

i2πi,0

=
∞∑
i=1

i2
(∑i−1

n=0
n!
i!

(
λm
s

)i−n ( λ
λ+δ

)n)
1 + λ

δ
+
∑∞

i=1

∑i−1
n=0

n!
i!

(
λm
s

)i−n ( λ
λ+δ

)n .
Since it is impossible to take the value of i to infinity for numerical evaluation,
we define imax as the maximum value that is suitable for the numerical evaluation.
First, we consider the numerical evaluation of the mean queue length. According
to the calculation of Mathematica, when imax is 20 and 100, the numerical value of
the mean queue length is practically the same for sufficiently large s. Thus, we take
imax = 20 for the numerical evaluation. In addition, let λ = 2, δ = 1 and m = 1.
From Figure 16a we see that the mean queue length first goes down as s increases,
but when it reaches the minimum point, it begins to increase and asymptotically
approaches a constant value λ/δ. This result corresponds to (47) in Section 4.2.2.
Numerically, we find that when s = 6.76851, the minimum queue length equals
1.98087.

Now, we evaluate the mean energy-aware cost numerically. From Section 4.2.2, we
can argue that

E[1{X>0,Z=0}X
2]→ 0, (111)

when s goes infinity. However, it seems that as s goes to infinity, the average cost
E[X] +

s2E[1{X>0,Z=0}X
2]

β
goes to infinity. By taking imax = 100, λ = 2, δ = 1, m = 1

and β = 1, we get Figure 16b, which demonstrates that the mean energy-aware cost
in the linear system goes to infinity as s goes to infinity. The minimum average cost
is 8.83805, when s is 0.669966.
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Figure 16: Numerical evaluation for the M/M/∞ queue.
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6 Numerical results
In this section, we will give numerical results related to the analysis in Section 5.
For convenience, we assume α = 2.

6.1 M/G/1-PS queue without switching delay

Firstly, we study the M/G/1-PS queue for the three different speed scaling schemes
without switching delay. As mentioned in Section 5.1.5, the optimal average energy-
aware costs in the gated static system and linear system for the M/G/1-PS queue are
the same. Thus, we only consider the static system and the gated static system here.

We first plot the average energy-aware cost per time unit, z, versus r with different
β values, β = 0.1, 1, 10, which is shown in Figure 17. According to Figure 17, with
the same r value, when β increases, which means the relative weight of the perfor-
mance part increases, the average cost decreases. Obviously, the optimal average
energy-aware cost in the static system is larger than that in the gated static system
regardless of the traffic load r.
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Figure 17: Average energy-aware cost per time unit z versus r for the M/G/1-PS
queue.

Next, we plot the ratios zstatic
r

and zgated
r

as a function of r with β equal to 0.1,1,10,
respectively. As z is the average cost per time unit, r is measured in cycles per time
unit, thus, the ratio z

r
is the average cost per cycle. The result is presented in Figure

18.

From Figure 18, we can see that with the same β value, when the traffic load r
increases, the ratio increases linearly in the gated system. This can be verified by
applying (84), which implies that zgated

r
= 1

s−r +
s
β
. Since the optimal value of s

satisfies s = r +
√
β, and thus, zgated

r
= 2√

β
+ r

β
. This equation is clearly a linear

function of r.

For the static system, there is a decrease at first, and then the ratio increases as r
increases. Thus, there is a minimum optimal value r for the ratio z/r. We can also
explain this phenomenon by utilizing (73). For any fixed s, we have zstatic

r
= 1

s−r+
s2

rβ
.

By taking roots for the derivative of zstatic
r

, we get two solutions: r = s2

s±
√
β
. Since
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s > r > 0 for the optimal values of s, if r = s2

s−
√
β
, we have 0 < −

√
β. This is

impossible and thus there is only one root for the derivative of zstatic/r from the
range [0,∞). When 0 < r < s2

s+
√
β
, the derivative of zstatic/r is smaller than zero,

and when r > s2

s+
√
β
, the derivative of zstatic/r is greater than zero. As r → 0,

zstatic/r → ∞, and thus, the ratio zstatic/r decreases when 0 < r < s2

s+
√
β
, and it

increases when r > s2

s+
√
β
.

In order to compare the gain of the average cost in the gated system, we plot the
ratio zgated

zstatic
as a function of r, which is shown in Figure 19. As can be seen in Figure

19, the gated system performs better with light traffic load. As the traffic load
increases, the ratio approaches 1 and the gain disappears. In addition, with larger
β value, the relative weight of the performance part is higher, and the ratio zgated

zstatic
is

smaller.
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Figure 18: Ratio z/r versus r for the M/G/1-PS queue.
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Figure 19: Gain zgated/zstatic versus r with different β values for the M/G/1-PS
queue.

6.2 M/D/1-FIFO queue without switching delay

In Section 6.1, we studied the average energy-aware cost for the M/G/1-PS queue
without switching delay. In this section, however, we will analyze the energy-aware
performance for the M/D/1-FIFO queue without switching delay. Similarly as in
Section 6.1, we plot the average cost z, the ratio z/r as well as the ratio zgated/zstatic



47

versus the traffic load r. The results are shown in Figures 20, 21 and 22, respectively.

By comparing the results with those in Section 6.1, we can find out that the aver-
age energy-aware cost for the M/D/1-FIFO queue without switching delay behaves
similarly to that in the M/G/1-PS queue without switching delay.
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Figure 20: Average energy-aware cost per time unit z versus r for the M/D/1-FIFO
queue.
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Figure 21: Ratio z/r versus r for the M/D/1-FIFO queue.
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Figure 22: Gain zgated/zstatic versus r with different β values for the M/D/1-FIFO
queue.

6.3 M/M/1 and M/M/∞ queues with switching delay

In the previous two sections, we analyzed the average energy-aware cost without
switching delay. In this section, we will study the impact of switching delay on the
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average energy-aware cost. As mentioned in 5.2, there is no switching delay for the
static system. Thus, we consider the ratio of the average cost of the gated system
with switching delay and that of the static system without switching delay, as well
as that for the linear system with switching delay and the static system without
switching delay.

Here, we only study two different cases. The first case is that the switching delay
is exponentially distributed with D ∼ Exp(δ), where δ = 1

d
and d is independent

of the service speed s. The second case is that the switching delay is exponentially
distributed with D ∼ Exp(1/s). For the first case, we take two different d values,
d = 1, d = 10, to compare the impact of switching delay. The results are shown in
Figures 23 and 24.

As can be seen from Figure 23, with the same value of β, the ratios zgated/zstatic
and zlinear/zstatic are larger with switching delay d = 10 than that with d = 1. The
performance of the linear system is always better than that for the gated system.
With the same value of d, the ratios increase as β increases. For the system with
switching delay d = 10, the ratios are always larger than 1, which means that the
performance of the gated and linear system is not good with long switching delay
regardless of the traffic load. In fact, the ratios approach 0 when the traffic load
approaches 0. This is because when r → 0, there are typically no customers to be
served, no switching delay and the system is not using energy. However, the static
system always runs at some fixed rate for any positive value of load. Thus, the ratio
of the average costs for the gated and linear system approach 0 when r → 0. When
the traffic load is light, for β = 0.1 and β = 1, the ratios are less than 1, but when
β = 10, the ratios are larger than 1 even when the traffic load is light.
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Figure 23: Gain zgated/zstatic and zlinear/zstatic versus r with different β values for
M/M/1 and M/M/∞ queues, E[D] = d. Yellow curve: zgated/zstatic for d = 10.
Green curve: zlinear/zstatic for d = 10. Blue curve: zgated/zstatic for d = 1. Red curve:
zlinear/zstatic for d = 1.

Finally we consider the case where the mean switching delay is positive and pro-
portional to speed s, E[D] = ks, where we have assumed that k = 1. As can be
observed from Figure 24, the performance of linear system is better than that in the
gated system. With light traffic load, when β is small, the energy part has higher
relative weight, the linear system performs better than the static system. With
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β = 10, however, the performance of the linear system is worse than that of the
static system. For the linear system, the ratio is approaching 1 as the traffic load
becomes heavy. This is because when the traffic load is heavy, there is small chance
that the system is switched to the idle state, thus, switching delay has little affect
on the performance of the system.
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Figure 24: Gain zgated/zstatic and zlinear/zstatic versus r with different β values for
M/M/1 and M/M/∞ queues, E[D] = s. Blue curve: zgated/zstatic. Red curve:
zlinear/zstatic.

6.4 M/D/1-FIFO queue with switching delay

In the previous section, we studied the average cost for queueing systems with expo-
nentially distributed service time. In this section, we will consider service time that
has deterministic distribution. We consider two situations. For the first situation,
the switching delay is independent of the service time, and for the second case, the
switching delay is linear to the service time. Similarly as in Section 6.3, we plot the
ratio zgated/zstatic to analyze the impact of switching delay on the average cost. The
results are shown in Figures 25 and 26.

As can be observed from Figures 25 and 26, the average energy-aware cost for the
M/D/1-FIFO queue with switching delay behaves similarly to that in the M/M/1
queue with switching delay, which is analyzed in detail in Section 6.3.
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Figure 25: Gain zgated/zstatic versus r with different β values for the M/D/1-FIFO
queue with switching delay, E[D] = d.
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Figure 26: Gain zgated/zstatic versus r with different β values for the M/D/1-FIFO
queue with switching delay, E[D] = s.
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7 Conclusions and summary
In this thesis, we have analyzed the energy-aware performance of queueing systems.
The focus has been on using queueing theory to model and analyze a single processor
in a data center.

In order to find a trade-off between the performance and energy consumption of
processors in data centers, we introduced three speed scaling methods, which adjust
the processing speed of processors according to the traffic load of the queueing sys-
tems. They are static speed scaling, gated speed scaling and linear speed scaling.
In gated and linear systems, switching delay is considered. The impact of switching
delay on the queueing system is another focus in this thesis.

To analyze the trade-off, we introduced an energy-aware cost model which is a
weighted sum of the mean queue length and the energy consumption of a queueing
system. Based on this, we first analyze the queueing systems in a classical way,
which does not consider the energy consumption and only study the system per-
formance (which can be measured by the mean queue length). Both for the case
without switching delay and with switching delay, we analyzed the M/M/1 queue,
the M/G/1 queue and the M/M/∞ queue. Without switching delay, we found out
that the performance of the system for the M/G/1-PS queue is the same as that
for the M/M/1 queue. For the M/G/1-FIFO queue, however, the performance is
sensitive to the service time distribution. When switching delay is taken into consid-
eration, the situation is more complicated. The distribution of the switching delay
also has impact on the system performance. We mainly considered exponential dis-
tribution and deterministic distribution.

After this, we analyzed the energy-aware performance of the queueing systems. Sim-
ilarly, we considered the cases without switching delay and with switching delay. For
queueing systems without switching delay, we gave an analysis of the static, gated
and linear systems. For static and gated systems, we studied the energy-aware
performance for the M/G/1-PS queue, the M/G/1-FIFO queue and the M/D/1-
FIFO queue. For linear systems, the average energy-aware cost was analyzed for the
M/M/∞ queue. For the case with switching delay, we only considered gated and
linear systems. The reason is that in the static system, the processor always runs at
an optimal service speed regardless of the traffic load. Thus, there is no switching
delay in the static system. The M/M/1 queue and the M/M/∞ queue were the
main study objects in this part.

In the numerical results section, we mainly studied the average energy-aware cost
per unit time and average energy-aware cost per cycle versus the traffic load. For
the case without switching delay, the focus is on analyzing the M/G/1-PS queue,
the M/G/1-FIFO queue and the M/M/∞ queue. The results showed that without
switching delay, the performance of the gated system and linear system are better
than that for the static system. When parameter β increases, the relative weight



52

of the performance part is higher, and the performance of the gated and linear sys-
tem becomes better. For the case with switching delay, we focused on studying
the M/M/1 queue, the M/D/1-FIFO queue and the M/M/∞ queue. Two different
switching delay distributions are considered. One is independent of the mean ser-
vice time and the other one is dependent on the mean service time. We concluded
that parameter β has large impact on the average energy cost for different queueing
systems. For the switching delay independent of the mean service time, we found
out that with larger switching delay, the performance of the gated and linear system
is worse than that with lower switching delay. With larger switching delay, as the
traffic load becomes heavier, the performance improves. For the case where switch-
ing delay depends on the service time, the linear system performs better than the
gated system. When β increases, the performance of both the systems become worse.

In summary, we concluded that without switching delay, the gated system and the
linear system perform better than the static system, the average energy cost for the
gated and the linear system are the same when parameter α = 2. With switch-
ing delay, however, there is a large difference between them: the traffic load, the
parameter β and the value of the switching delay all have impact on the overall
performance of the queueing system. In addition, the distribution of the switching
delay also affects the average energy-aware cost.

In the future, more work related to energy-aware performance of queueing systems
can be done. We mainly analyzed three speed scaling methods in this thesis, thus,
we can study other speed scaling methods in the future. Apart from this, this thesis
focused on the FIFO and PS service disciplines, but we can conduct the similar
analysis on some other service disciplines. In addition, we assumed that switching
delay does not consume energy itself, so the case that switching delay consumes
energy can be considered in the future.
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