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This thesis is composed of 13 publications and an overview of the research topic, which also summarizes the
work. The research presented in this thesis concentrates on integrated circuits for the realization of interface
electronics for capacitive MEMS (micro-electro-mechanical system) inertial sensors, i.e. accelerometers and
gyroscopes. The research focuses on circuit techniques for capacitive detection and actuation and on
high-voltage and clock generation within the sensor interface.

Characteristics of capacitive accelerometers and gyroscopes and the electronic circuits for accessing the
capacitive information in open- and closed-loop configurations are introduced in the thesis. One part of the
experimental work, an accelerometer, is realized as a continuous-time closed-loop sensor, and is capable of
achieving sub-micro-g resolution. The interface electronics is implemented in a 0.7-µm high-voltage
technology. It consists of a force feedback loop, clock generation circuits, and a digitizer. Another part of the
experimental work, an analog 2-axis gyroscope, is optimized not only for noise, but predominantly for low
power consumption and a small chip area. The implementation includes a pseudo-continuous-time sense
readout, analog continuous-time drive loop, phase-locked loop (PLL) for clock generation, and high-voltage
circuits for electrostatic excitation and high-voltage detection. The interface is implemented in a 0.35-µm

high-voltage technology within an active area of 2.5 mm
2. The gyroscope achieves a spot noise of 0.015

◦/s/
√

Hz for the x-axis and 0.041 ◦/s/
√

Hz for the y-axis.

Coherent demodulation and discrete-time signal processing are often an important part of the sensors and
also typical examples that require clock signals. Thus, clock generation within the sensor interfaces is also
reviewed. The related experimental work includes two integrated charge pump PLLs, which are optimized for
compact realization but also considered with regard to their noise performance. Finally, this thesis discusses
fully integrated high-voltage generation, which allows a higher electrostatic force and signal current in
capacitive sensors. Open- and closed-loop Dickson charge pumps and high-voltage amplifiers have been
realized fully on-chip, with the focus being on optimizing the chip area and on generating precise spurious free
high-voltage signals up to 27 V.
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Tämä väitöskirja koostuu 13 julkaisusta sekä tutkimusaiheen yhteenvedosta. Väitöskirjassa esitetty tutkimus
käsittelee integroitua elektroniikkaa, jolla voidaan toteuttaa kapasitiivisten MEMS (mikroelektromekaaninen
järjestelmä) inertia-anturien, eli kiihtyvyys- ja kulmanopeusanturien, vaatima elektroninen rajapinta. Tutkimus
keskittyy kapasitiivisen lukemisen ja käytön mahdollistaviin piirirakenteisiin sekä korkeajännite- ja
kellosignaalien tuottamiseen osana mikroelektronista anturirajapintaa.

Väitöskirjassa esitellään elektroniikkaa, jolla kapasitiivinen informaatio voidaan lukea niin avoimen kuin
suljetun silmukan kiihtyvyys- ja kulmanopeusantureissa, sekä yhteenveto antureiden ominaisuuksista.
Kokeellisen työn ensimmäinen osa, kiihtyvyysanturi, on toteutettu jatkuva-aikaisena suljetun silmukan
rakenteena ja se pystyy havainnoimaan alle mikro-g:n luokkaa olevia kiihtyvyyksiä. Elektroniikka on toteutettu
0.7 µm:n korkeajänniteteknologialla ja se sisältää suljetun silmukan elektroniikan, kellopiirit sekä
analogia-digitaalimuuntimen. Toisessa kokeellisen työn osassa esitellään analoginen 2-akselinen
kulmanopeusanturi, joka on optimoitu kohinan ja lisäksi erityisesti tehonkulutuksen sekä pinta-alan suhteen.
Toteutus sisältää pseudo-jatkuva-aikaisen elektroniikan kulmanopeusinformaation lukemiseksi, analogisen
ajosilmukan ja vaihelukitun silmukan (PLL) kellonsignaalin tuottamiseksi. Toteutukseen sisältyy myös
korkeajännite-elektroniikkaa sähköstaattisen herätteen ja anturilta saatavan signaalinvirran voimistamiseksi.
Anturin rajapinta on toteutettu 0.35 µm:n korkeajänniteteknologialla ja sen pinta-ala on 2.5 mm

2. Anturi
saavuttaa kohinatiheyden 0.015 ◦/s/

√
Hz x-akselille sekä 0.041 ◦/s/

√
Hz y-akselille.

Koska esimerkiksi koherenttia detektiota ja diskreettiaikaista signaalinkäsittelyä sovelletaan usein antureissa,
väitöskirjassa tarkastellaan myös kellosignaalin tuottamista. Aiheeseen liittyvä kokeellinen työ sisältää kaksi
integroitua varauspumppu-PLL-piiriä, jotka on optimoitu pinta-alan suhteen ja tarkasteltu myös vaihekohinan
osalta. Väitöskirjassa on esitelty myös korkeajännitteen tuottaminen mikropiirillä, mikä mahdollistaa sekä
sähköstaattisen säädön että kapasitiivisen signaalin lukemisen tehostamisen. Avoimen ja suljetun silmukan
Dickson-varauspumput sekä korkeajännitevahvistimet on toteutettu täysin integroituna ja optimoitu pinta-alan
suhteen siten, että tarkkojen korkeajännitesignaalien tuottaminen onnistuu aina 27 V asti.
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Symbols and Abbreviations

β Parameter defining the sidelobe attenuation in a Fourier transform of
the Kaiser window

∆C Signal part of a sensor capacitance

∆f Frequency offset

∆T Measurement time

ε0 Permittivity of vacuum,8.8542 · 10−12 F/m

η Power efficiency,Pout/Pin

∞ Infinite

L(∆f) Phase noise, relative SSB phase noise power at∆f

∆Σ Delta-Sigma, refers to quantization noise shaping properties of data
converters or modulators

ω Angular frequency,ω = 2πf

ωc Carrier frequency,ωc = 2πfc, in a vibratory gyroscope typically
ωc = ω0d

ω0 Resonance frequency,ω0 =
√

kx/m

ωdet_ac Frequency of the ac detection voltageVdet_ac, ωdet_ac = 2πfdet_ac

ωsa Sampling frequency,ωsa = 2πfsa

Ωz Angular velocity about the z-axis

Ω, Ω Angular velocity

φ Symbol for an inverted clock phase,φ = NOTφ

am Acceleration of a body with respect to the inertial system,am =
d2rm/dt2

ar Acceleration of the origin of a reference system with respect to the
inertial system,ar = d2rr/dt2

acor Coriolis acceleration

amr Acceleration of a body with respect to the reference system,amr =
d2rmr/dt2

F, F Force
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i, j, k Unit vectors in the direction ofx1- ,y1- andz1-axis, respectively

rm Position vector for a body with respect to the inertial system

rr Position vector of the origin of a reference system with respect to the
inertial system

rmr Position vector for a body with respect to a reference system

φ Symbol for a clock phase; Phase

φd Phase shift inflicted by TIA atωdet_ac

φe Phase error

φn(t) Fluctuating phase, phase noise in the time domain

φin PLL input (reference) phase

φout PLL output phase

φV CO_pn Noise at the output of a VCO, phase noise

σabs Absolute jitter

σjper Period jitter

τ Pulse length

τp Time constant of a single pole LPF, the corresponding pole frequency
is equal tof = 1/(2πτp)

A Area

a Acceleration

AV Voltage gain of an amplifier

ax Acceleration in the x-direction,ax = d2x/dt2

ay Acceleration in the y-direction,ay = d2y/dt2

Ax_ωc Oscillation amplitude of a 2-DoF resonator in the x-direction

B Sample of a bit stream

Bave Average value of a bit stream

C Capacitance

c Effective contribution of white noise sources to the phase noise

C0 Static part of a sensor capacitance
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cf Effective contribution of flicker noise sources to the phasenoise

Cp Parasitic capacitance

Cs Sensor capacitance

CA The differential capacitance in an integrated capacitor, capacitance
per stage in a charge pump

CBP Parasitic capacitance accociated with the bottom plate of an inte-
grated capacitor

Cfb Feedback capacitance

CTP Parasitic capacitance accociated with the top plate of an integrated
capacitor

D Symbol for a diode; Damping coefficient

Dx, Dxx Damping coefficient in the x-direction

Dout Digital output

Dxy, Dyx Magnitude of nonproportional damping in a 2-DoF resonator

Dyy Damping coefficient in the y-direction

Ec Energy stored in a capacitor

Etot Total energy stored in a system

f Frequency

f0 Constant (average) frequency, center frequency

fc Carrier frequency

fs Signal frequency

fCP Clock (pumping) frequency in a charge pump

fdet_ac Frequency of the ac detection voltageVdet_ac

Fes Electrostatic force

Fext_n Mechanical noise force in a 1-DoF system

Fext_x, Fext_y Total external force in the x- and y-direction

Fext Overall external force in a 1-DoF system

Fi_x, Fi_y Force due to acceleration in the x- and y-direction
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Fi Force due to acceleration in a 1-DoF system

Fnet_x, Fnet_y Total force in the x- and y-direction

Fnet Overall force,Fnet = Fi + Fext

fs_max Maximum signal frequency

fsa Sample rate, sampling frequency,fsa = 1/Tsa

fsbw Signal bandwidth

Fspr Spring force

G Constant gain

GT Gain from acceleration to force, for micromechanical sensors GT =
m

GR Gain from (proof mass) position to voltage, comprisesGT2 and the
constant gain of the readout

GT2 Gain from (proof mass) position to capacitance

GT3 Gain from voltage to (electrostatic) force

h Height of a plate capacitor; Height of fingers in a comb capacitor

HC/F Transfer function from force (e.g. induced by acceleration) to capac-
itance in a capacitive sensor

HLF (z) Transfer function of a loop filter in the z-domain

HRES Transfer function of a resonator

HR Transfer function of the electronic interface

Hsinc_τ (s) Sinc-TF in Laplace domain

HS Transfer function of the complete electromechanical sensor

I Current

I0 Bias current (dc)

Is Signal current through a capacitive interface

IHH Load current of a charge pump

Ileak Leakage current

Iout Output current
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IZ Input to a loop filter of a PLL

kB Boltzmann constant,1.38065 · 10−23 J/K

ke Electric spring constant

kxx Mechanical spring constant in the x-direction

kxy, kyx Magnitude of anisoelasticity in a 2-DoF resonator

kx Mechanical spring constant

kyy Mechanical spring constant in the y-direction

M Symbol for MOSFETs

m Mass

Mfb Feedback MOSFET for the realization of dc feedback

mframe Mass of the reference frame

mx Vibrating mass in the x-direction

my Vibrating mass in the y-direction,my = mx + mframe

N Number of stages in a charge pump; Division ratio in a PLL

n, r Variable integer

n0 Constant integer

NB Number of bits, word length

NQ Quantization noise

Nsa Number of samples

P Power

Q Quality factor,Q =
√

kxm/D; Charge; Symbol for bipolar transis-
tors

q Elementary charge,1.60218 · 10−19 C

R Resistance

r1, r2, r3 Scalar terms for defining the vectorrmr in the direction of ofx1- ,y1-
andz1-axis, respectively

Rbias Resistor for dc biasing

Rfb Feedback resistance
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s Frequency variable in Laplace domain

S/NL(∆f) Relative SSB noise power at offset∆f from the center frequency of
a sampled sine

Sφ(f) Frequency domain representation ofφn(t)

sct(t), Sct(s) Continuous-time signal in time and Laplace domains

spt(t), Spt(s) Impulse train in time and Laplace domains

ssah(t), Ssah(s) Continuous-time sample-and-hold signal in time and Laplace domains

SW Symbol for switches

T Absolute temperature

Tsa Sampling period, time between two successive samples

V Voltage

Va, Vas Amplitude of a sinusoidal signal

VD Voltage across a conducting diode

Vm Bias voltage (dc), partly definesVdet

Vn Voltage density of white noise

Vn(t) Noise voltage in the time domain

Vs(t) Sinusoidal signal with amplitudeVas and frequencyfs in the time
domain

VT Thermal voltage, 25.9mV at 300K

vx Velocity in the x-direction,vx = dx/dt

vy Velocity in the y-direction,vy = dy/dt

Vbias Bias voltage (dc)

VDD Positive supply voltage

Vdet_ac Voltage (ac) used for the detection of a capacitive signal, ac detection
voltage

Vdet Voltage (dc) used for the detection of a capacitive signal, dc detection
voltage

VHH Output voltage of a charge pump

VH Hysteresis voltage
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Vincm Input common-mode voltage

Vin Input voltage

Vm_ac Bias voltage (ac), partly definesVdet_ac

Vn_rms, Vn_rms_out Noise voltage, rms

Vn_sa Voltage density of white noise after sampling

Vnf Flicker-noise voltage, also known as1/f -noise voltage, or pink noise
voltage

Vosc(t) Sinusoidal signal with amplitudeVa and frequencyf0

Vout_filt LP filtered output voltage

Vout Output voltage

Vref Reference voltage

VV CO Input to a VCO

w Width of a plate capacitor

w0 Nominal overlap of the fingers in a comb capacitor

x Position of a body with respect to a reference system in the x-direction;
Position, displacement

x0 Nominal spacing between capacitor electrodes; Coordinateaxis in
the inertial system

x0, y0, z0 The three coordinate axes in the inertial system

x1, y1, z1 The three coordinate axes in a reference system

xm Position of a body with respect to the 1-DoF inertial system

xr Position of the reference system with respect to the 1-DoF inertial
system

y Position of a body with respect to a reference system in the y-direction

Z Impedance

z Frequency variable in z-domain,z = ejωTsa when determining the
frequency response of a z-domain system

Zfb Feedback impedance

1-DoF One-Degree-of-Freedom
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2-DoF Two-Degree-of-Freedom

ABS Automatic Braking System

ac Alternating Current

ADC Analog-to-Digital Converter

ADPLL All Digital Phase-Locked Loop

AlN Aluminium Nitride

ASIC Application Specific Integrated Circuit

BP Band-Pass

CDS Correlated Double Sampling

CM Common-Mode

CMOS Complementary Metal-Oxide-Semiconductor

CSA Charge Sensitive Amplifier, transcapacitance amplifier

CT Continuous-Time

DAC Digital-to-Analog Converter

dc Direct Current

DCO Digitally-Controlled Oscillator

DPLL Digital Phase-Locked Loop

DT Discrete-Time

EM ElectroMechanical

EMI ElectroMagnetic Interference

ESC Electronic Stability Control

ESD ElectroStatic Discharge

FFT Fast Fourier Transformation

FS Full-Scale

GmC Transconductance-Capacitor

HDL Hardware Description Language

HPF High-Pass Filter
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HV High-Voltage

IC Integrated Circuit

LC Inductance-Capacitor

LP Low-Pass

LPF Low-Pass Filter

MEMS Micro-Electro-Mechanical System

MM Mode-Matched

MNOS Metal-Nitride-Oxide-Semiconductor

MOS Metal-Oxide-Semiconductor

MOSFET Metal-Oxide-Semiconductor Field-Effect Transistor

NMOS N-channel MOS transistor

NTF Noise Transfer Function

OSR OverSampling Ratio

PD Proportional-Derivative

PDM Pulse-Density Modulation

PFD Phase-Frequency Detector

PLL Phase-Locked Loop

PMOS P-channel MOS transistor

PSRR Power Supply Rejection Ratio

PWM Pulse-Width Modulation

PZT Lead Zirconium Titanate

RC Resistor-Capacitor

rms Root Mean Square

RTZ Return to Zero

S/H Sample-and-Hold

SC Switched-Capacitor

SI Switched-Current
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SNR Signal-to-Noise Ratio

SOI Silicon-on-Insulator

SPICE Simulation Program with Integrated Circuit Emphasis

SQNR Signal-to-Quantization Noise Ratio

SSB Single SideBand

STF Signal Transfer Function

TF Transfer Function

TIA TransImpedance Amplifier

TRA TransResistance Amplifier

VCO Voltage-Controlled Oscillator
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1 Introduction

1.1 Background

MEMS is the commonly used acronym for microelectromechanical systems, and refers
to miniature devices combining both electrical and mechanical components. Despite the
definition, MEMS is also sometimes used to refer to purely micromechanical components.
In general MEMS devices possess features on a micrometer scale and aim to combine
multiple functions into a system with total dimensions thatare typically smaller than a
few millimeters.

The success and versatility of electronics in general was first made possible by the in-
vention of the transistor at Bell Research Laboratories [1]in 1947, and further by that of
the integrated circuit (IC) at Texas Instruments [2] and at Fairchild Semiconductor [3] in
1958. The technology for producing ICs also formed the basisfor the development of
MEMS. The research in the field was driven by the new possibilities that micromachined
silicon devices brought, including compatibility with IC technology and the properties
of silicon as a mechanical material [4]. The adaptation of ICtechnology also meant that
batch fabrication techniques were available for the micromechanical components. The au-
tomotive, medical, and aerospace industries benefited fromthe smaller size, lower cost,
and higher reliability offered by silicon-based microdevices when compared with the old
macroscopical systems. The demand allowed the production volumes and related rev-
enues for the microsensors to increase. The mass fabrication of miniature silicon-based
pressure sensors and accelerometers could be seen by the endof the ’80s [5].

The readout of the mechanical information, further processing of the signal obtained from
the mechanical device, and different calibration and compensation schemes contributed to
the development of dedicated integrated interface circuits and complete MEMS devices.
In fact the term MEMS was not introduced until 1987 [6]. The complete MEMS, in-
cluding the mechanical element and dedicated electronic interface, also eased the spread
of the MEMS technology into new application areas. The fact that the performance and
accessibility of the complete MEMS device is often largely dictated by the electronic
interface has maintained the interest of related research for more than two decades now.

Currently the MEMS market is dominated by inkjet printer heads, pressure sensors, iner-
tial sensors, optical devices, including digital microdisplays, and microphones [7]. The
market size, at present roughly 7 billion USD, has remained roughly flat from 2007 to
the current date as a result of the economic downturn, but is expected to resume growth
in 2011 [8]. The inertial sensor market, starting from accelerometers and extending to
gyroscopes during roughly the last decade, forms approximately one quarter of the whole
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MEMS market. This market share has been largely dominated bythe automotive industry,
where applications such as airbag control, automatic braking system (ABS), electronic
stability control (ESC), and tilt detection, to mention buta few examples, require both ac-
celerometers and gyroscopes. Recently, inertial sensors have been used increasingly [9]
also in consumer electronics, which, in fact, is expected tostart to dominate the inertial
sensor market in 2011 [10]. Hard drive protection in laptops, control in game consoles,
image stabilization in cameras, and orientation detectionin cell phones are just a few
common applications of this category.

1.2 Electronics and MEMS Inertial Sensors

Currently, the smallest commercial accelerometers [11, 12] are only roughly 4mm3 in
volume. These tiny accelerometers, comprising a micromechanical sensor element and
microelectronic interface, can offer not only straightforward digital access to acceleration
information, but also acceleration information for three sensitive axes. It is clear that a
dedicated IC, i.e. an application-specific integrated circuit (ASIC), is required for the
realization of a compact and easily accessible interface for a mechanical sensor, as in the
case of the miniature accelerometer.

An example of an interface ASIC for a capacitive micromachined vibratory gyroscope
is shown in Fig. 1.1 [13]. The chip offers two analog angular velocity outputs, and
requires only external bypass capacitance for the reduction of ripple in the supply voltage.
Obviously, the optimization of the size of the ASIC is an important aspect in designing
the electronics. However, effort is also put into meeting the requirements in terms of noise
and power consumption.

1mm

1m
m

Figure 1.1: A microphotograph of an example ASIC, which realizes the complete analog
interface for a 2-axis capacitive MEMS gyroscope [13].
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Especially in capacitive sensors, where the sensor elementis often low-noise, the elec-
tronic interface is an essential component in achieving high performance, also for the
complete sensor. Low noise and low power is often a desired combination, especially in
battery-powered systems, but is often difficult to realize in practice. Meeting the require-
ments in terms of, for example, maximized performance, minimized power consumption,
or minimal chip area, or an optimal combination of all the three parameters, makes the
design of the electronic interface a demanding task.

The development of interface electronics is addressed in this thesis with a focus on provid-
ing strong background information on different methods andauxiliary circuits for reading
capacitive information and how the circuitry affects, for example, the performance, the
supply current, and the chip area consumption. On-chip generation of local high volt-
ages and clock signals using charge pumps and phase-locked loops are studied in order to
identify how these circuits affect and potentially improvethe operation of the capacitive
sensors.

1.3 Organization of the Thesis

This thesis covers interface electronics for capacitive inertial microsensors, i.e. accelerom-
eters and Coriolis vibratory gyroscopes. In this thesis thelatter type of sensor is gener-
ally referred to as a gyroscope, unless otherwise explicitly stated. The first part of the
thesis provides a comprehensive overview of the research topic. First, a general intro-
duction to the electronics is provided in Section 2 by reviewing capacitive accelerometers
and gyroscopes, and briefly also sensors based on other transduction mechanisms. The
actual microelectronic open- and closed-loop interfaces for transforming the capacitive
information into analog voltage or digital information arestudied in Section 3 for both
accelerometers and gyroscopes. In Section 4 the use of sinusoidal reference signals and
phase-locked loops are examined for clock generation purposes, and, finally, fully inte-
grated charge pump-based low-power high-voltage generation for capacitive interfaces is
studied in Section 5.

The second part of the thesis comprises the published articles. The results of the research
work including the theoretical and the experimental results are reported in these articles.
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2 Micromachined Accelerometers and Gyroscopes

2.1 Theory of Operation

The inertial sensors measure the force affecting an inertial or proof mass resulting from
acceleration. Detecting the magnitude and direction of theforce, however, is not always
a trivial matter, as the measurement must be made in the accelerating reference system
without significantly affecting the operation of this system. If a reference system, such as
a mobile phone, watch, or digital camera is considered, macroscopic sensors are usually
out of the question. MEMS sensors, being minimal in size, caneasily be taken advantage
of without significantly affecting the size or operation of the device to be measured. In
order to provide an understanding of the operation of an accelerometer or a gyroscope,
the motion of a proof mass in an accelerating reference system, and with respect to an
inertial system, is reviewed next [14].

Reference system

x0

y0

z0
y1

rm

rr

Ω

r3

rmr
r2

r1

j
k

i

x1

z1

Proof mass

Inertial system

Figure 2.1: A proof mass located within a reference system that is moving arbitrarily
with respect to an inertial system.

The inertial system in Fig. 2.1 is fixed or moving with a constant velocity. Newton’s
second law for a particle in an inertial system,

ΣF = mam, (2.1)

states that a net forceΣF acting on a particle with massm causes it to accelerateam.
Here the subindexm refers to the proof mass in the inertial system. The proof mass,
which transforms the measured variable, i.e. the acceleration, into force, is located within
a reference system. The vector expressing the location of the proof mass in the inertial
systemrm is composed of a vector pointing to the origin of the reference systemrr and
a vector pointing from the origin of the rotating reference system to the proof massrmr.
The latter of the two terms can be constructured using the unit vectors of the reference
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systemi, j, andk, which change with time as a result of the rotation of the reference
system, and proper scalar termsr1−3 to scale the unit vectors. The positionrm can thus
be written as

rm = rr + rmr = rr + r1i + r2j + r3k. (2.2)

If the reference system is assumed to be both rotating and in translational motion at the
rate and direction given byΩ anddrr/dt, respectively, the velocity of the mass in the
inertial system can be written as

drm

dt
=

drr

dt
+

∂rmr

∂t
+ Ω × rmr. (2.3)

Here the first term is due to the velocity of the reference system, the second term to the
motion of the proof mass in the reference system:

∂rmr

∂t
=

dr1

dt
i +

dr2

dt
j +

dr3

dt
k, (2.4)

whereas the last, third term is due to the rotation of the reference system about its origin.
In order to find the acceleration of the proof mass in the inertial system, (2.3) must be
differentiated one more time with respect to time, giving

am =
d2rm

dt2
=

d2rr

dt2
+

∂2rmr

∂t2
+ 2Ω × ∂rmr

∂t
+

dΩ

dt
× rmr + Ω × Ω × rmr. (2.5)

It is also interesting to find the acceleration of the proof mass in the reference system,
which is simply given as

amr =
∂2rmr

∂t2
=

ΣF

m
− d2rr

dt2
− 2Ω × ∂rmr

∂t
− dΩ

dt
× rmr − Ω × Ω × rmr, (2.6)

where (2.1) was used. The first term is due to the accelerationof the mass in the inertial
systemam, the second due to the acceleration of the reference systemar, the third is the
Coriolis acceleration, the fourth is the acceleration created as a result of the changing ro-
tation rate of the reference system (Euler acceleration), and the last term is the centrifugal
acceleration. The significance of these terms in an accelerometer and gyroscope will be
examined next.

2.2 Capacitive inertial sensors

In capacitive inertial sensors, the position of the proof mass in the reference system is
measured by detecting a signal capacitance. The capacitance is formed between an elec-
trode attached to the proof mass and a fixed electrode attached to the reference system.
Hence, a change in the distance between the electrodes is converted to a change in the
capacitance.
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In general, the capacitive sensor element together with theelectronic circuitry that mea-
sures the capacitance, can be designed for good dc response,a simple structure, and
high sensitivity. The performance of the complete MEMS sensor can be optimized, for
example, for low power and cost [15], in battery-operated orautonomous consumer ap-
plications, or for a very high resolution and dynamic range,for example, in seismic mea-
surements [16]. The challenge related to capacitive interfaces is the sensitivity to elec-
tromagnetic interference (EMI), because of the high impedance of the capacitive sense
nodes. This challenge is typically translated to the properdesign of the interface, in order
to prevent the cross-coupling of unwanted signals, and packaging, in order to shield the
element and the interface from external disturbances.

2.2.1 Accelerometer

The operation of an accelerometer can be derived using the typical model for a single-axis
accelerometer shown in Fig. 2.2, which is an ideal one-degree-of-freedom (1-DoF) res-
onator. If the parameter of interest for the accelerometer is the translational acceleration
and motion only, it can be assumed thatΩ = dΩ/dt = 0, when comparing Fig. 2.2 with
the system in Fig. 2.1. In practice, accelerometers can be realized to detect translational
accelerations with respect to any combination of the x-, y-,or z-axis and are referred
to as single-, two-, or three-axis accelerometers depending on the number of axes mea-
sured. Three additional dimensions also exist for rotatingmotion, and the detection of all
the components of angular acceleration, in addition to all the translational components,
would result in a six-axis accelerometer. For the equation of motion that will be intro-
duced next, a single-axis accelerometer is considered for the detection of translational
acceleration only.

Reference system

x

proof mass

1−DOF resonator

Dx

kx m

Figure 2.2: A linear 1-DoF resonator, which models a single-axis accelerometer. The
variablex is the position of the proof mass in the reference system.
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The proof mass is anchored to the reference system, typically via a compliant silicon
beam, modeled in Fig. 2.2 as a linear spring with spring constantkx. The spring force
Fspr = −xkx acting on the proof mass is dependent on the negative position of the proof
mass in the reference system. When comparing with the coordinate system in Fig. 2.1,
this spacing corresponds to the position vectorrmr. Since the resonator is a 1-DoF system,
i · rmr is replaced byx. Similarly, i · rr andi · rm are expressed asxr andxm, respectively.
Now the position of the proof mass in the inertial frame is given asxm = x + xr.

In addition to the spring force, a force component that depends on the velocitydx/dt
of the proof mass is always present. This force component is responsible for the energy
lost in the resonator. The losses are due to, for example, material losses, anchor losses,
mode conversion losses, and, especially, viscous losses, typically caused by any existing
air damping [7]. The losses are modeled in the resonator in Fig. 2.2 as a dashpot damper
with linear dampingDx. The resulting damping force isFdamp = −Dxdx/dt.

The proof mass of the sensor element accelerates in the inertial frame and hence the
corresponding force is equal to (2.1) orΣF = md2xm/dt2, and can be calculated using
(2.5). Now that the reference system is assumed to be in translational motion only, only
the first two terms in (2.5) are considered. Hence, the sum of the forces affecting the
proof mass can be written as

−Fspr − Fdamp + ΣF = Fext

xkx +
dx

dt
Dx +

(

d2x

dt2
+

d2xr

dt2

)

m = Fext.
(2.7)

The termFext depicts the total external force affecting the proof mass. If the force gen-
erated as a result of the acceleration of the reference system−md2xr/dt2 is expressed as
Fi = −mar, (2.7) can be rewritten as

Fnet = Fi + Fext = −mar + Fext = xkx +
dx

dt
Dx +

d2x

dt2
m. (2.8)

The minus sign can be imagined by assuming that the referencesystem, for example a car
where the accelerometer is placed, starts to accelerate with constant acceleration in the
positive direction ofx. The inertia of the sensor proof mass resists the acceleration, but
the spring force makes the proof mass follow the reference system. The position of the
mass in the reference system, however, remains negative, asthe spring force compensates
for the inertial force caused by the acceleration.

External forces,Fext, typically affecting the proof mass in a capacitive sensor,include the
electrostatic force, which is described in more detail in Section 2.3, and the mechanical
noise. Gravitation-induced forces can also be included inFext. Thedensityof the noise-
inflicted force caused by thermal fluctuations [7], also referred to asBrownian noise, can
be written as

Fext_n =
√

4kBTDx, (2.9)
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wherekB is the Bolztmann’s constant andT the absolute temperature. By setting|Fi| =
Fext_n the equation can be solved for mechanical noise-equivalentacceleration,

ar_n_dens =

√
4kBTDx

m
. (2.10)

Hence, the effect of mechanical noise is most efficiently reduced by using a larger proof
mass, which is also a reason why Brownian noise is not an issuein macroscopic systems.
In addition to the larger mass, the reduced damping also allows a smaller noise-equivalent
acceleration.

From the electronics design point of view, it is feasible to write (2.8) in the Laplace
domain. This allows the linear transfer function to be formed from the total force affecting
the proof mass to the displacement of the proof mass,

HRES(s) =
x

Fnet
=

1

kx + Dxs + ms2
. (2.11)

The second-order equation can be written in a general form as

HRES(s) =
1

kx

ω2
0

ω2
0 + ω0

Q
s + s2

, (2.12)

where the quality factor (Q-value)Q = ω0m/Dx and the natural frequencyω0 =
√

kx/m.

2.2.2 Second-Order Transfer Function: Quality Factor

The quality factor is inversely proportional to the dampingand hence offers a way to
improve the inherent noise properties of the mechanical resonator. The increased Q-value
also means a stronger response of the system at the resonancefrequency. Thus, when the
quality factor is increased, the dynamic behavior of the resonator also changes. This is
depicted by the gain transfer functions,|HRES(jω)|, in Fig. 2.3 and corresponding phase
transfer functions,6 HRES(jω), both plotted for a linear system, for which the Q-value is
changed. The step responses for the same linear system are shown in Fig. 2.5.

For a device where the signal band starts from dc, such as a typical accelerometer, the
increased quality factor increases the maximum gain of the device considerably. Although
the signal band of interest can be limited below the resonance frequency, high out-of-band
gain can still result in problems with linearity and tolerance of high-frequency interferers
[7]. It is also evident that reducing the quality factor excessively will result in reduced
bandwidth and increased noise. The same phenomena can also be observed in the time
domain in Fig. 2.5. Now the high Q-value results in very slowly decaying ringing after
the step response, and for the lowest quality factor the settling is also slowed down. In
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Figure 2.3: The effect of quality factorQ. The gain transfer functions are plotted for
(2.12), whereω0 = 1 rad/s, kx = 1 N/m ands = jω.
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Figure 2.4: The effect of quality factorQ. The phase transfer functions are plotted for
(2.12), whereω0 = 1 rad/s, kx = 1 N/m ands = jω.
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Figure 2.5: The step responses plotted for (2.12), whereω0 = 1 rad/s andkx = 1 N/m
and the quality factorQ has four different values.

fact the settling time, the time the system needs for settling to the final value with a
predetermined precision, is at its minimum for a second-order system withQ = 0.5. For
this Q-value the system is said to becritically damped. Similarly, for Q-values> 0.5 the
system isunder-dampedand for Q-values< 0.5 over-damped.
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2.2.3 Vibratory Gyroscope

A vibratory gyroscope measures the rotation of the reference system about its sensitive
axis, or axes. Like accelerometers, a gyroscope can be realized to measure the rotation
about one, two, or three axes. The example system in Fig. 2.6 models the operation of
a gyroscope which detects the rotation about the z-axis. Thereference system is now
rotating about the z-axis at rateΩz. The inner mass of the system is capable of moving in
the xy-plane and forms a two-degree-of-freedom (2-DoF) resonator.

 (2−DoF resonator)

z

y

x
z

inner proof mass

frame

drive

sense

Reference system

(1−DoF resonator)

Ω

Dyy kyy

Dxx

kxx

y

m

m

x

Figure 2.6: An ideal resonator system, which models a single-axis vibratory gyroscope.
The massmy includes both the inner massmx and the mass of the framemframe.

The proof mass residing in the frame is free to move only in thex-direction with respect
to the frame, whereas the frame, together with the inner mass, is limited to movement in
the y-direction. The corresponding damping and spring constants for the two resonators
are labeled asDxx andkxx in the direction of the x-axis, andDyy andkyy in the direction
of the y-axis. The proof mass of the inner resonator ismx, whereas the mass of the
y-axis resonatormy comprises both the framemframe and mx. As in the case of an
accelerometer, the x- and y-axes model the position of the proof mass in the reference
system. When comparing the 2-DoF resonator with the coordinate system in Fig. 2.1,
x = i · rmr and y = j · rmr. The equation of motion for the 2-Dof system can be
expressed as [17, 18]

[

kxx kxy

kyx kyy

] [

x
y

]

+

[

Dxx Dxy

Dyx Dyy

] [

vx

vy

]

+

[

mx 0
0 my

] [

ax

ay

]

=

[

Fnet_x

Fnet_y

]

,

(2.13)

wherevx = dx/dt, vy = dy/dt, ax = dvx/dt anday = dvy/dt. The forcesFnet_x and
Fnet_y comprise the inertial forces ,Fi_x andFi_y, the proof masses experience as a result
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of the acceleration of the reference system and the externalforces,Fext_x and Fext_y,
in the x- and y-directions respectively. The off-diagonal termskyx, kxy, Dxy, andDyx

determine the magnitude ofanisoelasticity, which results from mechanical imperfections,
andnonproportional dampingin a gyroscope [18].

Ideally the off-diagonal terms are zero, in which case both resonators behave like 1-DoF
systems and the transfer functions can be written in the x-direction as

HRES_x(s) =
x

Fnet_x
=

1

kxx + Dxxs + mxs2
=

1

kxx

ω2
0d

ω2
0d + ω0d

Qd
s + s2

(2.14)

and in the y-direction as

HRES_y(s) =
y

Fnet_y
=

1

kyy + Dyys + mys2
=

1

kyy

ω2
0s

ω2
0s + ω0s

Qs
s + s2

. (2.15)

The position, velocity, and acceleration in the y-direction within the reference system are
the same for the inner mass and the frame. The position and motion of the frame in the
x-direction are zero. Now the frame is used for the detectionof the Coriolis acceleration,
and the inertial force component in the y-direction,Fi_y, can be solved using (2.5). The
acceleration and force in the y-direction must be evaluatedseparately for the frame and
the inner mass, as some force components in the y-direction depend on the motion in the
x-direction. The forceFi_y = myay − (j · am)mframe − (j · am)mx can therefore be
expressed as

Fi_y = −myar_y − 2mxvxΩz − mxx
dΩz

dt
+ myyΩ2

z. (2.16)

In addition to the translational acceleration of the reference systemj · d2rr/dt2 = ar_y,
the rotation about the z-axis also contributes toFi_y through the inner mass. The Coriolis
force term being measured is in this case given as−2mxvxΩz. The force is proportional
not only to the rotation rate of interestΩz, but also to the velocity. Clearly the maximiza-
tion of the Coriolis force requires the maximization of the velocity, in this case in the
x-direction.

The resonator in Fig 2.6 is set to oscillate, driven, in the direction of the x-axis and the
Coriolis force couples the vibration from the x-axis to the y-axis. We can now assume
that the position of the x-axis resonator

x(t) = Ax_ωc sin ωct, (2.17)

in which case the velocity
vx(t) = Ax_ωcωc cos ωct. (2.18)

In order to maintain a constant gain fromΩz to the Coriolis force

Fi_y_cor = −2mxvxΩz = −2mxΩzAx_ωcωc cos ωct, (2.19)
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the amplitude of the velocityAx_ωcωc in the x-direction should be constant. As expressed
by (2.19), the Coriolis force appears as an amplitude-modulated signal in a vibratory gy-
roscope. The Coriolis force is detected by the accelerometer which the y-axis resonator
forms. Because of the characteristic functionalities, theresonator that is set to oscillate is
generally referred to as thedrive resonatoror primary resonator, whereas the accelerom-
eter is referred to as thesense resonatoror secondary resonator.

The Coriolis force is clearly just one of the components of the net forceFnet_y, which
comprises all the inertial forces defined in (2.16), and external forces including gravi-
tation, electrostatic forces, and noise (2.9). All the additional force components can be
considered as more or less significant perturbation terms, but nonetheless should not sig-
nificantly affect the operation of the gyroscope. The effectof, for example, parasitic
translational vibrations can be attenuated by selecting a sufficiently highωc to ensure that
the spurious components will not contribute to the output ofthe gyroscope. The per-
turbation forces, however, can also become upconverted by the motion along the x-axis.
For example, the term−mxx

Ωz

dt
= −mxAx_ωc sin ωct

dΩz

dt
is proportional to the changing

rotation rate and to the position in the direction of x-axis and hence appears at the drive
frequency [19].

When considering the potential perturbation terms, it is also clear that the assumption of
non-zero off-diagonal terms in (2.13) is not justified. Although the off-diagonal terms
are in fact non-zero, they are typically small enough in order that (2.14) and (2.15) are
valid with sufficient accuracy, and simply contribute to thenet forcesFnet_x andFnet_y.
Now that the sense resonator is sensitive along the y-axis, the non-zero terms of interest
are those contributing toFnet_y. Using (2.13), (2.17), and (2.18), the force component
resulting from the off-diagonal terms can be written as

Fpar_y = −kyxx − Dyxvx = −kyxAx_ωc sin ωct − DyxAx_ωcωc cos ωct. (2.20)

If the net forceFnet_y in (2.15) is assumed to be composed of merelyFpar_y andFi_y_cor,
it can be written as

Fnet_y = −kyxAx_ωc sin ωct − (2mxΩz + Dyx)Ax_ωcωc cos ωct. (2.21)

Thekyx- andDyx-related parasitic force components or, in fact, any parasitic signal com-
ponents in a vibratory gyroscope, at the same frequency as the motion along the driven
axis, can be separated into two groups, thein-phaseandquadraturecomponents. The in-
phase components are, as the term implies, in phase with the Coriolis signal, whereas the
quadrature components possess a 90◦ phase difference when compared with the Coriolis
signal. Themechanical quadrature, defined bykyx, is typically the most significant con-
tributor to quadrature signals [20]. More information about potential sources of parasitic
signals can be found in [17], while their effect on the sensoroutput is studied in [21].
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2.2.4 Resonance Frequencies and Operation of a Vibratory Gy roscope

In a second-order system, which both the resonators in a vibratory gyroscope also form,
the gain at the resonance frequency is directly proportional to the Q-value of the system.
Hence, the drive resonator in a capacitive gyroscope, wherethe magnitude of the electro-
static force is limited, is typically set to oscillate at theresonance frequencyωc = ω0d and
the Q-value is increased by operating the sensor element in avacuum. If the mechanical
properties, rather than the available excitation force, are limiting the oscillation ampli-
tude, the excitation at the resonance frequency allows a minimal excitation voltage in any
case and, therefore, reduced cross-coupling.

The design of the accelerometer, the sense resonator, depends on the desired separation
of the resonance frequencies,ω0d andω0s, of the drive and sense resonators, respectively.
The operation of the gyroscope can be approximately dividedinto three regions:ω0d �
ω0s, ω0d < ω0s andω0d = ω0s.

Whenω0d � ω0s, the sense resonator operates inlow-pass mode, where the gain is purely
determined by the spring constantkyy. The result can be obtained by settings = jω <<
√

kyy/my in (2.15) and assuming that the system is underdamped. In this region the
phase shift from the signal, i.e. the Coriolis force, to the displacement is approximately
zero, as is the sensitivity of the gain to varying Q-value.

As ω0s is reduced and approachesω0d, but the conditionω0d < ω0s is met, theresonance
gain is taken advantage of while the gyroscope is still operatingin the low-pass mode. The
increase in gain, compared to operation in the regionω0d � ω0s, is equal toω2

0s/(ω2
0s −

ω2
0d), which is independent of the Q-value provided that it is highenough [22].

The third region corresponds tomode-matched operation, where the two resonance fre-
quencies are equal. In this mode the high gain attained at theresonance is taken advantage
of, as in the case of the drive resonator. If the resonances are exactly matched, the gain is
higher byQ compared to operation in the modeω0d � ω0s. However, the gain is very sen-
sitive to even a slight mismatch between the resonances and directly proportional to the
Q-value. In addition, in open loop the−3dB-signal band is limited toω0s/2/Qs. Because
of these characteristic features, when the focus is on pursuing mode-match operation, ac-
tive mode matching can be used to tuneω0s to match withω0d and closed-loop operation
to increase the signal bandwidth and to reduce the sensitivity to the Q-value [23]. At the
expense of a somewhat more complex interface, noise performance is typically improved
because of the stronger capacitive signal in a mode-matchedgyroscope.

An example of the operating modes is depicted in Fig 2.7, where two frequency bands of
600 rad/s are plotted. The lower band (LP) corresponds to operation inlow-pass mode
with a resonance gain of about 6, whereas the upper one (MM) corresponds to a mode-
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matched gyroscope. The gain and phase of the nominal transfer function, (2.15), are
plotted withω0s = 80 krad/s, Qs = 100, andkyy = 1 N/m. The parameter variations are
marked in the figure. The absolute value of the gain is higher in the mode-matched case.
However, the sensitivity of the gain is also high, making theuse of an open-loop sensor
problematic.
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Figure 2.7: An example of varying sense resonator transfer function. The two regions
labeled LP and MM correspond to low-pass operation and mode-matched operation, re-
spectively.

2.3 Capacitive Actuation and Detection of Position

Capacitive interfaces are immensely pervasive, and are basically formed between any two
isolated conductors. A capacitive interface can also be used for both detection and actu-
ation. These features make capacitive interfaces versatile, but also set challenges: care
must be taken that neither parasitic capacitive cross-coupling nor undesired electrostatic
forces degrade the properties of the sensor.

The three main configurations for capacitive interfaces areshown in Fig. 2.8. In the fig-
ure, as in general, a single signal capacitor can be split between the static capacitanceC0,
which usually dominates the total capacitance value, and the signal capacitance∆C. The
first interface configuration, the single variable capacitor shown in Fig. 2.8 (a), is created
between a static electrode and a moving electrode attached to the proof mass of the res-
onator. When a second static electrode is added to form a second capacitor, in such a way
that the sensitivity of the capacitance to the proof mass position is opposite compared to
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the first capacitor, the differential half-bridge shown in Fig. 2.8 (b) is obtained. The dif-
ferential full-bridge shown in Fig. 2.8 (c) requires four isolated electrodes, two of which
lie in the moving structure. In addition to making possible the capacitive detection of po-
sition, each of the signal capacitors exerts an electrostatic force on the moving electrode,
thus influencing the properties of the underlying mass-spring system. The electrostatic
forces and the properties of the position-to-capacitance conversion will be studied in the
next section.

=

C s1

C s2

b)

C s

C∆C 0+
C∆C 0−

C s1

C s2C s=

C s2

C s1C s2

C s1

a)

=

c)

Figure 2.8: Different configurations for capacitive interfaces: a) single capacitor, b) ca-
pacitive half-bridge, and c) capacitive full-bridge.

2.3.1 Structure and Properties of Capacitive Interfaces

A parallel plate capacitor has high sensitivity from a change in the spacing between the
capacitor plates to a change in the capacitance value. Therefore it is commonly used for
the detection of position (displacement) in capacitive sensors. The structure of a parallel
plate capacitor is depicted in Fig. 2.9. The moving plate, the rotor, is attached to the
seismic element of the sensor, whereas the other plate, the stator, is stationary. The area
of the plates is defined asA = hw, and the nominal spacing between the plates,x0,
changes as a function of the external signal that is applied.The variablex corresponds to
the change in the gap. The plates of the capacitor are usuallyseparated by air or a vacuum,
while the permittivity of a vacuum,ε0, can also be used to approximate the permittivity
of air. When a voltageV is applied across the capacitorCs, the amount of energy stored
in the capacitor is equal to

Ec =
CsV

2

2
=

V Q

2
=

Q2

2Cs

, (2.22)

where

Cs = ε0A/(x0 − x) (2.23)

andQ is the charge of the capacitor. The effect of fringing fields is ignored. A non-zero
voltage causes an electrostatic force, which attracts the plates of the capacitor. The force,
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Figure 2.9: A parallel plate capacitor.

also marked in Fig. 2.9, is defined as

Fes = −dEtot

dx

=
dEc

dx
=

ε0A

2(x0 − x)2
V 2,

(2.24)

which is attained, as the total energy in the capacitor biasing system,dEtot, is reduced by
the same amount of energy,dEc, as is fed to the capacitor [7]. When the displacement
(position)x is obtained from the mass-spring-damper system in Fig. 2.2,which depicts
the structure of a sensor element (resonator), the dynamicsof the resulting system can be
expressed by rewriting (2.8) as

m
d2x

dt2
+ Dx

dx

dt
+ kxx = Fi + Fes, (2.25)

whereFes is assumed to be the only component ofFext. By substituting (2.24) into (2.25),
x becomes a non-linear function of the forceFi. Whenx � x0, (2.25) can be linearized
and written as,

m
(dx)2

dt2
+ Dx

dx

dt
+

(

kx −
ε0A

x3
0

V 2

)

x = Fi +
ε0A

2x2
0

V 2. (2.26)

The term−ε0AV 2/x3
0 = ke is the electric or electrostatic spring constant, which lowers

the total spring constant. The effect is known aselectrostatic spring softening.

Pull-in is an extreme phenomenon related to electrostatic forces. Pull-in occurs when the
electrostatic force in (2.25) increases more rapidly as a function ofx than the restoring
spring force. A characteristic parameter, the pull-in voltage, can be calculated for the
system. At voltages higher that the pull-in voltage the system cannot reach a stable value
of displacement, except after collision with the stator. Pull-in can also be considered as
a value ofx, at which the spring constantkx + ke turns negative and causes the total
spring force to change its sign. Theoretically, for any non-zero bias voltage a possibility
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of instability resulting from pull-in exists asx approachesx0. Any non-zero forceFi in
(2.25), for example resulting from acceleration, will affect the position of the proof mass.
A change in the position, i.e in the distance between the rotor and stator, also denotes a
different pull-in voltage. In fact the correlation betweenthe pull-in characteristics and
external acceleration has been utilized to design an accelerometer in [24].

In gyroscopes, especially in those operating in the low-pass region, the motion of the
sense resonator is practically small enough for the approximationx � x0 to be valid. On
the one hand, in accelerometers the maximum value ofx can be large enough to cause
non-linearity. The problem can be relieved by utilizingconstant chargebiasing orcharge
control in order to maintain constant charge [25].

When the chargeQ of the sensor capacitance is kept constant, the electrostatic force can
be rewritten as

Fes = −dEtot

dx
= −dEc

dx
= −d

(

Q2 x0 − x

2ε0A

)

/dx =
Q2

2ε0A
, (2.27)

which is attained as, with an ideal charge source, the total energyEtot is equal to the
energy in the capacitorEc. By substituting (2.27) in (2.25),x remains a linear function
of the external forceFi, and hence, electrostatic forces will not affect non-linearity, even
in the presence of large displacements.

In order to be able to create a constant charge in the sensor capacitor(s), discrete-time
circuits are needed. For example, two different switched-capacitor circuits for constant
charge operation will be introduced in Sections 3.1.7 and 3.1.8.

The non-linearity resulting from electrostatic forces canalso be reduced by means of
mechanical design. A comb transducer is shown in Fig. 2.10 (only three ofN parallel
capacitors are shown). A typical comb structure, such as that in Fig. 2.10, is able to
generate a lateral position-independent force, and is commonly referred to as a comb
actuator or comb drive.

The capacitance for the comb structure, when parasitic fields are ignored, can be ex-
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Figure 2.10: A comb capacitor.



42

pressed as

Cs = N
ε0h(x + w0)

x0
. (2.28)

The variablex corresponds to a change in the overlap of the capacitor fingers with a
nominal value ofw0, h is the height of the fingers, andx0 the constant spacing between the
fingers. Now, both the gain,dCs/dx, from position to capacitance, and the electrostatic
force

Fes =
ε0h

2x0
V 2 (2.29)

are independent of the variablex, when voltageV is applied across the capacitor. The
comb actuation and detection are therefore applicable for microstructures with a large
amplitude of motion. On the other hand, the position-independent gain is achieved at the
expense of a smallerdCs/dx per area unit when compared with the parallel plate capac-
itor. A further comparison between comb and parallel plate structures for the arbitrary
amplitude of motion is presented in [26], with the focus on the detailed modeling of the
parallel plate detection.

Electrostatic forces are clearly not the only source of non-linearity in the sensor element.
In addition to the non-linear force-to-displacement conversion, where the electrostatic
forces are the source of non-linearity, the distortion is inflicted within the sensor element
by the position-to-capacitance conversion. Although the capacitance of a lateral comb
structure is theoretically linearly dependent on the displacementx (see (2.28)), the paral-
lel plate capacitor allows a linear gaindCs/dx only if x � x0. With this approximation
valid, the gain can be written as

GT2 = dCs/dx ≈ ε0A

x2
0

(2.30)

for a single parallel plate capacitor. Similarly, for a combcapacitor

GT2 = dCs/dx = N
ε0h

x0

, (2.31)

where, theoretically, no approximation is required. Usingthese gain terms, the signal
capacitance in Fig. 2.8 can be expressed as a linear functionof position,∆C = GT2x.

When the conditionx � x0 is not met,∆C becomes a non-linear function of position in a
parallel plate capacitor, as (2.23) indicates. However, the linearity can be improved by us-
ing a differential configuration, either a half-bridge or full-bridge (see Fig. 2.8), in which
case the even-order harmonic components of the capacitive signal will be suppressed. The
non-linearity of the position-to-capacitance transducercan be further reduced, or theoret-
ically eliminated in a differential parallel plate transducer, by usingratiometricdetection.

The systems with ratiometric output usually refer to the output voltage being proportional
to the supply voltage. However, the term is also used to referto the detection of capaci-
tances. In ratiometric detection, instead of the absolute value of the capacitive signal of
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interest being detected, the ratio between the differential and the common-mode capaci-
tance is read. For example, if the interface electronics fora differential half-bridge sensor
is designed to implement a ratiometric readout, the analog output signal of the sensor is
of the form

sensor_output = Vdet
Cs1 − Cs2

Cs1 + Cs2
, (2.32)

which is equal toVdetx/x0 whenCs1(x) = Cs2(−x) = (2.23), or equal toVdetx/w0

whenCs1(x) = Cs2(−x) = (2.28). Thus, the analog output is directly proportional
to both the detection voltageVdet and the positionx, even in the case of parallel plate
sensor capacitors. However, the non-linearity is not fullycanceled, if the sensor includes
a torsional (tilting) sensor element (sketched in Fig. 3.28) [27]. Even with a torsional
element, the ratiometric detection allows the linearity tobe improved by roughly 10dB
compared to the detection of the absolute differential capacitive signal.

2.4 Other Types of Inertial Microsensors

Capacitive sensors represent one method to detect the signal of interest; however, several
other transduction mechanisms can be utilized as well. Manyof the sensor elements are
based on a similar structure, where the proof mass is attached to the reference system via
compliant beams, as depicted in Fig. 2.11 for an accelerometer. The differences often
result from different methods for the detection of the proofmass position, and in Fig.
2.11 (a) the already familiar method of capacitive detection is shown for comparison.
The applicability of a certain type of inertial sensor for a certain application depends on
many characteristic features of the sensor. Typical features include, for example, cost and
performance-related parameters, while performance is qualified via parameters such as
resolution, full-scale signal range, stability of offset and gain, non-linearity, shock and in-
terference tolerance and supply current consumption. Different types of sensors typically
have different strengths and weaknesses depending on the transduction mechanism; some
of these will be introduced next to allow a rough comparison [28].

2.4.1 Microaccelerometers

A piezoresistive accelerometerwas introduced as early as in 1979 [29] and is still a
widespread and vastly utilized type of an accelerometer. The functionality of a piezore-
sistive microaccelerometer is depicted in Fig. 2.11 (b), where piezoresistors are realized
using material exhibiting high piezoresistivity, e.g. silicon. The acceleration induces a
shift in the position of the proof mass, which further changes the stress, especially in the
spring structure and attached piezoresistor. The stress-induced change in resistance is
detected in order to resolve the effective acceleration. The ease of realizing a compact
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piezoresistive sensor element and detecting a resistive signal are the important benefits of
piezoresistive accelerometers. The detection of resistances, however, consumes dc supply
current, making a piezoresistive accelerometer less optimal for ultra-low-power applica-
tions. In addition, the noise of the signal resistors can be significant compared to the
actual resistive signal, making it difficult to attain ultra-low-noise performance. [7]
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Figure 2.11: Illustration of the detection of motion in a) capacitive, b) piezoresistive, c)
piezoelectric, and d) tunneling accelerometers. The fixed support is in the same coordi-
nate system as the reference system whose acceleration is being measured.

Piezoelectric accelerometersare able to self-generate a charge that is dependent on stress.
An illustration of a microsystem for the generation of acceleration-dependent stress is
shown in Fig. 2.11 (c). For example, films of piezoelectric material, e.g. aluminum
nitride (AlN), can be processed at a location where the maximum acceleration-induced
stress is attained. Although piezoelectric microaccelerometers are self-generating, the
change in the charge, i.e. the signal current, is proportional to the magnitude of the
change in the stress, i.e. in the acceleration, and is essentially zero at dc. Hence, piezo-
electric accelerometers cannot measure dc acceleration and the signal current is limited
in microscale at low frequencies [30, 7]. On the other hand, the low-noise signal detec-
tion and low power consumption make piezoelectric positiondetection more attractive
for macroscopic accelerometers and for applications whereonly ac signals need to be
detected, such as vibratory gyroscopes.

Tunneling Accelerometersare a class of accelerometers capable of reaching very high
resolutions. The structure of a tunneling accelerometer (see (d) in Fig. 2.11) resembles
a traditional, for example, capacitive sensor, where the distance between the proof mass
and a static electrode is measured. In a tunneling accelerometer, however, the distance
between a tunneling tip, positioned on one of the electrodes, and the counter electrode
is maintained at roughly 10Å, small enough to allow a tunneling current in the order
of a nanoampere to flow [31]. For proper accelerometer operation, the position must be
maintained with the precision of an ångström because of the exponential ratio between
the tunneling current and the distance between the two electrodes. Hence, tunneling ac-
celerometers always operate in a closed loop. In fact, the loop must be very fast in order
for the sensor to tolerate ac accelerations, and, for example, in [31], the full-scale accel-
eration is only about 1mg, although the noise floor is as low as 20ng/

√
Hz. In addition,
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when the feedback force is attained using electrostatic coupling, the required feedback
voltage is commonly tens of volts. On the other hand, when noise is considered, tunnel-
ing accelerometers are very resistant to the noise of the electronics because of the very
high sensitivity of a tunneling element. This also means that the mechanical noise, to-
gether with tunneling-related noise, typically limits thenoise performance of the sensor.
The very high sensitivity of the tunneling current also makes the tunneling accelerome-
ter very sensitive to even the slightest changes in the tunneling surfaces, increasing the
variation of offset considerably.

Thermal accelerometersare based on thermal transduction. In one of the first thermal
accelerometers [32] a proof mass was suspended between two rigid electrodes – a struc-
ture similar to that in some capacitive accelerometers. Instead of capacitive detection of
the motion in the proof mass, the rigid electrodes were realized to function as heat sinks
where thermopiles were used to detect the temperature. A heater was attached to the
proof mass, creating an acceleration- and position-dependent heat transfer. The differ-
ence in the amount of heat transferred resulted in a temperature difference between the
heat sinks. The temperature difference was measured using the thermopiles. The next-
generation thermal accelerometer [33] was realized with nosolid proof mass. Instead of
a moving proof mass, the acceleration-dependent heat transfer was now attained by al-
lowing a heater element to create a small hot air bubble. Using two temperature sensors,
located symmetrically beside the heater, allowed the acceleration-dependent change in
the free convection of the air bubble to be detected. In general thermal accelerometers
have greater tolerance to external disturbances, such as electromagnetic interferences.
However, they tend to consume a moderately large amount of power because of the heat-
ing element, despite the fact that the device is sealed on a package level to isolate the
accelerometer from the external air flow.

Like thermal accelerometers,optical accelerometersaim for improved EMI tolerance.
High resolutions can also be achieved and both open- and closed-loop designs are possi-
ble. In optical accelerometers a proof mass is anchored to a rigid frame via a suspension
and, as in capacitive or piezoresistive accelerometers, isdisplaced as a result of acceler-
ation. The resulting displacement is detected. In an integrated optical accelerometer the
detection is performed by allowing the proof mass motion to affect the intensity of the
light detected. In [34] the light source is realized as a laser on a gallium arsenide chip.
The photodiodes that are used for the detection of light are also located on the same die.
The photocurrent that results from the motion of a bulk silicon accelerometer is measured
using an off-chip transimpedance amplifier, which allows the acceleration to be resolved
with a noise floor of 25µg/

√
Hz. With only the interface electronics missing, the imple-

mentation approaches the level of maximum integration the multi-chip optical sensor can
achieve.

Resonant accelerometersare basically oscillators, where a micromachined resonator is
operated in a closed loop in such a way that the resonance frequency defines the oscilla-
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tion frequency. The sensitivity to acceleration arises as the resonance frequency changes
as a result of external acceleration. The motivation to develop resonant accelerometers
has been an improved tolerance to EMI and the possibility of direct digital output, while
high performance should also be attainable. The challenge in resonance accelerometers is
the small signal, at a maximum about 1000Hz/g, whereas more typically the sensitivity
is below 100Hz/g. In a recent resonant accelerometer in [35], where a two-chip solution
is adapted and capacitive detection and actuation is used, asensitivity of about 100Hz/g
or 1000ppm in the relative frequency shift resulting from 1g acceleration is achieved.
In order to be able to detect the small signal with high accuracy, the amplitude of the
oscillation must be well controlled. Precise amplitude control, such as the one proposed
in [35], is important in order for the non-linear behavior ofthe resonator not to diminish
the sensor performance. In addition, the frequency shift, produced by acceleration, is also
challenging to detect. A phase-locked loop (PLL) can be usedfor the frequency demod-
ulation, but the accuracy requirements for the PLL become stringent. In addition, digital
interfacing by calculating the length of the clock periods received from the oscillator can
require a stable clock at a frequency well above megahertz. Simple counting of the peri-
ods received from the oscillator can easily limit the attainable signal bandwidth. Hence,
the design of the interface electronics for a resonant accelerometer poses a challenge.

The actual micromechanical structure that defines the proofmass, suspension, and means
of detecting the position varies significantly, depending on the fabrication technology and
properties of the accelerometer, but also on the operational principle. More details about
the mechanical design can be found, for example, in [28].

2.4.2 Microgyroscopes

Most of the MEMS gyroscopes are based on the detection of Coriolis acceleration. The
mechanical sensor element can, for example, be based on the traditionally used tuning
fork structure that is illustrated in Fig. 2.12, but other mechanical structures have also
been used to realize a vibratory gyroscope [28, 36]. The tuning fork can still be used
to depict the operation, also sketched in Fig. 2.12, where the two tines of the fork are
forced into oscillation, driven in the direction of one axis. Rotation about the axis perpen-
dicular to the driven axis couples the oscillation in the direction of the third, sense, axis.
Like in the case of accelerometers, the capacitive sensing of the Coriolis acceleration and
generation of the drive mode oscillations is just one way to realize a microgyroscope.

The dual nature of piezoelectric interfaces, similarly to capacitive interfaces, makes pos-
sible both a self-generated detection current and actuation with zero static current con-
sumption. A piezoelectric interface can, for example, be used to attain a higher excitation
force for the driven resonator, compared with the use of an electrostatic force, and it re-
quires no dc bias. For example, in the tuning fork gyroscope in [37], a monolithic lead
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Figure 2.12: Typical functionality of a tuning fork gyroscope.

zirconate titanate (PZT) structure is proposed to replace the traditionally used quartz, be-
cause of its stronger piezoelectric properties, which can potentially result in a gyroscope
with a higher performance. The measured resolution of about0.01◦/s/

√
Hz in [37] was,

however, lower than expected. As an ultimate application, the piezoelectric phenomenon
can be utilized to implement the gyroscope in a simple solid mass [36], which deforms
in oscillatory fashion and realizes the sensitivity to the Coriolis force. The omission of
the suspension structures or mechanical parts increases the tolerance of the gyroscope to
high mechanical shocks.

The piezoresistive detection of sense motion has also been applied, thanks to the sim-
ple device fabrication and ease of detecting the resistive signal. For example, in [38]
the piezoresistive sense is combined with an electromagnetic drive to form a vibratory
gyroscope. However, the detection of the already minute Coriolis force using piezoresis-
tive detection results in a noisy output signal. In addition, similarly to accelerometers, in
gyroscopes too piezoresistors exhibit strong temperaturesensitivity.

Tunneling offers an additional alternative for the detection of the sense motion induced
by the Coriolis force. The method has been studied, for example, in [39], where the initial
performance tests demonstrate a noise floor of 27◦/h/

√
Hz, which could be reduced to

the level of the Brownian noise floor 3◦/h/
√

Hz. The properties of a tunneling gyroscope
are similar to those in tunneling accelerometers, and, for example, closed-loop sense
operation is basically mandatory to make possible a constant tunneling current.

Micromachinedrotational gyroscopesare the microsized versions of traditional macro-
scopic gyroscopes, which are based on the conservation of the angular momentum of a
spinning wheel, or rotor. The operating principle is not typically applied in MEMS gy-
roscopes, simply because of the difficulty of micromachining the required mechanical
components, e.g. the bearings. However, a rotating gyroscope can be realized by levi-
tating the rotating wheel. For example, a capacitive micromachined rotational gyroscope
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is reported in [40], where altogether five closed control loops are utilized to realize the
levitating effect. The control loops also provide the output for the sensor, as the feed-
backs nullify all the transitions of the spinning rotor. Thelevitation control structure for
a single spinning rotor is able to detect angular velocity about two axes and translational
acceleration about three axes. No IC implementation of the highly complex interface cir-
cuitry was shown in [40]. Other methods for realizing levitating microgyroscopes have
also been reported [36].

Other types of gyroscopes also exist that aim for miniaturized size and often utilize mi-
cromachining for the realization of small mechanical structures. The Coriolis effect is uti-
lized in a convective gyroscope, where the angular rate is detected by observing changes
in the direction of the gas flow. The traditional macroscopicoptical gyroscopes, capable
of achieving high performance, are based on the Sagnac effect. Microgyroscopes based
on the same effect have been researched, for example, by using optical MEMS technol-
ogy. Further information on these and also other types of miniaturized gyroscopes can be
found in [36].

2.5 Fabrication of Microsystems

The mass production of microstructures, e.g. sensors, relies on batch fabrication, which is
illustrated in Fig. 2.13. In batch fabrication thousands ofindividual microstructures can
be formed simultaneously on a common substrate that is typically a silicon wafer. The
techniques involved in creating microstructures include depositing materials on the wafer
and patterning the wafer or the deposited layers by photolithography and etching. After
the microstructures are complete, the wafer is diced and theseparated microstructures are
packaged, often together with the interface electronics, either as a separate die or on the
same chip. The microfabrication techniques can be divided into surface micromachining
andbulk micromachining, which are briefly reviewed next [7].

waferMicrostructure
Silicon 

Figure 2.13: Illustration of batch fabrication.

2.5.1 Surface Micromachining

In surface micromachining [41] the mechanical microstructures are formed by depositing
and patterning thin films on a substrate, often a silicon wafer. The films that are grown
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can be categorized as sacrificial layers that will be removedand structural layers that
define the actual microstructures. An illustration of a process for creating surface mi-
cromachined devices is shown in Fig. 2.14. The processing starts by depositing a layer
of sacrificial material (b), such as silicon dioxide, on a substrate wafer (a). The layer is
patterned and etched (c). A structural layer, such as polysilicon, is deposited on the sacri-
ficial layer (d), and patterned and etched (e) to form the desired microstructures. Finally,
the microstructures are released (f) by etching away the remaining sacrificial layer that
is accessed via the edges and holes in the structural layer. More complex devices can be
created by increasing the number of structural layers. Surface micromachining can be
used to implement membranes and interdigitated structuresthat are commonly used to
create, for example, inertial sensors with a capacitive interface.

Sacrificial layer

a) b)

d) e)

c)

f)

Structural layer
Substrate wafer

Figure 2.14: Illustration of process steps for realizing surface-micromachined devices.

The microdevices formed by depositing films are typically thin, less than 5µm thick,
reducing the total mass of the microdevices. For example, inertial sensors, where the
proof mass is in the order of micrograms, are prone to mechanical noise. On the other
hand surface micromachining can be combined with the processing of integrated circuits,
which allows MEMS to be created on a single chip. The system-level integration allows
considerably smaller parasitic capacitances caused by theinterconnections between the
electronics and the mechanics, resulting in improved noiseperformance.

2.5.2 Bulk Micromachining

Bulk micromachining covers the techniques where a large amount of material is removed
from the substrate and the device is part of the substrate. With this definition, the (silicon-
on-insulator) SOI-based micromachining techniques can also be included under the bulk
MEMS category. In an SOI wafer two silicon wafers with thicknesses of a few tens of
microns and several hundred microns are bonded with silicondioxide (typically 1-2µm)
between them.

Bulk micromachining involves different etching techniques to shape an existing substrate,
typically silicon. The key element in etching is the etchants, which can be divided into
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wet and dry etchants. A wet etchant refers to the use of a liquid solution, whereas dry
etchants are in the form of a vapor or plasma. The regions exposed to the etchants are
defined using masking layers, such as silicon dioxide or silicon nitride, which are resistant
to etching. The characteristics, including the etch rate, CMOS compatibility, and price,
depend on the etching technique used [42].

The ready bulk micromachined structure can be as thick as thewhole structural or sub-
strate wafer, i.e. several hundred micrometers, as in the example in Fig. 2.15, where
two cover wafers are bonded on both sides of the device, in order to form a capacitive
parallel plate interface and, for example, allow the deviceto operate in a vacuum. Bulk
MEMS devices such as accelerometers can be designed to have alarge proof mass and
therefore low mechanical noise. However, as the bulk MEMS devices often include sep-
arate dies for the electronics and the mechanical devices, the necessary interconnecting
wires, bonding pads, and especially, any existing protection against electrostatic discharge
(ESD) between the IC and the sensor element can considerablyincrease the amount of
parasitic capacitance and noise.

Cover wafer

Electrodes

Structural wafer

Cover wafer

Figure 2.15: Illustration of a bulk micromachined structure, an accelerometer, that is
encapsulated using two cover wafers.

2.6 Discussion

Micromachined accelerometers measure acceleration in thedirection of up to six axes
and, because of their overall dimensions, which are typically less than a few millimeters,
these sensors have quickly found their way into consumer applications, where they are
used to detect, for example, free fall or orientation. Clearly in these example applications
the lowest performance suffices. On the other hand, compact MEMS accelerometers
have already met or even exceeded the performance of, for example, geophones, which
are precise measuring instruments used as seismometers.

The properties of accelerometers are different, dependingon the type of accelerometer.
Thermal and optical accelerometers are more robust againstelectromagnetic interference,
and piezoresistive ones are small and easy to manufacture but are fairly noisy, whereas
tunneling accelerometers can reach an extremely good noiseperformance. In capacitive
microaccelerometers the power consumption and often also the performance are limited
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Table 2.1: Examples of published state of the art capacitive microaccelerometers.

Reference [43] [15] [16] [44] [II]
Published 2004 2009 2004 2005 2009
Sensor surface bulk bulk

-
bulk

element MEMS MEMS MEMS MEMS
Interface analog open-loop closed-loop closed-loop analog
type open-loop direct∆Σ digital or analog mixed-signal closed-loop

readout readout interface ∆Σ interface interface
Supply (V) 5 1.2 ±6 3.3 5 / 12

current (mA) 6 0.021 12 0.8 15 / 0.9
power (mW) 30 0.025 144 2.6 86

Noise floor
0.05

1.1 (x), 1.1 (y), 0.0003 0.09 ≈ 0.0003
(mg/

√
Hz) 0.9 (z) (analog) (estimated) (average)

Signal
2000 1 5000 50 300

band (Hz)
Full-scale

6 4 3 10 1.5
signal±(g)

by the electronic interface so they can be designed to be either very low-power or, on the
other hand, very high-performance devices. The requirements for the sensor, therefore,
translate not just to the specifications for the element but also to those for the electronic
interface, which forms the main topic of this thesis.

As the interface electronics often reflects the performanceof the sensor, a few state-of-the-
art accelerometer designs with integrated interface electronics are included in Table 2.1.
It can be noticed that most of the low-noise accelerometers utilize bulk micromachined
sensor elements as a result of the fact that surface-micromachined structures typically
do not generate an equally high capacitive signal. The powerconsumption and supply
voltage are also tied to the noise performance and, as can be seen from [15], they can be
traded for lower speed and accuracy. The accelerometer design that is part of this thesis,
[II], is capable of nearly the same performance as even [16],while details of the topology,
which has not been previously used to attain an equal performance, are presented in [I-
IV].

Gyroscopes, on the other hand, are used to measure rotation about up to three axes. A
single-axis gyroscope comprises a driven resonator which is set into motion about one
axis and a sense resonator that is coupled to the drive resonator, which is sensitive in the
direction of an axis orthogonal to the driven axis. The Coriolis force, caused by rotation
about the axis orthogonal to both axes of the resonators, couples vibration between the
two axes. Inherently low-noise capacitive interfaces are utilized both to enforce precise
oscillation of the drive resonator and to detect the minute motion of the sense resonator in
order to resolve the angular rate. Other methods also exist to attain the proper function-
ality of a vibratory gyroscope, for example, piezoelectricreadout and actuation, piezore-
sistive readout, which, however, is usually too noisy, and tunneling-based readout. As the
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Table 2.2: Examples of published state of the art capacitive microgyroscopes.

Reference [47] [23] [46] [45] [V]
Published 2002 2008 2009 2009 2009
Sensor surface

- -
SOI bulk

element MEMS MEMS MEMS
Active

No Yes No Yes No
mode matching
Sense analog closed-loop closed-loop analog pseudo-continuous-
interface open-loop mixed-signal ∆Σ interface open-loop time analog
type readout ∆Σ interface readout readout
Supply (V) 5 3.3 / 12 5 / 18 3 / 40 3

current (mA) 6 - / - 0.25 / 0.1 2 / - 1.8
power (mW) 30 1 3 - 5.4

Noise floor
0.05 0.004 0.025 0.00006

0.015 (x) /
(◦/s/

√
Hz) 0.041 (y)

Signal
1000 50 >100 1 300

band (Hz)
Full-scale

150 - >1100 - 300
signal±(◦/s)

electronics also plays an important role in gyroscopes, a few state-of-the-art gyroscope
designs with integrated interface electronics are included in Table 2.2. As can be seen
in the table, matching the resonance frequencies in the gyroscope effectively increases
the noise performance. Active mode matching typically allows a higher capacitive sig-
nal from the sense resonator, which is because even a slight mismatch in the resonance
frequencies will reduce the gain attained by taking advantage of the high Q-value of the
sense resonator. Increased bandwidth and dynamic range canbe attained by utilizing a
closed-loop interface for the sense resonator with active mode matching. For [V], how-
ever, the design goal was not just the good noise performanceand low power consumption
as in, for example, [45]. Instead, the interface was optimized for performance and low
power, but most of all for compact design with, ideally, no external components. In this
case, a gyroscope that operates in low-pass mode and allows compact open-loop readout
techniques to be used was utilized for the design. The minimized chip area was achieved
by introducing a new low-noise readout technique, while at the same time fully integrat-
ing the PLL and the high-voltage circuits, which, as indicated by the voltage require-
ments, are missing in [23], [46], and [45]. All the circuit blocks of the implementation
are presented in [V-IX]. In fact, the two-axis gyroscope with the complete updated and
redesigned interface chip with an area of 4.3mm2 is presented by the author et al. in [13].
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3 Interface Circuits for Capacitive Sensors

When the functionality of a microaccelerometer is comparedwith a microgyroscope from
the signal detection viewpoint, the accelerometer outputsthe capacitive signal at the same
frequency as the input acceleration. On the other hand, in a vibratory microgyroscope the
capacitive signal corresponds to the amplitude-modulatedangular velocity information.
Hence, in accelerometers, a dc input acceleration brings forth a dc shift in the sensor
capacitances, which cannot be detected using dc voltage forthe readout. Unlike in ac-
celerometers, in vibratory gyroscopes a constant input angular rate generates a capacitive
signal at the carrier frequency, which allows a finite signalcurrent even with a mere dc
voltage across the sensor capacitors. This feature, and theconsiderably smaller capac-
itive signal of a microgyroscope form the main differences between the readouts of the
two types of capacitive sensors. As the Coriolis acceleration in a vibratory gyroscope and
linear acceleration in an accelerometer are detected usinga common structure, which is
basically a microresonator, the typical signal bands of interest can also be examined in the
frequency domain. The transfer function (TF) of gain of a low-Q resonator is shown in
Fig. 3.1 and represents the gain from the input force, induced by either linear acceleration
or Coriolis acceleration, to the output capacitance. The signal band of the gyroscope is
modulated at the carrier frequency and hence is shifted awayfrom the very low frequen-
cies.

~0

C
/F

log(Frequency)

lo
g(

|H
   

  |
) Typical signal bands

GyroscopeAccelerometer

Figure 3.1: A transfer function of gain from force to capacitance (HC/F ) and typical
signal bands of interest.

The front-end electronics are often alike for accelerometers and gyroscopes. Both sensor
types can be operated either in open- or closed-loop configuration using the same struc-
tures, but with distinctive features related to the type of sensor being interfaced with. The
different types of interface circuits for capacitive accelerometers and gyroscopes will be
studied in this section.
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3.1 Capacitive Open-Loop Readout

A block diagram of a capacitive open-loop sensor is shown in Fig. 3.2. The external
observed signal, e.g. acceleration, is converted to force with gain GT , which is equal
to the inertial mass of the sensor, i.e.GT = m. The force domain signal traverses the
resonator (the TF of the resonator isHRES), and is transformed into position. The position
is converted to capacitance with gainGT2 (see Section 2.3 for details), and the capacitance
is detected by the electronic interface (the TF of the readout is HR) and transformed to
an easily accessible format such as a voltage or digital word. The total transfer function
from the external signal of interest to the sensor output canthus be written as

HS = GT HRGT2HRES. (3.1)
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Figure 3.2: Block diagram of an open-loop sensor also depicting the main signal do-
mains.

An open-loop system can only be designed to be as good as the worst element of the
system, if it is assumed that complex calibration and correction methods are not utilized.
Hence, for example, improving the design of the electronicswill only help up to the
level that is reached by the sensor element with fixed design.In this case, for example,
the bandwidth of the element will limit the signal bandwidthof the open-loop readout.
Additional element-related parameters, such as linearity, the full-scale signal range, or
high Q resonances, cannot be controlled in an open-loop configuration either. On the
other hand, a simple and often low-noise readout circuit is the significant benefit of an
open-loop sensor.

Open-loop readouts can be performed using either continuous-time (CT) or discrete-time
techniques (DT) with either analog or direct digital output. The circuit techniques for the
readout will be introduced next.



55

3.1.1 Continuous-Time Detection of Capacitive Signals

Before the sensor output can be transformed into voltage mode, or digital information, the
signal capacitance is converted into a charge. To be more precise the actual quantity of
interest is the moving charge, i.e. the current, which is further converted into voltage by
the front-end electronics attached to the sensing element.The procedure for creating the
signal current is depicted in Fig. 3.3, where the sensor element is modeled using a single
variable capacitorCs. In the case of Fig. 3.3 (a) the detection voltageVdet is assumed to

b)

 IsC s

Vdet Vdet_ac

 IsC s

a)

Figure 3.3: The use of (a) dc and (b) ac detection voltage for transforming the capacitive
signal into charge/current.

be constant, or time-independent, which allows a non-zero signal current

Is =
dQ

dt
= Vdet

dCs

dt
, (3.2)

only if Cs is time-dependent. This assumption is valid in vibratory gyroscopes, where
the constantVdet can be used for detection. The detection using the constant (dc) Vdet

can also be referred to asrate-of-changeor velocity measurement. In accelerometersCs

settles to a new constant value when dc acceleration is applied, and hence (3.2) would
give zero current for Fig. 3.3 (a). IfVdet is replaced with an ac detection voltageVdet_ac

as in Fig. 3.3 (b), the signal current can be written as

Is =
dQ

dt
=

d(Vdet_acCs)

dt
. (3.3)

The spectral components of the original capacitive signal and the charge mode signal are
depicted in Fig. 3.4. The only case where the detected signaldoes not require demodu-
lation before the final sensor output is created correspondsto an unmodulated capacitive
signal and dc detection voltage (Vdet). Unfortunately, when the signal frequencyfs is zero
(dc signal), the signal current is also zero. A constant capacitive signal can be detected
properly using an ac detection voltage, which is equivalentto amplitude modulation and
corresponds to the product termVdet_acCs in (3.3). The detection using the ac voltage
Vdet_ac can also be referred to asdisplacement measurement. In the case of a gyroscope,
where the original capacitive signal is already amplitude-modulated, the charge (current)
mode signal becomes modulated twice, as can be seen in Fig. 3.4.

The frequency of the carrier or ac detection voltage is a design parameter which is deter-
mined by factors such as power consumption, noise, and chip area-related specifications
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Figure 3.4: Typical spectral components of the capacitive signal∆C and the signal
chargeQ after detection using both ac and dc detection voltages in a gyroscope and an
accelerometer. The signal frequency isfs and the frequency ofVdet_ac is equal tofdet_ac.
The capacitive signal in a gyroscope is modulated atfc.

that apply to the readout circuitry. For example, the effectof flicker noise (1/f -noise)
[48] is typically sufficiently low at roughly 100kHz. A further increase in the frequency
would allow smaller and more compact RC-time constants to beimplemented for the CT
readout circuits. Smaller integrated resistors and capacitors can reduce the chip area re-
quired. On the other hand, ac detection voltage is typicallyused, instead of dc, at the
expense of higher power consumption and the increased complexity of the readout.

3.1.2 Voltage Buffer

The signal current from the sensor can be transformed into voltage using a simple CT
voltage buffer. An example buffer is shown in Fig. 3.5 (a). Inthe figure,Cp depicts
the parasitic capacitance formed, for example, by the interconnections and the buffer
amplifier. The resistorRbias is added to maintain a proper dc biasVbias at the amplifier
input, andAV is the voltage gain of the buffer amplifier.

When a voltage buffer is combined with the dc detection voltage in order to detect the
capacitance of a microgyroscope, noise requirements, potential issues with the stability
of the resistance value over temperature, and frequency-dependent gain necessitate the
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C = s C + 0 ∆C
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resetφ
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Figure 3.5: Voltage buffers used for the detection of capacitive signals; (a) for combined
dc detection voltageVdet and a large resistor for implementing the dc bias at the amplifier
input, and (b) for ac detection voltageVdet_ac and periodically refreshed dc bias.

conditionRbias � 1/[2πfc(Cs + Cp)]. This requirement typically sets the resistance to
be as high as a few gigaohms, which makes the resistor unsuitable for integration as a
polysilicon resistor [49]. In order to avoid the high parasitic capacitance inflicted by a
very large polysilicon resistor, the resistor can be replaced with a reverse-biased diode or
a MOSFET operating in the subthreshold region. Example implementations can be found
in [50] for a diode and in [51, 52, 53, 54] for a MOSFET-based dcbiasing. In fact, if a
PMOS transistor is used in the subthreshold region and connected in diode configuration
(gate- and source-terminal shorted) in such a way that the source terminal is connected
to the bulk terminal, the single transistor allows two back-to-back diodes to be realized.
In this case the two diodes are formed by the MOSFET and the pn junction between the
bulk and drain terminals.

When the voltage buffer is combined with the ac detection voltageVdet_ac and the fre-
quencyfdet_ac is selected to be sufficiently high,Rbias can be designed to be smaller and
realized as a polysilicon resistor. Example interfaces using an ac detection voltage and a
linear resistor for dc biasing can be found in [55, 56, 57] forthe readout of an accelerom-
eter. Another solution for maintaining the proper bias voltage is to reset the voltage at the
amplifier input periodically, as in Fig. 3.5 (b). This approach is applied to the readout
of a capacitive full-bridge accelerometer element in [43],where a detailed analysis of the
buffer is also presented.

In order to review the general dynamic features of a voltage buffer, the sensor capacitance
Cs can be divided into a static partC0 and signal-dependent part∆C. The voltage at the
amplifier input will become distorted if the value of∆C approaches that ofC0. Distortion
is generated as the voltage across the sensor capacitor is essentially dependent on the
signal itself. However, whenC0 � ∆C, the detection voltage is approximately constant
and the linear small signal gain from the signal capacitanceto the output voltage can be
evaluated. For Fig. 3.5 (a), with a dc detection voltage and frequencyfs (of ∆C) higher
than the corner frequency1/[2πRbias(Cs + Cp)], the s-domain transfer function can be
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written as
Vout(s)

∆C(s)
≈ AV

Vm − Vbias

C0 + Cp

. (3.4)

The ac detection in Fig. 3.5 (b) results in an amplitude-modulated output signal, when the
reset switch is not conducting. The output voltageVout in Fig. 3.5 (b) can be calculated
in the time domain as

Vout(t) ≈ AV
Cp

(C0 + Cp)2
Vm_ac sin(ωdet_act)∆C(t), (3.5)

for a sinusoidal detection voltage.

It can be noticed from (3.4) thatVdet = Vm − Vbias and hence, both bias voltages,Vm and
Vbias, affect the gain. In (3.5) the gain is independent ofVbias, the purpose of which is
simply to maintain the proper bias point of the amplifier. Additionally, in both (3.4) and
(3.5), the gain is proportional to the parasitic capacitance, which is seldom a precisely
defined parameter. It is also interesting to notice that the ratiometric readout of ac signals
is achieved its simplest form using the voltage buffers. Especially if a differential sensor
is used in Fig. 3.5, in such a way thatC0 − ∆C is substituted for the parasitic capacitor
Cp, the output voltage can be calculated to be directly proportional to∆C without any
small signal approximations being made.

3.1.3 Transimpedance Amplifier

A well-defined gain can be achieved using atransimpedance amplifier(TIA), of which an
example configuration is shown in Fig. 3.6 for a half-bridge sensor element. The signal
currentIs of the sensor element is converted into voltage in the feedback impedanceZfb,
which is typically a resistorRfb and a capacitorCfb connected in parallel. TIA can be
used together with either ac or dc detection voltage, which will have distinctive features.
These characteristics will be studied next.

When the TIA is combined with a dc detection voltage (Vm_ac = 0), and the operational
amplifier is assumed to be ideal, and the leakage currentsIleak1 andIleak2 are zero, the
gain from the signal capacitance to the output voltage can bewritten as

Vout(s)

∆C(s)
= − 2Rfbs

1 + sRfbCfb

(Vm − Vincm), (3.6)

whereVincm is the common-mode level at the operational amplifier input.The equation
exhibits total independence of parasitic capacitance at the amplifier input. It also suggests
that the common-mode voltage at the amplifier input partly defines the detection voltage
Vdet = Vm−Vincm, and hence is an important design parameter. Any non-zeroIleak drawn
from the input of the amplifier will affect the gain unlessVincm is actively controlled.
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Figure 3.6: The detection of a capacitive half-bridge sensor using TIA. It is assumed that
Cp = Cp1 = Cp2 andZfb = Zfb1 = Zfb2.

Stabilization of gain is the typical reason for controllingthe common-mode level at the
input of the amplifier (Vincm), instead of the output. This was the selected configuration
in, for example, [VI] and [58].

When the TIA is combined with an ac detection voltage (Vm = 0), the method for con-
trolling only the input common-mode voltage can rarely be applied. This is because with
a constantVincm the amplitudeVm_ac will be transferred to the common-mode output of
the amplifier with gainωdet_acC0Zfb and hence would impede any further utilization of
the TIA output voltage. On the other hand, a low-impedance common-mode node at the
amplifier output inevitably causesVincm to have a signal component at the detection fre-
quencyωdet_ac. This signal will affect the output voltage, which can first be calculated
in the s-domain as a function of the carrierVac(s). By assuming that the signal capaci-
tance∆C is frequency-independent, and that the differential signal at the input and the
common-mode signal at the output of the operational amplifier are both zero, the transfer
function can be written as

Vout(s)

Vac(s)
= − 1 + sCpZfb(s)

1 + s(Cp + C0)Zfb(s)
2s∆CZfb(s). (3.7)

Assuming that the carrier is now sinusoidalVac = Vm_ac sin (ωdet_act) as shown in Fig.
3.6 and that the capacitive signal∆C(t) varies slowly when compared with the detection
frequency,Vout(t) can be written in the time domain approximately as

Vout(t) ≈− 2∆C(t)Rfbωdet_ac
√

1 + [ωdet_acRfbCfb]2
sin(ωdet_act + φd)·

√

1 + (Rfb(Cfb + Cp)ωdet_ac)2

1 + [Rfb(Cfb + Cp + C0)ωdet_ac]2
Vm_ac,

(3.8)

whereφd is the component value andωdet_ac-dependent phase shift from the sinusoidal
detection voltage to the output of the TIA. In (3.8)Zfb has been replaced by the parallel
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connection ofRfb andCfb. The effect ofVincm can now be seen in (3.8), where the second
row of the two-row equation describes the detection voltageacross the sensor capacitors.
The higher theC0 is compared toCp andCfb, the smaller the ac detection voltageVdet_ac

and the gain are. One way to remove the ac component ofVincm is to actively drive it
to zero using an additional amplifier. This approach is described in [59] for a switched-
capacitor interface. It is also noteworthy that if there were mismatch between any of the
two differential capacitances, offset would be created to the amplifier output atωdet_ac.

TIA is typically used in such a way that either the feedback resistanceRfb or the feed-
back capacitanceCfb dominates the feedback impedance at the detection frequency. In
the former case the TIA is then referred to as atransresistance amplifier(TRA), and in
the latter as atranscapacitance amplifieror as acharge-sensitive amplifier(CSA). Addi-
tionally, (3.6) and (3.8) can be approximated for TRA by substituting Cfb = 0, and for
CSA by substitutingRfb = ∞. It is interesting to notice that whenCfb = Cp = 0, (3.8)
becomes zero as the detection voltage across the sensor capacitances (Vdet_ac) approaches
zero with an increasing detection frequency.

When the design target is to implement a CSA, the value of the feedback resistance should
be maximized for minimized noise [58], and hence the design issues are similar to those
related to the dc biasing of the voltage buffer. In most cases, implementing the resistor
as a polysilicon resistor is not an option. Typical integrated realizations of the feedback
resistor include MOSFETs biased in the linear region (see Fig. 3.7). Example implemen-
tations can be found in, for example, [46, 47, 58]. In [46] thevoltage swing across the
MOSFETs is reduced by applying a low-pass (LP) filter in the feedback path. In this way
the MOSFET will not leave the linear (triode) region even in the presence of a large out-
put signal. In [47] the impedance of the MOSFET feedback is increased by disconnecting
the MOSFET periodically.

MOSFETs also offer an important alternative for the realization of dc feedback in inte-
grated high-pass filters (HPF, see Fig. 3.7), where the signal level is typically even higher
compared to CSAs. In these cases the strong second-order non-linearity can become an is-
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Figure 3.7: A CSA and an HPF utilizing MOSFETs for the realization of thedc feedback.
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sue, even though a differential configuration would be used.This occurs especially when
Vbias is a very high-impedance voltage source, such as the MOSFET diode-based biasing
in [47, 58], and becomes signal-dependent. The bias shift resulting from the non-linearity
is addressed in [VII].

The implementation of CSAs for the CT readout of a gyroscope using a dc detection volt-
age can be found, for example, in [46, 47, 58, 60], and for a CT readout of an accelerom-
eter in [61, 62] and in [I, II]. Both accelerometer interfaces utilize an ac detection voltage,
whereas the CT readout of a gyroscope is done using an ac detection voltage in [63, 64].
The noise analysis of the CSA can be found, for example, in [65, 66]. As integrated ca-
pacitors tend to be more linear and more stable over temperature when compared with
large integrated resistors, CSAs, rather than TRAs, are more commonly applied for low-
noise capacitive readout. A TRA where a resistive T-networkrealizes the high-impedance
feedback is, however, used together with a very high dc detection voltage in [67] for the
secondary (sense) readout of a gyroscope. Compared to a single resistor implementation,
a T-network always results in increased noise and offset of the TIA, and hence is typically
not used for interfaces where the feedback impedance is a significant noise contributor.
TRAs are commonly used for the detection of the primary (drive) resonator in a gyro-
scope [47, 60, 67], mostly because the output of the TRA is in the correct phase for the
electrostatic excitation of the primary resonator. The topic is discussed in more detail in
[VII] and in Section 3.2.5.

3.1.4 Demodulation

In practically all capacitive inertial sensors that utilize continuous-time open-loop read-
out, the voltage at the output of the front-end circuit is in the form of amplitude mod-
ulation. Before the final signal can be output, the signal must be demodulated. When
considering only the continuous-time techniques, there are basically two topologies for
downconverting the amplitude-modulated signal back to thesignal frequency; a multi-
plier (coherent or synchronous detection) or an envelope detector (incoherent detection).
In coherent detection a sample of the carrier component, theac detection voltage, at the
correct phase is multiplied by the signal and the resulting low-frequency signal compo-
nent represents the output of the demodulator. An envelope detector, typically a diode
rectifier, on the other hand, extracts the envelope of the amplitude-modulated input signal
and does not require a sample of the carrier component for thedemodulation.

When an ac voltage is used for the detection of the signal capacitance, the same carrier is
naturally also available for demodulation. This makes the application of coherent demod-
ulation straightforward. In vibratory gyroscopes too the voltage mode signal, which is
directly proportional to the primary resonator motion of a gyroscope, is typically accessi-
ble. The component is obtained from the primary loop of the gyroscope, which essentially
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forms an oscillator at the carrier frequencyωc.

The carrier can be used for demodulation in, for example, a Gilbert multiplier [68], shown
in Fig. 3.8. The differential output current of the multiplier can be written as [69]

Iout = I1 − I2 = I0 tanh
V1

2VT

tanh
V2

2VT

≈ I0
V1V2

4V 2
T

, (3.9)

where the approximation is valid ifV1, V2 � VT . VT is the thermal voltage, 25.9mV at
300K, defined askBT/q, wherekB is the Boltzmann constant,T the absolute tempera-
ture, andq the elementary charge. Although the circuit is clearly capable of implementing
the product of the two signals, the linear input range is verylimited, and the temperature
sensitivity is high as a result of the temperature-dependent VT . A significant improvement
of the functionality in the multiplier can be achieved by utilizing proper predistortion of
the input voltage [68, 69]. The linear Gilbert multiplier isused, for example, for the read-
out of an accelerometer in [62], and in a gyroscope in [63], where a folded CMOS Gilbert
multiplier is used.

 3 Q 4 Q 5

I1 I2

Q 1 Q 2

I0

V2

V1
Q 6Q

Figure 3.8: Gilbert multiplier, excluding the predistortion circuit.

The multiplier in Fig. 3.8 can also be used with a large signalcarrier, V1. Now the
transistorsQ3 − Q6 function as switches, in this way passing the signal currentto the
output with changing polarity. The operation is equivalentto that of a full-wave rectifier,
which can also be implemented using switches.

A switching demodulator, a chopper, realizes full-wave rectification coherently using four
switches, as shown in Fig. 3.9. Clearly, in this case the carrier must be a square wave
signal, which is why it can be referred to as a clock. In addition, if the chopper is used as
a full-wave rectifier, the signal and the square wave carriermust be in phase, as depicted
in the example waveform shown in Fig. 3.9. The requirement isalso the same for the
linear multiplier i.e. the Gilbert cell.
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Figure 3.9: Switching demodulator.

The functionality of the chopper is mathematically equivalent to the product of the signal
and a square wave carrier with unity amplitude,

Vout(t) = Vin(t)
∞

∑

n=1

[

4

πn
sin (ωdet_acnt)

]

, (3.10)

where the sum-term represents the Fourier series of the square wave carrier andVin(t) is
the amplitude-modulated input signal. After the demodulation, the signal components of
interest are located at dc, whereas the signal components atthe harmonics of the carrier
frequency are typically LP filtered. Let us consider an example case. Let the input signal
frequency,fs, be zero, so thatVin(t) = Vs sin (ωdet_act + φe). The phase errorφe rep-
resents the phase inaccuracy during demodulation andVs the amplitude of the dc signal.
After Vin(t) has been substituted into (3.10), the resultingdc termcan be written as

Vout_filt = Vs
2

π
cos φe. (3.11)

The equation indicates that minimizingφe is important for the maximization of the gain.
On the other hand, if a signal is fully in quadrature, orφe = π/2, it results in a zero
dc output voltage, a feature which is especially significantin a gyroscope, where large
quadrature signal components often need to be rejected [17]. A chopper, together with a
square wave ac detection voltage, is used, for example, in [43] for the open-loop readout
of an accelerometer. In the closed-loop accelerometer in [I, II] the detection ac voltage
used is sinusoidal and the demodulation is performed via synchronous full-wave rectifi-
cation. The demodulation within a closed-loop accelerometer is also discussed in more
detail from the system point of view in [I, II].

Incoherent demodulation can be performed using an envelopedetector, which is depicted
in its simplest form in Fig. 3.10. The example waveforms in the figure show the approxi-
mate functionality of the detector. The time constant, formed byRe andCe, is selected in
such a way thatfs_max � 1/(ReCe) � fdet_ac [70]. In this way the output signal droops
only slightly between the consecutive input signal peak values, but is able to follow the
fastest envelope (signal) at the frequencyfs_max without inflicting distortion.

At first glance an envelope detector and a multiplier would both appear to fulfill the same
task – demodulation. Even in the presence of additive noiseVn(t), in which case the
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signal of the previous example can be expressed asVin(t) = Vs sin (ωdet_act + φe)+Vn(t),
the performance of the two types of demodulators remains similar as long as|Vn(t)| �
|Vs|. The other important limit case that must be taken into account, however, occurs
when|Vn(t)| � |Vs|, which can be due to, for example, a high carrier frequency and the
resulting wide noise bandwidth at the detector input and a very small signal. When the
noise dominates over the signal power, the envelope detector deforms the signal, and the
desired information can no longer be detected at the demodulator output. Unlike if the
signal passes a coherent demodulator, the noise remains additive [70]. For this reason it is
straightforward to limit the use of envelope detection to applications where the condition
|Vn(t)| � |Vs| is always met. In terms of sensor interfaces, a typical application where
a rectifier-based solution is viable is the drive loop automatic gain control in gyroscopes
[67].

3.1.5 Discrete-Time Detection

The original signal of interest in the case of inertial sensors is always a continuous-time
analog signal, such as acceleration or angular rate. The measurable quantity, capacitance,
which is proportional to the original signal of interest, isalso a continuous-time analog
signal. When the capacitive signal is transformed into voltage using a sampling readout
circuit, the signal no longer contains the original theoretically unlimited band of informa-
tion. Instead, when the signal is sampled and processed in a discrete-time readout circuit,
the information is mapped in a band ranging from 0 up to1/(Tsa2), or the Nyquist fre-
quency [71, 72]. Hence, the sample rate1/Tsa = fsa sets the theoretical maximum signal
bandwidth of a discrete-time readout.

A set of typical waveforms of an analog DT system is sketched in Fig. 3.11. The
continuous-time input signal in the example is a sine, whichis sampled at the ratefsa,
which is eleven times higher than the frequency of the sinefct. The discrete-time spec-
trum in Fig. 3.11 is usually plotted in such a way thatNsa = fsa. It is interesting to notice
that if the input signal were at the frequencyfsar+fct, wherer is an integer, the resulting
spectral components of both the continuous-time sampled signals and the discrete-time
signal would lie at the same frequencies as in the example. Itshould also be noted that a
continous-time sampled signal cannot be realized in practice, and is shown just to depict
the effect of sampling. Likewise, the periodic impulses that represent the continous-time
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sampled signal are scaled to have a magnitude that corresponds to the input signal.
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Figure 3.11: Sketched examples of both the continuous-time sampled signal, where a
scaled inpulse represents the value of a sample within each clock cycle, and the corre-
sponding S/H signal, both in the time and frequency domains.The discrete-time samples
that correspond to the input signal are also shown.

A mathematical representation of the sampling [73] can be written as a product of a
periodic impulse train,

spt(t) =

∞
∑

n=−∞

δ(t − nTsa), (3.12)

where impulses exist at an interval that is the same as the sampling periodTsa, and the
continuous-time input signalsct(t). The Fourier transformation of the impulse train is
another impulse train in the frequency domain,

Spt(jω) =
1

Tsa

∞
∑

n=−∞

δ(ω − nωsa), (3.13)

whereωsa = 2π/Tsa. The frequency domain representation of the sampled signal(see
Fig. 3.11) corresponds to the convolution of the impulse train (3.13) and the frequency
domain signalSct(jω),

Ssa(jω) = Sct(jω) ⊗ Spt(jω)

=
1

Tsa

∞
∑

n=−∞

Sct(jω − jnωsa).
(3.14)
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Now the continuous-time sampled signal in the frequency domain Ssa(jω) is equivalent
to the sum of the original signal spectra each shifted bynωsa. If the frequency of the
CT input signal is higher thanωsa/2, folding will occur. The high-frequency signal com-
ponents that are susceptible to folding are typically removed by antialias filtering before
the sampling is performed. In the readout of a sensor elementcare must be taken not to
allow noise or other high-frequency components, for example, in the detection voltage or
supply, to fold to the signal band.

If the output of a sampling system is to be used as a continuous-time signal, the sampled
output is typically fed through a zero-order hold. An example of the resulting output,
typically referred to as asample-and-hold- (S/H)-response, is shown in Fig. 3.11. The
frequency domain representation of the S/H signal can be derived from the time domain
waveform of the same signal.

A single value of the continuous-time input signal is expressed assct(nTsa), which is
equal to the value ofsct(t) at t = nTsa. The discrete-time signal can be turned into a
continuous-time signal by using the samples of the discrete-time input signal. When each
sample is represented as a pulse, the complete set of pulses that forms the continuous-time
signal can be written as

ssah(t) =

∞
∑

n=−∞

sct(nTsa)[u(t− nTsa) − u(t − nTsa − τ)], (3.15)

whereu(t) = 1 for t ≥ 0 andu(t) = 0 for t < 0. Now (3.15) can be written in the
Laplace domain as

Ssah(s) = Hsinc_τ (s)
∞

∑

n=−∞

sct(nTsa)e
−snTsa = Hsinc_τ (s)Ssa(s), (3.16)

where

Hsinc_τ (s) =
1 − e−sτ

s
(3.17)

forms thesincresponse in the S/H output, when the pulse lengthτ is equal toTsa. Hence,
the corresponding gain transfer function of (3.17) can be written as

Gsinc(ω) = Tsa
sin ωTsa/2

ωTsa/2
, (3.18)

whereGsinc(ω) = |Hsinc_τ (jω)| for τ equal toTsa. The significance of the termSsa(s)
can be explained by calculating (3.16) whenτ is equal to zero.

The value ofHsinc_τ (s) = τ whenτ approaches zero. In this case (3.16) can be written
as

Ssa(s) =
∞

∑

n=−∞

sct(nTsa)e
−snTsa =

Ssah(s)

τ
|τ→0 . (3.19)
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Now thatSsah(s) is normalized by the duration (τ ) of the pulses which approaches zero,
(3.19) represents, in fact, an impulse train. The result is equivalent to (3.14), where a
product of the impulse train and the input signal was used to form the frequency domain
representation of the sampled spectrum. Hence, the sinc term can be seen to attenuate the
high-frequency signal components, as is also depicted in the spectrum in Fig. 3.11.

The infinite sum (3.19) can also be used to calculate the z-transformation of the input
signal by substitutingesTsa = z. On the other hand, transfer functions can be constructed
in the z-domain using the shifting property;v(n − n0) ↔ z−n0V (z). For example, for
the simple integrator in Fig. 3.12 [73], the current output voltage can be written as the
difference between the previous output value and the delayed input value,vout(n) =
vout(n − 1) − vin(n − 1). The same can be written in the z-domain asVout = Voutz

−1 −
Vinz

−1. In this case the transfer functionH(z) = Vout(z)/Vin(z) = −z−1/(1−z−1). The
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Figure 3.12: A simple integrator with equally-sized capacitors. The clock signals are
drawn as non-overlapping to emphasize the fact that the switches do not conduct simul-
taneously.

frequency responseH(jω) of a z-domain transfer function can be obtained by substituting
z = e−jωTsa into the z-domain transfer function. The frequencyz = −1 corresponds to
the Nyquist frequency, and hence, the frequency response for a discrete-time circuit is
usually plotted up to the frequencyω = π/Tsa. A more detailed introduction to the topic
can be found in, for example, [73] or [74].

Another significant factor in defining the sample rate, in addition to the folding of un-
desired spurious tones, is the noise. Thevoltage densityof the white thermal noise, or
Johnson-Nyquist noise [75, 76], of a resistor can be writtenas

V 2
n = 4kBTR, (3.20)

wherekB is the Boltzmann constant,T the absolute temperature, andR the resistance.
When the resistor, in a switched-capacitor (SC) circuit typically represented by a con-
ducting switch, is placed in series with a capacitor, the rmsnoise voltage of the capacitor
is equal to

V 2
n_rms = kT/C, (3.21)

whereC is the capacitance and is independent of the resistance. When the switch is
opened the noise will fold. The resulting rms noise, (3.21),is therefore often called
switch noiseor kT/C noise. The total rms noise power in the discrete-time signal will
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concentrate at a frequency band ranging from 0 to the Nyquistfrequency,1/(2Tsa), and
the rms noise voltage can be written back to the rms noise density as

V 2
n_sa = 2TsakT/C. (3.22)

The condition for the noise density being flat, i.e. frequency independent, and (3.22)
being valid is thatTsa � RC. Clearly, the higher the sample rate, the lower the noise
density of the discrete-time signal. The folding of noise istypically also a reason to avoid
the use of discrete-time readout in cases where extremely low noise levels are required.
For example, in [I, II] the continuous-time loop was chosen over a discrete-time one in
order not to allow the folding of noise to degrade the performance. Similarly, in [VI] the
sampling is not performed until the noise bandwidth is properly limited.

Now the sampling operation and resulting folding can also betaken advantage of.Sub-
samplingis performed when high-frequency signals are deliberatelyconverted to lower
frequencies, i.e. the frequency of the input signal is allowed to be higher than the sam-
pling frequency. When considering sensor interfaces, thiscan be utilized in, for example,
resonating sensors [26] such as gyroscopes by taking only one sample per period of the
carrierfc. If the sampling is set correctly to occur at the maximum value of the signal,
the resulting sampled output corresponds directly to the amplitude of the input signal.
This feature is applied, for example, for the amplitude control of the drive loop of the
gyroscope in [VII] and also for the pseudo-continuous-timesecondary readout in [VI].

The following sections introduce different structures forthe open-loop discrete-time read-
out of capacitance, including mostly conventional SC circuits but briefly also a few
switched-current (SI) methods.

3.1.6 SC Amplifiers with CDS and Chopper Stabilization for th e Detection
of Capacitances

SC buffers are easy to adapt for the readout of capacitive sensors. The technique allows
the signal capacitances to be detected by first biasing them to a known voltage and then
moving the charge from the sensor to a reference capacitor, the value of which is known.
This procedure allows the value of the unknown sensor capacitor to be converted to volt-
age with a well-determined gain. The operation of a typical SC circuit is examined next
through example circuits.

A basic SC amplifier for the detection of a capacitive half-bridge element is shown in
3.13. The switchesSW1 andSW2 bias the sensor capacitorCs1 to the dc voltageVm and
Cs2 to the dc voltage−Vm in the clock phaseφ1. At the same time the feedback capacitor
Cfb is reset or zeroed. When the phaseφ2 begins, the amplifier moves the charge from the
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Figure 3.13: The detection of a half-bridge sensor using an SC voltage buffer.

sensor capacitors in such a way that the voltage acrossCs1 andCs2 becomes zero. The
total charge moved from the sensor capacitors is equal to

Q = VmCs1 − VmCs2. (3.23)

The charge is moved viaCfb, which will receive the charge−Q. Now the output voltage
at the end ofφ2 is equal to

Vout = Vm
Cs2 − Cs1

Cfb
. (3.24)

The gain from the capacitive informationCs2 − Cs1 to the output voltageVout is, hence,
Vm/Cfb. It is important to notice that the circuit in Fig. 3.13 is also sensitive to parasitic
capacitance at the switched nodes of the sensor capacitors.As these potentially existing
parasitics,Cp1 andCp2, are taken into account, (3.24) can be written as

Vout = Vm
Cs2 + Cp2 − (Cs1 + Cp1)

Cfb
. (3.25)

The circuit in 3.13 can be improved, regarding the flicker noise and offset of the opera-
tional amplifier or unbalanced referencesVm and−Vm, by applying thechopper stabi-
lization technique. The resulting circuit [77] is shown in Fig. 3.14.Now the detection of
the capacitance is performed by periodically inverting thevoltageVm, which defines the
detection voltage. In this example the chopping rate is halfof the sampling frequency,
which is a typical design choice and simple to implement. Nowthe voltage at the am-
plifier output in the phaseφ2 is modulated at the chopping frequency and needs to be
down-converted. In [77] the demodulation is performed by sampling the amplifier output
using two S/H circuits, one sampling atφ2a and the other one sampling atφ2b. The two
S/H blocks thus allow a differential continuous-time S/H output. The rising edges in the
clock phasesφ2a andφ2b are delayed so that the amplifier has settled before the signal is
transferred to the S/H blocks. In this way the S/H output could be used as a continuous-
time one with improved linearity. The differential output voltage of the amplifier in Fig.
3.14 is

Vout = 2Vm
Cs2 − Cs1

Cfb

. (3.26)
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Figure 3.14: A chopper-stabilized SC voltage buffer in [77], together with an optional
topology for the realization of the demodulation.

The low frequency noise sourceVnf in Fig. 3.14, which illustrates the input-referred
flicker noise and offset of the operational amplifier, will not appear modulated at the
output of the amplifierVout_amp. Instead, when the S/H circuits sample the voltage to
both negative and positive branches consecutively, the error will appear as common-mode
error at the final differential output. Transforming the noise into common-mode error is
possible as the frequency of the error is low compared with the chopping frequency, and
the change inVnf from φ2a to the nextφ2b is negligible. A detailed analysis of the circuit,
including the noise analysis, is given in [77].

The circuit in Fig. 3.14 is in fact an unconventional chopper-stabilized circuit in the
sense that the single-ended output is converted into differential form. A more common
approach, especially in differential circuits, is to change the polarity of the output in order
to demodulate the chopped signal. This way the signal that isupconverted as a result of the
chopping, returns to the original signal frequency, while the low-frequency noiseVnf that
appears directly at the amplifier output becomes upconverted and is therefore removed
from the signal band. The approach is also depicted in Fig. 3.14, where an inverting unity
gain buffer makes possible the demodulation of the single-ended amplifier output signal.
Now it is important to notice that the upconverted noise and offset will remain, unlike in
the original demodulator in Fig. 3.14, as part of the output signal, unless an LP filter is
applied to remove the carrier frequency components.



71

Chopper stabilization can be applied in SC circuits with very little or no additional noise,
which is because additional noisy switched capacitors are not required for the implemen-
tation. The same technique for the reduction of non-idealities in operational amplifiers
is also available for continuous-time circuits. In fact, the use of an ac detection voltage,
together with demodulation, is equivalent to chopper stabilization. The non-idealities as-
sociated with chopper stabilization are introduced in detail in [78] and also discussed in
[II] in relation to continuous-time demodulation in a closed-loop accelerometer.

Another SC amplifier utilized as a front-end for the open-loop readout of an accelerome-
ter is shown in Fig. 3.15 [79]. Here the half-bridge element is read differentially, in such
a way that the common node of the capacitorsCs1+Cs2 is switched. In order for this con-
figuration to be practical, a set of reference capacitorsCr is required. If these capacitors
are omitted, the detection voltage, and the resulting signal charge, become dependent on
the value of the feedback capacitancesCfb and the sensor capacitances. The behavior of
the gain could therefore be compared to the continuous-timefront-end using ac detection
voltage in Section 3.1.3.

When the capacitorsCr are properly sized,Cr1 = Cr2 = (Cs1 +Cs2)/2 and the common-
mode voltage at the nodesN1 andN2 will remain atVDD/2. The differential output
voltage will be equal to

Vout = VDD
Cs1 − Cs2

Cfb

. (3.27)

Sensitivity to parasitic capacitancesCp exists only if the value ofCr is incorrect and a
common-mode signal exists in the nodesN1 andN2. The accelerometer in [79] was fur-
ther improved in [80] by the redesign of the sensor element. The single differential pair of
capacitors was replaced by two differential pairs, becauseof which the reference capaci-
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torsCr can be replaced by the additional pair of sensor capacitors.Hence, two integrated
capacitors less are required for the interface, which is significant as the reference capaci-
tors had to be well matched with the sensor capacitors and required calibration. However,
as all the capacitors will have one common node (seismic mass) and the original topology
in Fig. 3.15 cannot be used, the switching of the element in [80] is equivalent to that in
Fig. 3.13.

In Fig. 3.15 the additional capacitorsCCDS are included in order to implement thecor-
related double sampling(CDS) -technique. The functionality of CDS in this example
can be depicted with the help of the low-frequency noise sourceVnf . In the phaseφ1 the
switchesSW7, SW8, SW11, andSW12 are conducting and allow the current value of
Vnf to be stored into the capacitorsCCDS. The noise can be assumed to be constant be-
tween two adjacent clock phases. Hence, in the next clock phaseφ2 the voltage between
the nodesN3 andN4 is free ofVnf , the value of which was stored into the capacitors
CCDS with different polarity. By the end ofφ2 the capacitorsCCDS function as floating
voltage sources and allow the nodesN3 andN4 to form a virtual ground, and conse-
quentlyVout, free ofVnf .

The CDS technique does not allow the perfect attenuation of low-frequency noise sources,
such as flicker noise. Instead the transfer function from thelow-frequency noise source
to the output voltage can be approximated as a first-order high-pass transfer function,
where the zero is at dc. In modern MOSFETs the flicker noise corner, referring to the
frequency where the powers of white and flicker noise are equal, can be severalMHz.
Although in typical analog circuits the corner is below 100kHz, the efficient realization
of CDS or chopper stabilization still sets moderately high requirements for the clock or
carrier frequency. Additional non-idealities and a more detailed introduction to the error
reduction techniques can be found in [78], together with several example circuits.

The pseudo-CT interface in [VI] is designed to realize both the implementation of the
CDS and chopper stabilization. However, as the interface operates close to the resonance
frequency of the primary resonator, the frequency is insufficient for the efficient removal
of the flicker noise. Instead, the closed-loop accelerometer in [I, II] utilizes a 3 MHz
carrier frequency, much higher than the flicker noise cornerof the readout circuits. At
the same time, high gain preceding the demodulation will reduce the effect of the flicker
noise after the demodulation.

3.1.7 Self-Balancing Capacitor Bridge

All the front-end circuits for capacitive parallel-plate interfaces introduced so far necessi-
tate the conditionx � x0, in order not to have the sensor output distorted by the electro-
static forces. This is due to the fact that the capacitive signal is detected using aconstant,



73

either dc or ac, detection voltage. It is important to noticethat as a result of the squared
voltage dependency, a non-zero average electrostatic force is also created by the mere
ac detection voltage. The electrostatic forces can be made constant in the parallel-plate
interfaces by utilizing an SC circuit that is capable of performing charge-balanced opera-
tion. An example of a circuit that realizes both a ratiometric readout and charge-balanced
operation is shown in Fig. 3.16 and was originally publishedin [81]. The circuit shown
in the figure omits the measures taken in [81] to reduce clock feedthrough and offset, but
still allows proper functionality.
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Figure 3.16: A self-balancing capacitor bridge.

The circuit operates in the two clock phasesφ1 andφ2. In the phaseφ2 all three nodes of
the half-bridge sensor element are biased to the output voltageVout, which is held constant
by the integrator. The capacitorsC4 andCst are also biased to the voltageVout. When
the clock phaseφ2 ends, the voltage stored in the capacitorCst is sampled to the value
provided by the integrator. As the phaseφ1 begins, the buffer stage feeds the voltage
sampled inCst to the sensor capacitors in such a way that the capacitorsCs1 andCs2 are
biased to the voltagesVm − Vout andVout + Vm, respectively. The charge that is required
to bias the sensor capacitors flows throughC3 and changes the output of the buffer. The
voltage shift at the buffer output is converted to a charge inC4. The charge is integrated
in Ci, the value of which now becomes updated, and transferred toCst when the nextφ2

begins. After several clock cycles, and assuming that the feedback in the loop is negative,
the integrator outputVout has settled to a finite value and the input to the integrator is
zero. This denotes the fact that the charge from the sensor element, transferred during the
phaseφ1, also approaches zero. Hence, after the settling of the loop, the charges in the
two sensor capacitorsCs1 andCs2 have been balanced and in the phaseφ1

(Vm − Vout)Cs1 = (Vm + Vout)Cs2. (3.28)

The circuit also allows a ratiometric readout, which can be seen when (3.28) is rewritten
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as

Vout = Vm
Cs1 − Cs2

Cs1 + Cs2

. (3.29)

Clearly, the charge balance is not achieved instantaneously. InsteadVout can be written in
the z-domain as

Vout(z) =
[(Cs1 − Cs2)(z)]Vmz

(z − 1)C3Ci/C4 + Cs1 + Cs2

, (3.30)

which is equal to (3.29) at dc, i.e. whenz = 1 and all the parameters correspond to those
in Fig. 3.16. Only the differential signal capacitance(Cs1−Cs2)(z) is approximated to be
time-dependent.Vout is an LP function of the signal, which can be seen in (3.30), where
the single pole is atzp = 1 − C4(Cs1 + Cs2)/(C3Ci).

The properties of the circuit can also be examined by means ofan example. Now the
following parameters are set for the example case:C3 = C4 = Ci/10 = Cs1/1.1 =
Cs2/0.9 = 1 pF andVm = 1 V. The output dc voltage can be calculated using (3.29)
as being equal to 0.1V, and the pole is located atzp = 0.8. If it is assumed that the
clock frequency1/Tsa is equal to 10kHz, the−3dB-frequency of (3.30) is 355Hz. An
increase of an order of magnitude in the clock frequency increases the−3dB-frequency
by the same amount and, hence, the signal bandwidth of the bridge can easily be increased
to cover the frequency band of interest in, for example, an accelerometer.

A self-balancing bridge allows charge-balanced operationof the sensor element, together
with a ratiometric readout, which is why it offers the biggest benefits when applied in, for
example, an accelerometer, where the signal capacitance can be substantial compared to
the static capacitances of the sensor element. Both the original interface in [81] and the
electronics presented in [82] are applied for the readout ofan accelerometer. In the latter
reference the single bridge is multiplexed for four half-bridge sensors and implemented
as a differential circuit.

3.1.8 ∆Σ ADCs for Sensor Open-Loop Readout

The interconnection between the analog world surrounding us and the increasingly dig-
ital computerized world requires data to be converted between the two realms. Analog
information is converted into digital with the help of analog-to-digital converters (ADC),
and digital-to-analog converters (DAC) are utilized for the inverse process. While ADCs
and DACs have been and continue to be, under active global research, the topic is re-
viewed here only to provide the reader with an idea of how a single category of ADCs,
∆Σ ADCs, adapts well to the readout of capacitive sensors.
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In discrete-time circuits the signal is discretized in time, whereas the amplitude of the
signal is still continuous, i.e. it can attain all real values within the signal range. The
ADC will perform both the sampling, if this has not already been performed in discrete-
time analog circuits, and thequantization, the mapping of the continuous values of the
signal to2NB discrete levels represented byNB bits. In a∆Σ ADC the number of levels
can be as small as two, i.e. the ADC has a 1-bit output.

∆Σ ADCs belong to the group ofoversamplingconverters. Oversampling refers to the
output data rate, which is deliberately set to be considerably higher than the signal band-
width of interest. Quantization, especially using a 1-bit quantizer, introduces significant
error to the digital signal. This error, which behaves usually as a random signal, is re-
ferred to asquantization noise. In a∆Σ ADC an analog loop filter is utilized to shape the
quantization noise away from the signal band of interest. Digital filtering that follows the
∆Σ ADC then allows the quantization noise to be removed, the digital word length (unity
for a 1-bit output) increased, and the sample rate reduced.

The efficiency of the noise shaping in a∆Σ ADC varies, depending on the design of the
loop filter. Two example block diagrams of∆Σ ADCs, or in fact one ADC with two
different loop filter structures, are shown in Fig. 3.17. Theloop filter of the modulator
has two inputs, the signalSin and the feedback. The feedback carries, in addition to
the actual feedback signal, an undesired component, the quantization noiseNQ, which is
injected into the loop when the signal is quantized. The transfer of the noise to the digital
outputDout/NQ is described by thenoise transfer function(NTF), which is defined by the
loop filter. Theoversampling ratio(OSR), the ratio of half the sample rate and the signal
bandwidthfsa/(2fsbw), together with the signal-to-quantization noise ratio (SQNR), sets
the requirements for the NTF. In oversampling converters OSR is typically much higher
than unity.

A single-bit quantizer, a comparator, allows high linearity of the ADC together with a
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simple design, at the expense of more unpredictable dynamicproperties of the loop and
higher quantization noise [83]. Compared to multi-bit quantizers, the linearity of 1-bit
feedback DACs is independent of the matching of components.In eletromechanical∆Σ
modulators (see Section 3.2.3) the importance of the inherently linear single-bit DAC is
further emphasized.

In the example modulators in Fig. 3.17 a single-bit quantizer is used. The low-pass
characteristics of the example modulator are realized by the two integrators in the loop.
By using the coefficients and the linear model of the combinedADC and DAC shown in
Fig. 3.17, the NTF can be written in the z-domain as

NTF (z) = Dout/NQ = (1 − z−1)2. (3.31)

According to the result, the quantization noise is transferred to the output through a cas-
cade of two derivators. The same result can also be observed from the spectrum shown
in Fig. 3.18, where the quantization noise increases by 40dB per decade of increase in
frequency. The signal, on the other hand, is only delayed, and thesignal transfer function
(STF) can be written as

STF (z) = Dout/Sin = z−2 (3.32)

for the LP∆Σ ADC in Fig. 3.17.

10
1

10
2

10
3

10
4

10
5

−150

−100

−50

0

Frequency (MHz)

M
ag

ni
tu

de
 (

dB
c)

Figure 3.18: An example spectrum for the ideal second-order LP∆Σ ADC with a 1-bit
quantizer. (105-point FFT, Kaiser window (β = 13), 1-MHz sample rate (fsa), -14 dB
full-scale sine at 193Hz)

The LP characteristics of the modulator can be transformed to band-pass (BP) by replac-
ing the integrators of the loop filter with resonators. An example of a fourth-order BP
∆Σ ADC is also shown in Fig. 3.17, for which an example spectrum is shown in Fig.
3.19. Now the input sine is moved to the notch frequency, where the quantization noise
is minimized.

For a typical ADC the input signalSin is a voltage-mode signal and the ADC is realized as
an SC circuit. An LP∆Σ ADC, with a voltage-mode input, can for example, be utilized
for the digitization of an analog output of an accelerometer, as is done, for example, in
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Figure 3.19: An example spectrum for the ideal fourth-order band-pass∆Σ ADC with
1-bit quantizer. The inset figure shows a 4-kHz region around the notch frequency. (105-
point FFT, Kaiser window (β = 13), 1-MHz sample rate (fsa), -14 dB full-scale sine at
193+fsa/4 Hz)

[79, 84] for a discrete-time signal and in [III] for a continuous-time high-resolution analog
signal. In [III] the design of the buffer that drives the sampling capacitors of the ADC is
also reported.

The BP∆Σ ADC is suitable for digitizing a narrow signal band located off the dc, and,
for such signals, reduces the necessary sample rate compared to an LP∆Σ. Signals of the
aforementioned type can be found, for example, in vibratorygyroscopes, where the nar-
row signal band is located, before demodulation, at the carrier frequencyfc, provided that
a dc detection voltage is applied. In this case the use of a single BP∆Σ ADC allows the
demodulation of both in-phase and quadrature signal to be performed digitally, assum-
ing the sampling clock is properly synchronized with the input signal [58]. A thorough
introduction to∆Σ ADCs and DACs can be found in [83].

Although a typical ADC samples a voltage, or current mode information, the∆Σ ADC
can also be used to directly digitize the value of a capacitor, or capacitors. This approach
is depicted in the schematic shown in Fig. 3.20, which was originally published in [85]. In
the first-order LP∆Σ ADC shown in the figure, the sampling capacitor and the reference
capacitor are replaced by a capacitive half-bridge element. The operation of the interface
requires two clock phases, which are shown in Fig. 3.20. Depending on the value of
the output bit, eitherCs1 or Cs2 is biased to the reference voltage in such a way thatCs1

creates a positive andCs2 a negative shift in the integrator output voltage. The clocked
comparator, COMP, creates a new output value at the rising edge of φ2 and keeps that
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Figure 3.20: A ∆Σ ADC for direct capacitance-to-digital conversion.

value until the next rising edge. When the operation is considered for a long period of
time, the average current to the ideal integrator must be zero. Hence, for a continuous
operation with constant capacitors, the charge transferred from both sensor capacitors
must be equal in order for the integrator output to be finite. Therefore

VrefCs1(1 − Bave) = VrefCs2Bave, (3.33)

which can be rewritten as

Bave =
C1 − C2

2(C1 + C2)
+

1

2
, (3.34)

whereBave corresponds to the average value of the output bit streamy and the single bit
output (1 and 0 for logic high and low) has an offset equal to 1/2. As (3.34) indicates, the
average bit stream allows ratiometric capacitive detection of the signal capacitances and,
in addition, is completely independent of the dc reference voltageVref . If the settling time
in both clock phases is very small compared to the whole clockperiod, the charge balance
of the capacitive half-bridge is also maintained. Hence, the ∆Σ ADC in Fig. 3.20 can
be used to realize a low-complexity and low-power charge-balancing capacitive readout
with a one-bit digital output.

Althought the first-order∆Σ interface in Fig. 3.20 allows dc capacitance difference to
be detected correctly, the dynamic operation, including the quantization noise shaping,
can be considerably improved by increasing the order of the loop filter. For example, a
second-order filter is proposed both in [85] and in [15] to realize a ∆Σ interface for a
single- and three-axis accelerometer, respectively.

3.1.9 Current-Mode Readout of Capacitive Signals

Maintaining the charge of the detection capacitors constant would also allow constant
electrostatic forces in a parallel plate capacitor, and thus reduced non-linearity and an
increased operating range. In addition to SC circuits, current-mode readout can also offer
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charge-balanced operation. However, it is problematic to create a constant charge using
continuous-time methods and hence the charge is periodically refreshed, first by resetting
the capacitor and second by feeding a new charge packet.

The approach of periodically refreshing the charge has beenapplied in, for example, [86],
where the circuit shown in Fig. 3.21 is applied for the readout of a capacitive pressure
sensor. The circuit operates in three phases: first, the switch SW1 conducts and feeds a
fixed amount of charge to the sensor; second, both switches are open and the buffer detects
the voltage across the sensor, and third, the switchSW2 zeroes the charge of the capacitor.
The operating cycle is repeated at the rate determined by theleakage current through
the switches, which causes the voltage to drift in the hold phase. The constant charge
operation allows the sensor to be biased to the region where the position-to-capacitance
sensitivity is higher compared to the voltage mode readout.In [86] discussion on other
performance parameters, such as noise and linearity, is omitted.
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Figure 3.21: A block diagram of the readout circuit in [86].

The readout circuit in [87], where a constant current sourceis used to detect the signal ca-
pacitance, is shown in Fig. 3.22. Unlike in the previous example, here the clock frequency
is considerably higher than the signal bandwidth. The circuit operates in two phases, reset
and measure. In the measuring phase a constant currentIcharge is fed through the refer-
ence capacitorCr and the sensorCs. The current resulting from the difference between
the capacitors is transformed to voltage in the feedback componentsZfb. The voltage at
the amplifier output can be sampled as soon as the voltage is settled. The capacitance-to-
voltage response of the readout is non-linear for a single-ended capacitive signal, but will
be linearized for a differential sensor. The effect of various non-idealities is analyzed in
[87], but the discussion of the effect of electrostatic forces is omitted.

The detection of capacitive accelerometers and gyroscopesusing switched-current (SI)
techniques, for which the driving factor is mainly the possibility of using low-cost CMOS
technologies with no passive analog components, is uncommon. However, an accelerom-
eter has been interfaced using an SI front-end and an SI∆Σ ADC in [88]. The actual
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Figure 3.22: A block diagram of the readout circuit in [87].

capacitance-to-current conversion is performed using voltage-mode biasing and the lin-
earity of the implementation is limited to below 40dB.

3.1.10 Pseudo-CT Open-Loop Readout

In Sections 3.1.2 and 3.1.3 it became clear that the dc biasing in the amplifying stages
of CT interfaces forces finite but very high resistances to beused in order to properly dc
bias the active structures in the presence of leakage currents. Large resistors can result in
an increased silicon area, parasitic capacitances, and non-linearity. In addition, after the
detection of the capacitive signal, the voltage mode information must be demodulated.

Switched-capacitor interfaces, on the other hand, are prone to increased noise as a result
of folding, but do not require demodulation at all or allow itto be performed by applying
subsampling. The effect of the folding of the noise can also be decreased, for example,
by increasing the signal level. However, if the magnitude ofthe signal charge needs to
be increased by resorting to on-chip high-voltage generation, the active switching of the
high-voltage node, which is necessary in SC circuits, requires a fairly low-impedance
high-voltage source. The implementation of a low-impedance local high-voltage source
typically increases power consumption or forces external components to be used. High-
voltage generation is discussed in more detail in Section 5.

Especially in gyroscopes, where only a tiny signal results from the Coriolis force, the
electrostatic forces are not likely to inflict distortion and the use of dc a detection voltage
is efficient. The pseudo-CT readout allows a constant bias voltage to be maintained across
the sensor capacitors while performing the signal detection by periodically integrating
the current obtained from the element. The sampling is performed after the signal has
been amplified to its final magnitude and the noise bandwidth has been limited. Periodic
integration makes possible inherent demodulation, chopper stabilization and CDS. In its
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simplest form, the pseudo-CT readout could be realized using just a single active gain
stage followed by an SC stage to sample the output of the pseudo-CT stage. An example
of this type of very simple front-end is shown in Fig. 3.23.

In the figure a continuous sinusoidal current is fed to the amplifier. The amplifier is de-
signed to be very fast and low-noise and therefore also has a wide noise bandwidth. The
amplifier is also capable of transforming the current to its final magnitude using a very
small feedback capacitorC1. Now, in order for the signal amplitude to be capable of
being extracted without folding all the noise of the amplifier, the noise bandwidth should
be limited before sampling. The resistorR1 is added for this purpose. The extraction of
the signal amplitude or, in fact, the peak-to-peak value starts by resetting the sampling
capacitorC3 in phaseφ2. The reset phase ends at the time when the minimum value at
the amplifier output is reached (zero value of the input current), and the current flow-
ing throughR1 is directed toC3. As the current, which is now band-limited inR1, is
integrated for half a period, i.e., the whole negative half-period of the input current, a
peak-to-peak value of the signal is extracted by the end ofφ3, assuming that the capaci-
tive voltage division betweenC2 andC3 is small enough. The sampled value is available
in φ1 and free of the amplifier offset and switch noise, which were stored inC2 in phase
φ2. The periodic resetφ1 allows proper dc feedback to be maintained in the amplifier and
no linear resistors are required for this purpose. A detailed analysis of the readout tech-
nique is presented in [VI], and a complete gyroscope utilizing the pseudo-CT technique
is introduced in [V].
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Figure 3.23: An example readout circuit which utilizes the pseudo-CT readout technique.
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3.2 Closed-Loop Operation of Capacitive Sensors

The open-loop interfaces that are introduced can basicallyall be used to detect the ca-
pacitive signal in closed-loop sensors too. The essential difference when compared to
an open-loop interface is that the closed-loop sensor applies feedback to the mechanical
sensor element. In accelerometers and gyroscopes the feedback is used in order to at-
tain control over the proof mass position within the element. The position is controlled
by applying a force, in capacitive sensors an electrostaticforce, to the proof mass of the
element. As the feedback is in the form of a force it is often referred to asforce feedback.

An example closed-loop sensor is depicted in Fig. 3.24, where only the feedback is
added when compared to the open-loop example shown in Fig. 3.2. The gainGT3 of
the feedback is defined by the voltage-to-force transducer and is discussed in the next
section. The feedback in the example is negative, depictingthe fact that the feedback
aims to reduce, or nullify, the total force affecting the proof mass within the reference
system. The dynamic characteristics of the system depend onHRES andHR and the
three constant gainsGT , GT2, andGT3. The transfer function from the external signal to
the sensor output can be written as

HS =
GT HRGT2HRES

1 + GT3HRGT2HRES
, (3.35)

which, it can be noticed, approaches (3.1) when the feedbackis weak or totally removed
(GT3 = 0). On the other hand, with sufficient open-loop gain, (3.35) is equal toGT /GT3

and is determined purely by the gains from the acceleration to the forceGT and from the
voltage to the forceGT3, i.e. the feedback. Now, if the sensorHRES limited the bandwidth
in an open loop, or if the position-to-capacitance conversion limited the linearity, the
closed-loop gain could theoretically be designed to be equal to GT /GT3. The constant
gain denotes the fact that the force entering the resonator is zero and therefore the open-
loop limiting factors become insignificant in a closed loop.In practice, however, (3.35) is
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never constant over an infinite frequency band, and instead,the approximationGT /GT3

can be designed to be roughly valid in the frequency band of interest, e.g. from 0 to 50
Hz.

The challenge in realizing capacitive microelectromechanical closed-loop systems is both
in linearizing the feedback where the electrostatic force depends on the voltage squared
(see Section 2.3 for details) and on ensuring the stability of the system, especially if the
mechanical element is strongly underdamped (quality factor � 0.5). The magnitude of
the force that can be applied to the element is also limited inthe case of electrostatic
excitation. Whether this limits the usable dynamic region of the sensor, e.g. the full-scale
acceleration of a closed-loop accelerometer, depends on the mechanical design, gainGT3,
and the mass of the seismic element. If the nominal supply is insufficient to create a
sufficient electrostatic force, the electronics need to adapt to the use of either a local or
external high-voltage source.

The circuits and characteristics related to capacitive closed-loop accelerometers and gy-
roscopes are studied in the following sections.

3.2.1 Linearizing the Electrostatic Feedback

The problem related to electrostatic feedback relates to its inherent non-linearity. The
electrostatic force, which is dependent on the voltage squared, allows only an attractive
force to be generated in a single capacitor. In a differential sensor, an example of which
is depicted in Fig. 3.25, the two actuation capacitors allowthe feedback force to change
its polarity. The actuation capacitors can also be the same ones that are used for the
detection, if the readout and actuation are separated either in the frequency domain (CT
interface) or time domain (DT interface).

x

 Fes2 Fes1

Vb1 Vb2

Cs2Cs1
Vm

Figure 3.25: Sketch of a differential voltage-to-force transducer. Only the electrostatic
forces are shown. The cube depicts the proof mass of the sensor element.
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The differential configuration also allows the force feedback to be linearized. The feed-
back force affecting the proof mass in Fig. 3.25 can be written as

Fes = Fes2 − Fes1. (3.36)

When the sensor element is placed within a closed loop, the electrostatic feedback can be
designed to minimize the motion of the proof mass. If plate capacitors (2.24) are used
in the sensor that operates in a closed loop, and the areaA and the spacing between the
platesx0 are equal for the two capacitors, the force can be rewritten as

Fes =
e0A

2x2
0

[(Vb2 − Vm)2 − (Vm − Vb1)
2] =

e0A

2x2
0

[(V 2
b2 − V 2

b1) + 2Vm(Vb1 − Vb2)]. (3.37)

Now the proper closed-loop functionality allows to keep thespacing between the capac-
itor plates constant (x ≈ 0) even in the presence of, for example, external acceleration.
When also the bias voltages fulfill the conditionVb2 = −Vb1 = Vb, and theVm is con-
trolled by the feedback of the system, the electrostatic force becomes a linear function of
Vm,

Fes

Vm

= GT3 =
e0A

x2
0

2Vb, (3.38)

whereGT3 can be found in Fig. 3.24. If only a single capacitorCs1 were available, the
second-order terms in (3.37) could not be canceled and the gain GT3 would be half that
of a differential sensor.

Similarly, if comb actuators, (2.29), are used for the interface, and the heighth of the
fingers and the spacing between them,x0, are equal for the two capacitors, the force can
be rewritten as

Fes =
e0h

2x0
[(V 2

b2 − V 2
b1) + 2Vm(Vb1 − Vb2)]. (3.39)

WhenVb2 = −Vb1 = Vb,
Fes

Vm
= GT3 =

e0h

x0
2Vb. (3.40)

It should again be noticed that no small signal approximation of x was made.

In practice perfect matching between the two capacitors is not possible and mismatch will
cause the second-order non-linearity to become visible. However, the voltage-to-force
transducers can be balanced in a fairly simple manner, as explained in [I] and measured in
[II], which allows a system linearity much better than 60dB to be achieved. On the other
hand detecting the point of optimal linearity is challenging without actually measuring
the linearity.

Another, more popular means to linearize the force feedbackis to applypulse-width mod-
ulation(PWM) orpulse-density modulation(PDM); both methods are well applicable for
digital feedback [89]. The difference between the two modulation techniques is depicted



85

in Fig. 3.26, where six samples of a single-bit PWM and PDM feedback are shown. The
electrostatic force in the figure can be compared to Fig. 3.25, and attained, for exam-
ple, by settingVm = 0 and allowingVb2 to be active whenB = 1, andVb1 to be active
whenB = 0. It should also be assumed thatVb1 = Vb2 6= 0 in the active state and that
Vb1 = Vb2 = 0 otherwise. When the pulse rate is much faster than the bandwidth of
the mechanical element, the electrostatic force will be averaged. IfBave corresponds to
the fraction of the timeFes2 is active, then the fraction of timeFes1 is active is equal to
1 − Bave. The corresponding average force

Fes = Fes2Bave − Fes1(1 − Bave) = −Fes1 + (Fes2 + Fes1)Bave (3.41)

is linearly dependent onBave. In order for the linear relationship betweenBave andFes to
hold, the pulses are assumed to have zero rise and fall times.Fig. 3.27 illustrates an exam-
ple of a PWM feedback, where the feedback pulses pass a first-order linear low-pass filter
(LPF) with the time constantτp before arriving at the voltage-to-force transducer. The
average force, calculated for the nominal duration of the input pulse, shows a clear de-
pendency on the pulse width. If the rise and fall times were considerably shorter than the
shortest pulse applied, the average force would become independent of the pulse width.
This can also be observed in the figure – the longer the pulse iscompared toτp, the lower
the sensitivity of the average force to the pulse length. In practice it is difficult to
realize a sufficiently short rise time, which imposes stringent slew rate requirements on
the source that creates the bias voltages. A more viable approach is offered by a return-
to-zero (RTZ) PDM, similar to the 1-bit PDM in Fig. 3.26, where each feedback sample

B=[...000111...]

es2  Fes1−  Fes2  Fes1−

0

PDM:

0

PWM:  F

Figure 3.26: An example to depict the difference between PWM and PDM (RTZ).
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Figure 3.27: Effect of finite rise and fall times on the average feedback force. If τp = 0
the normalized feedback force is always unity and independent of the pulse width.
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creates a pulse. Rise and fall times, appearing similarly oneach pulse, will just affect the
gain from the average feedback voltage to force, and not the linearity.

It should be taken into account that if signal-dependent or,in fact, any non-zero positionx
exists in the parallel plate actuator in a closed loop, it will introduce non-linearity within
the sensor, regardless of the method used to apply the feedback. The minimization ofx
can be accomplished by realizing efficient feedback, i.e. byincreasing the loop gain of
the closed-loop system. The design of the feedback can also be modified in such a way
that the force is nearly independent ofx, as described in [90].

3.2.2 Parasitic Resonance Modes of the Sensor Element

The reduction of noise in accelerometers and gyroscopes requires not just the maximiza-
tion of the proof mass, but also the reduction of the mechanical damping within the el-
ement. Hence the very low noise performance makes it necessary to operate the sensor
elements in a vacuum. Although the beneficial effect of lowernoise can be reached by a
considerable reduction in damping, it also results in a highQ-value of the element, which
inflicts ringing and consequently a long settling time of thesensor. In order to reduce the
Q-value and to damp the element operating in a vacuum, a proper closed-loop control can
be built.

SPRING

Cs1

Cs2

Cs1

Cs2

ELECTRODES
RIGID

SEISMIC
MASS

MAIN RESONANCE PARASITIC RESONANCE
SILICON

Figure 3.28: Sketch of two resonance modes of the same sensor element.

In a practical resonator the number of resonance modes is never limited to unity [23, 91].
When the sensor is operated in a vacuum all the modes will exhibit an increased Q-
value. Two resonance modes of the same silicon resonator aresketched in Fig. 3.28.
When considering the capacitive signal, which is detected using the plate capacitors, both
resonance modes contribute to the response from the excitation force to the capacitive
signal.

The detection and actuation can be done using the same capacitive interface or separate
ones; the former method can be referred as acollocatedcontrol and the latter to as a
non-collocatedcontrol [92]. One motivation for using dedicated actuationcapacitors is
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that the feedback and readout can be electrically isolated from each other, whereas when
common electrodes and a common signal path are used, the isolation takes place either
in the time domain or in the frequency domain. It is, however,important to notice that
the additional electrodes do not guarantee perfect isolation between the actuation and the
readout. Finite impedance of the proof mass can cause the potential of the proof mass to
vary in the event of rapid voltage transitions that result from, for example, square wave
actuation. Variation of the proof mass potential will couple to the detection capacitors.
Another unwanted signal path can exist because of parasiticcapacitances, which can cou-
ple the signal between actuation and detection.

When non-collocated control is utilized, the mechanical system between the actuation
and detection will introduce an additional phase lag of up to-180◦ compared to collocated
control. An example of such an open-loop system is shown in Fig. 3.29. In the closed-
loop gyroscope in [91] the difference between the two detection methods is analyzed. If
the proof mass in the sense resonator in [91] is directly actuated but the sensing is done
using separate sensing capacitors, which will realize an additional parasitic resonance,
the resulting system would correspond to Fig. 3.29.

 1D  2D

2k1

x

k

F

  2m  1 m

Figure 3.29: Example of an open-loop system (x/F ) resulting in non-collocated control
in a closed loop. (The collocated system would require the position information to be
extracted from the first resonator.)

Additional phase shift can also result from a sensor elementwhere the feedback is capable
of exciting two independent resonances, which both contribute to the signal capacitance.
In a non-collocated system it is possible that the sign of thegain of the resonances is
different. The effect of sign change can be seen in the Bode diagram of a simple CT
example system shown in Fig. 3.30. In the system two resonators, fundamental at 1
rad/s and parasitic at 20rad/s, a parasitic pole at 1000rad/s, and a lead compensator,
form the loop transfer function

Hloop(s) =

[

1

s2 + 2s
103 + 1

+
gpar

s2 + 40s
103 + 202

]

1
s

103 + 1

10s + 20
s
10

+ 1
. (3.42)

The Bode diagram is plotted for three values ofgpar, which defines the gain of the parasitic
resonance. The negative sign ofgpar in this case incidates the use of non-collocated
control, which has led to an additional phase shift of -180◦ and a negative phase margin.
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The corresponding closed-loop step responses are shown in Fig. 3.31. The negative phase
margin causes growing oscillations approximately at the frequency of the parasitic mode.
The only way to stabilize the system in the presence of phase uncertainty up to 360◦ is to
ensure that the loop gain remains below unity at frequencieswhere parasitic resonances
exist [92].
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Figure 3.30: Bode diagram for the loop response of the example system, including the
lower frequency resonance only, two modes withgpar = 0.1, and two modes withgpar =
−0.1.
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Figure 3.31: Step response of the example system (feedback factor unity), including
the lower frequency resonance only, two modes withgpar = 0.1, and two modes with
gpar = −0.1.
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Even if collocated control were utilized, always ensuring apair of imaginary left-half-
plane zeroes between the resonance peaks to compensate for the phase lag caused by the
parasitic resonance, the modes are still very challenging to control in closed-loop systems.
In CT loops the separation of the readout and feedback in the frequency domain obliges
filtering to be used. The filtering causes delay in the loop before the gain decreases, which
exposes the loop to the parasitic resonances [I, II]. Similarly, in a DT loop separating the
feedback and readout in time always inflicts some delay. The phase in the loop will start
to turn negative as a result of the delay when the sampling frequency is approached. In
DT systems the folding, which will bring high-frequency resonances into the Nyquist
band, must also be taken into account [93]. One approach usedto alleviate the problem,
introduced for a closed-loop gyroscope in [23, 93], is to usepositive feedback to permit
a sufficient phase margin at the parasitic resonances. In vibratory gyroscopes, where the
loop dc gain can be set to be zero, positive feedback can be used to realize a stable system.

3.2.3 Electromechanical ∆Σ Interfaces

The use of aΣ∆ ADC for the open-loop detection of capacitance was reviewedin Section
3.1.8, but with some small changes aΣ∆ loop can be applied to build a closed-loop sensor
interface. The conversion from a purely electricalΣ∆ loop into aneletromechanical
(EM) Σ∆ loop, or EM-∆Σ modulator as it is often called, can be done by replacing two
integrators in the loop with the sensor element. This results in a closed-loop system,
where the feedback to the element is an electrostatic force attempting to minimize the
total force entering the sensor. Ideally, the average valueof the PDM feedback, which
is typically also the output of the loop, is a linear functionof the external force affecting
the sensor. In its simpliest form the EM-∆Σ loop is a second-order system, a linear
model of which is shown in Fig. 3.32. The model comprises the sensor (TFHRES(s)), a
constant gain from the position to the voltageGR, an electrical lead filter to compensate
for delay in the loop (TFHLF (z)), and a quantizer with equivalent gainGq. The feedback
is realized by the voltage-to-force transducer (gainGT3).

GR Gq

outD
GT3inF G    (2−z  )              −1s2

1/k

 LF

voltage
to force

Gain fromSensor
position

ADC DAC

+ +

 LF

Compensator
H    (z)

1

RESH      (s)
to voltage

Gain from

ω0Q
s

ω0
2

Figure 3.32: A block diagram of a second-order electromechanical∆Σ modulator, in-
cluding the linear models of the subblocks.
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A loop filter which allows a positive phase shift, such as a lead filter, is necessary in
order to attain a positive phase margin in the loop. It is alsopossible to use a strongly
overdamped element as in [94] to make the resonator appear asa single-pole device.
However, the heavy damping compromises the noise performance of the element. The
lead filter-based approach to the second-order EM-∆Σ-loop was first utilized in [95] to
realize a low-noise accelerometer. The sensor element usedin the design is a high-Q
bulk micromachined element, and the system is reported to achieve a noise floor of 10
µg/

√
Hz.

A number of second-order EM-∆Σ sensors, accelerometers, such as [59, 96, 97], and
gyroscopes, such as [91, 98, 99], have been published since the first one in [95]. For
example, in [59] an overdamped surface-micromachined element is used to implement a
three-axis closed-loop accelerometer. The element and thedifferential SC interface im-
plementing the input common-mode feedback (see Section 3.1.3) and CDS are analyzed
for the noise performance and offset. At a sufficiently high sampling frequency, 0.3MHz,
the noise is dominated by the element and a noise floor of roughly 100-1000µg/

√
Hz,

depending on the axis, is reached.

The sampling frequency in a second-order EM-∆Σ loop inevitably becomes moderately
high, even higher than in [59], as the analysis in [100] indicates. This is because the
mechanical element does not provide filtering as efficient asthat provided by the inte-
grators in a purely electrical∆Σ-loop, and the most straightforward way to reduce the
quantization noise is by increasing the sampling frequency. Similarly the effect of the
non-zero periodic motion of the sensor element,residual motion, present with a dc input
signal especially in a second-order EM-∆Σ modulator, can be reduced by increasing the
sampling frequency [100].

A factor which significantly affects the quantization noiseproperties, is that the second-
order EM-∆Σ loop provides no filtering for the noise of the front-end electronic interface
[100]. In fact the lead filter even amplifies the noise to the quantizer input. The noise
inflicted by the electronics causes the effective quantizergain to decrease and the quanti-
zation noise to increase at the modulator output [101]. The phenomenon can be seen in
Fig. 3.33 for the 0.1FS (full-scale) input signalFin for the modulator in Fig. 3.32. The
loop gain is plotted in Fig. 3.34. The other curve in Fig. 3.33is attained as a strong 0.5FS
sine at a normalized frequency of 0.16 is fed to the input of the electronic interface in
order to demonstrate how a strong high-frequency disturbance, e.g., noise, affects the op-
eration of the modulator. The quantization noise can be clearly seen to increase as a result
of the reduced quantizer gain. More details of the simulation can be found in Appendix
A.

More efficient quantization noise shaping and less interaction between the electronic
noise and quantization noise can be attained by increasing the order of the EM-∆Σ
modulator. This has clearly been the latest direction of research and higher-order inter-
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Figure 3.33: Two simulated output spectra of a second-order EM-∆Σ loop with a single-
bit quantizer referred to the maximum value of the output signal. The frequency is re-
ferred to the sample rate. The effect of out-of-band disturbance is studied by adding a
0.5FS sine at a frequency 0.16 to the input of the electronic interface.
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Figure 3.34: The loop gain withGq = 1 andGLF = 100 for Fig. 3.33, and the gain from
the feedback voltage to the voltage-mode output of the sensor.

faces have been introduced for gyroscopes [23, 46, 102, 103,104] and for accelerometers
[89, 104, 105, 44]. The accelerometers are, without exception, low-pass-type modulators
where the filtering in the electronic interface is typicallyachieved by adding two or more
integrators. In gyroscopes, where the signal band is modulated off the dc, electrical res-
onators can be used to form the additional noise shaping so that the sampling frequency
does not have to be increased excessively. The accelerometer in [44] cannot be consid-
ered a typical higher-order∆Σ loop as here an electrical second-order∆Σ ADC is used
to convert the capacitance to digital word and a complex compensator is implemented in
the digital part of the interface to realize the feedback andthe final output. As all the cited
higher-order∆Σ interfaces are SC circuits, they are prone to the folding of noise. In [46]
the noise is reduced by using a CT front-end for detecting thecapacitive signal, whereas
in [23] a boxcar integrator is utilized for the front-end in order to efficiently reduce the
noise bandwidth before sampling.

An example fourth-order LP EM-∆Σ modulator is shown in Fig. 3.35. The original cir-
cuit including an additional local feedback for the realization of a resonator, is presented
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Figure 3.35: A block diagram of a fourth-order electromechanical∆Σ modulator, in-
cluding the linear models of the subblocks.

in [46]. The figure can be compared to an electrical modulator, where only feedback paths
are utilized. In the example, the feedback that is missing asa result of the mechanical el-
ement is replaced by a local feedforward path. The feedforward is added as the internal
properties (velocity) of the mechanical sensor cannot be accessed. This modification al-
lows the EM-∆Σ modulator to be designed without limiting the properties ofthe loop
filter in comparison with an electrical modulator. The technique is presented in [106] and
is referred to asunconstrained sigma-delta force feedback.

The block diagram in Fig. 3.35 is simulated (see Appendix A for the Simulink model)
using the same sensor, sample rate and input signals as for the previous example con-
cerning the second-order EM-∆Σ loop. When comparing the spectrum in Fig. 3.33 for a
second-order loop with the one in Fig. 3.36 for a fourth-order loop, the quantization noise
shaping is considerably improved in the higher-order modulator. It is important to take
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Figure 3.36: Two simulated output spectra of a fourth-order EM-∆Σ loop with a single-
bit quantizer referred to the maximum value of the output signal. The frequency is re-
ferred to the sample rate. The effect of out-of-band disturbance is studied by adding a
0.5FS sine at a frequency 0.16 to the input of the electronic interface. The gain TF of the
sensor is the same as that shown in Fig. 3.34.
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note that the example simulations are run for a linear model of the sensor. For a proper
system design the non-linearity of the electrostatic feedback and parasitic modes should
be included in the simulations (see Sections 3.2.1 and 3.2.2) and the stability should be
confirmed in the presence of process and parameter variations.

3.2.4 Closed-Loop Analog Interfaces

Although EM-∆Σ modulators with digital feedback have been proven to achieve good
performance and inherent digitization of the signal, the analog closed loop can still show
potential, for example, when folding prevents a sufficient performance of the sensor from
being attained. A typical design of a CT analog closed-loop accelerometer is shown in
Fig. 3.37, where a single pair of capacitors is shared between the readout and feedback.
Unlike in a discrete-time system, where a single clock period can be split into separate
readout and clock phases, in a CT system the separation must be done in the frequency
domain. The approach is also depicted in the example interface; the ac detection voltage
generates a signal proportional to the mismatch between thecapacitors, whereas the dc
bias defined byVb1 andVb2 is required to generate a linear electrostatic force. The feed-
back is generated by amplifying the detected signal, downconverting and filtering it, and
finally by using a controller to define the dynamics of the loop. The two frequency re-
gions, readout and feedback, are ideally perfectly isolated from each other. The essential
component allowing proper isolation is the mixer, but the filters, especially the LPF, also
play an important role in separating the frequency bands. Imperfect isolation between the
frequency band compromises the stability of the loop and is discussed in detail in [I].

The feedback signal can be brought to the element through, for example, the biasing re-
sistor as in Fig. 3.37 if a voltage buffer is used for the signal detection [55, 56, 107],
or through the virtual ground if a TIA is utilized for detection [I, II]. In both cases the
front-end must tolerate the full-scale voltage range of thefeedback. The linear model for
the system shown in Fig. 3.37 is easy to construct. The whole readout can be modeled as
a constant gainGR, providing that the delay in this part of the interface is insignificant.
Similarly, the conversion gain of the demodulator (mixer)Gdemod is constant and at its
maximum when the two signals being mixed are in phase. After the signal is demodu-
lated, the frequency behavior of all the following blocks, such as the LPFHlpf(s) and the
controllerHctrl(s), is straightforward to include into the linear model of the loop. The
output of the system is taken at the controller output and hence the feedback factor is
determined by the voltage-to-force transducerGT3 and the parasitic poles, which in this
case are formed by the bias resistorsRbias and the sensor. With a loop gain much larger
than unity, andHpar(s) equal to unity in the frequency band of interest, the closed-loop
gainVout/Fin is defined as1/GT3, the inverse of (3.38). The loop gain is clearly inversely
proportional to the bias voltageVb. It is interesting to notice that when the signal is digi-
tized usingVb as a reference for the ADC, the ADC, where the digital output is typically
inversely proportional to the reference, increases the bias sensitivity of gain in the com-
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Figure 3.37: An example block diagram of a continuous-time analog closed-loop inter-
face typically used for accelerometers. The linear model ofthe loop is also shown.

plete sensor to1/V 2
b . The bias sensitivity of gain is similar in the closed-loop EM-∆Σ

modulators. When compared with the open-loop readout techniques, where the effect of
absoluteVb can be completely eliminated, as in (3.34) [15], the closed-loop sensor im-
poses considerably more stringent requirements on the stability of the bias voltageVb. A
detailed analysis of a very high-accuracy closed-loop CT accelerometer is given in [I] and
the design is upgraded in [II]. The ADC and the controller in [II] are presented in [III]
and [IV], respectively.

As extremely low noise levels also require an element with low thermal noise and typi-
cally a consequent high quality factor, the high-Q parasitic modes must also be consid-
ered. The direct consequence of filtering, which enables thereadout and feedback to be
separated, is that the LPF and any parasitic poles (Hpar(s)) in the loop inflict a negative
phase shift. At sufficiently high frequencies the total phase in the loop turns negative and
exposes the loop to instability as a result of high-Q parasitic modes that potentially exist.
The phase can be compared to delay in a DT loop with the help of asimple example.
Assuming that a CT loop utilizes a detection frequency of 1MHz, the LPF is designed to
have a corner frequency of 100kHz, which allows sufficient attenuation at and above the
carrier. The negative phase shift resulting from the LPF is 10◦ at 10kHz. When the phase
shift is converted to an equivalent delay in a DT system with asample rate equal to 1
MHz, the delay is roughly equal to 3 clock periods. As a DT loop caneasily be designed
to inflict a delay of less than a single clock period, the negative phase shift in a CT loop
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can become more significant when compared with a DT loop. The region where insta-
bility resulting from the high-Q parasitic modes can occur is moderately easy to identify
(see Fig. 13 in [I]), and should be taken into account in the design of both the element
and the interface.

Isolation between the readout and actuation can also be attained if a second pair of signal
capacitors is available. This approach is shown in Fig. 3.38, where a dc detection voltage
and a TRA are combined to implement a very simple closed-loopsystem. The absence
of a dc signal current will prohibit any control of the dc position in the sensor, but the
interface could be applied, for example, in a gyroscope, where the signal is close to or
at the resonance frequency. The capacitors drawn using dashed lines simply depict the
small capacitors that can be included to stabilize the TRA.

The analog closed loop can also be realized in discrete-timeform [84, 108], which al-
lows a simpler time-domain separation of the feedback and readout. An example of a DT
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Figure 3.38: A simple continuous-time analog-closed loop interface where the front-end
TRA also implements the controller in the loop. The second pair of sensor capacitors
subtitutes for the frequency division that is otherwise necessary.
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analog interface is shown in Fig. 3.39 [84]. Here the two SC gain stages allow the im-
plementation of CDS, whereas the SC proportional-derivative (PD) controller realizes the
sufficient dc gain and damping of the high-Q resonances of theelement. The capacitorC4

allows the minimization of the settling time of the feedbackvoltage in order to minimize
the non-linearity resulting from the electrostatic forces(see Section 3.2.1). Detailed clock
phases can be found in [84].

3.2.5 Capacitive Gyroscope: Drive Loop

In a typical MEMS gyroscope the angular velocity signal thatis sensed originates from
the Coriolis acceleration. The Coriolis accelerationacor, on the other hand, is directly
proportional not just to the angular rateΩ, but also to the velocity∂rmr/∂t of the drive
resonator (see Section 2)

acor = 2Ω × ∂rmr

∂t
. (3.43)

Hence, providing a maximum and constant velocity oscillation is essential in a MEMS
gyroscope. In capacitive gyroscopes the magnitude of the electrostatic force is fairly
limited and it can best be taken advantange of by exciting thehigh-Q drive resonator at
its resonance frequency.

The magnitude of the electrostatic force, in e.g. a parallelplate or comb drive, depends
on the squared excitation voltage. Hence, if the excitationvoltage contains both a dc
componentVdc and an ac componentVac sin (ωt) at the frequencyω, the force

Fes = KF/V 2 [Vdc + Vac sin (ωt)]2

= KF/V 2 [(V 2
dc +

V 2
ac

2
+ 2VdcVac sin (ωt) +

V 2
ac

2
cos (2ωt)].

(3.44)

can be seen as having an effect at dc,ω, and2ω. The coefficientKF/V 2 can be found
by comparing (3.44) with (2.24) and (2.29), whereV = Vdc + Vac sin (ωt), for plate
and comb capacitors, respectively. The proof mass motion within the resonator can be
significant, which can affect the magnitude of the excitation force, especially in parallel
plate actuators.

Generating the excitation force by operating the resonatorin a closed loop with positive
feedback is straightforward. The linear force term atω allows the resonator to be excited
at the same frequency as the one at which the position signal is detected. The force that
has an effect at2ω enables the resonance frequency force to be generated usingan ac
voltage at half the resonance frequency with no dc component. Though the magnitude
of the excitation force is lower in comparison to the linear force, the sensor element is
theoretically free of a strong voltage component at the resonance frequency, thus reduc-
ing problematic cross-coupling. It should be noticed that if the electrostatic actuator is
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differential, the squared voltage terms in (3.44) will disappear and excitation at half the
resonance is not possible. This feature was taken advantageof for linearizing the force
feedback in (3.37).

The electronic interface for the drive resonator must compensate for the 90◦ phase lag
caused by the drive resonator at the resonance frequency in order to create an oscillator.
Hence, an ideal phase shift in the loop at the resonance frequency is either 90◦ or -90◦,
depending on the sign of the feedback, when the linear force component is utilized for
the excitation. For a half-frequency excitation no phase shift is required in the loop, but it
should be noticed that a square wave drive cannot be utilized. This is due to the fact that
the electrostatic force in this case is, in practice, constant and no energy can be transmitted
to the resonator.

As [VII] provides a thorough introduction and analysis of the implementation of an ana-
log drive loop, an example implementation of the digital drive loop is taken from [46]
and shown in Fig. 3.40. Here the transfer functionGT3HRES(s)GR models the linear
response from the electrostatic force to the voltage-mode position of the sensor element.
The readout voltage is converted into the digital domain using a∆Σ ADC and the rest
of the system is implemented as digital. Now the digital phase-locked-loop (DPLL) is
locked at the resonance frequency. The DPLL creates a signalthat is 90◦ phase-shifted
compared to the input of the DPLL. This signal is set to drive the resonator after the level
control in a variable gain amplifier (VGA) and the digital-analog conversion in a∆Σ
DAC. In order to control the level of oscillation of the driveresonator, the amplitude of
the oscillation is extracted in the mixer and fed to a controller, which then sets the gain
of the VGA. The∆Σ DAC shapes the quantization noise of the two-level electrostatic
feedback away from the resonance frequency. The use of the∆Σ DAC allows the digital
interface to be realized without the need for a multibit DAC for the feedback.

Position

T3G

∆Σ ADC DPLL

∆Σ DAC
DEMOD

VGA

CONTROLLER

GRH      (s)RES

DIGITAL DOMAIN
ANALOG DOMAIN

Force

(readout)
Voltage

(actuation)
Voltage

Figure 3.40: A block diagram of the drive loop in [46].

Although the example is implemented mainly digitally, it gives a good description of the
typical main features of the drive loop. The PLL is commonly used to create a feedback
signal in the correct phase, but it can also provide precise clock signals for other blocks
of the interface for the gyroscope. The controller is necessary for precise regulation over
the oscillation amplitude (velocity) of the resonator, andthe VGA provides the means
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to change the gain in the loop. Other example implementations of the drive loop can be
found in, for example, [47], where a TRA is used to detect the capacitance and to create
the proper phase shift in the loop, and in [58], where an analog interface including a PLL
is utilized.

As in all closed-loop interfaces where a high-Q mechanical resonator in included in the
loop, the behavior of the parasitic resonance modes must be taken into account also in
the drive loop. The probability of oscillation at any parasitic mode can be reduced, for
example by ensuring that the gain of the interface is at its highest at the fundamental and
lowest resonance mode, as in [VII], where an integrator is used as the phase-shifting ele-
ment. It is, however, imperative to confirm that the cross-coupling between the excitation
and readout is small enough not to cause the electronic interface to oscillate.

3.3 Discussion

The purpose of a readout circuit of a capacitive sensor is to extract the absolute or relative
value of the signal capacitance. The detection process is never ideal and is typically cor-
rupted by noise, distortion, and spurious tones. CT techniques can be used efficiently to
realize a low-noise readout with a typically somewhat more complex readout circuit when
compared with the simplest types of SC, or in general DT circuits. SC circuits provide
a simple way to convert the capacitive information into voltage, allow the use of noise
reduction techniques such as chopper stabilization and CDS, and offer the possibility of
relieving the non-linearity resulting from electrostaticforces. However, it is imperative
to take the effect of folding in DT circuits into account during the design, especially if it
is known in advance that, for example, the supply is likely tocontain significant distur-
bances.

It is common that the final output of the sensor is digital, in which case it is also inevitable
that the signal is converted to the DT domain, i.e., sampled,usually before the quantizer.
SC circuits allow the quantization to be performed very close to the sensor element us-
ing ∆Σ modulation [85], making possible a small supply current andlow complexity
[15]. On the other hand, in gyroscopes, where the capacitivesignal is very small, low-
noise CT circuits have been used [46, 58] to amplify the signal before transforming it to
the DT domain, and further, to the digital domain. Similarly, in [II] the ultra-low-noise
accelerometer has an analog closed-loop core and a separateADC.

As a part of the research work the pseudo-CT open-loop readout technique is presented
in [V,VI] and applied to create a two-axis gyroscope with analog outputs and minimized
chip area. Unlike in a typical example, where the front-end is the dominant noise source
of a sensor, in this gyroscope the on-chip generation of references and detection voltages
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Table 3.1: Summary of the properties of the gyroscope in [VI].

Process technology 0.35µm HV CMOS

Chip area (mm2) 7.9 (active area 2.5)

Supply voltage (V)/current (mA) 2.5-3.6/1.8

Detection voltage, dc (V) 9.1

Equivalent noise capacitance for x/y (aF/
√

Hz) 0.19/0.51

Full-scale signal (◦/s) ±300

Signal bandwidth max. (Hz) 300

Spot noise for x/y (◦/s/
√

Hz) 0.015/0.041

Gain shift from -10 to 90◦C for x/y (%) 1/7

Max. dc non-linearity for x/y (% of full-scale) 0.1/1.5

Bias stability for x/y (◦/hr) 25/33

ZRO shift from -10 to 90◦C (◦/s) 50/6

in the presence of sensor element non-idealities, especially as external filtering is not an
option, has inevitably also evoked other noise sources thanthe front-end. A summary of
the properties of the sensor is shown in Table 3.1. The noise levels of the two channels
differ significantly. This is mainly due to the absence of mechanical quadrature compen-
sation, which is replaced by the very compact purely electrical quadrature cancellation.
The cancellation method, however, adds to the noise in the y-channel, where the quadra-
ture signal is high. Considerable cross-coupling between readout and actuation, and the
noise of the structural wafer (proof mass) bias, which exists as no external filtering capac-
itors are added, are the reasons why the overall noise levelsare higher than those caused
by the readout circuits only. In fact, in [V] only the references and supply bypass ca-
pacitance are external to the ASIC, which is made possible bythe careful design of the
interface. With smaller cross-coupling caused by the less-than-optimal bonding of the
sensor element and a smaller quadrature signal in the y-channel, the ZRO stability in the
x-channel and the linearity and noise performance in the y-channel would improve. The
circuits and theory presented in [VII-IX] cover high-voltage, drive-loop, and clock gener-
ation circuitry, which all have a significant effect on the performance, supply current, and
chip area of the complete sensor.

In capacitive closed-loop sensors an electrostatic force feedback is added in order to bal-
ance the forces affecting the proof mass of the sensor element. Thus, in a closed-loop
sensor the feedback voltage, which is usually the output of the sensor, represents the
external force. In this way a closed-loop sensor is linear, provided that the ratio of the
feedback voltage and the feedback force is constant and the loop gain in the signal band
is sufficient. Similarly, the full-scale range and the dynamic behavior become determined
by the range of the feedback force and the parameters of the complete loop, respectively.
Another significant benefit is that low damping can be used to reduce the noise of the ele-
ment, while the feedback is used to flatten the gain peak resulting from the high Q sensor
element. However, compared with an open-loop sensor, the closed-loop operation in-
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Table 3.2: Summary of the properties of the accelerometer in [II].

Process technology 0.7 µm HV CMOS

Chip area (mm2) 22

Supply current (mA) 15 (5V) and 0.9 (12V)

Bandwidth (Hz) 300

SNR, analog/digital output (dB) 111/105 (@ full-scale dc of 1.5g)

Maximum dc non-linearity (%) 0.014

Detection frequency (MHz) 3

Detection amplitude, single-ended (V) 1

Input referred noise in open-loop
0.2from the CSA input (detection voltage)

to the LPF output (aF/
√

Hz)

creases both the complexity resulting from the non-linearity of the electrostatic feedback
force and the sensitivity of the sensor gain to the references or supply.

In the closed-loop CT accelerometer implemented in [II], a summary of the parameters of
which is shown in Table 3.2, the signal band was limited as a result of the parasitic reso-
nance modes of the sensor element, suggesting that careful parallel design of the interface
and the sensor element would be beneficial. The noise performance, although very good,
was still inferior to that in the simulations, which is probably due to modeling problems
regarding flicker noise. The noise performance of the readout is at the expected level and
does not limit the sensor noise performance because of the modeling inaccuracy. In [I-IV]
theoretical analysis, circuit design, and several solutions are presented in order to realize
the analog closed loop, reduce the noise, improve the linearity and the stability of the
closed-loop accelerometer, and digitize the high-voltageanalog output signal. It is clear
that the calibration of linearity, proper identification ofdominating noise sources, and
the use of a CT closed loop have made possible the design of thevery high-performance
accelerometer in [II].



101

4 Clock Generation within Sensor Interfaces

The necessity of transforming a sine into a square wave, or clock, is common in sen-
sor systems that require any coherent discrete time signal processing. Within interface
electronics for inertial sensors this often denotes some type of demodulation or coherent
sampling. Examples that include the micro-gyroscope readout in [V], the amplitude de-
modulation in the accelerometer interface of [II], and the phase-coherent analog-to-digital
conversion in the gyroscope interface of [58] take advantage of sine-to-square-conversion.
The actual conversion is very simple, and can, in the simplest case, be done using a single
inverter. However, if the conversion process is improperlydesigned, a faulty clock can
result in a complete failure of the sensor system.

In sensor applications, especially with fully integrated frequency references, the frequen-
cies required are fairly low, well below theGHz region that would allow a reasonable
use of LC oscillators. If the sinusoidal signal is generatedon-chip using an RC or GmC
oscillator, the sine-to-square-conversion that is potentially required is not likely to limit
the accuracy of the clock. This is because the available signal in electrical oscillators is
high, which allows the effect of sine-to-square conversionto be lowered. On the other
hand, a clock generated on-chip easily suffers from originally higher phase noise. If the
mechanical sensor is capable of providing the frequency reference, as in, for example,
gyroscopes [VII], the available signal magnitude might be low, whereas the quality of
the signal can be excellent. In these cases the noise properties of the signal processing
required to finally convert the sinusoidal current into a square wave clock are emphasized.

Phase-locked loops (PLL) offer the possibility of creatingclock frequencies higher than
the reference, shaping the phase noise of the output clocks,and maintaining accurate
phase coherency between the reference and the output clock signals. In this way PLLs
have become an indispensable tool for signal processing, including within sensor inter-
faces. The design of a PLL for clock generation offers the possibility of trading off
silicon area and power consumption for noise performance, hence making efficient cost
and power optimization possible. The essential issues related to phase noise, jitter, and
clock generation are introduced in this chapter.

4.1 Introduction to Phase Noise and Jitter

In an ideal case a sinusoidal signal with an amplitudeVa and random constant phaseφ
carries power at a single frequencyf0 only;

Vosc(t) = Va sin(2πf0t + φ). (4.1)
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However, any real oscillator that is used to generate the frequency reference introduces
error. The source of the error can be, for example, losses within the oscillator and the
resulting thermal noise, flicker noise, or power supply noise. After travelling through the
oscillator, the error will partly express itself as a randomphase component. Hence, the
real output signal of an oscillator has a random time-dependent phase componentφn(t)
that accounts for the phase noise;

Vosc(t) = Va sin(2πf0t + φn(t)). (4.2)

When this sinusoidal component traverses linear circuits,such as buffers, some additive
noiseVn(t) will accompany the sine, but the phase noise remains unaltered:

Vosc(t) = Va sin(2πf0t + φn(t)) + Vn(t). (4.3)

If digital or SC circuits necessitate the use of a square waveclock, the very nonlinear pro-
cess of sine-to-square conversion will causeVn(t) to be converted into additionalφn(t).

As the phase in a real oscillator is a random time-variant factor, it also causes power
to appear around the average carrier frequency. The frequency domain measure of the
phase uncertainty isphase noise. The phase noise is defined using the frequency domain
representationSφ(f) of the phase fluctuationsφn(t) [109]. Another commonly used ex-
pression for the phase noise is the ratio between the rms power spectral density (1Hz
spectral resolution) and the total power of the carrier, which is plotted as a function of
the offset frequency from the average carrier frequency. This definition, also used in this
section, is referred to using the symbolL(∆f), where∆f is the frequency offset from
the carrier. The relative phase noise power is usually expressed in decibels and, hence,
the unit forL(∆f) is accordingly [dBc/Hz]. According to [110],L(∆f) ≈ Sφ(f) when
∆f = f is sufficiently large.

It should be taken into account that when the phase noise is measured by measuring the
power spectral density, the amplitude noise, i.e. the time-dependentVa will add to the
noise power [111]. However, as the amplitude in oscillators, unlike the phase, is practi-
cally always a controlled parameter, the effect of amplitude noise is typically insignificant
at low offsets∆f . Furthermore, for square wave signals the amplitude information is ide-
ally completely discarded.

A typical example power spectrum of the fundamental frequency component of a noisy
clock is sketched in Fig. 4.1, together with the corresponding single-sideband (SSB)
phase noise plot.f0 denotes the average frequency of the frequency reference and ∆f
is the frequency offset of interest. Now that the x-axis of the phase noise plot is a loga-
rithmic function of the frequency offset, the two frequency-dependent regions where the
reduction in the noise magnitude is either 30dB or 20 dB per decade of frequency in-
crease can be identified. These two regions correspond to thephase noise inflicted by the
respective flicker and white noise sources of the oscillator. In the same way as flicker
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Figure 4.1: A sketched example of the power spectrum of the fundamentalcomponent of
the frequency reference and the corresponding phase noise plot.

noise, other dominant colored noise sources can also alter the shape of the phase noise
curve. Clearly, as the frequency dependency of the flicker noise power is of the form1/f
whereas white noise is frequency-independent, the oscillator reshapes the spectral density
of the noise sources. It is generally agreed [111, 112, 113, 114] that this process results
in the approximate equation

L(∆f) ≈ 10 log

(

f 2
0

∆f 2
c

)

(4.4)

for the phase noise of a free-running oscillator when the noise sources are white. In the
equation the constantc describes the combined contribution of all white noise sources to
the phase noise. In the corresponding case of flicker noise, the approximate equation for
the phase noise can be written as [110]

L(∆f) ≈ 10 log

(

f 2
0

∆f 3
cf

)

, (4.5)

wherecf is defined as the effective contribution of flicker noise sources at 1Hz. A typical
shape of the frequency-dependent phase noise, which is formed when the phase noise
power is contributed by both flicker and white noise sources,is sketched in Fig. 4.1.

Equations (4.4) and (4.5) are valid at sufficiently high offset frequencies, but still serve
as approximations. At very low offset frequencies, as also shown by the sketched phase
noise in Fig. 4.1, the approximation is not valid. An exact expression for the phase noise
exists only in the case of white noise, and the more accurate form of (4.4) can be written
as [114]

L(∆f) = 10 log

(

f 2
0 c

∆f 2 + c2f 4
0 π2

)

. (4.6)

Clearly the phase noise plot is flat at very low offsets. The effect of low-frequency noise
fluctuations has been analyzed in, for example, [113].
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The phase noise equation (4.4) is also not valid in the flat region at high offset frequencies.
The noise floor is exposed when the spectral density of the phase noise of the oscillator
decreases below the floor. The noise floor can be due to the additive white noise that
results from each buffer stage that follows the oscillator core. However, the flat noise floor
can be actual phase noise as well. If the frequency component, "the sine", already exists
and traverses some very non-linear circuitry, the frequency dependency of the original
noise source will not change when it is being transformed to phase noise. This type of
phase noise is typically inflicted by clock buffers for square wave signals, or by sine-to-
square conversion [XI]. The two different cases, the noise shaping of an oscillator and
the sine-to-square conversion, are depicted in Fig. 4.2. The difference in noise-shaping
properties can be explained by the fact that in an oscillator, any disturbance that deflects
the output phase causes the phase error to persist, whereas in sine-to-square conversion
the momentary disturbance affects only the current zero crossing point. Mathematical
analysis of the sources and development of phase noise in oscillators is presented in [111,
112, 114], to mention but a few different approaches. In [112] the linear time invariant
(LTI) analysis is based on average effect of different noisesources and the definition of
new Q-value for the noise shaping function of different oscillators. In [111, 115] a linear
time-variant analysis is developed to allow phase noise prediction with the help of an
impulse sensitivity function (ISF), which describes the time-variant sensitivity to different
noise sources. In [114] complex non-linear analysis is presented for the evaluation of the
phase noise generation process.
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Figure 4.2: A sketch of the process by which the white noise within an oscillator, or the
white noise added to a sine reference before sine-to-squareconversion, is converted to
phase noise.

If the oscillator output is considered a square wave signal,a clock, then ideally the zero
crossings of the clock occur at a constant rate. In practice,however, the clock edges
deflect from the ideal ones. The magnitude of the deflection isquantified using different
definitions ofjitter. In the same way as the phase noise allows us to analyze the non-
ideal properties of the oscillator in the frequency domain,jitter represents the same non-
idealities in the time domain. Here the jitter is expressed in [s].
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The accumulated timing error, the jitterσabs, is measured over a time period of∆T .
According to [110], the absolute jitter can be written as

σ2
abs(∆T ) =

1

(2πf0)2

∫ ∞

−∞

Sφ_srn(f)df, (4.7)

whereSφ_srn is the frequency domain representation of the increment phase errorφsnr(t) =
φn(t) − φn(t − ∆T ). Hence,Sφ_srn can be treated as the phase error accumulated over
the time interval∆T . If the phase noise is inflicted by white noise, i.e.L corresponds to
(4.4),

σ2
abs(∆T ) =

∫ ∞

−∞

c
sin2(πf∆T )

π2f 2
df = c∆T. (4.8)

The absolute jitter depends on the measurement (accumulation) time∆T .

The rms jitter for a single period can be obtained by setting the∆T to be equal to1/f0 in
(4.8). The resulting equation for the jitter can be written as

σ2
jper = c/f0. (4.9)

An alternative expression for theperiod jitter for the phase noise shape equal to (4.4) or
(4.6) can be written as [116]

σ2
jper = L(∆f)

∆f 2

f 3
0

, (4.10)

whereL(∆f)1 denotes the magnitude of the phase noise at∆f .

The period jitter, also known as the cycle-to-cycle jitter,is different from thecycle jitter,
which is defined, according to [117], as the rms difference between the oscillation period
and the mean oscillation period. The cycle jitter is, hence,also capable of modeling slow
frequency drift, unlike the period jitter.

In most cases it is not possible to obtain the expression for the jitter in closed form,
when the dominant noise sources are colored. Hence, the jitter can be calculated by
performing the integral of (4.7) numerically. Further information can be found in, for
example, [110, 116, 118].

Many different types of analysis have been proposed to solvethe magnitude of the phase
noise and jitter in CMOS oscillators [112, 119, 120]. The most common types of os-
cillators, GmC and ring oscillators, which are needed for sensor applications, exhibit
moderately high phase noise as a result of their low Q-value and wide-band nature. The
non-linear behavior of the oscillators inflicts folding, which increases the level of phase
noise by, for example, downconverting white noise and upconverting flicker noise. Exam-
ples of both a relaxation oscillator and a ring oscillator are shown in Fig. 4.3. Although

1The single-sideband power to the carrier power ratio is usedhere in linear scale (unit [1/Hz]).



106

the circuits represent very simple versions of oscillators, they can be examined in order
to coarsely identify the common factors affecting the phasenoise in the two oscillator
topologies.
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Figure 4.3: Simple example circuit diagrams of both a relaxation oscillator and a ring
oscillator for identification of the sources of the phase noise.

In the relaxation oscillator shown in Fig. 4.3 [120], the oscillation frequency depends on
the hysteresis of the Schmitt triggerVH , control currentIctrl, and capacitorC as

f0 ∼
Ictrl

VHC
. (4.11)

The currentIctrl will be integrated to the capacitorC and, hence, will be low-pass filtered.
However, low-frequency noise can have a significant effect on the phase noise and can be
evaluated through narrow-band frequency modulation [112]. The noise inVH , which cor-
responds to the input-referred noise of the Schmitt triggerand also affects the frequency,
will not be filtered in the same way as the noise in the control current. The effect of this
noise source can be minimized by maximizing the derivative of the capacitor voltage at
the trigger point, i.e. by maximizing the swing across the capacitorC. The actual source
of noise, the Schmitt trigger, should be a low-noise device.The noise should be evaluated
in the Schmitt trigger at the moment of state change.

In the same way as in the relaxation oscillator, the ring oscillator phase noise is also
approximately inversely proportional to the signal derivative at the input/output node of
each inverter. Thus, with an increasing number of stages (inFig. 4.3 three stages), the
signal transitions become faster when the frequency is keptconstant. However, with
an increasing number of stages, the number of noise sources also increases [119]. This
makes the phase noise in single-ended ring oscillators almost independent of the number
of stages when the frequency is assumed to be constant. On theother hand, the larger the
current through the inverters, the lower the phase noise. This relation enables a trade-off
to be made between the phase noise power and the oscillator power consumption. The
flicker noise effect is minimized by the symmetry of the rising and falling edges [119].
This requirement also holds true for the half-circuits of the differential ring oscillators,
while the mere differentiality does not reduce the effect ofinternal noise sources.
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The phase noise resulting from power supply noise can be an additional factor limiting the
accuracy of oscillators. Better supply insensitivity usually favors differential oscillators,
even though the internal noise would not be improved. This isanalyzed in detail in, for
example, [117]. Generally speaking, power supply noise canbe minimized by making
the factors that define the oscillation frequency as supply-insensitive as possible. For
example, the capacitors can be isolated from a noisy substrate by placing them on an
isolated well that is connected to local clean potential, the bias for the oscillator transistors
can be made supply-insensitive, and the supply noise can be made to appear as a common-
mode error by using differential circuits.

4.1.1 The Effect of Phase Noise and Jitter

In order to define the allowed limits for the jitter or phase noise, the effect of this type of
noise within the sensor interface should be identified. In digital signal processing, if the
required clock frequencies are moderately low, below a few tens ofMHz, timing errors
can quite easily be avoided. However, the circuits that are critical are typically either
continuous-time analog circuits or, when transforming thesignal between discrete and
continuous time regions, switched-capacitor devices, such as data converters.

The effect of phase noise in data converters or mixers can be identified either in the
frequency or the time domain. In a mixer, demodulator or modulator, the time-domain
product of the clock and the signal can be written as

Vmix(t) = Vs(t)Vosc(t), (4.12)

whereVs represents the signal andVosc the noisy frequency reference from the local os-
cillator. In order to consider an example case, letVs be an ideal sinusoidal signal with an
amplitudeVas and frequencyfs, andVosc the signal in (4.2);

Vmix(t) =Vas sin (2πfst)Va sin (2πf0t + φn(t))

=
VasVa

2
[cos (2πt(f0 − fs) + φn(t)) − cos (2πt(f0 + fs) + φn(t))].

(4.13)

The phase noise termφn, and the corresponding phase noise spectrum, are transferred
unaltered to both the new center frequencies.

In sampling systems, e.g. data converters, the effect of phase noise is somewhat different
and has been considered in, for example, [116]. In [116] the effect of phase noise is
derived in the case of the sampling of an ideal sine at the frequencyfs. The signal-to-
spectral noise ratio (S/NL) as a function of the frequency offset can be written as [116]

S/NL(∆f) =
f 2

s

f 2
0

L(∆f), (4.14)
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whereL(∆f)1 is the phase noise power of the sampling clock. According to (4.14), if it
is assumed that the frequency offset is sufficient, the shapeof the phase noise is directly
transferred to the spectrum of the sampled signal, while themagnitude is scaled by the
frequency ratio between the clock atf0 and the signal atfs.

When considering (4.6), the phase noise is frequency-independent at very low offset fre-
quencies, whereas the corner frequency (cf 2

0 π) is dependent on the square of the clock
(or the sampled signal) frequency. This can be illustrated by a simple simulation where
strong white noise is fed to the voltage-controlled oscillator (VCO) input and the result-
ing VCO output clock is divided by factors of two and four. Theresulting phase noise
for all three different frequencies is shown in Fig. 4.4. As indicated by (4.14), halving
the input frequency of the sampler should reduce the spectral power of the sampled signal
at the same offset by 6dB. The division of the clock frequency has the same effect on
the phase noise. This behavior is observed in the phase noiseplot shown in Fig. 4.4 at
sufficiently large offsets. However, the corner frequency in the spectrum is dependent on
the square of the clock frequency, as predicted by (4.6), andat very low offset frequencies
the spectral noise power increases with decreasingfs.
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Figure 4.4: Phase noise inflicted by white noise at VCO input and the effect of frequency
division.

An important special case of sampling which often occurs in sensor interfaces is the pro-
cessing of a signal when the carrier is at the same frequency as the signal being processed
or at a proper fraction of it. This can be the case, for example, during full-wave rectifica-
tion, which is used to extract the amplitude information without sampling the signal, or

1The single-sideband power to the carrier power ratio is usedhere in linear scale (unit [1/Hz]).
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during the sampling of the amplitude information. These twocases are considered in Fig.
4.5.

Three clock signals with       phase difference/4π

Derivative of the input signalInput signal

demodulation
Ideal for

Ideal for 
sampling

Figure 4.5: The processing of a sinusoidal signal using a synchronizedclock.

The demodulation, performed using either a square wave or sinusoidal carrier, has mini-
mum sensitivity to jitter when the carrier and the signal arein phase. For example, (4.13)
can be modified in such a way thatfs is equal tof0. When the phase error is also divided
into dc and time-dependent errors,φn(t) = φdc + φnx(t), the result of the demodulation
can be written as

Vmix(t) ≈
VasVa

2
[1 − φdcφxn(t)], (4.15)

where the unwanted signal component at 2f0 has been removed. The sensitivity ofVmix(t)
to the noiseφnx(t) clearly is minimized whenφdc = 0.

When the amplitude is being sampled and either clock edge defines the sampling instant,
the derivative is minimized and the signal value is maximized when the sampling is per-
formed at either peak value of the input signal. This is thus the desired sampling instant.
If the phase between the clock and the signal is not the ideal one,π/2, the sampling in-
stant will not coincide with the zero crossing of the derivative and the sensitivity to jitter
increases. At the sampling instant, the derivative of the input signal, together with the
rms jitter, defines the magnitude of the resulting voltage error. The rms voltage error can
be calculated simply as

Vn_rms_out = σabs
dVin(t)

dt t=sampling instant
. (4.16)

The rms, or absolute, phase jitterσφ_abs in [rad], or rms jitterσabs in [s], can be approxi-
mately calculated from the phase noise spectrum as1 [121]

σφ_abs = σabs2πf0 ≈
√

∫ ∞

0

2L(∆f)df, (4.17)

which is not practicable in the case of open-loop oscillators. The exact absolute jitter,
which was given in (4.7), will not converge for infinite measurement time. Likewise,

1The single-sideband power to the carrier power ratio is usedhere in linear scale (unit [1/Hz]).
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(4.17) gives more useful results when the phase noise is limited at low offset frequencies
or this region could be considered irrelevant. This is typically the case when the oscillator
operates inside a PLL which utilizes an "ideal" reference [121]. For example, in gyro-
scopes, the good-quality signal from the mechanical element functions as the frequency
reference for the PLL and can be considered phase-noiselesscompared to the sine-to-
square conversion and the PLL. Detailed analysis of the jitter and phase noise for PLLs is
also given in [110].

For square wave signals the noise bandwidth is limited by therate at which zero crossings,
or edges, occur. The white noise floor in the phase noise spectrum, formed, for example,
during the sine-to-square conversion, can dominate the jitter. The computation of the rms
jitter can be done in the time domain, if the rms noise voltageVn_rms before the sine-to-
square conversion, and the amplitudeVas and frequencyf0 of the sinusoidal reference,
are known. Now the error can be written as

σφ_abs = σabs2πf0 =
Vn_rms

Vas

. (4.18)

The same parameters can be calculated in the frequency domain using (4.17), with the
upper integral bound changed to be equal tof0. The two methods are illustrated in Fig.
4.6.

It is most straightforward to accomplish the minimization of the effect of the noise dur-
ing sine-to-square conversion by increasing the signal-to-noise ratio of the input sine, i.e.
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by increasing the amplitude of the sine and by minimizing thetotal noise at the com-
parator input. A faulty conversion process, where the reference sine is contaminated by
excess noise or cross-coupled signals, can cause extra pulses in the clock signal that is
created. These extra switchings cause incorrect charge transfer in discrete-time circuits
and the incorrect operation of digital circuits. The sine-to-square conversion process is
especially prone to extra switching when the frequency and the amplitude of the sine are
low compared to the noise bandwidth and the speed of the comparator.

4.2 Phase-Locked Loop for the Sensor Interface

The basic functionality of a PLL (see Fig. 4.7) is, generally, to take either a square wave
or sine as a reference input and to extract the phase information from this signal. This in-
formation is then filtered and employed to control an oscillator that produces a frequency
which is typically higher than the reference frequency. Thefeedback is created by com-
paring the phase of the divided oscillator output to the input reference. Proper design of
the loop ensures that the reference and the divided oscillator output remain synchronized
and the PLL locked. The PLLs are generally a well-documentedtopic covered by many
books, for example [122]. Hence the purpose of this section,instead of repeating the de-
tailed analysis, is to provide a short overview of the topic from the sensor interface design
point of view.

clock

Loop
detector
Phase

filter
Controlled
oscillator

difference

Average
phase

difference
Phase

Divider

reference
Frequency

Feedback

clock frequencies
Other required 

Oscillator output

Figure 4.7: The basic architecture of a PLL.

Compared to the design of a radio frequency PLL, used for example in telecommunica-
tions, somewhat different design issues rise when clock generation is required for a sensor
interface with an audio frequency reference signal. As the purpose of the PLL within a
sensor interface is, in most cases, simply to produce synchronized clock signals with a
constant reference frequency, the focus of the design can beset to achieve the goal with
minimum resources. The resources, such as the supply current, chip area, and external
components, can be traded for higher phase noise. On the other hand, the sensitivity of
the system to the phase noise can also be reduced, for exampleby minimizing the phase
errors, such asφdc in (4.15), that increase the jitter-inflicted noise.
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The available architectures for PLLs include both analog PLLs and digital PLLs. The
analog PLLs consist of charge pump PLLs, PLLs with a switched-capacitor (SC) loop
filter, switched-current (SI) PLLs, and PLLs with a multiplier as the phase detector and a
continuous time loop filter.

Using a multiplier, especially a full-wave rectifier, as thephase detector, is a feasible
optional topology for a PLL that is operated as a part of the sensor interface. This is due
to the potentially reduced sensitivity to the noise of the sinusoidal frequency reference.
The absence of frequency detection and necessity for heavier filtering required after the
phase detection, however, complicate the design compared to a basic charge pump PLL.
This type of approach is also reviewed in [VII]. Another optional analog PLL topology
is a switched-current (SI) PLL, which allows the PLL to be implemented with transistors
only. One example of this type of PLL, which requires no explicit phase detector, is given
in [123].

If the sensor interface sets the requirements for the semiconductor technology that is used,
often denoting higher voltages or thicker oxide and high-quality analog components and
the clock generation does not require a fractional divisionratio, a traditional second-order
charge pump PLL becomes a feasible alternative. Both the implementations [IX] and [X]
use this type of PLL, because of its applicability for integration, simple structure, and the
possibility of easily evaluating and minimizing the chip area required. In fact the two
components of the simplest loop filter, a single resistor andcapacitor, can be selected to
allow minimum chip area as reported in [X]. In [IX] the large resistor in the loop filter is
replaced by a simple SC equivalent in order to avoid using very high resistances and to
reduce the variation of the voltage across the loop filter resistor. The most severe limiting
factor for all PLL topologies that include discrete time operation is the leakage currents
at the loop filter, which start to increase the jitter at the PLL output. Hence, avoiding this
limitation also favors the use of transistors with thick gate oxide and a large threshold
voltage, and a resulting smaller leakage.

Many of the analog PLLs utilize digital logic, whereas an all-digital PLL (ADPLL) per-
forms all the signal processing (phase comparison, filtering, division, frequency control
etc.) in the digital domain. ADPLLs have emerged together with the evolving CMOS
technology and decreasing linewidths, which have enabled large numbers of digital cells
to be integrated within a continuously decreasing area. At the same time, increasing leak-
age and decreasing supply have complicated the implementation of analog circuits, such
as varactors, and increased the overall sensitivity to noise. While ADPLLs have been de-
veloped to serve application areas such as wireless communication, microprocessors, and
digital signal processing and to allow all the circuitry to benefit from the state-of-the-art
semiconductor technologies, sensor interface electronics can still rely on technologies far
from deep sub-micron linewidths. This fact also makes it more difficult to know whether
ADPLLs offer any advances over analog PLLs when speaking of sensor interfaces.
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The traditional asset of ADPLLs is their use of hardware description languages (HDL),
which allows the PLL to be transferred to new technologies more easily, even though the
digitally controlled oscillator (DCO) often still requires careful SPICE-level simulations.
Another new degree of freedom is the freer design of algorithms for frequency locking.
Probably the most significant assets of ADPLLs are their reduced chip area with modern
technologies, and also the power savings they offer becausesome of the dc current con-
suming blocks, such as charge pumps, can be left out. However, the actual difficulty is to
evaluate which of these benefits can be considered importantfor the sensor system being
designed, especially when the linewidth of the technology used is just below one micron
and frequencies required are in the order of fewMHz. Issues such as the increased supply
noise resulting from the heavy digital signal processing and increased complexity due to
for example the dithering required to produce an accurate DCO output frequency with
no spurious tones can make the ADPLLs less attractive. Detailed information about the
topic can be found for example in [124].

As the charge pump PLL is the topology chosen for the implementation, a short introduc-
tion to the dynamics of these PLLs is presented in the following section.

4.2.1 Dynamics and Noise-Shaping Properties of the Charge P ump PLL

As already briefly discussed in connection with phase noise,the PLL can have a signif-
icant effect, either beneficial or detrimental, on phase noise. In order to make possible
the identification of the factors affecting the phase noise of the PLL output, the dynamic
properties of charge pump PLLs are introduced in this section.

The block diagram of a second-order charge pump PLL is shown in Fig. 4.8. The phase-
frequency detector (PFD) extracts either the phase difference, when the PLL is in lock, or
the frequency difference, when the PLL is acquiring the lock, between the input reference
and the feedback signal. This asynchronous digital block creates the control signals for
the charge pump, which converts the phase difference into a current pulse. The gain from
the PFD input to the charge pump output is denoted byKCP , the magnitude of which
is determined by the current sources so thatKCP = ICP /(2π). The current pulse is fed
to the loop filter, which in a charge pump PLL is formed by the impedanceZ(s). The
capacitorC of the loop filter integrates the current, allowing infinite dc gain in the loop,
while the resistorR is required for stabilization. Often a small capacitorC2 is added in
parallel with the series-connectedC andR in order to filter out the large voltage spikes
occuring when the charge pump current surges throughR. The size of this additional
capacitor is selected to be such that it does not essentiallyaffect the stability of the loop.
The SC loop filter in [IX] automatically levels the voltage across the whole clock period
and hence does not require additional filtering. The effect of C2 is ignored during this
analysis, because the current pulses during the steady-state operation of the PLL with a
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low reference frequency are very short compared to the reference period, and hence can
be filtered without affecting the dynamics of the PLL.

The voltage mode output of the loop filter controls the voltage-controlled oscillator (VCO).
The gain of the VCO, from the control voltage to the output frequency must be integrated,
i.e. multiplied by the1/s-term in the Laplace domain, in order to get the gain from the
voltage to the output phaseφout. After division byN , the VCO output phase is compared
with the phase of the input reference. The resulting negative feedback and infinite loop
gain cause the rising edges of the referenceφin and the feedback signal to coincide and
the dc output current of the charge pump to become zero. The linear model in Fig. 4.8
can be used to derive the TFs from the input nodes to the outputphaseφout. The TFs in
the Laplace domain are given in Table 4.1.
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Figure 4.8: The block diagram and the linear model of a second-order charge pump PLL.

Table 4.1: Transfer functions of the charge pump PLL.
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The phase noise in the input referenceφin has a low-pass TF to the PLL output. Now
that the gain at low frequency offsets is defined byN , it also emphasizes the fact that
the phase noise of the frequency reference must be low enoughnot to dominate the PLL
phase noise. This can also be noticed in Fig. 4.9, which depicts the sensitivity of the
PLL to the phase noise of both the reference and the VCO. On theother hand, the PLL
offers an opportunity to filter the phase noise of the reference by reducing the speed of
the loop. This could be done to some extent on-chip by decreasing the charge pump
current, redesigning the loop filter, and reoptimizing the area of the filter components.
However, this results in a somewhat increased chip area, butalso increased phase noise
as a result of the bigger filter resistor. The effect of the loop filter noise can be seen from
φout/VV CO(s), which is a band-pass TF. In the example case of Fig. 4.9, the phase noise
resulting from the 7MΩ filter resistor would be -65dBc/Hz at a maximum (offset of 500
Hz). The effect of the noise of the charge pump is more than 20dB below the noise of
the loop filter and can therefore be neglected. This is mostlythanks to the very low ratio
between the conduction time of the charge pump and the reference period when the PLL
is in lock [121].

The VCO phase noise becomes high-pass-filtered in the PLL, ascan be seen in Fig. 4.9.
Hence, with a low phase noise reference, the wide bandwidth of the PLL allows the
phase noise of the VCO to be filtered, and vice versa; with a good-quality VCO the low
bandwidth of the PLL allows the noise of the reference to be cleaned up. The divider can
be considered noiseless when no fractional division ratio is required.
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116

4.3 Implemented PLL of [X] and the Measured Characteristics
Including the Effect of Sine-to-Square Conversion

The phase noise properties of the PLL that was implemented were optimized according
to the theory described in [X]. The structure of the PLL is similar to the one that was
simulated in [X]. The chip micrograph is shown in Fig. 4.10. The area of the PLL core
is 0.4mm2 and the supply current roughly 1.5mA. The PLL was measured to have lock
ranges of 3-11 and 8-15kHz with free running frequencies of 0 and 8kHz, respectively.

Figure 4.10: A microphotograph of the PLL that was implemented.

The PLL was first measured using a low-phase-noise square wave reference signal. This
enables the PLL only to be characterized, without the phase noise resulting from the sine-
to-square conversion. After the measurements using a low-noise external reference, a
sinusoidal wave was fed into the on-chip comparator and the resulting square wave signal
was used as a reference for the PLL. The phase noise of the PLL output was measured
and compared to the properties of the PLL with an “ideal” reference.

4.3.1 PLL with an External Square Wave Reference

In order to be able to compare the measured phase noise with the theory in [X], both the
phase noise-shaping effect of the PLL (see Fig. 4.9) and simulated noise of the noise
sources internal to the PLL are taken into account. The phasenoise of the open-loop
VCO can be calculated using (9) and (11) in [X]. The white noise inflicted by the 7-MΩ
resistor in the loop filter is calculated using (9), in such a way thatInf/∆f 0.5 is replaced
by Inw in (9). Furthermore, the flicker noise in the bias current of the VCO comparator
(see Fig. 4 in [X]) can be taken into account by writing (11) in[X] into the form

L(∆ω) ≈ 10 log

(

1

4

f 2
0

∆f 3

I2
nf_COMP

I2
BCOMP

)

, (4.19)
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Table 4.2: Simulated parameters for evaluation of phase noise

f0 2.56MHz

VH 1.67V

Vn 36nV/
√

Hz

Inf 64pA/
√

Hz

Inw 3.4pA/
√

Hz

Inf_COMP 180pA/
√

Hz

IBCOMP 0.1mA

m 15
KCCO 0.47Trad/(sA)

ωN 2.5krad/s

ζ 0.45

whereInf_COMP is the flicker noise current of the comparator bias currentIBCOMP at
1 Hz. The effect of white noise inIBCOMP is included in the comparator input-referred
noise. The simulated parameters for (9) and (11) in [X], for (4.19) and for the transfer
function

φout

VV CO_pn

(s) =
s2NC/(KCP KV CO)

s2CN/(KV COKCP ) + sRC + 1
=

s2

s2 + 2ζωNs + ω2
N

, (4.20)

are given in Table 4.2 and are used to evaluate the theoretical magnitude of the phase
noise. The theoretical phase noise, together with the measured phase noise, which matches
well with the theory, are shown in Fig. 4.11 at offset frequencies ranging from 60Hz to
30kHz.

In the VCO that was implemented, external current can be usedto increase the free run-
ning frequency of the VCO. Increasing the external bias current decreases the required
level of the control current, which can have a noticeable effect when, for example, the
charge pump operates close to either supply rail. The phase noise (gray line) in Fig. 4.11
is measured with an external current, which allows the charge pump voltage to be bal-
anced roughly half-way between the supply rails. Compared to the other measured curve
(black line), the spike at a 10-kHz offset is reduced by about 20dB. The zero bias forces
the VCO control close to the upper supply rail, which furtherbreaks the balance between
the negative and positive currents of the charge pump. The imbalance between the cur-
rents, when combined with a delay in the PFD and charge pump, results in a spurious
component at the PLL output [125]. The resulting distortioncan be lowered by balanc-
ing the currents with a lower VCO control voltage, as was observed with the increased
VCO free-running frequency, i.e. with an increased external bias current.
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Figure 4.11: Measured and theoretical PLL phase noise with a low-noise reference signal.

4.3.2 Effect of Sine-to-Square Conversion on Phase Noise

The comparator used for creating the square wave reference is a traditional two-stage
comparator with a differential input and single-ended output. The propagation delay is
approximately 43ns with a supply current of 240µA. The comparator is preceded by
several active gain and filter stages which dominate the noise at the input of the compara-
tor. A sinusoidal 10kHz reference was fed to the system in such a way that the amplitude
at the comparator input was measured to be 0.33V. The noise density at the input of
the comparator, referred to the input signal, is shown in Fig. 4.12. Both noise compo-
nents will have a significant effect on the output noise, the low-frequency noise because
of its high level and the high-frequency noise because of thehigh noise bandwidth. The
input-referred noise of the comparator is considerably smaller than the noise magnitude
in Fig. 4.12 and is therefore neglected.

As the noise spectra in Fig. 4.12 now representN(ωn) in [XI], the clock spectrum can be
evaluated in a similar way as in the example in the paper. Now the PLL output is used
for evaluating the spectrum, and hence the study is limited to the low-frequency offset
region only, where the gainφin/φout is constant, 48dB (see Fig. 4.9). The resulting
clock spectra, with different levels of input amplitude, are shown in Fig. 4.13, while the
theoretical lines of Fig. 4.13 are calculated on the basis ofthe input-referred noise. The
reference level−0 dB corresponds to the noise in Fig. 4.12. The measured phase noise is
inversely proportional to the reference amplitude, as expected.
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The resolution bandwidth in the spectra of Fig. 4.13 is 5Hz, and hence, the phase noise
magnitude can be evaluated to be roughly 20 to 40dB worse than for a PLL with a
low-noise reference. This indicates that the noise at the comparator input strongly dom-
inates the phase noise. The situation could be improved by more than 10dB by simply
band-limiting the noise. The results also indicate that thephase noise of the PLL in this
case is overdesigned and a significant amount of supply current could be saved without
significantly affecting the noise at the output of the PLL.
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4.4 Discussion

PLLs are also important tools within capacitive inertial sensors and allow the precise
generation and synchronization of clock signals. A compactPLL, for example for the
interface of a gyroscope, can be designed with no external components. It is, however,
essential to identify the effect of the clock inaccuracies in order to make possible a PLL
design that is efficient in terms of power and area. In general, the clock quality require-
ments are relieved if the derivative of the signal is minimized at the sampling instant and
the absolute value of the signal is minimized during the clock transition in the case of
CT full-wave rectification. This is also a general reason whythe existence of a heavy
quadrature signal in gyroscopes sets very stringent requirements on the clock signals in
order not to increase the noise or the ZRO.

Both the PLLs that were implemented and are part of the research work in this thesis, [IX]
and [X], are traditional charge pump PLLs, optimized for usewithin sensor interfaces.
The sine, which was obtained from the mechanical element, was converted into a square-
wave frequency reference for these PLLs. It was seen in Section 4.3, which covered the
actual characterization of the PLL in [X], that a poorly designed sine-to-square conversion
caused the phase noise of the reference to exceed that of the PLL by tens of decibels. On
the other hand the later design reported in [IX] and used in the gyroscope of [V] had
the noise band properly limited before the sine-to-square conversion in the comparator.
The filtering comprised an integrator, which was used as a phase-shifting element in the
drive loop, and a passive high-pass filter. The resulting spectra of the output clock of the
PLL both with an external reference and during the normal operation of the gyroscope
are shown in Fig. 4.14. The two spectra indicate only a small difference in the phase
noise at the frequency where the filtering of the reference sine adds most noise. A current
consumption that is smaller than 10µA and a chip area of 0.13mm2, while the DT loop
filter offers the possibility of reducing the chip area further, indicate that the PLL in [IX]
is both low-power and compact and is easily fitted within the sensor interface.
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5 High-Voltage Generation within Sensor
Interfaces

In inertial sensors the capacitive signal originating froma sensor element is first converted
to signal current, and further to voltage by the interface electronics. As the magnitude of
the signal current, especially in gyroscopes, is very small, the front-end of the readout
circuit commonly limits the noise performance of the sensor. One means to accomplish
a lower noise of the readout is to increase the transconductance of the signal-detecting
amplifier. At best the decrease in the noise voltage that is gained is proportional to the
square root of the current increase. Another way to improve the resolution is to increase
the value of the detection voltage, in which case the effect of the noise decreases linearly
with the increasing detection voltage.

Charge pumps provide a way to increase the voltage above the nominal supply. As the
sensor inflicts only a capacitive load, the charge pump can beused for increasing the
detection voltage, ac or dc, with a moderately small additional chip area. The benefits
of charge-pumping become emphasized when control is required over the mechanical
element using electrostatic forces and the nominal supply is not high enough to achieve a
sufficient control force. In such a case, increasing the available voltage range is the sole
alternative if a functional system is to be realized, and it is straightforward to implement
using a charge pump.

Depending on the application, the charge pump design can focus on optimizing either
efficiency, silicon area, or output ripple separately, or simultaneously. These issues will
be discussed in the following sections.

5.1 Operation and Properties of a Charge Pump

The key component in charge pump circuits is the non-linearcharge transfer element, a
switch or a diode, which allows an ac input voltage to be rectified and increased. The
operation of a charge pump can be seen by studying the circuitshown in Fig. 5.1, which
represents the first stages of a Dickson charge pump [126] with ideal diodes. During the
start-up of the pump, in the phaseφ1 the capacitorC1 is charged toVDD through the
forward-biasedD1. At the same time the voltage at the cathode ofD2 increases above
VDD, creating a reverse bias across the diode. Some charge fromC2 is moved through
D3 to the next pump stage. Whenφ2 becomes active the voltage at the bottom plate
of C1 is increased byVDD, while the voltage at the cathode ofD1 attempts to rise to
2VDD. However, if the voltage ofC2 is lower than2VDD, D2 becomes forward-biased
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and balances the voltages ofC1 andC2. In a steady state, with zero load current and
parasitic capacitances, no charge transfer occurs, while the voltages acrossC1 andC2

areVDD and2VDD, respectively, also indicating the ideal voltage gain per stage in the
Dickson charge pump.
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Figure 5.1: The operation of a charge pump through the example of a Dickson charge
pump circuit.

For a charge pump which is utilized as a part of the sensor interface circuit, the required
load current levels are typically low, in the order of a few tens ofµA, because of which
the full integration of the pump is feasible. Especially in fully integrated charge pumps
several different non-idealities reduce the output voltage and efficiency of the pump. One
of the most significant sources of losses is the parasitic capacitance associated with differ-
ent nodes. In an integrated capacitor the top plate parasitic capacitanceCTP is typically
considerably smaller than the bottom plate parasitic capacitor CBP , which is formed be-
tween the bottom plate and the substrate. This is depicted inthe simple cross-sectional
view of an integrated capacitor in Fig. 5.2. When the capacitors are driven as in Fig. 5.1,
by applying the clock to the bottom plate of the capacitor, the output voltage of the pump
VHH is affected byCTP

2 only [126],

VHH = VDD − VD + N

(

CA

CA + CTP
VDD − VD

)

− NIHH

(CA + CTP )fCP
. (5.1)

Additionally, a non-zero dropVD across a forward-biased diode reduces the attainable
output voltage. In the equation,N denotes the number of stages,IHH the current drawn
from the high-voltage output,fCP the clock (pumping) frequency, andCA the pumping
capacitance per one stage (equal for all stages).

2In a practical charge pump the charge transfer elements and wirings also contribute toCTP . Here the
charge transfer elements are assumed to be free of any parasitic capacitance.
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Figure 5.2: A cross-section of an integrated capacitor.

The efficiency, defined as the ratio between the input and output power of the charge
pump, is impaired by bothCTP andCBP . From the efficiency point of view, how the
pump capacitors are connected is of only minor significance.As (5.1) indicates,VHH

will decrease ifCTP is changed toCBT , but on the other hand the output impedance
N/(CA + CTP )/fCP of the charge pump is reduced. If only a low output current is
required, the efficiency can be slightly improved when connecting the clock signals to the
bottom plates of the capacitors [127]. For a case where the bottom plate is clocked, and
CTP andVD are assumed negligible, the efficiency can be written as [127]

η =
VHH

VDD[(N + 1) + NfCP CBP VDD/IHH ]
. (5.2)

For a more accurate prediction of efficiency more non-idealities should be considered
[127]. These include the effect of the charge transfer elements, in this case diodes, which
will both contribute toCTP and cause a non-zero forward voltage dropVD, the total power
consumed by the clock generator and buffers, and any leakagewithin the charge pump
[128].

A simple example can be provided to describe how the number ofstages affects the prop-
erties of the pump. Let us assume that the pump is required to supply a currentIHH of
30 µA and that the clock frequency is 10MHz. The higher the frequency, the smaller
the pump capacitors required, as can be noticed from (5.1). However, dynamic losses, for
example in the clock generation circuitry, can start to dominate at high clock frequencies.
The supply voltage for the example case is set to 2.5V and the diode drop is assumed
to be zero. The total amount of capacitance (NCA), which is solved using (5.1), and the
efficiency (5.2) are plotted in Fig. 5.3. The only non-ideality considered is the bottom
plate parasitic capacitance,CBP , which, with the thick field oxide as the only available
insulator in the capacitors, is assumed to be equal to0.35CA [129]. The figure indicates
that for an integrated charge pump the optimization of both the efficiency and the area,
which is usually dominated by the capacitors, calls for a larger number of stages than the
lowest number necessary in order to reach the desired outputvoltage [XII].
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Figure 5.3: The efficiency and total capacitance of an example charge pump. The only
non-ideality considered is the bottom plate parasitic capacitance.

5.2 Charge Pump Circuits

A number of different types of charge pumps have been published since the Cockcroft-
Walton charge pump was introduced in 1932 [130]. This voltage multiplier was imple-
mented using discrete components with very small parasiticcapacitances. The multiplier
was not optimal for full integration because of its rapidly increasing output impedance
when the number of stages is increased, and also because of a decreasing voltage gain
with non-zero parasitic capacitances [126]. A charge pump circuit especially intended for
complete integration was first introduced by Dickson in [126], where the charge pump
was realized using p-channel MNOS transistors. Two examples of the Dickson charge
pump, where the ideal diodes in Fig. 5.1 are replaced using transistors, are shown in
Fig. 5.4. In (a) p-channel transistors are used to replace the ideal diodes in order to cre-
ate a high negative voltage compared to the ground potential. In a similar pump, where
n-channel devices are utilized, as shown in Fig. 5.4 (b), thehigh voltage produced is
positive compared to the ground potential.

Since the publishing of the Dickson charge pump, improved charge pump circuits have
been developed to meet the demands of modern semiconductor technologies. The clear
problem when connecting the bulk of the diode-connected transistors which function
as charge transfer elements to the ground is the body effect [133]. As the number of
stages increases, the source-bulk voltage and, consequently, the threshold voltage, also
increases. This reduces the pump output voltage; the largerthe threshold compared to the
supply voltage, the more significant the effect. In order to reduce the effect of threshold
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Figure 5.4: a) Three stages of the Dickson [126] charge pump for generating a high
negative voltage using PMOS transistors, and b) the same circuit with NMOS transistors
for producing a positive high voltage.
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Figure 5.5: A charge pump circuit introduced in [131].
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Figure 5.6: A charge pump circuit presented in [132].

voltage, the charge pump shown in Fig. 5.5 [131] was introduced. Here, the charge trans-
fer element is a combination of a diode-connected transistor in parallel with a switch tran-
sistor. Although the additional transistor considerably reduces the required input voltage
and clock swing, reverse currents can degrade the efficiency, because the charge trans-
fer elements cannot be fully turned off during reverse bias operation. Further progress
in enhancing the Dickson charge pump finally led to the implementation shown in Fig.
5.6 [132]. In this circuit the additional switch transistors can be effectively turned off
with the help of the floating inverters, while the bootstrapped output stage enables the last
stage of the pump to be operated properly. A similar functionality, i.e. a smaller voltage
drop in the charge transfer elements, can also be achieved using auxiliary capacitors and
a four-phase clock scheme to provide improved switch control signals. Examples of this
approach are given in [127, 134, 135, 136].
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When the required pump output voltage is too high to meet the voltage tolerance require-
ments of the pump charge transfer elements, floating PMOS transistors, or, if a triple-well
technology is accessible, floating NMOS transistors can be used3. In this case the well-
to-substrate voltage tolerance must be higher than the desired output voltage. Further, the
n-wells can be biased to a local maximum voltage, and the p-wells to a local minimum
voltage, as described for example in [137], in order to reduce the body effect.

The use of actual diodes as charge transfer elements provides an additional simple method
to eliminate the body effect. For example, the SOI (silicon-on-insulator) technology of-
fers a means to implement diodes which, compared to bulk CMOS, have fewer parasitic
devices, which can reduce the efficiency of the pump or even prevent the proper function-
ality of it [138, 139].

Voltage doublers can also be used to generate a high dc voltage. An ideal voltage doubler
for creating aVout equal to2Vin is shown in Fig. 5.7. In the phaseφ1 the capacitor is
charged to the input voltageVin. In the next phase the capacitor node at the lower potential
is connected toVin, and simultaneously the capacitor node with a positive charge rises to
the voltageVout. In theory, when cascaded, doublers can offer a voltage gainequal to2N ,
whereN is the number of stages, hence offering a very area efficient way to generate a
high-voltage dc. The example implementation given in [140]is redrawn in Fig. 5.8. This
circuit generates equal positiveV+ and negativeV− high-voltage outputs with a maximum
magnitude of2VDD. In practice, using several doublers to generate a high dc voltage sets
stringent requirements for the oxide voltage tolerance in the switch transistors. This is
because the switch control signals, at least for the last stage, need to have a swing equal
to the high-voltage output in order to fully open or close theswitches.

1φ 2φ

2φ
Vout

Vin

Vin

1φ

2φ
1φC

Figure 5.7: An ideal voltage doubler.

Even the traditional Dickson charge pump circuit can sufferfrom increased oxide voltage
stress, which is because the reverse bias voltage can be as high as twice the clock swing.
The reason behind the increased voltage stress can be depicted using the ideal Dickson
charge pump shown in Fig. 5.1. In a steady state, if the voltage lost from a pump capacitor
during the charge transfer is minimal, inφ2 the voltage across the diodeD2 is zero, and the
voltages across the pump capacitorsC2 andC1 are equal to2VDD, andVDD, respectively.
When arriving at the phaseφ1, the capacitor voltage at the cathode ofD2 is increased by
VDD, while the voltage at the anode is reduced by the same amount.Hence, the reverse

3p-type substrate assumed
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Figure 5.8: A doubler charge pump redrawn from [140].

bias becomes equal to2VDD. This can prevent the use of standard floating low-voltage
MOSFET transistors as charge transfer elements in a Dicksoncharge pump.

Lower requirements for the voltage stress tolerance can be achieved using the charge
pump shown in Fig. 5.9, which in some cases is also called a doubler or a cross-coupled
doubler, and can even be used as one [141]. In this circuit theclock swing determines
both the voltage tolerance required from the switch transistors and the gain of a single
pump stage shown in Fig. 5.9. If the clock swing is assumed to be equal to the input
voltage and the same for all the stages, the gain of a pump using the cascaded doubler
units shown in Fig. 5.9 is equal toN + 1, the same as for the Dickson charge pump with
ideal charge transfer elements. Hence, this topology is suitable for low-voltage floating
transistors, which can allow the efficiency of the pump to be improved, being smaller
devices with consequent smaller parasitics. A circuit similar to Fig. 5.9 is used, for
example, in [142, 143]. Examples of different well-biasingtechniques for reducing the
effect of parasitic devices are introduced in [129], and other variations of the circuit in
Fig. 5.9 are presented in [144, 145].

Vout

1φ

2φ

Vin
2φ
1φ

Vin

Vin

Figure 5.9: A floating charge pump unit for increasing the voltage by an amount equal to
the clock swing.
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5.3 Inertial Sensors and High-Voltage Signal Generation

When the charge pump is being designed, the focus in optimization can be set on the
minimization of the losses, or the chip area, or the ripple ofthe pump output voltage. For
a fully integrated charge pump the efficiency is likely not tobe optimal [129] because of
the significant parasitic content of the integrated capacitors. On the other hand, the chip
area and output ripple are both inversely proportional to the clock frequency of the pump.
Hence, when the chip area is being optimized, which is a significant cost issue in an inte-
grated circuit, the output ripple is also reduced. As the capacitive load of a sensor element
typically requires only low output current levels for capacitive detection or actuation, the
implementation of a very compact charge pump becomes possible. When the total supply
current of the pump forms only a fraction of the supply current of the sensor interface,
the implementation of a fully integrated charge pump also becomes feasible as a result of
the reduced importance of the less-than-optimal efficiency.

5.3.1 Closed-Loop Charge Pumps and High-Voltage Signals wi th Wide Volt-
age Range

An important matter when creating high-voltage signals is not to compromise the lifetime
of the components. This implies the limitation of the voltage across the capacitors and any
active device below the maximum tolerated value. Furthermore, it is not feasible to allow
the output voltage to increase unnecessarily with the inputvoltage, which will potentially
vary significantly, depending on, for example, the voltage of a battery that supplies the
chip. In an on-chip charge pump the process variation in pumpcapacitors, clock source,
or charge transfer elements can lead to additional severe output variation. The variation
can be limited using a suitable regulation method.

A typical regulation method for a charge pump is shown in Fig.5.10. The output voltage
of the pumpVHH is divided, according to the two impedancesZ1 andZ2, to make pos-
sible the use of a low-voltage referenceVref . The division can be performed using either
capacitors with reset switches or resistors, or, if the phase shift in the resistive divider
becomes problematic, both resistors and capacitors. During start-up the divided value
of VHH remains belowVref , which makes the comparator output stay high. Now that
the clockClk is fed to the charge pump,VHH increases until the comparator reaches the
trip point and the clock is blocked from entering the pump. Insteady-state operation the
average output voltage stays at the value defined asVref(Z1 + Z2)/Z2. However, any
delay in the sensing path will cause the voltage to oscillatearound the average output
value [134]. The frequency of this oscillation will decrease with increasing load capaci-
tance and decreasing load current [146], which can be problematic as the low-frequency
spurious components, especially for sensor applications,should be minimal.
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Figure 5.10: Typical configuration for regulating the charge pump output voltage.

Several different types of control methods have been published. The traditional topology
in Fig. 5.10 with resistiveZ1 andZ2, is used, for example, in [147], whereas in [140]
similar operation is achieved by replacing the voltage divider and the comparator by a
voltage-sensitive level shifter for the clock. The same controller structure is also utilized
for a current-mode charge pump in [148]. Reducing the rippleat the charge pump out-
put by adding a capacitive path fromVHH to the comparator input is proposed in [134].
The ripple can also be transformed into pseudo-random noiseby applying a delta-sigma
modulator to control the gain of the pump. In this way the regulation-inflicted discrete
tones can be removed from the charge pump output. This approach is reported in [149].
In [150], another different approach to the regulation is presented. Here the focus of the
implementation of the pseudo-continuous regulation scheme is on maximizing the effi-
ciency and minimizing the ripple of the single doubler stage. This is made possible by
using a very fast control loop, which can respond to a droop inthe output voltage within
the clock cycle by continuously controlling the output current of the pump.

The charge pump dc output voltage always depends on the clockfrequency when a fi-
nite load current is present. However, common charge pumps do not allow bidirectional
charge-pumping. Hence, attempting to create a clean high-voltage signal with a wide
voltage range directly using a frequency-regulated chargepump can turn out to be very
impractical. This is because at low voltages the required clock frequency would be very
low, resulting in heavily increased ripple at the pump output. Additionally, only the rate
of increase of the output voltage is defined by the pump, whereas the speed of the volt-
age decrease will depend on the load current. The related variation of the large signal
dynamic properties would most probably be a major impediment to designing a charge
pump able to meet all the dynamic requirements.

A solution for increasing the continuous attainable high-voltage range is provided in
[143], which reports a charge pump design, which can pump thevoltage to both direc-
tions. The pump consists of stages, shown in Fig. 5.11, whichallow the voltage to be
either increased or decreased in a controlled fashion. In [VIII] and [XII] the continuous
high signal range is attained using separate two-stage high-voltage operational amplifiers
to generate the desired high-voltage output. Now the chargepumps are used simply to
supply the amplifiers. In this way the noise, dynamic properties, and the accuracy of the
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Figure 5.11: A single charge pump stage, redrawn from [143], for pumpingthe voltage
either up or down.

amplifier output can be set very accurately and deterministically. Unfortunately, large
resistors are required to implement the feedback in the amplifiers. The resistors partially
determine the bias current of the operational amplifier, which further sets the load current
of the charge pump. These resistors also define the noise level of the closed-loop am-
plifier. Hence, although the noise of the operational amplifier could be reduced by using
single-stage amplifiers in [VIII] and [XII] with a folded high-voltage output stage, the
total noise will not necessarily improve. Two-stage amplifiers with a high-voltage second
stage and a loop gain in excess of 100dB become the most feasible alternative for the
precise scaling of low-voltage input signals.

Now that the high dc PSRR (power supply rejection ratio) of the high-voltage amplifiers
provides the precision dc regulation, the charge pump output should be regulated only to
meet the voltage tolerance requirements and to improve the efficiency of the charge pump.
The continuous control of the frequency enables a very simple output voltage control
method to be used and makes possible the efficient filtering ofthe output voltage. A
charge pump with a proportional controller for continuous frequency control is presented
in [VIII]. Another version of this regulation method is presented in [151], where the
feedback, which is achieved by controlling the drive capability of the charge pump clock,
is completed using frequency control.

High voltages can be problematic, even for logic signals, if, for example, the gate oxide
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cannot tolerate the full voltage swing. In [XIII] the chargepump is applied for the high-
voltage excitation of the drive resonator in a gyroscope. Here a high-amplitude square
wave signal is created by periodically shorting the charge pump output to ground, when
the actual pump is disabled and the resetting does not consume dc power. In this way
high-voltage signals do not have to be applied to the gate electrodes of the switches.

5.3.2 Reduction of Ripple and Area

The actual tolerance of the charge pump output ripple depends on how the ripple can
couple to the system output. Fully continuous-time systemsare fairly insensitive to the
out-of-band spurious frequency components, especially when the circuit contains no fre-
quency conversions. This, however, is rarely the case. Traditionally SC-circuits, multi-
pliers, or comparators, which are prone to folding, must be used in at least some parts of
the sensor interface. Even if all the paths to the critical circuitry were filtered properly,
the high-frequency ripple can cross-couple on-chip. As it is complicated to accurately
predict how much supply ripple is tolerated, it becomes feasible to simply minimize it.

The analysis presented in [VIII] of the dynamic properties of the frequency-controlled
charge pump indicate that the closed-loop stability increases with the load capacitance.
This indicated that the ripple can be reduced to any desired level by increasing the load
capacitance without changing the steady-state clock frequency. Limiting the ripple is
important in order not to compromise the purity of the final high-voltage output. This is
because the PSRR of the high-voltage amplifiers can be low at the clock frequency.

If the filtering of the charge pump output ripple is required to be done on-chip, the amount
of filtering capacitance that is required should be minimized. The evaluation of the mag-
nitude of the ripple can be performed using the circuit in Fig. 5.12, which models the last
stage of an ideal Dickson charge pump, the filtering capacitanceCF , and the potentially
required additional filter componentsRF andCF2. When the update rate of the charge
pump output voltage is determined by the clock frequencyfCP of the pump, the voltage
of the filtering capacitance appears as in Fig. 5.13. In the figure, the sawtooth wave is
assumed to result from the instantaneous updating of the charge at the rising edge ofφ.
With CF as the only filtering component, the peak-to-peak amplitudeof the rippleVppr is
given as

Vppr ≈
IHH

fCP CF
, (5.3)

whereIHH is the magnitude of the load current drawn from the pump output. The ripple
voltage is dominated by the fundamental component of the sawtooth wave (dashed line),
the amplitude of which,Vafr, can be written as

Vafr =
IHH

πfCP CF
. (5.4)
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Figure 5.12: A simplified circuit for the modeling of the charge pump output ripple
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Figure 5.13: charge pump output waveform (solid) when ideal charge transfer is assumed.
The dashed line represents the fundamental frequency component of the sawtooth wave.
The period of the rippleTCP is determined as an inverse of the clock frequencyfCP of
the clock signalφ.

In order to attain minimun ripple without affecting the output impedance, the clock fre-
quency should be maximized and the pump capacitors minimized. However, the deter-
mination of the optimum frequency using a theoretical approach is troublesome, as the
frequency also affects the efficiency of the pump and the optimal operating point varies as
a result of processing uncertainties and with temperature.Hence, selecting the frequency
can be done with the help of simulations.

If mereCF is not enough to provide sufficient attenuation of the ripple, an additional RC
filter (RF andCF2) can be used at the expense of lower high-voltage output. In this case
the value forRF is determined by the maximum voltage drop allowed across theresistor.
Provided thatRF � 1/(2πfCPCF ), and thatfCP � 1/(2πCF2RF ), the fundamental
component amplitude at the filter output can be approximatedas

Vafr ≈
2IHH

(2πfCP )2CFCF2RF
. (5.5)

When the chip area limits the available filtering capacitance toC = CF +CF2, the optimal
filtering result is obtained whenCF2 = CF = C/2.

Exactly in the same way as the minimization of the pump outputripple, the optimization
of the chip area of a charge pump also requires maximum clock frequency. But the total
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amount of capacitance can be further optimized (minimized)as was seen in Fig. 5.3.
By minimizing the capacitance, which dominates the area, the losses resulting from the
bottom plate parasitics are also minimized and the efficiency improved. The minimization
of the total capacitance of a Dickson charge pump has been analyzed in [147] and [152],
while [XII] introduces the optimization for a modified Dickson charge pump. Here the
pump is split into two sections, which allows advantage to betaken of the higher density
of the low-voltage capacitors and the area to be reduced further.

5.4 Discussion

Charge pumps allow the generation of a local high-voltage source. In capacitive sensors
voltages higher than the nominal supply can predominantly be used to increase the detec-
tion voltage and electrostatic actuation force. When the load is capacitive, as in the case
of capacitive sensors, and no rapid voltage transients needto be created by the pump, the
load current remains small and no off-chip components are necessary. Fully integrated
charge pumps can be created with the focus on minimizing the chip area and the output
ripple, both properties that are important for precision and low-cost capacitive sensors.

The charge pumps implemented in [VIII], [XII], and [XIII] all utilize diodes as charge
transfer elements. The diode-connected floating bipolar transistors are simple and have
low parasitic capacitance and a constant voltage drop, and are therefore good alterna-
tives for the realization of area-optimized charge pumps. The efficiency, however, can
be further improved, as is done in [13] for the pump in [VIII] using, for example, the
voltage doubler stages in Fig. 5.9, where the voltage drop iszero in an ideal case. In
[VIII] and [XII] the greatest emphasis, in addition to area optimization, is put on the
development of efficient voltage-limiting techniques in order to create a nearly ripple-
free and constant high voltage. Hard limiting in [XII] is an effective and precise but
power-consuming method for setting the desired pump output, whereas the continuous
frequency regulation presented in [VIII] even allows good efficiency to be maintained. It
should, however, be taken into account that the efficiency in[VIII] of 0.18 and about 0.24
with improved pump design in [13] is rather limited, which istypical in low-power fully
integrated charge pumps and a result of high bottom plate parasitics and dynamic losses
resulting from the high-frequency operation. The rms ac voltage of 0.8mV at the charge
pump output in [VIII], on the other hand, implies that the ripple and the noise reduction
are effective. In [XIII] the charge pump with a rise time of a few tens of microseconds
was directly used to generate a 40-V differential excitation signal for the drive loop of a
gyroscope. Unlike the other two pumps, this one shows that a charge pump can well be
used to directly generate rail-to-rail high-voltage ac signals, while at the same time limit-
ing the voltage stress of the gate oxide. All the charge pumpsthat were implemented have
been successfully used as part of the interface electronicsand demonstrate the feasibility
of on-chip high-voltage generation in capacitive sensors.
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6 Summary of Publications

In this section a brief overview of the publications is given.

[I] High-resolution continuous-time interface for micromac hined capacitive
accelerometer

In this paper the design and analysis of the continuous-timeaccelerometer interface for a
capacitive sensor element are presented. The interface design is focused on attaining res-
olutions up to 120dB, together with a signal bandwidth of 300Hz. The circuit structures
for which the design will be presented include a charge-sensitive amplifier-based read-
out, demodulator, low-pass filter, and the controller. Details of the design of the GmC
oscillator can be found in [153]. Important sources of instabilities in the continuous-time
system, where common electrodes are used for readout and actuation, are presented, and
the theoretical basis for the calibration of linearity is introduced. The accelerometer is
measured to achieve a minimum noise floor of 500ng/

√
Hz.

[II] Continuous-time interface for a micromachined capacitiv e accelerome-
ter with NEA of 4 µg and bandwidth of 300 Hz

An upgraded version of the accelerometer in [I] is presentedin this paper. Several mod-
ifications are made in order to reduce the noise and the supplycurrent of the interface.
Completely new blocks included in the system are the digitizer [III] and the high-voltage
controller [IV]. The interface is measured to attain a noise-equivalent acceleration (NEA)
density of 500ng/

√
Hz at 30Hz for the on-chip digitized output and 300ng/

√
Hz at 30

Hz for the analog output using a capacitive half-bridge sensorelement with a single pair
of electrodes. The different sources of noise in the sensor are analyzed in detail.

[III] High resolution analog-to-digital converter for low-fre quency high-
voltage signals

In this paper, the design and measurements of a high-resolution analog-to-digital con-
verter (ADC) are presented. TheΣ∆-ADC that was implemented is combined with a
low-noise buffer which enables a single-ended input signalwith a maximum value of
twice the nominal supply to be used. The system that was designed was measured to
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achieve an input-referred noise voltage density of 220nV/
√

Hz and a bandwidth up to 1
kHz.

[IV] Integrated high-voltage PID controller

An integrated PID controller is presented in this paper. Only two operational amplifiers
are used for the controller in order to minimize the power consumption and area, but also
to enable two complex zeros to be realized. The amplifier thatwas designed tolerates a
supply voltage of 12V. Measured transfer functions of the controller are presented.

[V] An interface for a 300 ◦/s capacitive 2-axis micro-gyroscope with pseudo-
CT readout

In this paper the design of an interface for a capacitive 2-axis micro-gyroscope, imple-
mented in a 0.35-µm high-voltage CMOS with an active area of 2.5mm2, is presented.
The sensor start-up time is 0.4s and the x- and y-axis noise floors are 0.015◦/s/

√
Hz

and 0.041◦/s/
√

Hz. The supply current for the on-chip charge pump and drive and
sense interfaces is 1.8mA. Area reduction is made possible by the proposed pseudo-
continuous-time (CT) readout technique, without the noiseperformance of the readout
being compromised. More detailed discussion of the sense readout, drive loop, high-
voltage circuits, and PLL is presented in [VI], [VII], [VIII] and [IX], respectively.

[VI] Pseudo-continuous-time readout circuit for a 300 ◦/s capacitive 2-axis
micro-gyroscope

In this paper the pseudo-continuous-time readout circuit utilized for the readout of a ca-
pacitive micro-gyroscope is presented in detail. Comparedto a regular continuous-time
interface with large on-chip RC time constants, the reduction of the chip area is made
possible by the technique that is proposed, which allows a dcbiasing voltage to be used
for the detection and requires no large RC time constants to be implemented. The sup-
ply current of a sense readout channel is approximately 0.4mA, and the dominant noise
sources are identified as the middle-electrode biasing voltage, front-end, and the quadra-
ture nulling voltage.
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[VII] An analog drive loop for a capacitive MEMS gyroscope

The linear model and the design of an analog drive loop for thedrive (primary) resonator
in a capacitive gyroscope are presented in this paper. Four different types of gain control
topologies are compared and analyzed with both P- and PI-type controllers, and clock
generation using a phase-locked loop and the drive loop signal as the reference is dis-
cussed in the paper. A proportional amplitude controller, together with the rest of the
drive loop, is implemented using a high-voltage 0.35-µm CMOS technology and a nomi-
nal supply of 3V. The loop that is implemented allows the start-up of the drive resonator
in less than 0.4s.

[VIII] On-chip charge pump with continuous frequency regulation for pre-
cision high-voltage generation

A fully integrated charge pump, which utilizes continuous frequency control for the
closed-loop operation, is presented in this paper. This means of control allows the charge
pump clock to settle to the correct frequency according to the current load while maintain-
ing the 50-% duty ratio of the clock. The final high-voltage signal is generated by using
a closed-loop amplifier, for which the pump creates the supply, and which then amplifies
the desired low-voltage signal to the correct level. The pump that was implemented with
the regulator has an active chip area of 0.14mm2 and creates a nominal output of 10V
with a 29-µA load current and 2.5-V minimum supply.

[IX] Integrated charge-pump PLL with SC-loop filter for capacit ive microsen-
sor readout

In this paper, simulated and measured phase noise characteristics for a charge pump PLL
with a switched-capacitor loop filter are presented. The PLLis fabricated using a 0.35-
µm high-voltage CMOS technology. The PLL is designed for a reference frequency
range from 3kHz to 10 kHz, for a divider value of 32, and to operate with a supply
voltage ranging from 2.5 to 3.6V. The supply current of the PLL, excluding the external
references, is 7.3µA. The gyroscope in [V] and [VI] was measured using the RC loop
filter in the PLL. Compared with the SC filter, the RC filter allowed a larger locking range
without the phase noise impairment resulting from cross-coupling.
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[X] Design of clock generating fully integrated PLL using low f requency
reference signal

This paper describes a design procedure for a fully integrated charge pump PLL, which
can utilize low reference frequencies. Noise is taken into account in the design process
and a simulated example of a PLL is presented. The theory presented here allows a fully
integrated PLL to be design with either noise or power consumption being favored. The
measured results for a PLL similar to the one presented in this paper are given in Section
4.3.

[XI] Noise analysis of comparator performed sine-to-square co nversion

This paper describes a theoretical analysis of sine-to-square conversion when noise is
included in the conversion process. The analysis is done forconversion that is performed
by a comparator. As a result of the analysis, a simple method for calculating the spectrum
of the clock resulting from the noisy conversion process is obtained. To support the theory
derived here, simulation results will be presented. The measured results and a comparison
to the theory are given in Section 4.3. These result indicatethat noisy sine-to-square
conversion impairs the phase noise of the PLL by as much as 40dB.

[XII] On-chip digitally tunable high voltage generator for elec trostatic con-
trol of micromechanical devices

This paper presents circuit structures for on-chip high voltage generation in order to al-
low digital electrostatic control. The required load current levels for this application are
basically due to transients only and are thus very small. A high-voltage amplifier with
digitally controllable output, i.e. a high-voltage DAC, isimplemented and, as an example
application, the DAC is used for quadrature compensation ina microelectromechanical
gyroscope in [58]. The high-voltage generator that was implemented achieves output
voltages between zero and 27V in 29mV steps with a supply current of less than 3mA.

[XIII] Fully integrated charge pump for high voltage excitation o f a bulk
micromachined gyroscope

This paper describes a fully integrated charge pump for the electrostatic excitation of
a gyroscope in [58]. The high-voltage drive signal that is attained makes possible the
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quick start-up of the drive resonator. The charge pump circuit converts the low-voltage
signal at the resonant frequency to a 40-V (peak-to-peak) differential square wave. The
functionality is verified by forming a positive feedback loop and measuring the start-up
time of a bulk micromechanical gyroscope. The measured charge pump is implemented
in a 0.7-µm high-voltage CMOS with a chip area of 0.46mm2 and draws 0.9mA from a
5-V supply.
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7 Conclusions and Future Work

The development of the MEMS technology has made it increasingly possible for sen-
sor applications to emerge. Masses of accelerometers and gyroscopes are applied in
consumer electronics, for devices such as game controllers, digital cameras, and mo-
bile phones, which necessitate both low cost and minimal size per sensor unit. As the
whole field of applications for inertial sensors varies frominertial navigation, where typ-
ically the highest performance is required, to the detection of orientation, for which a
more modest performance is sufficient, it is clear that the design of the electronics is also
dependent on the end application. This is especially relevant as the electronics are the
only power-consuming section in a capacitive sensor. In order for the system or electron-
ics designer to reach a more optimal interface and complete sensor, a broad knowledge
of the technologies and techniques that are available is beneficial. In this thesis several
alternative topologies and circuits for sensor readout areintroduced in order to give an
impression of how it is possible to detect the information ina capacitive sensor. Impor-
tant auxiliary circuits are also discussed. The implementation examples show that, for
example, a realization of a fully integrated PLL is straightforward and power-efficient.
Similarly, compact and low-power charge pumps can be realized completely on-chip in
order to generate sufficient electrostatic forces.

Although the electromechanical∆Σ-loops have reduced the difference, one of the most
important design issues is still whether the mechanical element should be operated in a
closed loop or open loop. The latter is practically always simpler to realize, and allows
the significant noise sources to be identified more easily, but on the other hand it lacks the
several additional degrees of freedom available for closed-loop systems. The sensors that
were implemented, the closed-loop accelerometer and the gyroscope, provide examples
of the two different design foci. The accelerometer was designed with the clear aim of
maximizing the resolution and dynamic range, and the implementation enabled acceler-
ations well below one micro-g to be detected. On the other hand, the design focus for
the gyroscope was not just on the resolution, but also the chip area and current consump-
tion. The design led to the realization of a new readout topology, which resulted in a
simple open-loop interface with a good performance. Hence,even though a single-axis
accelerometer should be a considerably simpler device compared to a complete gyro-
scope system, the complexity of the closed-loop accelerometer clearly approaches that of
the gyroscope.

When considering the accelerometer that was implemented, with the readout and actua-
tion separated in the frequency domain, the stability is mostly compromised as a result of
the spurious resonance modes of the element. The accelerometer was measured to achieve
noise-equivalent acceleration of 4µg at a signal band of 300Hz. The main challenges
left for further research include the linearity, dc offset,and on-chip generated biases. The
methods of calibration for linearity were demonstrated to function properly. However,
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it is most probably not enough to calibrate the linearity at one temperature only, as the
parasitics that inflict the non-linearity change with temperature. In order for the linearity
to be calibrated continuously, a method should be found to detect and balance the differ-
ential electrostatic transducer so that the operation of the accelerometer is not affected. In
some applications the dc offset, measured to be equal to 0.2mg/◦C, is also an important
parameter, and it is also affected by non-linearity and calibration. The last significant is-
sue outside the scope of this thesis, the references, is an important part of the system and
can become a significant source of noise if improperly designed. Although the references
can be realized on-chip, the filtering of the references for sufficent noise performance will
most probably require external capacitors in order to maintain the high noise performance
of the accelerometer.

The interface that was implemented for the micro-gyroscopeusing pseudo-CT sense read-
out was demonstrated to achieve a spot noise of 0.015◦/s/

√
Hz, or an equivalent noise

capacitance of about 0.2aF/
√

Hz, with very compact realization. The recently published
results in [13] indicate that the whole interface, with integrated references, bonding pads,
and calibration memory, fits within 4.3mm2 in the 0.35-µm technology and has a supply
current of 2.2mA. The sensor element and the ASIC are still separately packaged in [13],
which increases unwanted cross-coupling considerably. Itis expected that as a result of
bonding the two chips directly together the performance of the sensor will be improved
in the future.

It is a clear fact that the design of microelectronics for interfacing micromechanical sen-
sors, not to mention microelectronics in general, is an extensively researched topic. Yet
the research in the field is still actively continuing. This is mostly thanks to the very
broad scale of the different electronics needed for sensors, ranging from sensor front-
ends to PLLs and high-voltage circuits. Each of the sub-blocks of the sensor interface can
be optimized not just separately but also together, and hence, improving and developing
the interface electronics is to continue. The research is further driven by the fact that
new types of sensors and applications of sensors are appearing continuously and are also
changing the design focus of the electronics. Digital electronics, an area that is basically
completely outside the scope of this thesis, continues to serve up new possibilities for
reducing the chip area and current consumption and for improving the tolerance to varia-
tions. Furthermore, algorithms and intelligence can be embedded into the digital part of
the interface in order to improve the sensors and widen the range of potential applications.



141

References

[1] History of the transistor (the "Crystal Triode"). The Porticus Centre. Phoenix, AZ,
USA. [Online]. Available: http://www.porticus.org/bell/belllabs_transistor.html

[2] The Chip that Jack built. Texas Instruments. Dallas, Texas, USA. [Online].
Available: http://www.ti.com/corp/docs/kilbyctr/jackbuilt.shtml

[3] Robert Noyce: Biography. IEEE Global History Net-
work. Document accessed Jan. 2010. [Online]. Available:
http://www.ieeeghn.org/wiki/index.php/Robert_Noyce

[4] K. E. Petersen, “Silicon as a mechanical material,”Proc. IEEE, vol. 70, no. 5, pp.
420–457, May 1982.

[5] H. Baltes, O. Brand, G. K. Fedder, C. Nierold, J. G. Korvink, and O. Tabata,
Enabling Technology for MEMS and Nanodevices. Weinheim, Germany: Wiley-
VCH, 2004.

[6] W. H. Ko, “Trends and frontiers of MEMS,”Sens. Actuators A, vol. 136, no. 1,
pp. 62–67, May 2007.

[7] V. Kaajakari,Practical MEMS. Las Vegas, NV, USA: Small Gear Publishing,
2009.

[8] A.-F. Pele. (2009, Oct.) MEMS market to resume growth
after 2010, says Yole. EE Times. [Online]. Available:
http://www.eetimes.com/news/latest/showArticle.jhtml?articleID=220900704

[9] R. C. Johnson. (2010, Mar.) MEMS market declined by
5% in ’09, says Yole. EE Times. [Online]. Available:
http://www.eetimes.com/news/latest/showArticle.jhtml?articleID=223900140

[10] L. Robin. (2009, May) MEMS inertial sensors market. Yole Developpe-
ment. [Online]. Available: http://www.pddnet.com/news-mems-inertial-sensors-
market-052909/

[11] (2009, Jan.) Press release: “VTI announces smallest and lowest power-
consuming 3-axis acceleration sensor”. VTI Technologies.[Online]. Available:
http://www.vti.fi/en/news-events/press-releases/1231327799/

[12] (2010, Jan.) Press release: “Technological leap for MEMS sensors:
Bosch Sensortec introduces the smallest acceleration sensor to the global
market triaxial digital sensor with dimensions of 2 x 2 mm”. Bosch
Sensortec. [Online]. Available: http://www.bosch-presse.de/TBWebDB/en-
US/PressText.cfm?id=4478



142

[13] L. Aaltonen, A. Kalanti, M. Pulkkinen, M. Kämäräinen, and K. Halonen, “A 4.3
mm2 ASIC for a 300◦/s 2-axis capacitive micro-gyroscope,” inProc. Eur. Solid-
State Circuits Conf., Seville, Spain, Sept. 2010, pp. 286–289.

[14] J. L. Synge and B. A. Griffith,Principles of Mechanics. New York, NY, USA:
McGraw-Hill, 1949, ch. 12.3.

[15] M. Paavola,et al., “A micropower ∆Σ-based interface ASIC for a capacitive
3-axis micro-accelerometer,”IEEE J. Solid-State Circuits, vol. 44, no. 11, pp.
3193–3210, Nov. 2009.

[16] K. E. Speller and D. Yu, “A low-noise MEMS accelerometerfor unattended
ground sensor applications,” inProc. of SPIE, Defense and Security Symposium,
vol. 5417, Orlando, FL, USA, Apr. 2004, pp. 63–72.

[17] M. Saukoski, L. Aaltonen, and K. Halonen, “Zero-rate output and quadrature
compensation in vibratory MEMS gyroscopes,”IEEE Sensors J., vol. 7, no. 12,
pp. 1639–1652, Dec. 2007.

[18] A. S. Phani, A. A. Seshia, M. Palaniapan, R. T. Howe, and J. A. Yasaitis, “Modal
coupling in micromechanical vibratory rate gyroscopes,”IEEE Sensors J., vol. 6,
no. 5, pp. 1144–1152, Oct. 2006.

[19] R. Neul,et al., “Micromachined angular rate sensors for automotive applications,”
IEEE Sensors J., vol. 7, no. 2, pp. 302–309, Feb. 2007.

[20] M. S. Weinberg and A. Kourepenis, “Error sources in in-plane silicon tuning fork
MEMS gyroscopes,”J. Microelectromech. Syst., vol. 15, no. 3, pp. 479–491, June
2006.

[21] M. Saukoski, L. Aaltonen, and K. Halonen, “Effects of synchronous demodula-
tion in vibratory MEMS gyroscopes: a theoretical study,”IEEE Sensors J., vol. 8,
no. 10, pp. 1722–1733, Oct. 2008.

[22] M. Saukoski, “System and circuit design for a capacitive MEMS gyro-
scope,” Ph.D. dissertation, Helsinki Univ. of Technology,2008, available at
http://lib.tkk.fi/Diss/2008/isbn9789512292974/.

[23] C. D. Ezekwe and B. E. Boser, “A mode-matchingΣ∆ closed-loop vibratory
gyroscope readout interface with a 0.004◦/s/

√
Hz noise floor over a 50Hz band,”

IEEE J. Solid-State Circuits, vol. 43, no. 12, pp. 3039–3048, Dec. 2008.

[24] L. S. Pakula, V. Rajaraman, and P. J. French, “SOI digital accelerometer based
on pull-in time configuration,” inIEEE Int. Conf. on Nano/Micro Engineered and
Molecular Systems, Shenzhen, China, Jan. 2009, pp. 628–631.

[25] J. I. Seeger and B. E. Boser, “Charge control of parallel-plate, electrostatic ac-
tuators and the tip-in instability,”J. Microelectromech. Syst., vol. 12, no. 5, pp.
656–671, Oct. 2003.



143

[26] A. A. Trusov and A. M. Shkel, “Capacitive detection in resonant MEMS with
arbitrary amplitude of motion,”J. Micromech. Microeng., vol. 17, no. 8, pp. 1583–
1592, Aug. 2007.

[27] Y. Nemirovsky and O. Bochobza-Degani, “A methodology and model for the
pull-in parameters of electrostatic actuators,”J. Microelectromech. Syst., vol. 10,
no. 4, pp. 601–615, Dec. 2001.

[28] N. Yazdi, F. Ayazi, and K. Najafi, “Micromachined inertial sensors,”Proc. IEEE,
vol. 86, no. 8, pp. 1640–1659, Aug. 1998.

[29] L. M. Roylance and J. B. Angell, “A batch-fabricated silicon accelerometer,”
IEEE Trans. Electron Devices, vol. ED-26, no. 12, pp. 1911–1917, Dec. 1979.

[30] F. A. Levinzon, “Fundamental noise limit of piezoelectric accelerometer,”IEEE
Sensors J., vol. 4, no. 1, pp. 108–111, Feb. 2004.

[31] C.-H. Liu and T. W. Kenny, “A high-precision, wide-bandwidth micromachined
tunneling accelerometer,”J. Microelectromech. Syst., vol. 10, no. 3, pp. 425–433,
Sept. 2001.

[32] R. Hiratsuka, D. C. van Duyn, T. Otaredian, and P. de Vries, “A novel accelerom-
eter based on a silicon thermopile,” inTech. Digest Int. Conf. Solid-State Sens.
Actuators, San Francisco, CA, USA, June 1991, pp. 420–423.

[33] A. M. Leung, J. Jones, E. Czyzewska, J. Chen, and B. Woods, “Micromachined
accelerometer based on convection heat transfer,” inProc. IEEE Conf. MEMS,
Heidelberg, Germany, Jan. 1998, pp. 627–630.

[34] N. A. Hall, et al., “Micromachined accelerometers with optical interferomet-
ric read-out and integrated electrostatic actuation,”J. Microelectromech. Syst.,
vol. 17, no. 1, pp. 37–44, Feb. 2008.

[35] L. He, Y. P. Xu, and M. Palaniapan, “A CMOS readout circuit for SOI reso-
nant accelerometer with 4-µg bias stability and 20-µg/

√
Hz resolution,”IEEE J.

Solid-State Circuits, vol. 43, no. 6, pp. 1480–1490, June 2008.

[36] K. Liu, et al., “The development of micro-gyroscope technology,”J. Micromech.
Microeng., vol. 19, pp. 1–29, Nov. 2009.

[37] A. Parent, O. Le Traon, S. Masson, and B. Le Foulgoc, “A Coriolis vibrating gyro
made of a strong piezoelectric material,” inProc. IEEE SENSORS Conf., Atlanta,
Georgia, USA, Oct. 2007, pp. 876–879.

[38] F. Paoletti, M. Grétillat, and N. F. de Rooij, “A siliconmicromachined vibrating
gyroscope with piezoresistive detection and electromagnetic excitation,” inProc.
IEEE Micro Electro Mech. Syst. Workshop, San Diego, CA, USA, Feb. 1996, pp.
162–167.



144

[39] R. L. Kubena, D. J. Vickers-Kirby, R. J. Joyce, and F. Stratton, “A new tunneling-
based sensor for inertial rotation rate measurements,”J. Microelectromech. Syst.,
vol. 8, no. 4, pp. 439–447, Dec. 1999.

[40] S. Nakamura, “MEMS inertial sensor toward higher accuracy & multi-axis sens-
ing,” in Proc. IEEE SENSORS Conf., Irvine, CA, USA, Oct. 2005, pp. 939–942.

[41] J. M. Bustillo, R. T. Howe, and R. S. Muller, “Surface micromachining for mi-
croelectromechanical systems,”Proc. IEEE, vol. 86, no. 8, pp. 1552–1574, Aug.
1998.

[42] G. T. A. Kovacs, N. I. Maluf, and K. E. Petersen, “Bulk micromachining of sili-
con,” Proc. IEEE, vol. 86, no. 8, pp. 1536–1551, Aug. 1998.

[43] J. Wu, G. K. Fedder, and L. R. Carley, “A low-noise low-offset capacitive sensing
amplifier for a 50-µg/

√
Hz monolithic CMOS MEMS accelerometer,”IEEE J.

Solid-State Circuits, vol. 39, no. 5, pp. 722–730, May 2004.

[44] C. Condemine,et al., “A 0.8mA 50Hz 15b SNDR∆Σ closed-loop 10g ac-
celerometer using an8th-order digital compensator,” inIEEE Int. Solid-State Cir-
cuits Conf. Dig. Tech. Papers, San Francisco, CA, USA, Feb. 2005, pp. 248–249.

[45] A. Sharma, M. F. Zaman, and F. Ayazi, “A sub-0.2◦/hr bias drift micromechanical
silicon gyroscope with automatic CMOS mode-matching,”IEEE J. Solid-State
Circuits, vol. 44, no. 5, pp. 1593–1608, May 2009.

[46] J. Raman, E. Cretu, P. Rombouts, and L. Weyten, “A closed-loop digitally con-
trolled MEMS gyroscope with unconstrained sigma-delta force-feedback,”IEEE
Sensors J., vol. 9, no. 3, pp. 297–305, Mar. 2009.

[47] J. A. Geen, S. J. Sherman, J. F. Chang, and S. R. Lewis, “Single-chip surface
micromachined integrated gyroscope with 50◦/h Allan deviation,”IEEE J. Solid-
State Circuits, vol. 37, no. 12, pp. 1860–1866, Dec. 2002.

[48] Martin von Haartman and M. Östling,Low-Frequency Noise in Advanced MOS
Devices. Dordrecht, The Netherlands: Springer, 2007.

[49] G. E. Boser, “Electronics for micromachined inertial sensors,” inProc. IEEE
Transducers ’97, Chicago, IL, USA, June 1997, pp. 1169–1172.

[50] F. Ayazi and K. Najafi, “A HARPSS polysilicon vibrating ring gyroscope,”J.
Microelectromech. Syst., vol. 10, no. 2, pp. 169–179, June 2001.

[51] S. E. Alper and T. Akin, “A single-crystal silicon symmetrical and decoupled
MEMS gyroscope on an insulating substrate,”J. Microelectromech. Syst., vol. 14,
no. 4, pp. 707–717, Aug. 2005.

[52] H. Luo, G. Zhang, L. R. Carley, and G. K. Fedder, “A post-CMOS micromachined
lateral accelerometer,”J. Microelectromech. Syst., vol. 11, no. 3, pp. 188–195,
June 2002.



145

[53] H. Luo, G. K. Fedder, and L. R. Carley, “Integrated multiple-device IMU system
with continuous-time sensing circuitry,” inIEEE Int. Solid-State Circuits Conf.
Dig. Tech. Papers, San Francisco, CA, USA, Feb. 2003, pp. 204–205.

[54] J. M. Tsai and G. K. Fedder, “Mechanical noise-limited CMOS-MEMS ac-
celerometers,” inProc. IEEE Conf. MEMS, Miami, FL, USA, Feb. 2005, pp.
630–633.

[55] S. J. Sherman, W. K. Tsang, T. A. Core, and D. E. Quinn, “A low cost monolithic
accelerometer,” inSymp. VLSI Circuits Dig. Tech. Papers, Seattle, WA, USA,
June 1992, pp. 34–35.

[56] K. H. L. Chau, S. R. Lewis, Y. Zhao, R. T. Howe, S. F. Bart, and R. G. Marcheselli,
“An integrated force-balanced capacitive accelerometer for low-g applications,”
Sens. Actuators A, vol. 54, no. 1, pp. 472–476, June 1996.

[57] H. Ko, S. Park, B. Choi, A. Lee, and D. Cho, “Wafer-level hermetic packaged
microaccelerometer with fully differential BiCMOS interface circuit,”Sens. Ac-
tuators A, vol. 137, pp. 25–33, June 2007.

[58] M. Saukoski, L. Aaltonen, T. Salo, and K. Halonen, “Interface and control elec-
tronics for a bulk micromachined capacitive gyroscope,”Sens. Actuators A, vol.
147, no. 1, pp. 183–193, Sept. 2008.

[59] M. Lemkin and G. Boser, “A three-axis micromachined accelerometer with a
CMOS position-sense interface and digital offset-trim electronics,”IEEE J. Solid-
State Circuits, vol. 34, no. 4, pp. 456–468, Apr. 1999.

[60] W. A. Clark, R. T. Howe, and R. Horowitz, “Surface micromachined Z-axis vi-
bratory rate gyroscope,” inTech. Dig. Solid-State Sensor and Actuator Workshop,
Hilton Head Island, SC, USA, June 1996, pp. 283–287.

[61] J. Bernstein, R. Miller, W. Kelley, and P. Ward, “Low-noise MEMS vibration
sensor for geophysical applications,”J. Microelectromech. Syst., vol. 8, no. 4, pp.
433–438, Dec. 1999.

[62] M. Tavakoli and R. Sarpeshkar, “An offset-canceling low-noise lock-in architec-
ture for capacitive sensing,”IEEE J. Solid-State Circuits, vol. 38, no. 2, pp. 244–
253, Feb. 2003.

[63] C. Zhang, T. Yin, Q. Wu, and H. Yang, “A large dynamic range CMOS readout
circuit for MEMS vibratory gyroscope,” inProc. IEEE SENSORS Conf., Lecce,
Italy, Oct. 2008, pp. 1123–1126.

[64] L. Aaltonen, M. Saukoski, and K. Halonen, “Upconverting capacitance-to-voltage
converter for readout of a micromechanical gyroscope,” inProc. IEEE Norchip
Conf., Linköping, Sweden, Nov. 2006, pp. 267–270.



146

[65] M. Steyaert, Z. Y. Chang, and W. Sansen, “Low-noise monolithic amplifier de-
sign: Bipolar versus CMOS,”Analog Integrated Circuits and Signal Processing,
vol. 1, no. 1, pp. 9–19, Mar. 1991.

[66] M. Saukoski, T. Salo, L. Aaltonen, and K. Halonen, “Fully integrated charge
sensitive amplifier for readout of micromechanical capacitive sensors,” inProc.
IEEE Int. Symp. Circuits Syst., Kobe, Japan, May 2005, pp. 5377–5380.

[67] A. Sharma, M. F. Zaman, and F. Ayazi, “A104-dB dynamic range
transimpedance-based CMOS ASIC for tuning fork microgyroscopes,”IEEE J.
Solid-State Circuits, vol. 42, no. 8, pp. 1790–1802, Aug. 2007.

[68] B. Gilbert, “A precise four-quadrant multiplier with subnanosecond response,”
IEEE J. Solid-State Circuits, vol. 3, no. 4, pp. 365–373, Dec. 1968.

[69] P. R. Gray and R. G. Meyer,Analysis and Design of Analog Integrated Circuits.
New York, NY, USA: John Wiley & Sons, Inc., 1993, ch. 10.

[70] A. B. Carlson,Communication Systems: An Introduction to Signals and Noise in
Electrical Communication. New York, NY, USA: McGraw-Hill, 1986, ch. 6.5.

[71] H. Nyquist, “Certain topics in telegraph transmissiontheory,”Proc. IEEE, vol. 90,
no. 2, pp. 280–305, Feb. 2002.

[72] C. E. Shannon, “Communication in the presence of noise,” Proc. IEEE, vol. 86,
no. 2, pp. 447–457, Feb. 1998.

[73] D. A. Johns and K. Martin,Analog Integrated Circuit Design. New York, NY,
USA: John Wiley & Sons, Inc., 1997.

[74] P. E. Allen and D. R. Holberg,CMOS Analog Circuit Design. New York, NY,
USA: Oxford University Press, Inc., 1997.

[75] J. Johnson, “Thermal agitation of electricity in conductors,” Phys. Rev., vol. 32,
pp. 97–109, Feb. 1928.

[76] H. Nyquist, “Thermal agitation of electric charge in conductors,” Phys. Rev.,
vol. 32, pp. 110–113, Feb. 1928.

[77] H. Rödjegård and A. Lööf, “A differential charge-transfer readout circuit for mul-
tiple output capacitive sensors,”Sens. Actuators A, vol. 119, no. 2, pp. 309–315,
Apr. 2005.

[78] C. C. Enz and G. C. Temes, “Circuit techniques for reducing the effects of op-
amp imperfections: autozeroing, correlated double sampling and chopper stabi-
lization,” Proc. IEEE, vol. 84, no. 11, pp. 1584–1614, Nov. 1996.

[79] B. V. Amini and F. Ayazi, “A 2.5-V 14-bitΣ∆ CMOS SOI capacitive accelerom-
eter,” IEEE J. Solid-State Circuits, vol. 39, no. 12, pp. 2467–2476, Dec. 2004.



147

[80] ——, “Micro-gravity capacitive silicon-on-insulatoraccelerometers,”J. Mi-
cromech. Microeng., vol. 15, pp. 2113–2120, Sept. 2005.

[81] H. Leuthold and F. Rudolf, “An ASIC for high-resolutioncapacitive microac-
celerometers,”Sens. Actuators A, vol. 21, pp. 278–281, Feb. 1990.

[82] M. Kämäräinen, M. Saukoski, M. Paavola, J. A. M. Järvinen, M. Laiho, and
K. Halonen, “A micropower front end for three-axis capacitive microaccelerome-
ters,” IEEE Trans. Instrum. Meas., vol. 58, no. 10, pp. 3642–3652, Oct. 2009.

[83] R. Schreier and G. C. Temes,Understanding Delta-Sigma Data Converters.
Hoboken, NJ, USA: John Wiley & Sons, Inc., 2005.

[84] M. Yucetas, J. Salomaa, A. Kalanti, L. Aaltonen, and K. Halonen, “A closed-loop
SC interface for a±1.4g accelerometer with 0.33% nonlinearity and 2µg/

√
hz

input noise density,” inIEEE Int. Solid-State Circuits Conf. Dig. Tech. Papers,
San Francisco, CA, USA, Feb. 2010, pp. 320–321.

[85] Y. Cao and G. C. Temes, “High-accuracy circuits for on-chip capacitance ratio
testing or sensor readout,”IEEE Trans. Circuits Syst. II, vol. 41, no. 9, pp. 637–
639, Sept. 1994.

[86] R. Nadal-Guardia, A. M. Brosa, and A. Dehé, “Constant charge operation of ca-
pacitor sensors based on switched-current circuits,”IEEE Sensors J., vol. 3, no. 6,
pp. 835–842, Dec. 2003.

[87] T. Singh, T. Sæther, and T. Ytterdal, “Current-mode capacitive sensor interface
circuit with single-ended to differential output capability,” IEEE Trans. Instrum.
Meas., vol. 58, no. 11, pp. 3914–3920, Nov. 2009.

[88] C. Rubio, O. Ruiz, S. Bota, and J. Samitier, “Switched current interface circuit
for capacitive micromachined accelerometer,” inProc. IEEE Instrumentation and
Measurements Technology Conf., Venice, Italy, Oct. 1999, pp. 458–463.

[89] J. Wu and L. R. Carley, “Electromechanical∆Σ modulation with high-Q mi-
cromechanical accelerometers and pulse density modulatedforce feedback,”
IEEE Trans. Circuits Syst. I, vol. 53, no. 2, pp. 274–287, Feb. 2006.

[90] Y. Dong, M. Kraft, and W. Redman-White, “Force feedbacklinearization for
higher-order electromechanical sigma-delta modulators,” J. Micromech. Micro-
eng., vol. 16, no. 8, pp. S45–S60, Dec. 2006.

[91] J. I. Seeger, X. Jiang, M. Kraft, and B. E. Boser, “Sense finger dynamics in a
Σ∆ force-feedback gyroscope,” inTech. Dig. Solid-State Sensor and Actuator
Workshop, Hilton Head Island, SC, USA, June 2000, pp. 296–299.

[92] A. Preumont,Vibration Control of Active Structures. An Introduction. 2nd Edi-
tion. Secaucus, NJ, USA: Kluwer Academic Publishers, 2000, ch. 4.



148

[93] C. D. Ezekwe and B. E. Boser, “Robust compensation of a force-balanced high-Q
gyroscope,” inProc. IEEE SENSORS Conf., Lecce, Italy, Oct. 2008, pp. 795–798.

[94] T. Smith, O. Nys, M. Chevroulet, Y. DeCoulon, and M. Degrauwe, “A 15b elec-
tromechanical sigma-delta converter for acceleration measurements,” inIEEE Int.
Solid-State Circuits Conf. Dig. Tech. Papers, San Francisco, CA, USA, Feb. 1994,
pp. 160–161.

[95] W. Henrion, L. DiSanza, M. Ip, S. Terry, and H. Jerman, “Wide dynamic range
direct digital accelerometer,” inTech. Dig. Solid-State Sensor and Actuator Work-
shop, Hilton Head Island, SC, USA, June 1990, pp. 153–157.

[96] C. Lu, M. Lemkin, and B. E. Boser, “A monolithic surface micromachined ac-
celerometer with digital output,”IEEE J. Solid-State Circuits, vol. 30, no. 12, pp.
1367–1373, Dec. 1995.

[97] N. Yazdi and K. Najafi, “An interface IC for a capacitive silicon µg accelerom-
eter,” in IEEE Int. Solid-State Circuits Conf. Dig. Tech. Papers, San Francisco,
CA, USA, Feb. 1999, pp. 132–133.

[98] X. Jiang, J. I. Seeger, M. Kraft, and B. E. Boser, “A monolithic surface microma-
chined Z-axis gyroscope with digital output,” inSymp. VLSI Circuits Dig. Tech.
Papers, Honolulu, HI, USA, June 2000, pp. 16–19.

[99] X. Jiang, S. A. Bhave, J. I. Seeger, R. T. Howe, B. E. Boser, and J. Yasaitis, “Σ∆
capacitive interface for a vertically-driven X&Y-axis rate gyroscope,” inProc.
Eur. Solid-State Circuits Conf., Florence, Italy, Sept. 2002, pp. 639–642.

[100] H. Külah, J. Chae, N. Yazdi, and K. Najafi, “Noise analysis and characterization
of a sigma-delta capacitive microaccelerometer,”IEEE J. Solid-State Circuits,
vol. 41, no. 2, pp. 352–361, Feb. 2006.

[101] X. Jiang, “Capacitive position-sensing interface for micromachined inertial sen-
sors,” Ph.D. dissertation, Univ. California, Berkeley, 2003.

[102] Y. Dong, M. Kraft, and W. Redman-White, “Micromachined vibratory gyro-
scopes controlled by a high-order bandpass sigma-delta modulator,” IEEE Sen-
sors J., vol. 7, no. 1, pp. 59–69, Jan. 2007.

[103] M. Kraft and H. Ding, “Sigma-delta modulator based control systems for MEMS
gyroscopes,” inIEEE Int. Conf. Nano/Micro Engineered Molec. Syst., Shenzhen,
China, Jan. 2009, pp. 41–46.

[104] V. P. Petkov and B. E. Boser, “A fourth-orderΣ∆ interface for micromachined
inertial sensors,”IEEE J. Solid-State Circuits, vol. 40, no. 8, pp. 1602–1609,
Aug. 2005.



149

[105] B. V. Amini, R. Abdolvand, and F. Ayazi, “A4.5-mW closed-loop∆Σ micro-
gravity CMOS SOI accelerometer,”IEEE J. Solid-State Circuits, vol. 41, no. 12,
pp. 2983–2991, Dec. 2006.

[106] J. Raman, P. Rombouts, and L. Weyten, “An unconstrained architecture for high-
orderΣ∆ force-feedback inertial sensors,” inProc. IEEE Int. Symp. Circuits Syst.,
New Orleans, LA, USA, May 2007, pp. 3063–3066.

[107] W. Huang, Z. He, L. Liu, Y. Zhong, K. Li, and W. Wu, “A±15V interface IC for
capacitive accelerometer,” inProc. Int. Conf. Solid-State and Integrated-Circuit
Tech., Beijing, China, Oct. 2008, pp. 1761–1764.

[108] L. Yin, X. Liu, W. Chen, W. Chen, and Z. Zhou, “A low-noise CMOS interface
circuit for closed-loop accelerometer,” inIEEE Int. Conf. on Nano/Micro Engi-
neered and Molecular Systems, Shenzhen, China, Jan. 2009, pp. 502–505.

[109] E. S. Ferre-Pikal,et al., “Draft revision of IEEE STD 1139-1988 standard def-
initions of physical quantities for fundamental frequencyand time metrology -
random instabilities,” inProc. IEEE Int. Freq. Control Symp., Orlando, FL, USA,
May 1997, pp. 338–357.

[110] A. Demir, “Computing timing jitter from phase noise spectra for oscillators and
phase-locked loops with white and 1/f noise,”IEEE Trans. Circuits Syst. I, vol. 53,
no. 9, pp. 1869–1884, Sept. 2006.

[111] A. Hajimiri and T. H. Lee, “A general theory of phase noise in electrical oscilla-
tors,” IEEE J. Solid-State Circuits, vol. 33, no. 2, pp. 179–194, Feb. 1998.

[112] B. Razavi, “A study of phase noise in CMOS oscillators,” IEEE J. Solid-State
Circuits, vol. 31, no. 3, pp. 331–343, Mar. 1996.

[113] F. Herzel, “An analytical model for the power spectraldensity of a voltage-
controlled oscillator and its analogy to the laser linewidth theory,” IEEE Trans.
Circuits Syst. I, vol. 45, no. 9, pp. 904–908, Sept. 1998.

[114] A. Demir, A. Mehrotra, and J. Roychowdhury, “Phase noise in oscillators: A uni-
fying theory and numerical methods for characterization,”IEEE Trans. Circuits
Syst. I, vol. 47, no. 5, pp. 655–674, May 2000.

[115] A. Hajimiri and T. H. Lee, “Corrections to “A general theory of phase noise in
electrical oscillators”,”IEEE J. Solid-State Circuits, vol. 33, no. 6, p. 928, June
1998.

[116] A. Zanchi and C. Samori, “Analysis and characterization of the effects of clock
jitter in a/d converters for subsampling,”IEEE Trans. Circuits Syst. I, vol. 55,
no. 2, pp. 522–534, Mar. 2008.

[117] F. Herzel and B. Razavi, “A study of oscillator jitter due to supply and subtrate
noise,”IEEE Trans. Circuits Syst. II, vol. 46, no. 1, pp. 56–62, Jan. 1999.



150

[118] C. Liu and J. A. McNeill, “Jitter in oscillators with 1/f noise sources,” inProc.
IEEE Int. Symp. Circuits Syst., vol. 5, Vancouver, BC, Kanada, May 2004, pp.
I773–I776.

[119] A. Hajimiri, S. Limotyrakis, and T. H. Lee, “Jitter andphase noise in ring oscil-
lators,” IEEE J. Solid-State Circuits, vol. 34, no. 6, pp. 790–804, June 1999.

[120] A. A. Abidi and R. G. Meyer, “Noise in relaxation oscillators,” IEEE J. Solid-
State Circuits, vol. SC-18, no. 6, pp. 794–802, Dec. 1983.

[121] S. Osmany, F. Herzel, K. Schmalz, and W. Winkler, “Phase noise and jitter mod-
eling for fractional-N PLLs,”Adv. Radio Sci., vol. 5, pp. 313–320, 2007.

[122] F. M. Gardner,Phaselock techniques, Third Edition. Hoboken, NJ, USA: Wiley-
Interscience, 2005.

[123] R. Wilcock, P. Wilson, and B. M. Al-hashimi, “A novel switched-current phase
locked loop,” inProc. IEEE Int. Symp. Circuits Syst., Kobe, Japan, May 2005, pp.
2815–2818.

[124] R. B. Staszewski and P. T. Balsara,All-Digital Frequency Synthesizer in Deep-
Submicron CMOS. Hoboken, NJ, USA: Wiley-Interscience, 2006.

[125] W. Rhee, “Design of high-performance CMOS charge pumps in phase-locked
loops,” inProc. IEEE Int. Symp. Circuits Syst., Orlando, FL, USA, July 1999, pp.
545–548.

[126] J. F. Dickson, “On-chip high-voltage generation in MNOS integrated circuits us-
ing an improved voltage multiplier technique,”IEEE J. Solid-State Circuits, vol.
SC-11, no. 3, pp. 374–378, June 1976.

[127] D. Baderna, A. Cabrini, M. Pasotti, and G. Torelli, “Power efficiency evaluation
in Dickson and voltage doubler charge pump topologies,”Microelectronics. J.,
vol. 37, no. 10, pp. 1128–1135, Oct. 2006.

[128] Jieh-Tsorng Wu and Kuen-Long Chang, “MOS charge pumpsfor low-voltage
operation,”IEEE J. Solid-State Circuits, vol. 33, no. 4, pp. 592–597, Apr. 1998.

[129] P. Favrat, P. Deval, and M. J. Declercq, “A high-efficiency CMOS voltage dou-
bler,” IEEE J. Solid-State Circuits, vol. 33, no. 3, pp. 410–416, Mar. 1998.

[130] J. D. Cockcroft and E. T. Walton, “Production of high velocity positive ions,”
Proceedings of the Royal Society of London, A, no. 136, pp. 619–630, 1932.

[131] Jieh-Tsorng Wu, Yueh-Huang Chang, and Kuen-Long Chang, “1.2 V CMOS
switched-capacitor circuits,” inIEEE Int. Solid-State Circuits Conf. Dig. Tech.
Papers, San Francisco, CA, USA, Feb. 1996, pp. 388–389.



151

[132] Jieh-Tsorng Wu and Kuen-Long Chang, “Low supply voltage CMOS charge
pumps,” inSymp. VLSI Circuits Dig. Tech. Papers, Kyoto, Japan, June 1997, pp.
81–82.

[133] J. S. Witters, G. Groeseneken, and H. E. Maes, “Analysis and modeling of on-chip
high-voltage generator circuits for use in EEPROM circuits,” IEEE J. Solid-State
Circuits, vol. 24, no. 5, pp. 1372–1380, Oct. 1989.

[134] Y. H. Kang,et al., “High-voltage analog system for a mobile NAND flash,”IEEE
J. Solid-State Circuits, vol. 43, no. 2, pp. 507–517, Feb. 2008.

[135] M. Bloch, C. Lauterbach, and W. Weber, “High efficiencycharge pump circuit for
negative high voltage generation at 2 V supply voltage,” inProc. Eur. Solid-State
Circuits Conf., The Hague, The Netherlands, Sept. 1998, pp. 100–103.

[136] Hongchin Lin and Nai-Hsien Chen, “An efficient clock scheme for low-voltage
four-phase charge pumps,” inProc. Int. Symp. VLSI Technology Syst. Appl.,
Hsinchu, Taiwan, Apr. 2001, pp. 228–231.

[137] D. S. Hong and M. N. El-Gamal, “Low operating voltage and short settling time
CMOS charge pump for MEMS applications,” inProc. IEEE Int. Symp. Circuits
Syst., Bangkok, Thailand, May 2003, pp. V–281–V–284.

[138] M. R. Hoque, T. Ahmad, T. R. McNutt, H. A. Mantooth, and M. M. Mojarradi, “A
technique to increase the efficiency of high-voltage chargepumps,”IEEE Trans.
Circuits Syst. II, vol. 53, no. 5, pp. 364–368, May 2006.

[139] Ming-Dou Ker, Chyh-Yih Chang, and Hsin-Chin Jiang, “Design of negative
charge pump circuit with polysilicon diodes in a 0.25-µm CMOS process,” in
Proc. IEEE Asia-Pacific Conf. ASIC, Taipei, Taiwan, Aug. 2002, pp. 145–148.

[140] C.-C. Wang and J.-C. Wu, “Efficiency improvement in charge pump circuits,”
IEEE J. Solid-State Circuits, vol. 32, no. 6, pp. 852–860, June 1997.

[141] T. Ying, W.-H. Ki, and M. Chan, “Area-efficienct CMOS charge pumps for LCD
drivers,” IEEE J. Solid-State Circuits, vol. 38, no. 10, pp. 1721–1725, Oct. 2003.

[142] R. Pelliconi, D. Iezzi, A. Baroni, M. Pasotti, and P. L.Rolandi, “Power efficient
charge pump in deep submicron standard CMOS technology,”IEEE J. Solid-State
Circuits, vol. 38, no. 6, pp. 1068–1071, June 2003.

[143] M. Innocent and P. Wambacq, “A linear high voltage charge pump for MEMS
applications in 0.18µm CMOS technology,” inProc. Eur. Solid-State Circuits
Conf., Estoril, Portugal, Sept. 2003, pp. 457–460.

[144] Ming-Dou Ker, Shih-Lun Chen, and Chia-Shen Tsai, “Design of charge pump
circuit with consideration of gate-oxide reliability in low-voltage CMOS process,”
IEEE J. Solid-State Circuits, vol. 41, no. 5, pp. 1100–1107, May 2006.



152

[145] T. A. F. Duisters and E. C. Dijkmans, “A -90-db THD rail-to-rail input opamp
using a new local charge pump in CMOS,”IEEE J. Solid-State Circuits, vol. 33,
no. 7, pp. 947–955, July 1998.

[146] F. Pan and T. Samaddar,Charge pump circuit design. New York, NY, USA:
McGraw-Hill, 2006, ch. 6.4.

[147] T. Tanzawa and S. Atsumi, “Optimization of word-line booster circuits for low-
voltage flash memories,”IEEE J. Solid-State Circuits, vol. 34, no. 8, pp. 1091–
1098, Aug. 1999.

[148] Soon-Kyun Shin, Bai-Sun Kong, Chil-Gee Lee, Young-Hyun Jun, and Jae-Whui
Kim, “A high current driving charge pump with current regulation method,” in
Proc. IEEE Custom Integrated Circuits Conf., San Jose, CA, USA, Sept. 2005,
pp. 207–210.

[149] A. Rao, W. McIntyre, U.-K. Moon, and G. C. Temes, “Noise-shaping techniques
applied to switched-capacitor voltage regulators,”IEEE J. Solid-State Circuits,
vol. 40, no. 2, pp. 422–429, Feb. 2005.

[150] H. Lee and P. K. T. Mok, “An SC voltage doubler with pseudo-continuous output
regulation using a three-stage switchable opamp,”IEEE J. Solid-State Circuits,
vol. 42, no. 6, pp. 1216–1229, June 2007.

[151] Jae-Youl Lee, Sung-Eun Kim, Seong-Jun Song, Jin-Kyung Kim, Sunyoung Kim,
and Hoi-Jun Yoo, “A regulated charge pump with small ripple voltage and fast
start-up,”IEEE J. Solid-State Circuits, vol. 41, no. 2, pp. 425–432, Feb. 2006.

[152] M. Zhang and N. Llaser, “Optimization design of the Dickson charge pump circuit
with a resistive load,” inProc. IEEE Int. Symp. Circuits Syst., vol. 5, Vancouver,
BC, Kanada, May 2004, pp. 840–843.

[153] P. Rahikkala, L. Aaltonen, and K. Halonen, “A fully integrated Gm-C oscillator
for readout of a force balanced accelerometer,” inProc. Baltic Electronics Conf.,
Tallinn, Estonia, Oct. 2006, pp. 127–130.



A–1

Appendix A

Simulation of the EM- ∆Σ modulator

A top-level Simulink model of the modulator is shown in Fig. A.1. The model consists
of the continuous-time transfer function of the resonator and a discrete-time model of the
electronic interface. The resonator model is the same for both the second- and the fourth-
order modulators. The parameters of the model do not relate to any practical system but
instead are simplified for example purposes. The electronicinterface for the second-order
EM-∆Σ modulator is shown in Fig. A.2 and that for the fourth-order EM-∆Σ modulator
in Fig. A.3. An additional simulation result is shown in Fig.A.4 to demonstrate how the
use of out-of-band sine relates to the actual noise. In the figure the two simulations that
were run for the second-order modulator are exactly the same, with the exception that in
the case of noise the out-of-band sine is replaced by a white noise source with the same
power as the sine. It can be seen that in both cases the level ofthe in-band noise floor is
roughly the same.

Figure A.1: Top level Simulink model of the simulated EM-∆Σ modulators.

Figure A.2: Electronic interface of the second-order EM-∆Σ modulator.
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Figure A.3: Electronic interface of the fourth-order EM-∆Σ modulator.
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Figure A.4: Comparison of the effect of high-frequency sine and white noise in the
second-order EM-∆Σ modulator. In both simulations the 0.1FS input signal is at fre-
quency 0.0016.
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