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Abstract

This thesis is composed of 13 publications and an overview of the research topic, which also summarizes the
work. The research presented in this thesis concentrates on integrated circuits for the realization of interface
electronics for capacitive MEMS (micro-electro-mechanical system) inertial sensors, i.e. accelerometers and
gyroscopes. The research focuses on circuit techniques for capacitive detection and actuation and on
high-voltage and clock generation within the sensor interface.
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technology. It consists of a force feedback loop, clock generation circuits, and a digitizer. Another part of the
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readout, analog continuous-time drive loop, phase-locked loop (PLL) for clock generation, and high-voltage
circuits for electrostatic excitation and high-voltage detection. The interface is implemented in a 0.35-um
high-voltage technology within an active area of 2.5 mm?2. The gyroscope achieves a spot noise of 0.015

°/s/+/Hz for the x-axis and 0.041 °/s/+/Hz for the y-axis.

Coherent demodulation and discrete-time signal processing are often an important part of the sensors and
also typical examples that require clock signals. Thus, clock generation within the sensor interfaces is also
reviewed. The related experimental work includes two integrated charge pump PLLs, which are optimized for
compact realization but also considered with regard to their noise performance. Finally, this thesis discusses
fully integrated high-voltage generation, which allows a higher electrostatic force and signal current in
capacitive sensors. Open- and closed-loop Dickson charge pumps and high-voltage amplifiers have been
realized fully on-chip, with the focus being on optimizing the chip area and on generating precise spurious free
high-voltage signals up to 27 V.
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Symbols and Abbreviations

16} Parameter defining the sidelobe attenuation in a Fouriesfoam of
the Kaiser window

AC Signal part of a sensor capacitance

Af Frequency offset

AT Measurement time

€0 Permittivity of vacuumg.8542 - 1072 F /m

n Power efficiencypP,../ Pi,

00 Infinite

L(Af) Phase noise, relative SSB phase noise powarfat

AY Delta-Sigma, refers to quantization noise shaping progsedf data
converters or modulators

w Angular frequencyw = 27 f

We Carrier frequencyw,. = 27 f., in a vibratory gyroscope typically
We = Wod

Wo Resonance frequenayy = +/k./m

Waet_ac Frequency of the ac detection voltage; .., Waet_ac = 27 faet_ac

Weq Sampling frequency,,, = 27 f.,

Q. Angular velocity about the z-axis

Q.0 Angular velocity

@ Symbol for an inverted clock phasg= NOT¢

[ Acceleration of a body with respect to the inertial system, =
d*r,, /dt*

a, Acceleration of the origin of a reference system with respec¢he
inertial systemg, = d°7, /dt*

Toor Coriolis acceleration

Gy Acceleration of a body with respect to the reference systgm,=
R

F,F Force



Pe

n(t)
Din

Dout
Pveo_pn
Oabs

Ujper
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Unit vectors in the direction of;- ,y;- andz;-axis, respectively
Position vector for a body with respect to the inertial sgste

Position vector of the origin of a reference system with eespo the
inertial system

Position vector for a body with respect to a reference system
Symbol for a clock phase; Phase

Phase shift inflicted by TIA abge; o

Phase error

Fluctuating phase, phase noise in the time domain
PLL input (reference) phase

PLL output phase

Noise at the output of a VCO, phase noise
Absolute jitter

Period jitter

Pulse length

Time constant of a single pole LPF, the corresponding pelguency
is equal tof = 1/(277,)

Area

Acceleration

\oltage gain of an amplifier

Acceleration in the x-directiom, = d*x /dt?

Acceleration in the y-directiony, = d?y/dt?

Oscillation amplitude of a 2-DoF resonator in the x-direnti
Sample of a bit stream

Average value of a bit stream

Capacitance

Effective contribution of white noise sources to the phasise

Static part of a sensor capacitance



fe

fs

fop

faet_ac

Fes

Fext n
Fest oy Fest y
Feat

Fi 2, Fiy
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Effective contribution of flicker noise sources to the phasise
Parasitic capacitance
Sensor capacitance

The differential capacitance in an integrated capacitapacitance
per stage in a charge pump

Parasitic capacitance accociated with the bottom platenahte-
grated capacitor

Feedback capacitance

Parasitic capacitance accociated with the top plate of tagtated
capacitor

Symbol for a diode; Damping coefficient
Damping coefficient in the x-direction

Digital output

Magnitude of nonproportional damping in a 2-DoF resonator
Damping coefficient in the y-direction

Energy stored in a capacitor

Total energy stored in a system

Frequency

Constant (average) frequency, center frequency
Carrier frequency

Signal frequency

Clock (pumping) frequency in a charge pump
Frequency of the ac detection voltage; ,.
Electrostatic force

Mechanical noise force in a 1-DoF system

Total external force in the x- and y-direction
Overall external force in a 1-DoF system

Force due to acceleration in the x- and y-direction



E;

Fret_z, Fret_y
Fret

fs maz

fsa

Sobw

Fopy

G

Gr

Gr

GTQ
GT3

He)p
HLF(Z)

HrEs

Hsinc_T (S)

Hg
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Force due to acceleration in a 1-DoF system
Total force in the x- and y-direction

Overall force,F,,.; = F; + F..:

Maximum signal frequency

Sample rate, sampling frequengy, = 1/7%,
Signal bandwidth

Spring force

Constant gain

Gain from acceleration to force, for micromechanical senéy =
m

Gain from (proof mass) position to voltage, comprisgs and the
constant gain of the readout

Gain from (proof mass) position to capacitance
Gain from voltage to (electrostatic) force
Height of a plate capacitor; Height of fingers in a comb capaci

Transfer function from force (e.g. induced by accelergttorcapac-
itance in a capacitive sensor

Transfer function of a loop filter in the z-domain

Transfer function of a resonator

Transfer function of the electronic interface

Sinc-TF in Laplace domain

Transfer function of the complete electromechanical senso
Current

Bias current (dc)

Signal current through a capacitive interface

Load current of a charge pump

Leakage current

Output current
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Input to a loop filter of a PLL

Boltzmann constant,.38065 - 10723 J/K

Electric spring constant

Mechanical spring constant in the x-direction
Magnitude of anisoelasticity in a 2-DoF resonator
Mechanical spring constant

Mechanical spring constant in the y-direction

Symbol for MOSFETs

Mass

Feedback MOSFET for the realization of dc feedback
Mass of the reference frame

Vibrating mass in the x-direction

Vibrating mass in the y-directiomy,, = m, + M frame
Number of stages in a charge pump; Division ratio in a PLL
Variable integer

Constant integer

Number of bits, word length

Quantization noise

Number of samples

Power

Quality factor,@Q = 'k,m/D; Charge; Symbol for bipolar transis-
tors

Elementary chargd, 60218 - 1071 C

Resistance

Scalar terms for defining the vectoy,, in the direction of ofr;- ,y;-
andz;-axis, respectively

Resistor for dc biasing

Feedback resistance
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Frequency variable in Laplace domain

Relative SSB noise power at offsatf from the center frequency of
a sampled sine

Frequency domain representatiorygft)

Continuous-time signal in time and Laplace domains
Impulse train in time and Laplace domains
Continuous-time sample-and-hold signal in time and Lagptiamains
Symbol for switches

Absolute temperature

Sampling period, time between two successive samples
\oltage

Amplitude of a sinusoidal signal

\oltage across a conducting diode

Bias voltage (dc), partly definds,,;

\oltage density of white noise

Noise voltage in the time domain

Sinusoidal signal with amplitud&,; and frequencyf, in the time
domain

Thermal voltage, 25.&hV at 300K
Velocity in the x-directionp, = dx/dt
Velocity in the y-directionp, = dy/dt
Bias voltage (dc)

Positive supply voltage

Voltage (ac) used for the detection of a capacitive sigreadiegection
voltage

Voltage (dc) used for the detection of a capacitive sigmatietection
voltage

Output voltage of a charge pump

Hysteresis voltage
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Vout
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Input common-mode voltage

Input voltage

Bias voltage (ac), partly definég,; ..

Noise voltage, rms

\oltage density of white noise after sampling

Flicker-noise voltage, also known &sf-noise voltage, or pink noise
voltage

Sinusoidal signal with amplitudg, and frequencyf,
LP filtered output voltage

Output voltage

Reference voltage

Input to a VCO

Width of a plate capacitor

Nominal overlap of the fingers in a comb capacitor

Position of a body with respect to a reference system in ttiieection;
Position, displacement

Nominal spacing between capacitor electrodes; Coordiasite in
the inertial system

The three coordinate axes in the inertial system
The three coordinate axes in a reference system
Position of a body with respect to the 1-DoF inertial system

Position of the reference system with respect to the 1-DefRial
system

Position of a body with respect to a reference system in tthiegction
Impedance

Frequency variable in z-domain, = ¢/“7s« when determining the
frequency response of a z-domain system

Feedback impedance

One-Degree-of-Freedom
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2-DoF Two-Degree-of-Freedom

ABS Automatic Braking System

ac Alternating Current

ADC Analog-to-Digital Converter

ADPLL All Digital Phase-Locked Loop

AIN Aluminium Nitride

ASIC Application Specific Integrated Circuit
BP Band-Pass

CDS Correlated Double Sampling

CM Common-Mode

CMOS Complementary Metal-Oxide-Semiconductor
CSA Charge Sensitive Amplifier, transcapacitance amplifier
CT Continuous-Time

DAC Digital-to-Analog Converter

dc Direct Current

DCO Digitally-Controlled Oscillator

DPLL Digital Phase-Locked Loop

DT Discrete-Time

EM ElectroMechanical

EMI ElectroMagnetic Interference

ESC Electronic Stability Control

ESD ElectroStatic Discharge

FFT Fast Fourier Transformation

FS Full-Scale

GmC Transconductance-Capacitor

HDL Hardware Description Language

HPF High-Pass Filter
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LC

LP
LPF
MEMS
MM
MNOS
MOS
MOSFET
NMOS
NTF
OSR
PD
PDM
PFD
PLL
PMOS
PSRR
PWM
PZT
RC
rms
RTZ
S/H
SC

Sl
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High-\Voltage

Integrated Circuit
Inductance-Capacitor

Low-Pass

Low-Pass Filter
Micro-Electro-Mechanical System
Mode-Matched
Metal-Nitride-Oxide-Semiconductor
Metal-Oxide-Semiconductor
Metal-Oxide-Semiconductor Field-Effect Transist
N-channel MOS transistor

Noise Transfer Function
OverSampling Ratio
Proportional-Derivative
Pulse-Density Modulation
Phase-Frequency Detector
Phase-Locked Loop

P-channel MOS transistor

Power Supply Rejection Ratio
Pulse-Width Modulation

Lead Zirconium Titanate
Resistor-Capacitor

Root Mean Square

Return to Zero

Sample-and-Hold
Switched-Capacitor

Switched-Current



SNR
o]
SPICE
SQNR
SSB
STF
TF
TIA
TRA
VCO
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Signal-to-Noise Ratio

Silicon-on-Insulator

Simulation Program with Integrated Circuit Emphasis
Signal-to-Quantization Noise Ratio

Single SideBand

Signal Transfer Function

Transfer Function
TransImpedance Amplifier

TransResistance Amplifier

\oltage-Controlled Oscillator
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1 Introduction

1.1 Background

MEMS is the commonly used acronym for microelectromecharggstems, and refers
to miniature devices combining both electrical and meat@riomponents. Despite the
definition, MEMS is also sometimes used to refer to purelyrariechanical components.
In general MEMS devices possess features on a micrometier &ed aim to combine

multiple functions into a system with total dimensions thet typically smaller than a
few millimeters.

The success and versatility of electronics in general was rfiade possible by the in-
vention of the transistor at Bell Research Laboratorie$r1]947, and further by that of
the integrated circuit (IC) at Texas Instruments [2] andatdhild Semiconductor [3] in
1958. The technology for producing ICs also formed the bisishe development of
MEMS. The research in the field was driven by the new posséslthat micromachined
silicon devices brought, including compatibility with I@ahnology and the properties
of silicon as a mechanical material [4]. The adaptation ofd€hnology also meant that
batch fabrication techniques were available for the mieoanical components. The au-
tomotive, medical, and aerospace industries benefited finensmaller size, lower cost,
and higher reliability offered by silicon-based microd=s when compared with the old
macroscopical systems. The demand allowed the productbhmes and related rev-
enues for the microsensors to increase. The mass fabriaatiminiature silicon-based
pressure sensors and accelerometers could be seen by tbietead30s [5].

The readout of the mechanical information, further proicessf the signal obtained from
the mechanical device, and different calibration and caregigon schemes contributed to
the development of dedicated integrated interface csa@ntd complete MEMS devices.
In fact the term MEMS was not introduced until 1987 [6]. Thengete MEMS, in-
cluding the mechanical element and dedicated electrotecfate, also eased the spread
of the MEMS technology into new application areas. The faat the performance and
accessibility of the complete MEMS device is often largelgtated by the electronic
interface has maintained the interest of related researamndre than two decades now.

Currently the MEMS market is dominated by inkjet printer ti&gpressure sensors, iner-
tial sensors, optical devices, including digital micrquiiés/s, and microphones [7]. The
market size, at present roughly 7 billion USD, has remairegyhly flat from 2007 to
the current date as a result of the economic downturn, buipeated to resume growth
in 2011 [8]. The inertial sensor market, starting from aecaineters and extending to
gyroscopes during roughly the last decade, forms apprdeisnane quarter of the whole
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MEMS market. This market share has been largely dominatédeogutomotive industry,

where applications such as airbag control, automatic bgakystem (ABS), electronic

stability control (ESC), and tilt detection, to mention laufew examples, require both ac-
celerometers and gyroscopes. Recently, inertial senswestheen used increasingly [9]
also in consumer electronics, which, in fact, is expectestad to dominate the inertial

sensor market in 2011 [10]. Hard drive protection in laptaqmntrol in game consoles,
image stabilization in cameras, and orientation detedtiocell phones are just a few
common applications of this category.

1.2 Electronics and MEMS Inertial Sensors

Currently, the smallest commercial accelerometers [11afe only roughly 4mm? in
volume. These tiny accelerometers, comprising a microar@chl sensor element and
microelectronic interface, can offer not only straight¥ard digital access to acceleration
information, but also acceleration information for thremsitive axes. It is clear that a
dedicated IC, i.e. an application-specific integratedutir@ASIC), is required for the
realization of a compact and easily accessible interfaca foechanical sensor, as in the
case of the miniature accelerometer.

An example of an interface ASIC for a capacitive micromaebdinibratory gyroscope
is shown in Fig. 1.1 [13]. The chip offers two analog angulafoeity outputs, and
requires only external bypass capacitance for the reduofidpple in the supply voltage.
Obviously, the optimization of the size of the ASIC is an impat aspect in designing
the electronics. However, effort is also put into meetirgréquirements in terms of noise
and power consumption.

L

]

||w4|-.J=h.'.-—

e —- | -

wwt

Figure 1.1: A microphotograph of an example ASIC, which realizes theplete analog
interface for a 2-axis capacitive MEMS gyroscope [13].
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Especially in capacitive sensors, where the sensor eleim@fiten low-noise, the elec-
tronic interface is an essential component in achievindp lmgrformance, also for the
complete sensor. Low noise and low power is often a desiratbemtion, especially in
battery-powered systems, but is often difficult to realiz@iactice. Meeting the require-
ments in terms of, for example, maximized performance, miréd power consumption,
or minimal chip area, or an optimal combination of all theethparameters, makes the
design of the electronic interface a demanding task.

The development of interface electronics is addressedditasis with a focus on provid-
ing strong background information on different methodsaunxiliary circuits for reading
capacitive information and how the circuitry affects, foample, the performance, the
supply current, and the chip area consumption. On-chiprgépa of local high volt-
ages and clock signals using charge pumps and phase-laaiesldre studied in order to
identify how these circuits affect and potentially imprdte operation of the capacitive
sSensors.

1.3 Organization of the Thesis

This thesis covers interface electronics for capacitiegtial microsensors, i.e. accelerom-
eters and Coriolis vibratory gyroscopes. In this thesidakier type of sensor is gener-
ally referred to as a gyroscope, unless otherwise explistthted. The first part of the
thesis provides a comprehensive overview of the reseapib. té-irst, a general intro-
duction to the electronics is provided in Section 2 by rewecapacitive accelerometers
and gyroscopes, and briefly also sensors based on othedu@im mechanisms. The
actual microelectronic open- and closed-loop interfacegrinsforming the capacitive
information into analog voltage or digital information astidied in Section 3 for both
accelerometers and gyroscopes. In Section 4 the use obsilaliseference signals and
phase-locked loops are examined for clock generation gegpand, finally, fully inte-
grated charge pump-based low-power high-voltage geoerfdr capacitive interfaces is
studied in Section 5.

The second part of the thesis comprises the publishedestithe results of the research
work including the theoretical and the experimental ressate reported in these articles.
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2 Micromachined Accelerometers and Gyroscopes

2.1 Theory of Operation

The inertial sensors measure the force affecting an inentiproof mass resulting from
acceleration. Detecting the magnitude and direction ofahee, however, is not always
a trivial matter, as the measurement must be made in theematiah reference system
without significantly affecting the operation of this systef a reference system, such as
a mobile phone, watch, or digital camera is considered, osgopic sensors are usually
out of the question. MEMS sensors, being minimal in size,easily be taken advantage
of without significantly affecting the size or operation betdevice to be measured. In
order to provide an understanding of the operation of anlacm®eter or a gyroscope,
the motion of a proof mass in an accelerating reference sysaad with respect to an
inertial system, is reviewed next [14].

Z
b j <>
- Q
Zok i
Y1
Proof mass
I 3
f [ ry
m /2
Yo mr —>
r Reference system 1
™
Inertial system 0

Figure 2.1: A proof mass located within a reference system that is ngpairbitrarily
with respect to an inertial system.

The inertial system in Fig. 2.1 is fixed or moving with a consteelocity. Newton'’s
second law for a patrticle in an inertial system,

SF =ma, (2.1)

states that a net forc8F acting on a particle with massa causes it to acceleratg,.
Here the subindexn refers to the proof mass in the inertial system. The proofsnas
which transforms the measured variable, i.e. the accedaranto force, is located within

a reference system. The vector expressing the locationegbrbof mass in the inertial
systemr,, is composed of a vector pointing to the origin of the refeeegygstenr, and

a vector pointing from the origin of the rotating referengstem to the proof mass,,.
The latter of the two terms can be constructured using thievestiors of the reference



29

systemi, j, andk, which change with time as a result of the rotation of therexfee
system, and proper scalar terms; to scale the unit vectors. The positigp can thus
be written as

T =Tr + Ty =Ty + 110 + 127 + 13k (2.2)

If the reference system is assumed to be both rotating amdnslational motion at the
rate and direction given b§ and dr, /dt, respectively, the velocity of the mass in the
inertial system can be written as

dr, _ dr; n Or

dt — dt ot
Here the first term is due to the velocity of the referenceesysthe second term to the
motion of the proof mass in the reference system:

+§ X T+ (2-3)

8m . d’f’l—, dTQ—, dTg—

ot ~dr' T ar Tan” 24)
whereas the last, third term is due to the rotation of theeefee system about its origin.
In order to find the acceleration of the proof mass in the iakeslystem, (2.3) must be

differentiated one more time with respect to time, giving

P P PTer s O A oo

U =~ :dt2+ BTe + 202 X 5 +EX7’mr+QXQXTW~ (2.5)
It is also interesting to find the acceleration of the proosmim the reference system,
which is simply given as

2 el 2 [e)
a—mz%:%—ig xﬁggr—%xm—Qxme, (2.6)
where (2.1) was used. The first term is due to the accelerafitre mass in the inertial
system,,, the second due to the acceleration of the reference systetime third is the
Coriolis acceleration, the fourth is the acceleration tm@as a result of the changing ro-
tation rate of the reference system (Euler acceleratiow)ilze last term is the centrifugal
acceleration. The significance of these terms in an aceaktey and gyroscope will be
examined next.

2.2 Capacitive inertial sensors

In capacitive inertial sensors, the position of the prooksmen the reference system is
measured by detecting a signal capacitance. The capazimfarmed between an elec-
trode attached to the proof mass and a fixed electrode attdohbe reference system.
Hence, a change in the distance between the electrodesvisrtamhto a change in the
capacitance.
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In general, the capacitive sensor element together witleldgatronic circuitry that mea-

sures the capacitance, can be designed for good dc respossaple structure, and
high sensitivity. The performance of the complete MEMS semrsn be optimized, for

example, for low power and cost [15], in battery-operatedudonomous consumer ap-
plications, or for a very high resolution and dynamic rarfgegxample, in seismic mea-
surements [16]. The challenge related to capacitive iated is the sensitivity to elec-
tromagnetic interference (EMI), because of the high impedaof the capacitive sense
nodes. This challenge is typically translated to the prolesign of the interface, in order
to prevent the cross-coupling of unwanted signals, andgmang, in order to shield the

element and the interface from external disturbances.

2.2.1 Accelerometer

The operation of an accelerometer can be derived using piheatymodel for a single-axis
accelerometer shown in Fig. 2.2, which is an ideal one-agegfdreedom (1-DoF) res-
onator. If the parameter of interest for the acceleromsténe translational acceleration
and motion only, it can be assumed that= dQ/dt = 0, when comparing Fig. 2.2 with
the system in Fig. 2.1. In practice, accelerometers candizee to detect translational
accelerations with respect to any combination of the x-,0y-z-axis and are referred
to as single-, two-, or three-axis accelerometers depgnatinthe number of axes mea-
sured. Three additional dimensions also exist for rotatiegion, and the detection of all
the components of angular acceleration, in addition tohalttanslational components,
would result in a six-axis accelerometer. For the equatiomation that will be intro-
duced next, a single-axis accelerometer is considerechéodétection of translational
acceleration only.

Reference system
1-DOF resonator

I_D X
L
Kk
x | M
— 0
proof mass
g
X

Figure 2.2: A linear 1-DoF resonator, which models a single-axis aosheter. The
variablez is the position of the proof mass in the reference system.
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The proof mass is anchored to the reference system, typicila compliant silicon
beam, modeled in Fig. 2.2 as a linear spring with spring @mét,. The spring force
F,,. = —xk, acting on the proof mass is dependent on the negative posiite proof
mass in the reference system. When comparing with the awetelsystem in Fig. 2.1,
this spacing corresponds to the position vegtgr. Since the resonator is a 1-DoF system,
i-Tmr is replaced bye. Similarly,: -7, andi - 7,, are expressed as andz,,, respectively.
Now the position of the proof mass in the inertial frame isegiasr,, = = + x,.

In addition to the spring force, a force component that ddpean the velocitylz /dt

of the proof mass is always present. This force componesigansible for the energy

lost in the resonator. The losses are due to, for examplesriablosses, anchor losses,
mode conversion losses, and, especially, viscous losgasally caused by any existing

air damping [7]. The losses are modeled in the resonatorgnZR as a dashpot damper
with linear dampingD,. The resulting damping force &, = —D,dx/dt.

The proof mass of the sensor element accelerates in theainkeame and hence the
corresponding force is equal to (2.1) ©F = md>z,,/dt?, and can be calculated using
(2.5). Now that the reference system is assumed to be inatarsal motion only, only
the first two terms in (2.5) are considered. Hence, the surhefdrces affecting the
proof mass can be written as

_Fs;m" - Fdamp+2F = Fe:pt

dx d*r  d’z, (2.7)
ky + —D, — = F.u.
x +dt +(dt2+dt2)m ¢

The termF,,; depicts the total external force affecting the proof masshd force gen-
erated as a result of the acceleration of the referencersysted®x, /dt* is expressed as
F; = —ma,, (2.7) can be rewritten as
2

Fnet = E + Feact = —ma, + Fext - ka + CCZZ_:;'DJ: + ddT;Em (28)
The minus sign can be imagined by assuming that the refessistem, for example a car
where the accelerometer is placed, starts to acceleratecaitstant acceleration in the
positive direction ofr. The inertia of the sensor proof mass resists the accelardiut
the spring force makes the proof mass follow the referenstery. The position of the
mass in the reference system, however, remains negatithes apring force compensates
for the inertial force caused by the acceleration.

External forcesF..,, typically affecting the proof mass in a capacitive sensatude the
electrostatic force, which is described in more detail iotlB& 2.3, and the mechanical
noise. Gravitation-induced forces can also be includefl.jp Thedensityof the noise-
inflicted force caused by thermal fluctuations [7], also mefe to asBrownian noisecan

be written as
Feq:t_n =V 4kBTD1’7 (29)
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wherefky is the Bolztmann’s constant afidthe absolute temperature. By settidg| =
F... », the equation can be solved for mechanical noise-equivata@leration,

VAkgT D,

m

Ay _n_dens = (210)
Hence, the effect of mechanical noise is most efficientlyiced by using a larger proof
mass, which is also a reason why Brownian noise is not an issuacroscopic systems.
In addition to the larger mass, the reduced damping alsvalbosmaller noise-equivalent
acceleration.

From the electronics design point of view, it is feasible totev(2.8) in the Laplace
domain. This allows the linear transfer function to be fodfrem the total force affecting
the proof mass to the displacement of the proof mass,

T 1

H = = ) 2.11
s (3) Foet  ky+ Dys+ms? (2.11)
The second-order equation can be written in a general form as
1 w?
H e U 2.12
s (s) ky wi + s+ 8 (2.12)

where the quality factor (Q-valu€) = wym/D, and the natural frequency, = +/k,./m.

2.2.2 Second-Order Transfer Function: Quality Factor

The quality factor is inversely proportional to the damparyd hence offers a way to
improve the inherent noise properties of the mechanicaha&®r. The increased Q-value
also means a stronger response of the system at the resdreaqency. Thus, when the
guality factor is increased, the dynamic behavior of themasor also changes. This is
depicted by the gain transfer function&zgs(jw)|, in Fig. 2.3 and corresponding phase
transfer functions/ Hrgs(jw), both plotted for a linear system, for which the Q-value is
changed. The step responses for the same linear systenoane shig. 2.5.

For a device where the signal band starts from dc, such asi@bgrcelerometer, the
increased quality factor increases the maximum gain oférecd considerably. Although
the signal band of interest can be limited below the resamfrequency, high out-of-band
gain can still result in problems with linearity and tolecarof high-frequency interferers
[7]. Itis also evident that reducing the quality factor essigely will result in reduced
bandwidth and increased noise. The same phenomena caneatdisérved in the time
domain in Fig. 2.5. Now the high Q-value results in very spd&caying ringing after
the step response, and for the lowest quality factor thérggts also slowed down. In
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Figure 2.3: The effect of quality factor). The gain transfer functions are plotted for
(2.12), whereyy = 1 rad/s, k, = 1 N/m ands = jw.
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Figure 2.4: The effect of quality factor). The phase transfer functions are plotted for
(2.12), whereyy = 1 rad/s, k, = 1 N/m ands = jw.
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Figure 2.5: The step responses plotted for (2.12), whege= 1 rad/s andk, = 1 N/m
and the quality facto€) has four different values.

fact the settling time, the time the system needs for sgttiinthe final value with a
predetermined precision, is at its minimum for a seconaosgstem with) = 0.5. For
this Q-value the system is said to betically damped Similarly, for Q-values> 0.5 the
system isunder-dampednd for Q-values< 0.5 over-damped
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2.2.3 Vibratory Gyroscope

A vibratory gyroscope measures the rotation of the refereystem about its sensitive
axis, or axes. Like accelerometers, a gyroscope can beedalb measure the rotation
about one, two, or three axes. The example system in Fig. @dels the operation of

a gyroscope which detects the rotation about the z-axis. réfegence system is now
rotating about the z-axis at rate . The inner mass of the system is capable of moving in
the xy-plane and forms a two-degree-of-freedom (2-DoF)mator.

Reference system

W= 1|
| Dy —L |
o § —[Ik— B -inner proof mass (2—-DoF resonator)
O|_ _m(\x_ X <%frame (1-DoF resonator)
sensei iiiiiiiiiiiiiiii -|. 77777777777777777777777777
B Dyy \—‘—1 Kyy my
O -

Figure 2.6: An ideal resonator system, which models a single-axisatdry gyroscope.
The massn, includes both the inner mass, and the mass of the frame;, 4.

The proof mass residing in the frame is free to move only inxtaerection with respect
to the frame, whereas the frame, together with the inner ngBmited to movement in
the y-direction. The corresponding damping and spring teonis for the two resonators
are labeled a®,, andk,, in the direction of the x-axis, anf,,, andk,, in the direction

of the y-axis. The proof mass of the inner resonatomis whereas the mass of the
y-axis resonatorn, comprises both the frame .4, andm,. As in the case of an
accelerometer, the x- and y-axes model the position of thefpnass in the reference
system. When comparing the 2-DoF resonator with the coatdisystem in Fig. 2.1,
x =i Ty andy = j - 7,.. The equation of motion for the 2-Dof system can be
expressed as [17, 18]

M R
Kyz Ky Y Dy, Dy, Uy 0 m, (y
_|iFnet_x:|
N Fnet_y ’

wherev, = dz/dt, v, = dy/dt, a, = dv,/dt anda, = dv,/dt. The forcesF,,.; , and
F,.. , comprise the inertial forcesF; , andF; ,, the proof masses experience as a result

(2.13)
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of the acceleration of the reference system and the extéonads, F.,, , and F.,; ,,

in the x- and y-directions respectively. The off-diagor&ttsk,,, k,,, D,,, andD,,
determine the magnitude ahisoelasticitywhich results from mechanical imperfections,
andnonproportional dampingn a gyroscope [18].

Ideally the off-diagonal terms are zero, in which case befonators behave like 1-DoF
systems and the transfer functions can be written in theection as

x 1 1 w2
Hris o(s) = = = 0d 2.14
s +(5) Foet o kuw + Duws +mys?  kyy wiy + 54s + 82 @19
and in the y-direction as
Hps () = — ! L (2.15)
s) = = = — . .
s Foety  hyy + Dyys +mys?  ky, wis + %5 + 52

The position, velocity, and acceleration in the y-directiathin the reference system are
the same for the inner mass and the frame. The position andmuaftthe frame in the
x-direction are zero. Now the frame is used for the deteatidhe Coriolis acceleration,
and the inertial force component in the y-directid,,, can be solved using (2.5). The
acceleration and force in the y-direction must be evaluatgmirately for the frame and
the inner mass, as some force components in the y-directiperd! on the motion in the
x-direction. The forceF; , = mya, — (J - @n)Mprame — (J - @m)m, can therefore be
expressed as
s, 5

F, = —mya, y — 2m,v, 0, — mxxﬁ + my,ys2s. (2.16)
In addition to the translational acceleration of the refegesysteny - d*7, /dt* = a, ,,
the rotation about the z-axis also contribute$tg through the inner mass. The Coriolis
force term being measured is in this case giver-28:,v,(),. The force is proportional
not only to the rotation rate of intereQt, but also to the velocity. Clearly the maximiza-
tion of the Coriolis force requires the maximization of thelacity, in this case in the
x-direction.

The resonator in Fig 2.6 is set to oscillate, driven, in thedtion of the x-axis and the
Coriolis force couples the vibration from the x-axis to thexis. We can now assume
that the position of the x-axis resonator

z(t) = Ay wesinwet, (2.17)

in which case the velocity
U5 (t) = Ay wewe cOS Wt (2.18)

In order to maintain a constant gain frdm to the Coriolis force

Fi y cor = —2myu,Q), = —2m,Q, Ay yew. cOs wit, (2.19)
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the amplitude of the velocity, ,.w. in the x-direction should be constant. As expressed
by (2.19), the Coriolis force appears as an amplitude-naaddisignal in a vibratory gy-
roscope. The Coriolis force is detected by the acceleramdieh the y-axis resonator
forms. Because of the characteristic functionalitiesyés®nator that is set to oscillate is
generally referred to as tlugive resonatoior primary resonatoywhereas the accelerom-
eter is referred to as theense resonatasr secondary resonator

The Coriolis force is clearly just one of the components @&f tet forcef,., ,, which
comprises all the inertial forces defined in (2.16), and rextieforces including gravi-
tation, electrostatic forces, and noise (2.9). All the &#ddal force components can be
considered as more or less significant perturbation teratsydnetheless should not sig-
nificantly affect the operation of the gyroscope. The efigctfor example, parasitic
translational vibrations can be attenuated by selectingfeigntly highw, to ensure that
the spurious components will not contribute to the outputhef gyroscope. The per-
turbation forces, however, can also become upconvertedéynbtion along the x-axis.
For example, the termm,z% = —m, A, . sinwt%E is proportional to the changing
rotation rate and to the position in the direction of x-axisl &ence appears at the drive

frequency [19].

When considering the potential perturbation terms, it$® @lear that the assumption of
non-zero off-diagonal terms in (2.13) is not justified. Altlyh the off-diagonal terms
are in fact non-zero, they are typically small enough in ottlat (2.14) and (2.15) are
valid with sufficient accuracy, and simply contribute to tes forcesrF,,.; , and F,.; .
Now that the sense resonator is sensitive along the y-ds@sidn-zero terms of interest
are those contributing té,,., ,. Using (2.13), (2.17), and (2.18), the force component
resulting from the off-diagonal terms can be written as

Foar y = —kysx — Dypvy = —kyo Ay wesinwet — Dyp Ay e, cOS wt. (2.20)

If the net forcel,., , in (2.15) is assumed to be composed of metely. , andF; , ..,
it can be written as

Fret y = —kyo Ay wesinwet — (2myQ, + Dy ) Ay wewe COS wet. (2.21)

Thek,,- andD,,-related parasitic force components or, in fact, any pacesgnal com-
ponents in a vibratory gyroscope, at the same frequencyeastiion along the driven
axis, can be separated into two groups,ithphaseandquadraturecomponents. The in-
phase components are, as the term implies, in phase withatheli€ signal, whereas the
guadrature components possess aftase difference when compared with the Coriolis
signal. Themechanical quadratutedefined byk,,, is typically the most significant con-
tributor to quadrature signals [20]. More information abpatential sources of parasitic
signals can be found in [17], while their effect on the semmdput is studied in [21].
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2.2.4 Resonance Frequencies and Operation of a Vibratory Gy  roscope

In a second-order system, which both the resonators in ataityr gyroscope also form,
the gain at the resonance frequency is directly proportitantoe Q-value of the system.
Hence, the drive resonator in a capacitive gyroscope, whermagnitude of the electro-
static force is limited, is typically set to oscillate at ttesonance frequency. = wy, and
the Q-value is increased by operating the sensor elementacwaum. If the mechanical
properties, rather than the available excitation force, laniting the oscillation ampli-
tude, the excitation at the resonance frequency allows amalrexcitation voltage in any
case and, therefore, reduced cross-coupling.

The design of the accelerometer, the sense resonator, dieparthe desired separation
of the resonance frequencies,; andw,, of the drive and sense resonators, respectively.
The operation of the gyroscope can be approximately dividiedthree regionswy,, <

Wos, Wod < Wos @NAwyg = wos-

Whenwy, < wys, the sense resonator operatemin-pass modevhere the gainis purely
determined by the spring constay,. The result can be obtained by setting jw <<

\ kyy/my in (2.15) and assuming that the system is underdamped. drrefion the
phase shift from the signal, i.e. the Coriolis force, to tispthcement is approximately
zero, as is the sensitivity of the gain to varying Q-value.

As wy, is reduced and approacheg;, but the conditionuy; < wq, is met, theresonance
gainis taken advantage of while the gyroscope is still operatirige low-pass mode. The
increase in gain, compared to operation in the regign< wy,, is equal tav?, / (w3, —
w?;), which is independent of the Q-value provided that it is leglough [22].

The third region corresponds mode-matched operatipwhere the two resonance fre-
guencies are equal. In this mode the high gain attained a¢fomance is taken advantage
of, as in the case of the drive resonator. If the resonaneesxactly matched, the gain is
higher by compared to operation in the modg; < wys. However, the gain is very sen-
sitive to even a slight mismatch between the resonancesiesxtlgd proportional to the
Q-value. In addition, in open loop the3d B-signal band is limited tay, /2/Q,. Because
of these characteristic features, when the focus is on pyysaode-match operation, ac-
tive mode matching can be used to tung to match withwy, and closed-loop operation
to increase the signal bandwidth and to reduce the semgitivihe Q-value [23]. At the
expense of a somewhat more complex interface, noise peafarens typically improved
because of the stronger capacitive signal in a mode-matgyredcope.

An example of the operating modes is depicted in Fig 2.7, ehe&o frequency bands of
600rad/s are plotted. The lower band (LP) corresponds to operatidovinpass mode
with a resonance gain of about 6, whereas the upper one (MNM@smonds to a mode-
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matched gyroscope. The gain and phase of the nominal trafusfetion, (2.15), are
plotted withw,s = 80 krad/s, @), = 100, andk,, = 1 N/m. The parameter variations are
marked in the figure. The absolute value of the gain is highéne mode-matched case.
However, the sensitivity of the gain is also high, making tise of an open-loop sensor
problematic.
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Figure 2.7: An example of varying sense resonator transfer functiome fivo regions
labeled LP and MM correspond to low-pass operation and nmeakehed operation, re-
spectively.

2.3 Capacitive Actuation and Detection of Position

Capacitive interfaces are immensely pervasive, and arediigformed between any two
isolated conductors. A capacitive interface can also bd tmeboth detection and actu-
ation. These features make capacitive interfaces versaitit also set challenges: care
must be taken that neither parasitic capacitive crossiocaupor undesired electrostatic
forces degrade the properties of the sensor.

The three main configurations for capacitive interfacesshmvn in Fig. 2.8. In the fig-
ure, as in general, a single signal capacitor can be splitdmat the static capacitancg,
which usually dominates the total capacitance value, amditinal capacitanc&C'. The
first interface configuration, the single variable capactwwn in Fig. 2.8 (a), is created
between a static electrode and a moving electrode attachibe proof mass of the res-
onator. When a second static electrode is added to form adeapacitor, in such a way
that the sensitivity of the capacitance to the proof masgiposs opposite compared to
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the first capacitor, the differential half-bridge shown ig.F2.8 (b) is obtained. The dif-

ferential full-bridge shown in Fig. 2.8 (c) requires fouoliated electrodes, two of which
lie in the moving structure. In addition to making possilble tapacitive detection of po-
sition, each of the signal capacitors exerts an electiogtate on the moving electrode,
thus influencing the properties of the underlying massagpsystem. The electrostatic
forces and the properties of the position-to-capacitanogearsion will be studied in the

next section.

a) b)_u C)
% Cs T Csl m
——o Z o o Z
_CSZ sl ~

C.=C,=C,—AC | &* Cs2
C,=Cy+AC

Figure 2.8 Different configurations for capacitive interfaces: a)gée capacitor, b) ca-
pacitive half-bridge, and c) capacitive full-bridge.

2.3.1 Structure and Properties of Capacitive Interfaces

A parallel plate capacitor has high sensitivity from a cheingthe spacing between the
capacitor plates to a change in the capacitance value. fbinelieis commonly used for
the detection of position (displacement) in capacitivesses. The structure of a parallel
plate capacitor is depicted in Fig. 2.9. The moving plate, ribtor, is attached to the
seismic element of the sensor, whereas the other platetatoe, ss stationary. The area
of the plates is defined a4 = hw, and the nominal spacing between the platgs,
changes as a function of the external signal that is applied.variabler corresponds to
the change in the gap. The plates of the capacitor are usggdbrated by air or a vacuum,
while the permittivity of a vacuumy,, can also be used to approximate the permittivity
of air. When a voltagé’ is applied across the capacitOr, the amount of energy stored
in the capacitor is equal to

cVv2: vQ  @?

5 5 ~ 20 (2.22)

B, =
where
Cs = e0A/(xg — ) (2.23)

andq is the charge of the capacitor. The effect of fringing fieklggnored. A non-zero
voltage causes an electrostatic force, which attractslt#tegof the capacitor. The force,
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Figure 2.9: A parallel plate capacitor.

also marked in Fig. 2.9, is defined as

dEtot

dx
_ dEC _ EoA V27
dr  2(xg —x)?

Fes:

(2.24)

which is attained, as the total energy in the capacitor bgasystem¢ E;;, is reduced by
the same amount of energyF., as is fed to the capacitor [7]. When the displacement
(position)x is obtained from the mass-spring-damper system in Fig.véhith depicts
the structure of a sensor element (resonator), the dynarhibe resulting system can be
expressed by rewriting (2.8) as

m——+ D,— + k,x = F; + F,, (2.25)

wheref,, is assumed to be the only componenfpf;. By substituting (2.24) into (2.25),
x becomes a non-linear function of the forEe Whenx < x, (2.25) can be linearized
and written as,

(dr)? dx €A 5 €A 5

D,— k, — —=V =F+—=V- 2.26
e * dt * T3 v * 222 ( )
The term—e, AV? /23 = k. is the electric or electrostatic spring constant, whichdmsv
the total spring constant. The effect is knowretectrostatic spring softening

Pull-in is an extreme phenomenon related to electrostatic foradsinRoccurs when the
electrostatic force in (2.25) increases more rapidly asnatfan of z than the restoring
spring force. A characteristic parameter, the pull-in &#, can be calculated for the
system. At voltages higher that the pull-in voltage theexystannot reach a stable value
of displacement, except after collision with the statorll-fucan also be considered as
a value ofz, at which the spring constant, + k. turns negative and causes the total
spring force to change its sign. Theoretically, for any zene bias voltage a possibility
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of instability resulting from pull-in exists as approaches,. Any non-zero forcer; in
(2.25), for example resulting from acceleration, will &tféhe position of the proof mass.
A change in the position, i.e in the distance between the iotd stator, also denotes a
different pull-in voltage. In fact the correlation betwettre pull-in characteristics and
external acceleration has been utilized to design an acce&ter in [24].

In gyroscopes, especially in those operating in the lowspagion, the motion of the
sense resonator is practically small enough for the apprationz < x, to be valid. On
the one hand, in accelerometers the maximum value cdn be large enough to cause
non-linearity. The problem can be relieved by utilize@nstant chargéiasing orcharge
controlin order to maintain constant charge [25].

When the chargé) of the sensor capacitance is kept constant, the eleclio&iate can
be rewritten as

o dlﬂvt___ dﬁ% - 2Zo — T o 622
Fea = de dr d <Q 2¢pA )/dz 2 A’ (2.27)

which is attained as, with an ideal charge source, the totaigy £,,; is equal to the
energy in the capacitaf,. By substituting (2.27) in (2.25); remains a linear function
of the external forcd’;, and hence, electrostatic forces will not affect non-litgaeven
in the presence of large displacements.

In order to be able to create a constant charge in the sengacita(s), discrete-time
circuits are needed. For example, two different switchaplacitor circuits for constant
charge operation will be introduced in Sections 3.1.7 addB3.

The non-linearity resulting from electrostatic forces @so be reduced by means of
mechanical design. A comb transducer is shown in Fig. 2.0 (ihree of N parallel
capacitors are shown). A typical comb structure, such asithgig. 2.10, is able to
generate a lateral position-independent force, and is camhnreferred to as a comb
actuator or comb drive.

The capacitance for the comb structure, when parasiticsfiaté ignored, can be ex-
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Figure 2.10: A comb capacitor.
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pressed as

0, = NPT W) (2.28)

Zo
The variablex corresponds to a change in the overlap of the capacitor Bngéh a
nominal value ofuvy, h is the height of the fingers, ang the constant spacing between the
fingers. Now, both the gainlC;/dz, from position to capacitance, and the electrostatic
force
F.,= @Vz (2.29)
2370

are independent of the variabie when voltagel” is applied across the capacitor. The
comb actuation and detection are therefore applicable forastructures with a large
amplitude of motion. On the other hand, the position-inaeleat gain is achieved at the
expense of a smallelC,/dx per area unit when compared with the parallel plate capac-
itor. A further comparison between comb and parallel platectures for the arbitrary
amplitude of motion is presented in [26], with the focus oa tletailed modeling of the

parallel plate detection.

Electrostatic forces are clearly not the only source of hiogarity in the sensor element.
In addition to the non-linear force-to-displacement cosian, where the electrostatic
forces are the source of non-linearity, the distortion fedted within the sensor element
by the position-to-capacitance conversion. Although theacitance of a lateral comb
structure is theoretically linearly dependent on the @dispient: (see (2.28)), the paral-
lel plate capacitor allows a linear gaild’; /dx only if z < . With this approximation
valid, the gain can be written as

Gro = dC, /dz ~ % (2.30)
T
for a single parallel plate capacitor. Similarly, for a cooapacitor
Gy = dC Jdz = NI (2.31)
Lo

where, theoretically, no approximation is required. Usihgse gain terms, the signal
capacitance in Fig. 2.8 can be expressed as a linear furaftjposition, AC' = Gpox.

When the condition: < z, is not met AC becomes a non-linear function of positionin a
parallel plate capacitor, as (2.23) indicates. Howeverlittearity can be improved by us-
ing a differential configuration, either a half-bridge oliforidge (see Fig. 2.8), in which
case the even-order harmonic components of the capadgival svill be suppressed. The
non-linearity of the position-to-capacitance transdwear be further reduced, or theoret-
ically eliminated in a differential parallel plate transgw, by usingatiometricdetection.

The systems with ratiometric output usually refer to thepativoltage being proportional
to the supply voltage. However, the term is also used to tefdéne detection of capaci-
tances. In ratiometric detection, instead of the absolateevof the capacitive signal of
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interest being detected, the ratio between the differeatid the common-mode capaci-
tance is read. For example, if the interface electronica fdifferential half-bridge sensor
is designed to implement a ratiometric readout, the analdgud signal of the sensor is
of the form

Cq —Cy
sensor_output = Vdetﬁ, (2.32)
which is equal toV ,z/z9 when Cyi(z) = Cyp(—2x) = (2.23), or equal toVx/wy
whenCy () = Cyp(—z) = (2.28). Thus, the analog output is directly proportional

to both the detection voltagg,.; and the position:, even in the case of parallel plate
sensor capacitors. However, the non-linearity is not fadipceled, if the sensor includes
a torsional (tilting) sensor element (sketched in Fig. B[28]. Even with a torsional
element, the ratiometric detection allows the linearityp&oimproved by roughly 1aB
compared to the detection of the absolute differential citipa signal.

2.4 Other Types of Inertial Microsensors

Capacitive sensors represent one method to detect thd signterest; however, several
other transduction mechanisms can be utilized as well. Mdilye sensor elements are
based on a similar structure, where the proof mass is atldoltee reference system via
compliant beams, as depicted in Fig. 2.11 for an acceleemmdte differences often
result from different methods for the detection of the prowss position, and in Fig.
2.11 (a) the already familiar method of capacitive detecisshown for comparison.
The applicability of a certain type of inertial sensor foreatain application depends on
many characteristic features of the sensor. Typical featunclude, for example, cost and
performance-related parameters, while performance ibfiggavia parameters such as
resolution, full-scale signal range, stability of offsatiagain, non-linearity, shock and in-
terference tolerance and supply current consumptionetzifit types of sensors typically
have different strengths and weaknesses depending orattseltrction mechanism; some
of these will be introduced next to allow a rough compariszs].|

2.4.1 Microaccelerometers

A piezoresistive acceleromet@ras introduced as early as in 1979 [29] and is still a
widespread and vastly utilized type of an accelerometee flihctionality of a piezore-
sistive microaccelerometer is depicted in Fig. 2.11 (b)ekelpiezoresistors are realized
using material exhibiting high piezoresistivity, e.g.ih. The acceleration induces a
shift in the position of the proof mass, which further chamtiee stress, especially in the
spring structure and attached piezoresistor. The strelkged change in resistance is
detected in order to resolve the effective acceleratiore &dse of realizing a compact
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piezoresistive sensor element and detecting a resisgwalsare the important benefits of
piezoresistive accelerometers. The detection of resisgmowever, consumes dc supply
current, making a piezoresistive accelerometer less aption ultra-low-power applica-
tions. In addition, the noise of the signal resistors canigeificant compared to the
actual resistive signal, making it difficult to attain uliav-noise performance. [7]

a) Fixe\d support b) Fixed support

Proof mass Piez*oresistor Proof mass
4

y

4 A
Spring Motion Spring Motion
Variable capacitance
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Proo&mass Spring Proof mass
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. !
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Figure 2.11: lllustration of the detection of motion in a) capacitivg,dezoresistive, c)
piezoelectric, and d) tunneling accelerometers. The fixggbart is in the same coordi-
nate system as the reference system whose acceleratiangstheasured.

Piezoelectric accelerometease able to self-generate a charge that is dependent os.stres
An illustration of a microsystem for the generation of aecation-dependent stress is
shown in Fig. 2.11 (c). For example, films of piezoelectrictenal, e.g. aluminum
nitride (AIN), can be processed at a location where the marinacceleration-induced
stress is attained. Although piezoelectric microaccetaters are self-generating, the
change in the charge, i.e. the signal current, is propatitm the magnitude of the
change in the stress, i.e. in the acceleration, and is eskgatero at dc. Hence, piezo-
electric accelerometers cannot measure dc accelerattbtharsignal current is limited
in microscale at low frequencies [30, 7]. On the other hahd,lbw-noise signal detec-
tion and low power consumption make piezoelectric positietection more attractive
for macroscopic accelerometers and for applications whahg ac signals need to be
detected, such as vibratory gyroscopes.

Tunneling Accelerometei@e a class of accelerometers capable of reaching very high
resolutions. The structure of a tunneling acceleromets (d) in Fig. 2.11) resembles
a traditional, for example, capacitive sensor, where tstadce between the proof mass
and a static electrode is measured. In a tunneling accetgeonhowever, the distance
between a tunneling tip, positioned on one of the electroaded the counter electrode
is maintained at roughly 18, small enough to allow a tunneling current in the order
of a nanoampere to flow [31]. For proper accelerometer ojperahe position must be
maintained with the precision of an angstrom because of xtherential ratio between
the tunneling current and the distance between the tworeties. Hence, tunneling ac-
celerometers always operate in a closed loop. In fact, thye houst be very fast in order
for the sensor to tolerate ac accelerations, and, for exanp[31], the full-scale accel-
eration is only about ing, although the noise floor is as low as 2€/+/Hz. In addition,
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when the feedback force is attained using electrostatiplony the required feedback
voltage is commonly tens of volts. On the other hand, whesens considered, tunnel-
ing accelerometers are very resistant to the noise of tlwtreiecs because of the very
high sensitivity of a tunneling element. This also means the mechanical noise, to-
gether with tunneling-related noise, typically limits theise performance of the sensor.
The very high sensitivity of the tunneling current also nmeakee tunneling accelerome-
ter very sensitive to even the slightest changes in the tunghsurfaces, increasing the
variation of offset considerably.

Thermal accelerometerare based on thermal transduction. In one of the first thermal
accelerometers [32] a proof mass was suspended betweeigtd/electrodes — a struc-
ture similar to that in some capacitive accelerometergeéusof capacitive detection of
the motion in the proof mass, the rigid electrodes werezedlto function as heat sinks
where thermopiles were used to detect the temperature. ferheas attached to the
proof mass, creating an acceleration- and position-depertkat transfer. The differ-
ence in the amount of heat transferred resulted in a temperdtfference between the
heat sinks. The temperature difference was measured usernpérmopiles. The next-
generation thermal accelerometer [33] was realized withalinl proof mass. Instead of
a moving proof mass, the acceleration-dependent heaféranas now attained by al-
lowing a heater element to create a small hot air bubble. dJsw temperature sensors,
located symmetrically beside the heater, allowed the ecagbn-dependent change in
the free convection of the air bubble to be detected. In gérnleermal accelerometers
have greater tolerance to external disturbances, sucheasahagnetic interferences.
However, they tend to consume a moderately large amountveéiploecause of the heat-
ing element, despite the fact that the device is sealed orclkapa level to isolate the
accelerometer from the external air flow.

Like thermal accelerometersptical accelerometeraim for improved EMI tolerance.
High resolutions can also be achieved and both open- andd:lo®p designs are possi-
ble. In optical accelerometers a proof mass is anchoredigpcaframe via a suspension
and, as in capacitive or piezoresistive accelerometedisjgaced as a result of acceler-
ation. The resulting displacement is detected. In an iategroptical accelerometer the
detection is performed by allowing the proof mass motionffeca the intensity of the
light detected. In [34] the light source is realized as arlasea gallium arsenide chip.
The photodiodes that are used for the detection of light meelacated on the same die.
The photocurrent that results from the motion of a bulk sili@ccelerometer is measured
using an off-chip transimpedance amplifier, which allowes dlsceleration to be resolved
with a noise floor of 25:g/+/Hz. With only the interface electronics missing, the imple-
mentation approaches the level of maximum integration thii+ohip optical sensor can
achieve.

Resonant accelerometease basically oscillators, where a micromachined resaoriato
operated in a closed loop in such a way that the resonanaesiney defines the oscilla-
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tion frequency. The sensitivity to acceleration arisehasésonance frequency changes
as a result of external acceleration. The motivation to ldgveesonant accelerometers
has been an improved tolerance to EMI and the possibilityrettidigital output, while
high performance should also be attainable. The challengesbnance accelerometers is
the small signal, at a maximum about 1089/ g, whereas more typically the sensitivity
is below 100Hz/g. In a recent resonant accelerometer in [35], where a twp-®blution

is adapted and capacitive detection and actuation is usshsitivity of about 1001z/¢

or 1000ppm in the relative frequency shift resulting fromglacceleration is achieved.
In order to be able to detect the small signal with high acoyrthe amplitude of the
oscillation must be well controlled. Precise amplitudetooinsuch as the one proposed
in [35], is important in order for the non-linear behaviortbé resonator not to diminish
the sensor performance. In addition, the frequency shidjpced by acceleration, is also
challenging to detect. A phase-locked loop (PLL) can be dgethe frequency demod-
ulation, but the accuracy requirements for the PLL becomegsnt. In addition, digital
interfacing by calculating the length of the clock periodseaived from the oscillator can
require a stable clock at a frequency well above megahezpl& counting of the peri-
ods received from the oscillator can easily limit the atile signal bandwidth. Hence,
the design of the interface electronics for a resonant aonmeleter poses a challenge.

The actual micromechanical structure that defines the pnasf, suspension, and means
of detecting the position varies significantly, dependinglee fabrication technology and
properties of the accelerometer, but also on the operdtwimeiple. More details about
the mechanical design can be found, for example, in [28].

2.4.2 Microgyroscopes

Most of the MEMS gyroscopes are based on the detection ob{o&cceleration. The
mechanical sensor element can, for example, be based orathigonally used tuning
fork structure that is illustrated in Fig. 2.12, but otherainanical structures have also
been used to realize a vibratory gyroscope [28, 36]. Thentufork can still be used
to depict the operation, also sketched in Fig. 2.12, whesetwlo tines of the fork are
forced into oscillation, driven in the direction of one axi®otation about the axis perpen-
dicular to the driven axis couples the oscillation in theediron of the third, sense, axis.
Like in the case of accelerometers, the capacitive sensithgg&Coriolis acceleration and
generation of the drive mode oscillations is just one wayetdize a microgyroscope.

The dual nature of piezoelectric interfaces, similarly apacitive interfaces, makes pos-
sible both a self-generated detection current and actuatith zero static current con-
sumption. A piezoelectric interface can, for example, beus attain a higher excitation
force for the driven resonator, compared with the use of aatedstatic force, and it re-
quires no dc bias. For example, in the tuning fork gyroscop@7], a monolithic lead
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Figure 2.12: Typical functionality of a tuning fork gyroscope.

zirconate titanate (PZT) structure is proposed to replaedraditionally used quartz, be-
cause of its stronger piezoelectric properties, which aaengially result in a gyroscope
with a higher performance. The measured resolution of ab®ir /s/+/Hz in [37] was,
however, lower than expected. As an ultimate applicatio@ piezoelectric phenomenon
can be utilized to implement the gyroscope in a simple sobds$r[36], which deforms
in oscillatory fashion and realizes the sensitivity to thariGlis force. The omission of
the suspension structures or mechanical parts increasésléinance of the gyroscope to
high mechanical shocks.

The piezoresistive detection of sense motion has also hgged, thanks to the sim-
ple device fabrication and ease of detecting the resistygats For example, in [38]

the piezoresistive sense is combined with an electromegdeve to form a vibratory

gyroscope. However, the detection of the already minutéoi®force using piezoresis-
tive detection results in a noisy output signal. In additsimilarly to accelerometers, in
gyroscopes too piezoresistors exhibit strong temperatmsitivity.

Tunneling offers an additional alternative for the detattof the sense motion induced
by the Coriolis force. The method has been studied, for exarrp[39], where the initial
performance tests demonstrate a noise floor of/27+/Hz, which could be reduced to
the level of the Brownian noise floorr3h //Hz. The properties of a tunneling gyroscope
are similar to those in tunneling accelerometers, and, xamgple, closed-loop sense
operation is basically mandatory to make possible a coh&taneling current.

Micromachinedotational gyroscopesare the microsized versions of traditional macro-
scopic gyroscopes, which are based on the conservatiore @rthular momentum of a
spinning wheel, or rotor. The operating principle is notitgtly applied in MEMS gy-
roscopes, simply because of the difficulty of micromactgnine required mechanical
components, e.g. the bearings. However, a rotating gypescan be realized by levi-
tating the rotating wheel. For example, a capacitive mi@oinmed rotational gyroscope
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is reported in [40], where altogether five closed contropare utilized to realize the
levitating effect. The control loops also provide the outfmr the sensor, as the feed-
backs nullify all the transitions of the spinning rotor. Tlegitation control structure for
a single spinning rotor is able to detect angular velocityudtwo axes and translational
acceleration about three axes. No IC implementation of idjelyrcomplex interface cir-
cuitry was shown in [40]. Other methods for realizing letiitg microgyroscopes have
also been reported [36].

Other types of gyroscopes also exist that aim for miniatatizize and often utilize mi-
cromachining for the realization of small mechanical sinues. The Coriolis effect is uti-
lized in a convective gyroscope, where the angular ratetectled by observing changes
in the direction of the gas flow. The traditional macroscayptical gyroscopes, capable
of achieving high performance, are based on the Sagnad.efecrogyroscopes based
on the same effect have been researched, for example, hy asiical MEMS technol-
ogy. Further information on these and also other types ofathirized gyroscopes can be
found in [36].

2.5 Fabrication of Microsystems

The mass production of microstructures, e.g. sensorssreh batch fabrication, which is
illustrated in Fig. 2.13. In batch fabrication thousandsnalividual microstructures can
be formed simultaneously on a common substrate that isalfpia silicon wafer. The
techniques involved in creating microstructures includpasiting materials on the wafer
and patterning the wafer or the deposited layers by phbtmitaphy and etching. After
the microstructures are complete, the wafer is diced anseaparated microstructures are
packaged, often together with the interface electronitiseeas a separate die or on the
same chip. The microfabrication techniques can be dividexsurface micromachining
andbulk micromachiningwhich are briefly reviewed next [7].

Microstructure

Figure 2.13: lllustration of batch fabrication.

2.5.1 Surface Micromachining

In surface micromachining [41] the mechanical microstuues are formed by depositing
and patterning thin films on a substrate, often a silicon waf@e films that are grown
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can be categorized as sacrificial layers that will be remad structural layers that
define the actual microstructures. An illustration of a sxcfor creating surface mi-
cromachined devices is shown in Fig. 2.14. The processargsdby depositing a layer
of sacrificial material (b), such as silicon dioxide, on asudite wafer (a). The layer is
patterned and etched (c). A structural layer, such as piglgsj is deposited on the sacri-
ficial layer (d), and patterned and etched (e) to form therddsnicrostructures. Finally,

the microstructures are released (f) by etching away thairéng sacrificial layer that

is accessed via the edges and holes in the structural layse dbmplex devices can be
created by increasing the number of structural layers. aarmicromachining can be
used to implement membranes and interdigitated structhedsare commonly used to
create, for example, inertial sensors with a capacitiverfate.

a) b) C)

Structural layer
Substrate wafer
Sacrificial layer

d) e) f)

Figure 2.14: lllustration of process steps for realizing surface-minachined devices.

The microdevices formed by depositing films are typicallynthess than Sum thick,
reducing the total mass of the microdevices. For exampbetial sensors, where the
proof mass is in the order of micrograms, are prone to mechhnbise. On the other
hand surface micromachining can be combined with the psing®f integrated circuits,
which allows MEMS to be created on a single chip. The systevetlintegration allows
considerably smaller parasitic capacitances caused byt&eonnections between the
electronics and the mechanics, resulting in improved nméstormance.

2.5.2 Bulk Micromachining

Bulk micromachining covers the techniques where a largeusatnaf material is removed
from the substrate and the device is part of the substratia tis definition, the (silicon-
on-insulator) SOI-based micromachining techniques cam la¢ included under the bulk
MEMS category. In an SOI wafer two silicon wafers with thielsses of a few tens of
microns and several hundred microns are bonded with sitieaxide (typically 1-2um)
between them.

Bulk micromachining involves different etching technigue shape an existing substrate,
typically silicon. The key element in etching is the etclsanthich can be divided into



50

wet and dry etchants. A wet etchant refers to the use of adigoiution, whereas dry
etchants are in the form of a vapor or plasma. The regionssexpto the etchants are
defined using masking layers, such as silicon dioxide arailnitride, which are resistant
to etching. The characteristics, including the etch ratdQS compatibility, and price,

depend on the etching technique used [42].

The ready bulk micromachined structure can be as thick as/tinde structural or sub-
strate wafer, i.e. several hundred micrometers, as in thepbe in Fig. 2.15, where
two cover wafers are bonded on both sides of the device, iardadform a capacitive
parallel plate interface and, for example, allow the deticeperate in a vacuum. Bulk
MEMS devices such as accelerometers can be designed to tange groof mass and
therefore low mechanical noise. However, as the bulk MEM&c#s often include sep-
arate dies for the electronics and the mechanical devibes)ecessary interconnecting
wires, bonding pads, and especially, any existing praia@gainst electrostatic discharge
(ESD) between the IC and the sensor element can considerabase the amount of
parasitic capacitance and noise.

Electrodes

- Cover wafer
@) - structural wafer
- Cover wafer

Figure 2.15: lllustration of a bulk micromachined structure, an acamieeter, that is
encapsulated using two cover wafers.

2.6 Discussion

Micromachined accelerometers measure acceleration iditbetion of up to six axes
and, because of their overall dimensions, which are tylyibéeds than a few millimeters,
these sensors have quickly found their way into consumelicapipns, where they are
used to detect, for example, free fall or orientation. Gleiarthese example applications
the lowest performance suffices. On the other hand, comp&di$accelerometers
have already met or even exceeded the performance of, fon@gageophones, which
are precise measuring instruments used as seismometers.

The properties of accelerometers are different, depenointhe type of accelerometer.
Thermal and optical accelerometers are more robust agdétttomagnetic interference,
and piezoresistive ones are small and easy to manufactusrdtairly noisy, whereas
tunneling accelerometers can reach an extremely good peré@mance. In capacitive
microaccelerometers the power consumption and often héspérformance are limited
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Table 2.1: Examples of published state of the art capacitive micrel@cometers.

Reference [43] [15] [16] [44] [
Published 2004 2009 2004 2005 2009
Sensor surface bulk bulk bulk
element MEMS MEMS MEMS i MEMS
Interface analog open-loop closed-loop closed-loop | analog
type open-loop| directAY digital or analog| mixed-signal| closed-loop
readout readout interface AY interface| interface
Supply V) 5 1.2 +6 3.3 5712
current mA) || 6 0.021 12 0.8 15/0.9
power (mW) (| 30 0.025 144 2.6 86
Noise floor 0.05 1.1 (x), 1.1 (y),| 0.0003 0.09 ~ 0.0003
(mg/+v/Hz) ' 0.9(2) (analog) (estimated) | (average)
Signal
band {1z) 2000 1 5000 50 300
Full-scale
signal-(g) 6 4 3 10 15

by the electronic interface so they can be designed to bereidry low-power or, on the
other hand, very high-performance devices. The requir¢srfen the sensor, therefore,
translate not just to the specifications for the element lsat @ those for the electronic
interface, which forms the main topic of this thesis.

As the interface electronics often reflects the performanftiee sensor, a few state-of-the-
art accelerometer designs with integrated interface releicts are included in Table 2.1.
It can be noticed that most of the low-noise acceleromettlizeubulk micromachined
sensor elements as a result of the fact that surface-miattmed structures typically
do not generate an equally high capacitive signal. The p@assumption and supply
voltage are also tied to the noise performance and, as cagebeft®om [15], they can be
traded for lower speed and accuracy. The accelerometegrdisit is part of this thesis,
[I], is capable of nearly the same performance as even {#idiJe details of the topology,
which has not been previously used to attain an equal pedace) are presented in [I-
IV].

Gyroscopes, on the other hand, are used to measure rotatomn @p to three axes. A
single-axis gyroscope comprises a driven resonator wisigdei into motion about one
axis and a sense resonator that is coupled to the drive nespwaich is sensitive in the
direction of an axis orthogonal to the driven axis. The C@ifmrce, caused by rotation
about the axis orthogonal to both axes of the resonatorqleswibration between the
two axes. Inherently low-noise capacitive interfaces dileed both to enforce precise
oscillation of the drive resonator and to detect the minutéion of the sense resonator in
order to resolve the angular rate. Other methods also exattdin the proper function-
ality of a vibratory gyroscope, for example, piezoelecteadout and actuation, piezore-
sistive readout, which, however, is usually too noisy, amuheling-based readout. As the
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Table 2.2: Examples of published state of the art capacitive microggopes.

Reference [47] [23] [46] [45] V]
Published 2002 2008 2009 2009 2009
Sensor surface ) ) SOl bulk
element MEMS MEMS MEMS
Active . No Yes No Yes No
mode matching
Sense analog closed-loop | closed-loop | analog pseudo-continuous-
interface open-loop| mixed-signal| AY. interface| open-loop| time analog
type readout AY interface readout readout
Supply V) 5 3.3/12 5/18 3/40 3

current (nA) || 6 -/ - 0.25/0.1 2/- 1.8

power mW) || 30 1 3 - 5.4
Noise floor 0.015(x)/

0.05 0.004 0.025 0.00006

(°/s/vHz) 0.041 (y)
Signal
band {iz) 1000 50 >100 1 300
Full-scale
signal+(° /s) 150 - >1100 - 300

electronics also plays an important role in gyroscopeswastate-of-the-art gyroscope
designs with integrated interface electronics are inaudeTable 2.2. As can be seen
in the table, matching the resonance frequencies in thesggpe effectively increases
the noise performance. Active mode matching typicallywad@ higher capacitive sig-
nal from the sense resonator, which is because even a slightatcth in the resonance
frequencies will reduce the gain attained by taking adwgt the high Q-value of the
sense resonator. Increased bandwidth and dynamic randeecaitained by utilizing a
closed-loop interface for the sense resonator with actisdearmatching. For [V], how-
ever, the design goal was not just the good noise performaretw power consumption
as in, for example, [45]. Instead, the interface was op#ahifor performance and low
power, but most of all for compact design with, ideally, ndegral components. In this
case, a gyroscope that operates in low-pass mode and albowsact open-loop readout
techniques to be used was utilized for the design. The magdchip area was achieved
by introducing a new low-noise readout technique, whildhatdame time fully integrat-
ing the PLL and the high-voltage circuits, which, as indechby the voltage require-
ments, are missing in [23], [46], and [45]. All the circuitolcks of the implementation
are presented in [V-IX]. In fact, the two-axis gyroscopehatite complete updated and
redesigned interface chip with an area of 432 is presented by the author et al. in [13].
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3 Interface Circuits for Capacitive Sensors

When the functionality of a microaccelerometer is compavitd a microgyroscope from
the signal detection viewpoint, the accelerometer outingtsapacitive signal at the same
frequency as the input acceleration. On the other hand, ilbbratery microgyroscope the
capacitive signal corresponds to the amplitude-modulateghlar velocity information.
Hence, in accelerometers, a dc input acceleration bringk #odc shift in the sensor
capacitances, which cannot be detected using dc voltagbdaradout. Unlike in ac-
celerometers, in vibratory gyroscopes a constant inputlangate generates a capacitive
signal at the carrier frequency, which allows a finite signakrent even with a mere dc
voltage across the sensor capacitors. This feature, ancbtisderably smaller capac-
itive signal of a microgyroscope form the main differencesa®en the readouts of the
two types of capacitive sensors. As the Coriolis accelenati a vibratory gyroscope and
linear acceleration in an accelerometer are detected asaagnmon structure, which is
basically a microresonator, the typical signal bands @fregt can also be examined in the
frequency domain. The transfer function (TF) of gain of a4Qwesonator is shown in
Fig. 3.1 and represents the gain from the input force, indbgeeither linear acceleration
or Coriolis acceleration, to the output capacitance. Theaiband of the gyroscope is
modulated at the carrier frequency and hence is shifted &waythe very low frequen-
cies.

— Typical signal bands
%TAccelerometer Gyroscope
L
g
-0 log(Frequency)

Figure 3.1: A transfer function of gain from force to capacitandé.( ) and typical
signal bands of interest.

The front-end electronics are often alike for acceleronsea@d gyroscopes. Both sensor
types can be operated either in open- or closed-loop coatfignrusing the same struc-

tures, but with distinctive features related to the typessisor being interfaced with. The

different types of interface circuits for capacitive aeremeters and gyroscopes will be
studied in this section.
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3.1 Capacitive Open-Loop Readout

A block diagram of a capacitive open-loop sensor is shownign B.2. The external
observed signal, e.g. acceleration, is converted to foitle gain G, which is equal

to the inertial mass of the sensor, i.€.= m. The force domain signal traverses the
resonator (the TF of the resonatofig ), and is transformed into position. The position
is converted to capacitance with géia, (see Section 2.3 for details), and the capacitance
is detected by the electronic interface (the TF of the reatholi z) and transformed to
an easily accessible format such as a voltage or digital wbiné total transfer function
from the external signal of interest to the sensor outputlcas be written as

Hg = GrHrGroHpggs. (3.1)

Signal H N H Signal
in < G> | RES | | é; 5 R - out
= : ! c !
g T g 5128 S
= = Q
o) o ) ] =
S = g 8 S
@®© o
T

MECHANICAL SENSOR ELEMENT ||[ELECTRONIC INTERFACE

Figure 3.2: Block diagram of an open-loop sensor also depicting thenrsagnal do-
mains.

An open-loop system can only be designed to be as good as tis¢ @ement of the
system, if it is assumed that complex calibration and ctioraenethods are not utilized.
Hence, for example, improving the design of the electromidsonly help up to the

level that is reached by the sensor element with fixed desmgthis case, for example,
the bandwidth of the element will limit the signal bandwidththe open-loop readout.
Additional element-related parameters, such as linedhgy full-scale signal range, or
high Q resonances, cannot be controlled in an open-loopgroation either. On the

other hand, a simple and often low-noise readout circuibhéssignificant benefit of an
open-loop sensor.

Open-loop readouts can be performed using either contsitime (CT) or discrete-time

techniques (DT) with either analog or direct digital outplLite circuit techniques for the
readout will be introduced next.
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3.1.1 Continuous-Time Detection of Capacitive Signals

Before the sensor output can be transformed into voltagesnaydligital information, the
signal capacitance is converted into a charge. To be mongspréhe actual quantity of
interest is the moving charge, i.e. the current, which ighter converted into voltage by
the front-end electronics attached to the sensing elerméwtprocedure for creating the
signal current is depicted in Fig. 3.3, where the sensorehtms modeled using a single
variable capacitof’;. In the case of Fig. 3.3 (a) the detection voltagg is assumed to

a) Vdet b) Vdet_ac
VO VO
ch g ch g

S S

Figure 3.3: The use of (a) dc and (b) ac detection voltage for transfogrttie capacitive
signal into charge/current.

be constant, or time-independent, which allows a non-zgrascurrent

d dC,
_de_y, dC (3.2)

I, =
dt dt

only if C, is time-dependent. This assumption is valid in vibratoryoggopes, where
the constant/;.; can be used for detection. The detection using the consdaht/.,
can also be referred to aate-of-changer velocity measuremenin accelerometer§’;
settles to a new constant value when dc acceleration iseah@nd hence (3.2) would
give zero current for Fig. 3.3 (a). Ify is replaced with an ac detection voltage; .
as in Fig. 3.3 (b), the signal current can be written as

o @ o d(Vdet_acCs)
Codt dt '
The spectral components of the original capacitive signdlthe charge mode signal are
depicted in Fig. 3.4. The only case where the detected sapes not require demodu-
lation before the final sensor output is created corresptinds unmodulated capacitive
signal and dc detection voltagg,(;). Unfortunately, when the signal frequengyis zero
(dc signal), the signal current is also zero. A constant ciipa signal can be detected
properly using an ac detection voltage, which is equivalemplitude modulation and
corresponds to the product terrf., ..C, in (3.3). The detection using the ac voltage
Vier_ac CaN also be referred to dssplacement measuremeirt the case of a gyroscope,
where the original capacitive signal is already amplitaadedulated, the charge (current)
mode signal becomes modulated twice, as can be seen in Eig. 3.

I, (3.3)

The frequency of the carrier or ac detection voltage is agthgsarameter which is deter-
mined by factors such as power consumption, noise, and cegralated specifications
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Figure 3.4: Typical spectral components of the capacitive sighdl and the signal
charge() after detection using both ac and dc detection voltages yr@sgope and an
accelerometer. The signal frequencyjsand the frequency of., .. is equal tofe; 4.
The capacitive signal in a gyroscope is modulatef] at

that apply to the readout circuitry. For example, the eftecilicker noise {/ f-noise)
[48] is typically sufficiently low at roughly 10@Hz. A further increase in the frequency
would allow smaller and more compact RC-time constants ionpéemented for the CT
readout circuits. Smaller integrated resistors and c&mactan reduce the chip area re-
quired. On the other hand, ac detection voltage is typiaadgd, instead of dc, at the
expense of higher power consumption and the increased eaitypbf the readout.

3.1.2 Voltage Buffer

The signal current from the sensor can be transformed intag® using a simple CT
voltage buffer. An example buffer is shown in Fig. 3.5 (a). the figure,C, depicts
the parasitic capacitance formed, for example, by the eontarections and the buffer
amplifier. The resistoR,;,, is added to maintain a proper dc bigs,, at the amplifier
input, andAy is the voltage gain of the buffer amplifier.

When a voltage buffer is combined with the dc detection gdtan order to detect the
capacitance of a microgyroscope, noise requirementsniaitéssues with the stability
of the resistance value over temperature, and frequenogrdikent gain necessitate the
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Figure 3.5: Voltage buffers used for the detection of capacitive digjn@) for combined
dc detection voltag®),.; and a large resistor for implementing the dc bias at the diipli
input, and (b) for ac detection voltagg.; .. and periodically refreshed dc bias.

condition Ry;.s > 1/[27f.(Cs + C,)]. This requirement typically sets the resistance to
be as high as a few gigaohms, which makes the resistor ubkufta integration as a
polysilicon resistor [49]. In order to avoid the high pat&scapacitance inflicted by a
very large polysilicon resistor, the resistor can be regdaeith a reverse-biased diode or
a MOSFET operating in the subthreshold region. Exampleemphtations can be found
in [50] for a diode and in [51, 52, 53, 54] for a MOSFET-baseddaxsing. In fact, if a
PMOS transistor is used in the subthreshold region and cbedén diode configuration
(gate- and source-terminal shorted) in such a way that thecederminal is connected
to the bulk terminal, the single transistor allows two béoisack diodes to be realized.
In this case the two diodes are formed by the MOSFET and thammtipn between the
bulk and drain terminals.

When the voltage buffer is combined with the ac detectiotag® V., ,. and the fre-
quencyfqe: qc IS selected to be sufficiently high;,;,s can be designed to be smaller and
realized as a polysilicon resistor. Example interfacesgian ac detection voltage and a
linear resistor for dc biasing can be found in [55, 56, 57]the readout of an accelerom-
eter. Another solution for maintaining the proper biasagé is to reset the voltage at the
amplifier input periodically, as in Fig. 3.5 (b). This appebas applied to the readout
of a capacitive full-bridge accelerometer element in [48}ere a detailed analysis of the
buffer is also presented.

In order to review the general dynamic features of a voltagteh the sensor capacitance
C, can be divided into a static part and signal-dependent pakiC'. The voltage at the
amplifier input will become distorted if the value AIC approaches that @f,. Distortion

is generated as the voltage across the sensor capacitaeistiely dependent on the
signal itself. However, whet, > AC, the detection voltage is approximately constant
and the linear small signal gain from the signal capacitaadke output voltage can be
evaluated. For Fig. 3.5 (a), with a dc detection voltage aeduencyf, (of AC) higher
than the corner frequendy/ |27 Ry.s(Cs + C,)], the s-domain transfer function can be
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written as
‘/out<5> ~ Vm - ‘/bias

AC(s) "V co+C,
The ac detection in Fig. 3.5 (b) results in an amplitude-ntatedd output signal, when the

reset switch is not conducting. The output voltagg in Fig. 3.5 (b) can be calculated
in the time domain as

(3.4)

CP
(Co+ Cp)?

for a sinusoidal detection voltage.

‘/out (t) ~ AV Vm_ac Sin(Wdet_act)AC<t), (35)

It can be noticed from (3.4) th&f,.; = V,,, — Vii.s @nd hence, both bias voltagé$, and
Viias, affect the gain. In (3.5) the gain is independent/gf,, the purpose of which is
simply to maintain the proper bias point of the amplifier. Aabhally, in both (3.4) and
(3.5), the gain is proportional to the parasitic capaciarehich is seldom a precisely
defined parameter. It is also interesting to notice thatdtiemetric readout of ac signals
is achieved its simplest form using the voltage buffers.eegly if a differential sensor
is used in Fig. 3.5, in such a way th@§ — AC' is substituted for the parasitic capacitor
C,, the output voltage can be calculated to be directly propaat to AC' without any
small signal approximations being made.

3.1.3 Transimpedance Amplifier

A well-defined gain can be achieved usingansimpedance amplifi€i IA), of which an
example configuration is shown in Fig. 3.6 for a half-bridgasor element. The signal
current/, of the sensor element is converted into voltage in the feedivapedance
which is typically a resistofz, and a capacito€'s;, connected in parallel. TIA can be
used together with either ac or dc detection voltage, whithhave distinctive features.
These characteristics will be studied next.

When the TIA is combined with a dc detection voltad®, (.. = 0), and the operational
amplifier is assumed to be ideal, and the leakage curients and I...» are zero, the
gain from the signal capacitance to the output voltage camrliten as

‘/;ut(s) _ QbeS
AC(S) N 1 + SbeCfb

(Vm - Vvincm)y (36)

whereV;,.., is the common-mode level at the operational amplifier indie equation
exhibits total independence of parasitic capacitancesedithplifier input. It also suggests
that the common-mode voltage at the amplifier input partfynés the detection voltage
Viet = Vin—Vinem, @and hence is an important design parameter. Any non{zgralrawn
from the input of the amplifier will affect the gain unle$s,.,, is actively controlled.
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Figure 3.6: The detection of a capacitive half-bridge sensor using. TiA assumed that
Cp = Cpl = Cpg andeb = Zfbl = Zfbg.

Stabilization of gain is the typical reason for controllittge common-mode level at the
input of the amplifier {;,...,), instead of the output. This was the selected configuration
in, for example, [VI] and [58].

When the TIA is combined with an ac detection voltayjg = 0), the method for con-
trolling only the input common-mode voltage can rarely bpliggl. This is because with
a constant/,,.,,, the amplitudeV,, ,. will be transferred to the common-mode output of
the amplifier with gainug.; ..CoZs, and hence would impede any further utilization of
the TIA output voltage. On the other hand, a low-impedaneeraon-mode node at the
amplifier output inevitably causés,,.,, to have a signal component at the detection fre-
guencywg.: .. This signal will affect the output voltage, which can firgt Galculated
in the s-domain as a function of the carriér.(s). By assuming that the signal capaci-
tanceAC is frequency-independent, and that the differential digh#he input and the
common-mode signal at the output of the operational ampéfie both zero, the transfer
function can be written as

Vout(8) R sCpZ pp(s)
Vae(s) L+ 5(Cp + Co)Zp(s)

2SACZfb(S). (37)

Assuming that the carrier is now sinusoidgl. = V;,, 4. sin (wget_qct) @s shown in Fig.
3.6 and that the capacitive signal’(¢) varies slowly when compared with the detection
frequencyV,.(t) can be written in the time domain approximately as

_ QAC(t)bewdet_ac
V1 + [Waet_acRppClrp)?

(3.8)
1+ (be(Cfb + Cp)wdet_ac>2 v
L+ [Rp(Cpp + Cp + Co)waet ac)® "=

‘/out (t) ~ Sin<wdet_act + (bd)

whereg, is the component value ang,; ..-dependent phase shift from the sinusoidal
detection voltage to the output of the TIA. In (3.8), has been replaced by the parallel
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connection of? s, andC',,. The effect of/,,.,,, can now be seen in (3.8), where the second
row of the two-row equation describes the detection volagess the sensor capacitors.
The higher the”, is compared t@’, andC',, the smaller the ac detection voltage; ,.

and the gain are. One way to remove the ac componeht,gf, is to actively drive it

to zero using an additional amplifier. This approach is deedrin [59] for a switched-
capacitor interface. It is also noteworthy that if there everismatch between any of the
two differential capacitances, offset would be createdhéoamplifier output abge; ..

TIA is typically used in such a way that either the feedbadkstanceR s, or the feed-
back capacitancé's, dominates the feedback impedance at the detection freguémc
the former case the TIA is then referred to asamsresistance amplifigfTRA), and in
the latter as &ranscapacitance amplifiesr as acharge-sensitive amplifidCSA). Addi-
tionally, (3.6) and (3.8) can be approximated for TRA by sitbsng C';, = 0, and for
CSA by substituting?s, = oo. It is interesting to notice that wheti;, = C, = 0, (3.8)
becomes zero as the detection voltage across the sensoitaapeas V.. ..) approaches
zero with an increasing detection frequency.

When the design target is to implement a CSA, the value ofgbélfack resistance should
be maximized for minimized noise [58], and hence the designas are similar to those
related to the dc biasing of the voltage buffer. In most cageglementing the resistor

as a polysilicon resistor is not an option. Typical integdatealizations of the feedback
resistor include MOSFETSs biased in the linear region (sge¥:i7). Example implemen-

tations can be found in, for example, [46, 47, 58]. In [46] Wlodtage swing across the

MOSFETSs is reduced by applying a low-pass (LP) filter in tregifgack path. In this way

the MOSFET will not leave the linear (triode) region evenhe presence of a large out-
put signal. In [47] the impedance of the MOSFET feedbackdsgased by disconnecting
the MOSFET periodically.

MOSFETSs also offer an important alternative for the reairaof dc feedback in inte-
grated high-pass filters (HPF, see Fig. 3.7), where the kigvel is typically even higher
compared to CSAs. Inthese cases the strong second-ordéinearity can become an is-

Cio1 CSAIHPF Ci1
— i, =
ol m bias : ol m bias
' C
o h—o : | n k—o
Iin( >)Vout : Vm( : >>Vout
[ 7—0 : 0—|| 7—0
: Cin
Mo _lﬁ_ovbias E Moz Vbias
Chz ' Choz

Figure3.7: A CSA and an HPF utilizing MOSFETSs for the realization of tesfeedback.
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sue, even though a differential configuration would be uséds occurs especially when
Viias IS @ very high-impedance voltage source, such as the MOSkigE-dhased biasing
in [47, 58], and becomes signal-dependent. The bias shiittreg from the non-linearity
is addressed in [VII].

The implementation of CSAs for the CT readout of a gyrosceiegua dc detection volt-
age can be found, for example, in [46, 47, 58, 60], and for a&ziiout of an accelerom-
eterin [61, 62] and in [l, Il]. Both accelerometer interfaasilize an ac detection voltage,
whereas the CT readout of a gyroscope is done using an adidetegltage in [63, 64].
The noise analysis of the CSA can be found, for example, in§6h As integrated ca-
pacitors tend to be more linear and more stable over temperathen compared with
large integrated resistors, CSAs, rather than TRAs, are mammonly applied for low-
noise capacitive readout. A TRA where a resistive T-netwedkizes the high-impedance
feedback is, however, used together with a very high dc teteeoltage in [67] for the
secondary (sense) readout of a gyroscope. Compared tola ssgstor implementation,
a T-network always results in increased noise and offséteoTtA, and hence is typically
not used for interfaces where the feedback impedance im#isant noise contributor.
TRAs are commonly used for the detection of the primary @riesonator in a gyro-
scope [47, 60, 67], mostly because the output of the TRA igéncbrrect phase for the
electrostatic excitation of the primary resonator. Thadapdiscussed in more detail in
[VII] and in Section 3.2.5.

3.1.4 Demodulation

In practically all capacitive inertial sensors that uglizontinuous-time open-loop read-
out, the voltage at the output of the front-end circuit ishie form of amplitude mod-
ulation. Before the final signal can be output, the signaltibesdemodulated. When
considering only the continuous-time techniques, theeebassically two topologies for
downconverting the amplitude-modulated signal back tosilgeal frequency; a multi-
plier (coherent or synchronous detection) or an envelopectt (incoherent detection).
In coherent detection a sample of the carrier componengdhaetection voltage, at the
correct phase is multiplied by the signal and the resultovg-frequency signal compo-
nent represents the output of the demodulator. An envelepectbr, typically a diode
rectifier, on the other hand, extracts the envelope of thdiardp-modulated input signal
and does not require a sample of the carrier component fatatmdulation.

When an ac voltage is used for the detection of the signhaloti@pae, the same carrier is
naturally also available for demodulation. This makes th@iaation of coherent demod-
ulation straightforward. In vibratory gyroscopes too tlodtage mode signal, which is
directly proportional to the primary resonator motion ofyaascope, is typically accessi-
ble. The componentis obtained from the primary loop of th@ggope, which essentially
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forms an oscillator at the carrier frequency

The carrier can be used for demodulation in, for examplel@e@imultiplier [68], shown
in Fig. 3.8. The differential output current of the multgalican be written as [69]

Vi Va ViV,
Tow = I — I = Iy tanh = tanh o ~ [=—2,
P e T Ry Y, T 2

(3.9
where the approximation is valid if;, V5 < V. Vp is the thermal voltage, 25:8V at
300K, defined as31/q, wherekg is the Boltzmann constarit; the absolute tempera-
ture, and; the elementary charge. Although the circuitis clearly ¢tdgaf implementing
the product of the two signals, the linear input range is Vienjted, and the temperature
sensitivity is high as a result of the temperature-depeindenA significant improvement
of the functionality in the multiplier can be achieved byliathg proper predistortion of
the input voltage [68, 69]. The linear Gilbert multiplienised, for example, for the read-
out of an accelerometer in [62], and in a gyroscope in [63krela folded CMOS Gilbert
multiplier is used.

Figure 3.8: Gilbert multiplier, excluding the predistortion circuit

The multiplier in Fig. 3.8 can also be used with a large sigraatier, V;. Now the
transistors); — Qg function as switches, in this way passing the signal curterthe
output with changing polarity. The operation is equivakenthat of a full-wave rectifier,
which can also be implemented using switches.

A switching demodulator, a chopper, realizes full-waveifieation coherently using four
switches, as shown in Fig. 3.9. Clearly, in this case thearamust be a square wave
signal, which is why it can be referred to as a clock. In additif the chopper is used as
a full-wave rectifier, the signal and the square wave camiast be in phase, as depicted
in the example waveform shown in Fig. 3.9. The requiremeiise the same for the
linear multiplier i.e. the Gilbert cell.
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Figure 3.9: Switching demodulator.

The functionality of the chopper is mathematically equévelto the product of the signal
and a square wave carrier with unity amplitude,

Vo) = Virlt) 3 | - i ) 310)
n=1

where the sum-term represents the Fourier series of theesqaae carrier and;,,(¢) is
the amplitude-modulated input signal. After the demodargtthe signal components of
interest are located at dc, whereas the signal componetite aarmonics of the carrier
frequency are typically LP filtered. Let us consider an exi@pse. Let the input signal
frequency,f;, be zero, so that;,(t) = Vsin (wget oct + ¢c). The phase errop, rep-
resents the phase inaccuracy during demodulatior/atide amplitude of the dc signal.
After V;,,(t) has been substituted into (3.10), the resulticgermcan be written as

2
Vout_filt = Vi— cos @e. (3.11)
T

The equation indicates that minimiziig is important for the maximization of the gain.
On the other hand, if a signal is fully in quadrature,¢or= /2, it results in a zero
dc output voltage, a feature which is especially signifiaard gyroscope, where large
guadrature signal components often need to be rejected AlGthopper, together with a
square wave ac detection voltage, is used, for example3inf¢4 the open-loop readout
of an accelerometer. In the closed-loop accelerometer; i fihe detection ac voltage
used is sinusoidal and the demodulation is performed viatsymous full-wave rectifi-
cation. The demodulation within a closed-loop acceleremistalso discussed in more
detail from the system point of view in [I, II].

Incoherent demodulation can be performed using an enveleteetor, which is depicted
in its simplest form in Fig. 3.10. The example waveforms ia figure show the approxi-
mate functionality of the detector. The time constant, fedrby R, andC., is selected in
such a way thaf; . < 1/(R.Ce) < faet_ac [70]. In this way the output signal droops
only slightly between the consecutive input signal peaki@s] but is able to follow the
fastest envelope (signal) at the frequerfgy,., without inflicting distortion.

At first glance an envelope detector and a multiplier woulthlappear to fulfill the same
task — demodulation. Even in the presence of additive ngjge), in which case the



64

o o v

n out out
D
Vin

Vi

Figure 3.10: Envelope detector.

signal of the previous example can be expresseéd&s) = V sin (wWaet_act + @)+ Va(t),
the performance of the two types of demodulators remaingasias long asV,,(t)| <
|V5|. The other important limit case that must be taken into astduowever, occurs
when|V,,(t)| > |V, which can be due to, for example, a high carrier frequencythe
resulting wide noise bandwidth at the detector input andrg small signal. When the
noise dominates over the signal power, the envelope detdetorms the signal, and the
desired information can no longer be detected at the deratmudutput. Unlike if the
signal passes a coherent demodulator, the noise remaittiv@¢ieD]. For this reasonitis
straightforward to limit the use of envelope detection tplagations where the condition
|Va.(t)| < |Vs| is always met. In terms of sensor interfaces, a typical apptn where
a rectifier-based solution is viable is the drive loop auttengain control in gyroscopes
[67].

3.1.5 Discrete-Time Detection

The original signal of interest in the case of inertial seas® always a continuous-time
analog signal, such as acceleration or angular rate. Theuredae quantity, capacitance,
which is proportional to the original signal of interestaiso a continuous-time analog
signal. When the capacitive signal is transformed intoagstusing a sampling readout
circuit, the signal no longer contains the original theioadly unlimited band of informa-
tion. Instead, when the signal is sampled and processedistiete-time readout circuit,
the information is mapped in a band ranging from 0 up t(7,,2), or the Nyquist fre-
quency [71, 72]. Hence, the sample ratd’,, = f,, sets the theoretical maximum signal
bandwidth of a discrete-time readout.

A set of typical waveforms of an analog DT system is sketchredrig. 3.11. The
continuous-time input signal in the example is a sine, wiéckampled at the ratg,,,
which is eleven times higher than the frequency of the gineThe discrete-time spec-
trum in Fig. 3.11 is usually plotted in such a way that, = f,,. Itis interesting to notice
that if the input signal were at the frequengtyr + f.;, wherer is an integer, the resulting
spectral components of both the continuous-time samptgthis and the discrete-time
signal would lie at the same frequencies as in the exampéholild also be noted that a
continous-time sampled signal cannot be realized in practind is shown just to depict
the effect of sampling. Likewise, the periodic impulsed tiepresent the continous-time
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sampled signal are scaled to have a magnitude that corr@spothe input signal.

TIME DOMAIN
i

1/s

FREQUENCY DOMAIN — CONTINUOUS-TIME INPUT

CONTINUOUS — CONTINUOUS-TIME SAMPLED OUTPUT (scaled impulses)
A ---CONTINUOUS-TIME S/H OUTPUT
o sinc-response ® DISCRETE SAMPLES (Ngz=number of samples)
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Figure 3.11: Sketched examples of both the continuous-time samplethkigvhere a
scaled inpulse represents the value of a sample within dach cycle, and the corre-
sponding S/H signal, both in the time and frequency domdihe.discrete-time samples
that correspond to the input signal are also shown.

A mathematical representation of the sampling [73] can b&temras a product of a
periodic impulse train,
Spt(t) = Z 5(t - nTsa)a (312)

where impulses exist at an interval that is the same as thplsanperiodT,,, and the
continuous-time input signal.(¢). The Fourier transformation of the impulse train is

another impulse train in the frequency domain,

— W), (3.13)

Spt(jw)

wherew,, = 27/T,,. The frequency domain representation of the sampled s{gpal

Fig. 3.11) corresponds to the convolution of the impulsat(d.13) and the frequency
domain signals,; (jw),

Ssa(jw) = SCt(jw) ® Spt(j@))

Z Sct(jw - jnwsa)- (314)

n=—oo

T T
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Now the continuous-time sampled signal in the frequencyaloifi,, (jw) is equivalent
to the sum of the original signal spectra each shiftechby,. If the frequency of the
CT input signal is higher than,, /2, folding will occur. The high-frequency signal com-
ponents that are susceptible to folding are typically remdldvy antialias filtering before
the sampling is performed. In the readout of a sensor elenaatmust be taken not to
allow noise or other high-frequency components, for exayiplthe detection voltage or
supply, to fold to the signal band.

If the output of a sampling system is to be used as a contintiogssignal, the sampled
output is typically fed through a zero-order hold. An exaenpf the resulting output,
typically referred to as aample-and-hold(S/H)-response, is shown in Fig. 3.11. The
frequency domain representation of the S/H signal can beedefrom the time domain
waveform of the same signal.

A single value of the continuous-time input signal is expessass.;(nTy,), which is
equal to the value of.(¢) att = nT,,. The discrete-time signal can be turned into a
continuous-time signal by using the samples of the disdrete input signal. When each
sample is represented as a pulse, the complete set of pugdésrims the continuous-time
signal can be written as

o0

ssan(t) = Y sa(nT)[u(t — nTy,) — u(t — Ty, — 7)), (3.15)

n=—oo

whereu(t) = 1fort > 0 andu(t) = 0 for t < 0. Now (3.15) can be written in the
Laplace domain as

o

Ssah(s) - Hsinc_T(S) Z Sct(nTsa)e_SnTm - Hsinc_’r(s)ssa(s)a (316)
where
1 — e 5T
Hyine (s) = (3.17)

S
forms thesincresponse in the S/H output, when the pulse lengthequal tdl’,,,. Hence,
the corresponding gain transfer function of (3.17) can b#evwras

sinwTy,/2

sinc = Tsaia
Gsine(w) wTls,/2

(3.18)
whereG;n(w) = |Hgine - (jw)| for 7 equal toT,. The significance of the terrfi,(s)
can be explained by calculating (3.16) wheis equal to zero.

The value ofHy;,. -(s) = 7 whent approaches zero. In this case (3.16) can be written

as

200: _ Ssah(5>
— T snTsq _
Ssa(s) Sct(n sa)6 T

n=—oo

|T—>O . (319)
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Now thatS;,.(s) is normalized by the duration) of the pulses which approaches zero,
(3.19) represents, in fact, an impulse train. The resulgisvalent to (3.14), where a
product of the impulse train and the input signal was usedtim the frequency domain
representation of the sampled spectrum. Hence, the simaci@n be seen to attenuate the
high-frequency signal components, as is also depicteceisplectrum in Fig. 3.11.

The infinite sum (3.19) can also be used to calculate thersfnamation of the input
signal by substituting*’>= = 2. On the other hand, transfer functions can be constructed
in the z-domain using the shifting property(n — ny) < 27"V (z). For example, for

the simple integrator in Fig. 3.12 [73], the current outpoltage can be written as the
difference between the previous output value and the delayeut value,v,,(n) =
Vout(n — 1) — v, (n — 1). The same can be written in the z-domainag = V,;2~! —
Vinz~1. Inthis case the transfer functidh(z) = V,,4(2)/Vin(2) = —271/(1—271). The

C
CLOCK SIGNALS e_lg;tive, switgh(es) closed

B - V| T T T
Vin sSwi IC SW2 | o (pl-| |_| |_| |_
g sl o e
inactive, switch(es) open

Figure 3.12: A simple integrator with equally-sized capacitors. Theckl signals are
drawn as non-overlapping to emphasize the fact that thelsasgtdo not conduct simul-
taneously.

frequency responsk (jw) of a z-domain transfer function can be obtained by substgut
2 = e~“Tse into the z-domain transfer function. The frequency- —1 corresponds to

the Nyquist frequency, and hence, the frequency respomse discrete-time circuit is

usually plotted up to the frequency= 7 /T,,. A more detailed introduction to the topic
can be found in, for example, [73] or [74].

Another significant factor in defining the sample rate, iniadd to the folding of un-
desired spurious tones, is the noise. Todage densityf the white thermal noise, or
Johnson-Nyquist noise [75, 76], of a resistor can be wrii®n

V2 = 4kpTR, (3.20)

wherek is the Boltzmann constant, the absolute temperature, afdthe resistance.
When the resistor, in a switched-capacitor (SC) circuiidsity represented by a con-
ducting switch, is placed in series with a capacitor, the mgise voltage of the capacitor
is equal to

Vi o . =kT/C, (3.21)

n_rms

whereC' is the capacitance and is independent of the resistance.n \ieeswitch is
opened the noise will fold. The resulting rms noise, (3.24)therefore often called
switch noiseor kT/C noise The total rms noise power in the discrete-time signal will
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concentrate at a frequency band ranging from 0 to the Nyéaiguency,l /(27,), and
the rms noise voltage can be written back to the rms noisatgerss

V2 . =2T..kT/C. (3.22)
The condition for the noise density being flat, i.e. frequyemdependent, and (3.22)
being valid is thafl,, > RC'. Clearly, the higher the sample rate, the lower the noise
density of the discrete-time signal. The folding of noistyEcally also a reason to avoid
the use of discrete-time readout in cases where extremelydise levels are required.
For example, in [I, Il] the continuous-time loop was choserraa discrete-time one in
order not to allow the folding of noise to degrade the perfamoe. Similarly, in [VI] the
sampling is not performed until the noise bandwidth is priydemited.

Now the sampling operation and resulting folding can alstalken advantage ofSub-
samplingis performed when high-frequency signals are deliberatetwerted to lower
frequencies, i.e. the frequency of the input signal is alldwo be higher than the sam-
pling frequency. When considering sensor interfaces cimsbe utilized in, for example,
resonating sensors [26] such as gyroscopes by taking oel\sample per period of the
carrier f.. If the sampling is set correctly to occur at the maximum gadfi the signal,
the resulting sampled output corresponds directly to thplitude of the input signal.
This feature is applied, for example, for the amplitude oandf the drive loop of the
gyroscope in [VII] and also for the pseudo-continuous-tsaeondary readout in [VI].

The following sections introduce different structurestfoe open-loop discrete-time read-
out of capacitance, including mostly conventional SC dtscthut briefly also a few
switched-current (SI) methods.

3.1.6 SC Amplifiers with CDS and Chopper Stabilization for th e Detection
of Capacitances

SC huffers are easy to adapt for the readout of capacitiveosenThe technique allows
the signal capacitances to be detected by first biasing thearkhown voltage and then
moving the charge from the sensor to a reference capaditovalue of which is known.

This procedure allows the value of the unknown sensor capédoibe converted to volt-

age with a well-determined gain. The operation of a typicalc8cuit is examined next
through example circuits.

A basic SC amplifier for the detection of a capacitive haltige element is shown in
3.13. The switche§1W'1 andSWW 2 bias the sensor capacitot; to the dc voltagé’,,, and
(s to the dc voltage-V,, in the clock phase;. At the same time the feedback capacitor
Cyy is reset or zeroed. When the phgséegins, the amplifier moves the charge from the
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Figure 3.13: The detection of a half-bridge sensor using an SC voltafferbu
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sensor capacitors in such a way that the voltage acrgsandC,; becomes zero. The
total charge moved from the sensor capacitors is equal to

Q = Vmcsl - VmCSQ- (323)

The charge is moved vidy;, which will receive the charge (). Now the output voltage

at the end ofy, is equal to

082 - Csl
Cfb '

The gain from the capacitive informatiary, — C; to the output voltag#’,,; is, hence,
Vi /Cp. Itis important to notice that the circuit in Fig. 3.13 is@bsensitive to parasitic
capacitance at the switched nodes of the sensor capaditethese potentially existing
parasitics(),; andC,,, are taken into account, (3.24) can be written as

V;)ut - Vm (324)

Cso+ Cpo — (Cs1 + Cp1)

‘/ou = Vm
t T

. (3.25)

The circuit in 3.13 can be improved, regarding the flickerseand offset of the opera-
tional amplifier or unbalanced referencgés and —V,,,, by applying thechopper stabi-
lizationtechnique. The resulting circuit [77] is shown in Fig. 3.Nbw the detection of
the capacitance is performed by periodically invertingubkageV;,,, which defines the
detection voltage. In this example the chopping rate is dfathe sampling frequency,
which is a typical design choice and simple to implement. N voltage at the am-
plifier output in the phase, is modulated at the chopping frequency and needs to be
down-converted. In [77] the demodulation is performed byglang the amplifier output
using two S/H circuits, one sampling @, and the other one sampling &t,. The two
S/H blocks thus allow a differential continuous-time S/Hpmu. The rising edges in the
clock phase®,, andg,, are delayed so that the amplifier has settled before thelsggna
transferred to the S/H blocks. In this way the S/H output ddad used as a continuous-
time one with improved linearity. The differential outpudliage of the amplifier in Fig.
3.14is

082 - C(sl

V;m = va
¢ T

(3.26)
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Figure 3.14: A chopper-stabilized SC voltage buffer in [77], togethethwan optional
topology for the realization of the demodulation.

The low frequency noise sourdg,; in Fig. 3.14, which illustrates the input-referred
flicker noise and offset of the operational amplifier, willtreppear modulated at the
output of the amplified/,,; .mp. INStead, when the S/H circuits sample the voltage to
both negative and positive branches consecutively, tloe @i appear as common-mode
error at the final differential output. Transforming the s®into common-mode error is
possible as the frequency of the error is low compared wihctiopping frequency, and
the change iV, ; from ¢,, to the nexty, is negligible. A detailed analysis of the circuit,
including the noise analysis, is given in [77].

The circuit in Fig. 3.14 is in fact an unconventional chopg&bilized circuit in the
sense that the single-ended output is converted into difteal form. A more common
approach, especially in differential circuits, is to chauige polarity of the outputin order
to demodulate the chopped signal. This way the signal thgutdenverted as a result of the
chopping, returns to the original signal frequency, while lbow-frequency nois¥, ; that
appears directly at the amplifier output becomes upcordvemel is therefore removed
from the signal band. The approach is also depicted in Figl,3vhere an inverting unity
gain buffer makes possible the demodulation of the singléed amplifier output signal.
Now it is important to notice that the upconverted noise affgebwill remain, unlike in
the original demodulator in Fig. 3.14, as part of the outpgmal, unless an LP filter is
applied to remove the carrier frequency components.
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Chopper stabilization can be applied in SC circuits withyJgtle or no additional noise,
which is because additional noisy switched capacitors areaguired for the implemen-
tation. The same technique for the reduction of non-idealiin operational amplifiers
is also available for continuous-time circuits. In fact tise of an ac detection voltage,
together with demodulation, is equivalent to chopper $tation. The non-idealities as-
sociated with chopper stabilization are introduced in itletd78] and also discussed in
[Il] in relation to continuous-time demodulation in a clds®op accelerometer.

Another SC amplifier utilized as a front-end for the openglo@adout of an accelerome-
ter is shown in Fig. 3.15 [79]. Here the half-bridge elemearreiad differentially, in such

a way that the common node of the capacitors+ C,, is switched. In order for this con-
figuration to be practical, a set of reference capacitgrs required. If these capacitors
are omitted, the detection voltage, and the resulting $igmarge, become dependent on
the value of the feedback capacitancgs and the sensor capacitances. The behavior of
the gain could therefore be compared to the continuous{tiome-end using ac detection
voltage in Section 3.1.3.

When the capacitors, are properly sized,,; = C,» = (Cs; + Cs2)/2 and the common-

mode voltage at the nodégl and N2 will remain atVpp/2. The differential output

voltage will be equal to

Csl - Cs2
Cfb '

Sensitivity to parasitic capacitance§ exists only if the value of’; is incorrect and a
common-mode signal exists in the nodés and N2. The accelerometer in [79] was fur-
ther improved in [80] by the redesign of the sensor elemem. Single differential pair of
capacitors was replaced by two differential pairs, becafisehich the reference capaci-

Vout = VD (3.27)
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Figure 3.15: A simplified differential SC voltage buffer, the origina¢rsion of which is
presented in [79].
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torsC),. can be replaced by the additional pair of sensor capacittesce, two integrated
capacitors less are required for the interface, which isiggnt as the reference capaci-
tors had to be well matched with the sensor capacitors andresbcalibration. However,
as all the capacitors will have one common node (seismic)yaasisthe original topology
in Fig. 3.15 cannot be used, the switching of the element @ iBequivalent to that in
Fig. 3.13.

In Fig. 3.15 the additional capacitof%- s are included in order to implement tleer-
related double samplingCDS) -technique. The functionality of CDS in this example
can be depicted with the help of the low-frequency noise@ly;. In the phase, the
switchesSW7, SW8, SW11, andSW12 are conducting and allow the current value of
V. to be stored into the capacitofsps. The noise can be assumed to be constant be-
tween two adjacent clock phases. Hence, in the next clockeahahe voltage between
the nodesV3 and N4 is free ofV,,;, the value of which was stored into the capacitors
Ccps With different polarity. By the end ob, the capacitor€’-ps function as floating
voltage sources and allow the nod&8 and N4 to form a virtual ground, and conse-
quentlyV,,, free ofV,,;.

The CDS technique does not allow the perfect attenuatioovefiequency noise sources,
such as flicker noise. Instead the transfer function fromdtefrequency noise source
to the output voltage can be approximated as a first-orddr-pags transfer function,
where the zero is at dc. In modern MOSFETS the flicker noisaerpreferring to the
frequency where the powers of white and flicker noise are legaa be severallHz.
Although in typical analog circuits the corner is below 1z, the efficient realization
of CDS or chopper stabilization still sets moderately highuirements for the clock or
carrier frequency. Additional non-idealities and a mortaded introduction to the error
reduction techniques can be found in [78], together witlesgE\vexample circuits.

The pseudo-CT interface in [VI] is designed to realize bdth implementation of the
CDS and chopper stabilization. However, as the interfaegaips close to the resonance
frequency of the primary resonator, the frequency is insiefiit for the efficient removal
of the flicker noise. Instead, the closed-loop acceleromatd, II] utilizes a 3 MHz
carrier frequency, much higher than the flicker noise cooighe readout circuits. At
the same time, high gain preceding the demodulation wilicedhe effect of the flicker
noise after the demodulation.

3.1.7 Self-Balancing Capacitor Bridge

All the front-end circuits for capacitive parallel-platgerfaces introduced so far necessi-
tate the condition: < x, in order not to have the sensor output distorted by therelect
static forces. This is due to the fact that the capacitiveaics detected using@nstant
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either dc or ac, detection voltage. It is important to notltat as a result of the squared
voltage dependency, a non-zero average electrostatie feralso created by the mere
ac detection voltage. The electrostatic forces can be magtant in the parallel-plate
interfaces by utilizing an SC circuit that is capable of parfing charge-balanced opera-
tion. An example of a circuit that realizes both a rationteteéadout and charge-balanced
operation is shown in Fig. 3.16 and was originally publisieef81]. The circuit shown
in the figure omits the measures taken in [81] to reduce cleekthrough and offset, but
still allows proper functionality.
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Figure 3.16: A self-balancing capacitor bridge.

The circuit operates in the two clock phaggsand¢,. In the phase, all three nodes of
the half-bridge sensor element are biased to the outpwatgal,,.;, which is held constant
by the integrator. The capacitofs andC'; are also biased to the voltagg,;. When
the clock phase, ends, the voltage stored in the capacitty is sampled to the value
provided by the integrator. As the phase begins, the buffer stage feeds the voltage
sampled inC; to the sensor capacitors in such a way that the capacitgrandC,, are
biased to the voltagés,, — V,.; andV,,; + V,,, respectively. The charge that is required
to bias the sensor capacitors flows throughand changes the output of the buffer. The
voltage shift at the buffer output is converted to a charg€,nThe charge is integrated
in C;, the value of which now becomes updated, and transferrég;tawhen the next,
begins. After several clock cycles, and assuming that theéifack in the loop is negative,
the integrator output,,; has settled to a finite value and the input to the integrator is
zero. This denotes the fact that the charge from the sern=meslt, transferred during the
phasep,, also approaches zero. Hence, after the settling of the bepcharges in the
two sensor capacitors,; andC,, have been balanced and in the phase

(Vm - V;)ut)csl - (Vm + V;)ut)CSZ- (328)

The circuit also allows a ratiometric readout, which can éenswhen (3.28) is rewritten



74

as
C(sl - 082

Vour = Vi~
! Csl + 052

(3.29)

Clearly, the charge balance is not achieved instantangduostead/,,,; can be written in
the z-domain as

[(Csl - 052)(2)]Vm2
(2= 1)C3C;/Cy + Coy + Cyy’

which is equal to (3.29) at dc, i.e. when= 1 and all the parameters correspond to those
in Fig. 3.16. Only the differential signal capacitaricg; — C,)(z) is approximated to be
time-dependentV/,,; is an LP function of the signal, which can be seen in (3.30gn&h
the single poleis at, = 1 — C4(Cs1 + Cs2) /(C5C5).

Vour(2) = (3.30)

The properties of the circuit can also be examined by meams @xample. Now the
following parameters are set for the example caSe:= C; = C;/10 = Cy /1.1 =
Cs/0.9 = 1 pF andV,, = 1 V. The output dc voltage can be calculated using (3.29)
as being equal to 0.Y, and the pole is located a} = 0.8. If it is assumed that the
clock frequencyl /Ty, is equal to 1&kHz, the —3d B-frequency of (3.30) is 35blz. An
increase of an order of magnitude in the clock frequencyemses the-3d B-frequency

by the same amount and, hence, the signal bandwidth of ttigdocian easily be increased
to cover the frequency band of interest in, for example, @elacometer.

A self-balancing bridge allows charge-balanced operaifdhe sensor element, together
with a ratiometric readout, which is why it offers the bigtlesnefits when applied in, for
example, an accelerometer, where the signal capacitandaecsubstantial compared to
the static capacitances of the sensor element. Both thmakigterface in [81] and the
electronics presented in [82] are applied for the readoanaiccelerometer. In the latter
reference the single bridge is multiplexed for four halfdige sensors and implemented
as a differential circuit.

3.1.8 AX ADCs for Sensor Open-Loop Readout

The interconnection between the analog world surroundsgna the increasingly dig-
ital computerized world requires data to be converted betwbe two realms. Analog
information is converted into digital with the help of angdto-digital converters (ADC),

and digital-to-analog converters (DAC) are utilized foe thverse process. While ADCs
and DACs have been and continue to be, under active globednes, the topic is re-

viewed here only to provide the reader with an idea of how glsinategory of ADCs,

AY ADCs, adapts well to the readout of capacitive sensors.
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In discrete-time circuits the signal is discretized in timéhereas the amplitude of the
signal is still continuous, i.e. it can attain all real vadueithin the signal range. The
ADC will perform both the sampling, if this has not alreadyeheerformed in discrete-
time analog circuits, and thguantization the mapping of the continuous values of the
signal to2Vz discrete levels represented bi bits. In aAX ADC the number of levels
can be as small as two, i.e. the ADC has a 1-bit output.

AY ADCs belong to the group ajversamplingconverters. Oversampling refers to the
output data rate, which is deliberately set to be considgtagher than the signal band-
width of interest. Quantization, especially using a 1-hiaqtizer, introduces significant
error to the digital signal. This error, which behaves ulsua¢ a random signal, is re-
ferred to agjuantization noiseln aAY. ADC an analog loop filter is utilized to shape the
guantization noise away from the signal band of interesgitBlifiltering that follows the
AY ADC then allows the quantization noise to be removed, thigadigyord length (unity
for a 1-bit output) increased, and the sample rate reduced.

The efficiency of the noise shaping i@ ADC varies, depending on the design of the
loop filter. Two example block diagrams df>> ADCs, or in fact one ADC with two
different loop filter structures, are shown in Fig. 3.17. Toep filter of the modulator
has two inputs, the signal;,, and the feedback. The feedback carries, in addition to
the actual feedback signal, an undesired component, thigaton noiseV,, which is
injected into the loop when the signal is quantized. Thesfienof the noise to the digital
outputD,,./Ng is described by theoise transfer functio(NTF), which is defined by the
loop filter. Theoversampling ratidOSR), the ratio of half the sample rate and the signal
bandwidthf,,/(2fs.), together with the signal-to-quantization noise ratio K&), sets
the requirements for the NTF. In oversampling converter® @Xypically much higher
than unity.

A single-bit quantizer, a comparator, allows high lingaof the ADC together with a

LOOPFILTER
! TLINTI 2, b ’ |
| T DAC =
LOW_PASS ! : 3 : L R IR LN I TR R 1} l
AZ ADC : _ = _ : 3 : wonenme---0 LINEAR
Sin. 1-7 ; " Doy . MODEL
| NQ :DOUt
BAND-PASS T
Az ADC 3 ID.—.;ID..I.—.—O;...DI—.;.. é
Dout

Figure 3.17: Two examples ofAY ADCs, a low-pass and a band-pass ADC.
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simple design, at the expense of more unpredictable dyngrojerties of the loop and
higher quantization noise [83]. Compared to multi-bit qieers, the linearity of 1-bit
feedback DACs is independent of the matching of componémtsletromechanicalX:
modulators (see Section 3.2.3) the importance of the imtigrenear single-bit DAC is
further emphasized.

In the example modulators in Fig. 3.17 a single-bit quantigzeused. The low-pass
characteristics of the example modulator are realized bywio integrators in the loop.
By using the coefficients and the linear model of the combi&B& and DAC shown in
Fig. 3.17, the NTF can be written in the z-domain as

NTF(2) = Dyu/Ng = (1 — 2712 (3.31)

According to the result, the quantization noise is tramsfitto the output through a cas-
cade of two derivators. The same result can also be obsemedthe spectrum shown
in Fig. 3.18, where the quantization noise increases byBl@er decade of increase in
frequency. The signal, on the other hand, is only delayedila@signal transfer function
(STF) can be written as

STF(2) = Doyt /Sin = 22 (3.32)

for the LPAY ADC in Fig. 3.17.
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Figure 3.18: An example spectrum for the ideal second-orderAP ADC with a 1-bit
quantizer. {0°-point FFT, Kaiser window# = 13), 1-MHz sample rate f,,), -14 dB
full-scale sine at 198Iz)

The LP characteristics of the modulator can be transforrédnd-pass (BP) by replac-
ing the integrators of the loop filter with resonators. Anrapxée of a fourth-order BP
AY ADC is also shown in Fig. 3.17, for which an example spectrarshown in Fig.
3.19. Now the input sine is moved to the notch frequency, e/ltiee quantization noise
is minimized.

For a typical ADC the input signdl;,, is a voltage-mode signal and the ADC is realized as
an SC circuit. An LPAY. ADC, with a voltage-mode input, can for example, be utilized
for the digitization of an analog output of an acceleromedsris done, for example, in
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Figure 3.19: An example spectrum for the ideal fourth-order band-pasSsADC with
1-bit quantizer. The inset figure shows &H= region around the notch frequencynf-
point FFT, Kaiser window/{ = 13), 1-MHz sample rate f,), -14 dB full-scale sine at
193+f,,/4 Hz)

[79, 84] for a discrete-time signal and in [l11] for a contiows-time high-resolution analog
signal. In [lll] the design of the buffer that drives the sdimg capacitors of the ADC is
also reported.

The BPAY. ADC is suitable for digitizing a narrow signal band locatdfltbe dc, and,
for such signals, reduces the necessary sample rate cairipane LPAY.. Signals of the
aforementioned type can be found, for example, in vibraggmpscopes, where the nar-
row signal band is located, before demodulation, at theezdrequencyy,, provided that
a dc detection voltage is applied. In this case the use ofggesBP AY> ADC allows the
demodulation of both in-phase and quadrature signal to derpged digitally, assum-
ing the sampling clock is properly synchronized with theungignal [58]. A thorough
introduction toA>: ADCs and DACs can be found in [83].

Although a typical ADC samples a voltage, or current moderimiation, theAY> ADC
can also be used to directly digitize the value of a capgatorapacitors. This approach
is depicted in the schematic shown in Fig. 3.20, which wagimaily published in [85]. In
the first-order LRPAY. ADC shown in the figure, the sampling capacitor and the refare
capacitor are replaced by a capacitive half-bridge elemidrd operation of the interface
requires two clock phases, which are shown in Fig. 3.20. Déipg on the value of
the output bit, eithe€’; or C; is biased to the reference voltage in such a way ¢that
creates a positive and,, a negative shift in the integrator output voltage. The chatk
comparator, COMP, creates a new output value at the risigg eflp, and keeps that
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Figure 3.20: A AY. ADC for direct capacitance-to-digital conversion.

value until the next rising edge. When the operation is amreid for a long period of
time, the average current to the ideal integrator must be. zZdence, for a continuous
operation with constant capacitors, the charge transfdraam both sensor capacitors
must be equal in order for the integrator output to be finiteer€fore

‘/reszl(l - Bave) = %‘esz2Bcweu (333)

which can be rewritten as
C — s 1

Bave = 1t =,
2(C1 +Cy) 2

whereB,,,. corresponds to the average value of the output bit steand the single bit
output (1 and O for logic high and low) has an offset equal 2o A5 (3.34) indicates, the
average bit stream allows ratiometric capacitive detaaticthe signal capacitances and,
in addition, is completely independent of the dc refererattageV,. ;. If the settling time

in both clock phases is very small compared to the whole gbeclod, the charge balance
of the capacitive half-bridge is also maintained. Hence, Ak ADC in Fig. 3.20 can
be used to realize a low-complexity and low-power charda#ang capacitive readout
with a one-bit digital output.

(3.34)

Althought the first-ordeAY. interface in Fig. 3.20 allows dc capacitance difference to
be detected correctly, the dynamic operation, includirggghantization noise shaping,
can be considerably improved by increasing the order ofdbp filter. For example, a
second-order filter is proposed both in [85] and in [15] tdireaa AY. interface for a
single- and three-axis accelerometer, respectively.

3.1.9 Current-Mode Readout of Capacitive Signals

Maintaining the charge of the detection capacitors comstanld also allow constant
electrostatic forces in a parallel plate capacitor, and ttraduced non-linearity and an
increased operating range. In addition to SC circuits airmode readout can also offer
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charge-balanced operation. However, it is problematiceéate a constant charge using
continuous-time methods and hence the charge is peribdiefleshed, first by resetting
the capacitor and second by feeding a new charge packet.

The approach of periodically refreshing the charge has applied in, for example, [86],
where the circuit shown in Fig. 3.21 is applied for the redadwua capacitive pressure
sensor. The circuit operates in three phases: first, thelswit’1 conducts and feeds a
fixed amount of charge to the sensor; second, both switckegan and the buffer detects
the voltage across the sensor, and third, the sviii¢i2 zeroes the charge of the capacitor.
The operating cycle is repeated at the rate determined bie#kage current through
the switches, which causes the voltage to drift in the holdseh The constant charge
operation allows the sensor to be biased to the region wherpdsition-to-capacitance
sensitivity is higher compared to the voltage mode readwuf86] discussion on other
performance parameters, such as noise and linearity, tseai

VDD
Icharge
CLOCK SIGNALS
SWi — Vout @ m_h°|d_L
2l L, LN I
Idischarge —

Figure 3.21: A block diagram of the readout circuit in [86].

The readout circuit in [87], where a constant current soigrosed to detect the signal ca-
pacitance, is shown in Fig. 3.22. Unlike in the previous eglayhere the clock frequency
is considerably higher than the signal bandwidth. The diaperates in two phases, reset
and measure. In the measuring phase a constant cugrent is fed through the refer-
ence capacito€’, and the sensar’;. The current resulting from the difference between
the capacitors is transformed to voltage in the feedbackpoo@ntsZ;,. The voltage at
the amplifier output can be sampled as soon as the voltagtlesds@ he capacitance-to-
voltage response of the readout is non-linear for a singtke@ capacitive signal, but will
be linearized for a differential sensor. The effect of vasimon-idealities is analyzed in
[87], but the discussion of the effect of electrostatic &sr¢s omitted.

The detection of capacitive accelerometers and gyroscegiag switched-current (Sl)
techniques, for which the driving factor is mainly the pbs#ly of using low-cost CMOS
technologies with no passive analog components, is uncamhkhawever, an accelerom-
eter has been interfaced using an Sl front-end and afn3SIADC in [88]. The actual
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Figure 3.22: A block diagram of the readout circuit in [87].

capacitance-to-current conversion is performed usintagetmode biasing and the lin-
earity of the implementation is limited to below 4B.

3.1.10 Pseudo-CT Open-Loop Readout

In Sections 3.1.2 and 3.1.3 it became clear that the dc lgiasithe amplifying stages

of CT interfaces forces finite but very high resistances toaset in order to properly dc
bias the active structures in the presence of leakage ¢ariearge resistors can result in
an increased silicon area, parasitic capacitances, andimearity. In addition, after the

detection of the capacitive signal, the voltage mode infdrom must be demodulated.

Switched-capacitor interfaces, on the other hand, aregoi@imcreased noise as a result
of folding, but do not require demodulation at all or alloviatbe performed by applying
subsampling. The effect of the folding of the noise can aklsaécreased, for example,
by increasing the signal level. However, if the magnitud¢hef signal charge needs to
be increased by resorting to on-chip high-voltage germarathe active switching of the
high-voltage node, which is necessary in SC circuits, megua fairly low-impedance
high-voltage source. The implementation of a low-impe@&aocal high-voltage source
typically increases power consumption or forces exteroaimonents to be used. High-
voltage generation is discussed in more detail in Section 5.

Especially in gyroscopes, where only a tiny signal resutisnfthe Coriolis force, the
electrostatic forces are not likely to inflict distortioncatne use of dc a detection voltage
is efficient. The pseudo-CT readout allows a constant bikag®to be maintained across
the sensor capacitors while performing the signal detedbip periodically integrating
the current obtained from the element. The sampling is ped after the signal has
been amplified to its final magnitude and the noise bandwidghideen limited. Periodic
integration makes possible inherent demodulation, chogadilization and CDS. In its
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simplest form, the pseudo-CT readout could be realizedgysist a single active gain
stage followed by an SC stage to sample the output of the ps€licstage. An example
of this type of very simple front-end is shown in Fig. 3.23.

In the figure a continuous sinusoidal current is fed to theldi@p The amplifier is de-
signed to be very fast and low-noise and therefore also hadeawise bandwidth. The
amplifier is also capable of transforming the current to nslfimagnitude using a very
small feedback capacitar;. Now, in order for the signal amplitude to be capable of
being extracted without folding all the noise of the ampitifitee noise bandwidth should
be limited before sampling. The resistBy is added for this purpose. The extraction of
the signal amplitude or, in fact, the peak-to-peak valugstay resetting the sampling
capacitorCs in phasep,. The reset phase ends at the time when the minimum value at
the amplifier output is reached (zero value of the input ecujreand the current flow-
ing throughR; is directed toC5;. As the current, which is now band-limited i, is
integrated for half a period, i.e., the whole negative Ipalfiod of the input current, a
peak-to-peak value of the signal is extracted by the engtk odssuming that the capaci-
tive voltage division betwee€;, andCs is small enough. The sampled value is available
in ¢, and free of the amplifier offset and switch noise, which weoeesl inC’, in phase
¢2. The periodic reset; allows proper dc feedback to be maintained in the amplifidr an
no linear resistors are required for this purpose. A detalealysis of the readout tech-
nique is presented in [VI], and a complete gyroscope utifizhe pseudo-CT technique
is introduced in [V].
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Figure 3.23: An example readout circuit which utilizes the pseudo-Cadieut technique.
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3.2 Closed-Loop Operation of Capacitive Sensors

The open-loop interfaces that are introduced can basiedlllye used to detect the ca-
pacitive signal in closed-loop sensors too. The essenifi@rence when compared to
an open-loop interface is that the closed-loop sensorepfdedback to the mechanical
sensor element. In accelerometers and gyroscopes theafdedbused in order to at-
tain control over the proof mass position within the elemérite position is controlled
by applying a force, in capacitive sensors an electrostatoe, to the proof mass of the
element. As the feedback is in the form of a force it is oftdamed to aforce feedback

An example closed-loop sensor is depicted in Fig. 3.24, ey the feedback is
added when compared to the open-loop example shown in F&y. The gainGr;3 of
the feedback is defined by the voltage-to-force transducdrig discussed in the next
section. The feedback in the example is negative, depithiagact that the feedback
aims to reduce, or nullify, the total force affecting the gironass within the reference
system. The dynamic characteristics of the system depenligny and Hr and the
three constant gainsr, G-, andGrs. The transfer function from the external signal to
the sensor output can be written as

_ GrHrGroHRes
1+ GrsHrGroHpps’

5 (3.35)
which, it can be noticed, approaches (3.1) when the feedisagkak or totally removed
(Grs = 0). On the other hand, with sufficient open-loop gain, (3.3%qual toGr/Grs
and is determined purely by the gains from the acceleratidhd forceG; and from the
voltage to the forcé: s, i.e. the feedback. Now, if the senddr, ;s limited the bandwidth
in an open loop, or if the position-to-capacitance conweerdimited the linearity, the
closed-loop gain could theoretically be designed to be lequ@;/Gr3. The constant
gain denotes the fact that the force entering the resoraiaro and therefore the open-
loop limiting factors become insignificant in a closed lobppractice, however, (3.35) is

Signal - | Signal
in o Hres ‘ Hg out

Gy
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force- - --
position- - - 1
capacitance- ]

voltage - - -

MECHANICAL SENSOR ELEMENT ||[ELECTRONIC INTERFACE

Figure 3.24: Block diagram of a closed-loop sensor, also depicting th@érsignal do-
mains.
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never constant over an infinite frequency band, and insteadapproximatiorG/Grs
can be designed to be roughly valid in the frequency bandtefest, e.g. from 0 to 50
Hz.

The challenge in realizing capacitive microelectromedateatlosed-loop systems is both
in linearizing the feedback where the electrostatic forepethds on the voltage squared
(see Section 2.3 for details) and on ensuring the stabifith® system, especially if the
mechanical element is strongly underdamped (quality fastd.5). The magnitude of
the force that can be applied to the element is also limitethéncase of electrostatic
excitation. Whether this limits the usable dynamic regibthe sensor, e.g. the full-scale
acceleration of a closed-loop accelerometer, dependsandichanical design, gais,s,
and the mass of the seismic element. If the nominal supplggsfiicient to create a
sufficient electrostatic force, the electronics need tgatathe use of either a local or
external high-voltage source.

The circuits and characteristics related to capacitiveedeloop accelerometers and gy-
roscopes are studied in the following sections.

3.2.1 Linearizing the Electrostatic Feedback

The problem related to electrostatic feedback relatesstmiterent non-linearity. The
electrostatic force, which is dependent on the voltage regijallows only an attractive
force to be generated in a single capacitor. In a differeaéasor, an example of which
is depicted in Fig. 3.25, the two actuation capacitors allee/feedback force to change
its polarity. The actuation capacitors can also be the sames that are used for the
detection, if the readout and actuation are separated aithiee frequency domain (CT
interface) or time domain (DT interface).

51 S
| |
Wi v
E:sl Eesz

Figure 3.25: Sketch of a differential voltage-to-force transducer.lyChe electrostatic
forces are shown. The cube depicts the proof mass of therselesaent.
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The differential configuration also allows the force feedbto be linearized. The feed-
back force affecting the proof mass in Fig. 3.25 can be wride

Fes = Fes2 - Fesl- (336)

When the sensor element is placed within a closed loop, dwrektatic feedback can be
designed to minimize the motion of the proof mass. If plaggacitors (2.24) are used
in the sensor that operates in a closed loop, and theAad the spacing between the
platesz, are equal for the two capacitors, the force can be rewritten a

eoA A
Fos = 5 [(Via = Vi) = (Ve = Vi) = 35

2 [(Vig = Vid) + 2V (Vi — Vio)]. (3.37)
xo

Now the proper closed-loop functionality allows to keep spacing between the capac-
itor plates constanty( ~ 0) even in the presence of, for example, external acceleratio
When also the bias voltages fulfill the conditidfy = —V}; = V}, and theV,, is con-

trolled by the feedback of the system, the electrostaticeftwecomes a linear function of

Vins
Feo Gy = 2oy, (3.38)
Vin x3
whereGr3 can be found in Fig. 3.24. If only a single capacitds were available, the
second-order terms in (3.37) could not be canceled and the(a would be half that

of a differential sensor.

Similarly, if comb actuators, (2.29), are used for the ifstee, and the height of the
fingers and the spacing between them,are equal for the two capacitors, the force can

be rewritten as
€0h

Foo = 5o (Vi = ViD) + 2V (Vi — Vi) (339)
WhenVy, = =V = V4, b
F,
S _ Gy = o1 (3.40)
vm Zo

It should again be noticed that no small signal approxinmatior was made.

In practice perfect matching between the two capacitorstipassible and mismatch will

cause the second-order non-linearity to become visibleweder, the voltage-to-force

transducers can be balanced in a fairly simple manner, daiegd in [I] and measured in

[I], which allows a system linearity much better than@® to be achieved. On the other
hand detecting the point of optimal linearity is challerggimithout actually measuring

the linearity.

Another, more popular means to linearize the force feedlsckapplypulse-width mod-
ulation (PWM) or pulse-density modulatigii’DM); both methods are well applicable for
digital feedback [89]. The difference between the two matah techniques is depicted
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in Fig. 3.26, where six samples of a single-bit PWM and PDMIbsek are shown. The
electrostatic force in the figure can be compared to Fig. ,3R8 attained, for exam-
ple, by settingl,,, = 0 and allowingV}; to be active wherB = 1, andV}, to be active
whenB = 0. It should also be assumed tHgt{ = V}, # 0 in the active state and that
Vi = Vi = 0 otherwise. When the pulse rate is much faster than the baltihof
the mechanical element, the electrostatic force will beayed. If B,,. corresponds to
the fraction of the timd-,,, is active, then the fraction of timg,,; is active is equal to
1 — B,... The corresponding average force

Fes = FesQBave - Fesl(l - Bave) = _Fesl + (Fes2 + Fesl)Bave (341)

is linearly dependent oB,,.. In order for the linear relationship betwe8y,. andF, to
hold, the pulses are assumed to have zero rise and fall tiiges3.27 illustrates an exam-
ple of a PWM feedback, where the feedback pulses pass affitst4near low-pass filter
(LPF) with the time constant, before arriving at the voltage-to-force transducer. The
average force, calculated for the nominal duration of thmuirpulse, shows a clear de-
pendency on the pulse width. If the rise and fall times weresaerably shorter than the
shortest pulse applied, the average force would becom@émdient of the pulse width.
This can also be observed in the figure — the longer the putsempared ta,, the lower
the sensitivity of the average force to the pulse length.  rhcice it is difficult to
realize a sufficiently short rise time, which imposes steimgslew rate requirements on
the source that creates the bias voltages. A more viabl@apiprs offered by a return-
to-zero (RTZ) PDM, similar to the 1-bit PDM in Fig. 3.26, wieesach feedback sample

B=[...000111...]
- F PDM: E

esl es2

- Eesl

Figure 3.26: An example to depict the difference between PWM and PDM (RTZ
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Figure 3.27: Effect of finite rise and fall times on the average feedbaokd. I1f7, = 0
the normalized feedback force is always unity and indepeinofehe pulse width.
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creates a pulse. Rise and fall times, appearing similarkyamh pulse, will just affect the
gain from the average feedback voltage to force, and noirikatrity.

It should be taken into account that if signal-dependennhdact, any non-zero position
exists in the parallel plate actuator in a closed loop, it iwtkoduce non-linearity within
the sensor, regardless of the method used to apply the feledibhe minimization ofr
can be accomplished by realizing efficient feedback, i.einbyeasing the loop gain of
the closed-loop system. The design of the feedback can alseddified in such a way
that the force is nearly independentigfas described in [90].

3.2.2 Parasitic Resonance Modes of the Sensor Element

The reduction of noise in accelerometers and gyroscopesesgot just the maximiza-
tion of the proof mass, but also the reduction of the mecluiamping within the el-
ement. Hence the very low noise performance makes it nagetssaperate the sensor
elements in a vacuum. Although the beneficial effect of lom@se can be reached by a
considerable reduction in damping, it also results in a Qg¥alue of the element, which
inflicts ringing and consequently a long settling time of se@sor. In order to reduce the
Q-value and to damp the element operating in a vacuum, a pctgeeed-loop control can
be built.
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Figure 3.28: Sketch of two resonance modes of the same sensor element.

In a practical resonator the number of resonance modes & hewted to unity [23, 91].
When the sensor is operated in a vacuum all the modes wilbéxain increased Q-
value. Two resonance modes of the same silicon resonat@katehed in Fig. 3.28.
When considering the capacitive signal, which is detecsaaigthe plate capacitors, both
resonance modes contribute to the response from the éanifarce to the capacitive
signal.

The detection and actuation can be done using the same tepaderface or separate
ones; the former method can be referred akibocatedcontrol and the latter to as a
non-collocatedcontrol [92]. One motivation for using dedicated actuatiapacitors is
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that the feedback and readout can be electrically isolated €ach other, whereas when
common electrodes and a common signal path are used, tlagiasolakes place either
in the time domain or in the frequency domain. It is, howeuaportant to notice that
the additional electrodes do not guarantee perfect isoldtetween the actuation and the
readout. Finite impedance of the proof mass can cause teatpdtof the proof mass to
vary in the event of rapid voltage transitions that reswtfy for example, square wave
actuation. Variation of the proof mass potential will caeipd the detection capacitors.
Another unwanted signal path can exist because of paraap@citances, which can cou-
ple the signal between actuation and detection.

When non-collocated control is utilized, the mechanicatasymn between the actuation
and detection will introduce an additional phase lag of 8 compared to collocated
control. An example of such an open-loop system is showngn 8i29. In the closed-
loop gyroscope in [91] the difference between the two deirahethods is analyzed. If
the proof mass in the sense resonator in [91] is directlyaaetiibut the sensing is done
using separate sensing capacitors, which will realize alitiadal parasitic resonance,
the resulting system would correspond to Fig. 3.29.

70000
—m, | ——{—m,
Dl D2

Figure 3.29: Example of an open-loop system/(F") resulting in non-collocated control
in a closed loop. (The collocated system would require th&tiom information to be
extracted from the first resonator.)

Additional phase shift can also result from a sensor elemvbgte the feedback is capable
of exciting two independent resonances, which both caumibo the signal capacitance.
In a non-collocated system it is possible that the sign ofghi@ of the resonances is
different. The effect of sign change can be seen in the Bodgrain of a simple CT
example system shown in Fig. 3.30. In the system two resm)afiandamental at 1
rad/s and parasitic at 28ad /s, a parasitic pole at 100€.d/s, and a lead compensator,
form the loop transfer function

1 par 1 10s+20

+ .
S+ 241l P2+ +202] 1 5+

Hioop(s) = (3.42)

The Bode diagram is plotted for three valueggf, which defines the gain of the parasitic
resonance. The negative sign @f, in this case incidates the use of non-collocated
control, which has led to an additional phase shift of <180d a negative phase margin.
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The corresponding closed-loop step responses are showgn iB.B1. The negative phase
margin causes growing oscillations approximately at tagdency of the parasitic mode.
The only way to stabilize the system in the presence of phasertainty up to 360is to
ensure that the loop gain remains below unity at frequernwhesse parasitic resonances
exist [92].
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Figure 3.30: Bode diagram for the loop response of the example systestudimg the
lower frequency resonance only, two modes wiff) = 0.1, and two modes witly,,, =
—0.1.
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Figure 3.31: Step response of the example system (feedback factor)umtiuding
the lower frequency resonance only, two modes wjii = 0.1, and two modes with
9par = —0.1.
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Even if collocated control were utilized, always ensuringaar of imaginary left-half-
plane zeroes between the resonance peaks to compenséie braise lag caused by the
parasitic resonance, the modes are still very challengicgntrol in closed-loop systems.
In CT loops the separation of the readout and feedback inrlgriéncy domain obliges
filtering to be used. The filtering causes delay in the loopteethe gain decreases, which
exposes the loop to the parasitic resonances [l, Il]. Snhgjlan a DT loop separating the
feedback and readout in time always inflicts some delay. Has@in the loop will start
to turn negative as a result of the delay when the samplirguéecy is approached. In
DT systems the folding, which will bring high-frequency oesinces into the Nyquist
band, must also be taken into account [93]. One approachtassbbviate the problem,
introduced for a closed-loop gyroscope in [23, 93], is to pasitive feedback to permit
a sufficient phase margin at the parasitic resonances. tatety gyroscopes, where the
loop dc gain can be set to be zero, positive feedback can bdasealize a stable system.

3.2.3 Electromechanical AX Interfaces

The use of & A ADC for the open-loop detection of capacitance was review&ection
3.1.8, but with some small changeX A loop can be applied to build a closed-loop sensor
interface. The conversion from a purely electricah loop into aneletromechanical
(EM) XA loop, or EM-AY. modulator as it is often called, can be done by replacing two
integrators in the loop with the sensor element. This regulta closed-loop system,
where the feedback to the element is an electrostatic fdteenpting to minimize the
total force entering the sensor. Ideally, the average vafube PDM feedback, which

is typically also the output of the loop, is a linear functimirthe external force affecting
the sensor. In its simpliest form the EMX loop is a second-order system, a linear
model of which is shown in Fig. 3.32. The model comprises #reser (TFHggs(s)), a
constant gain from the position to the voltagg, an electrical lead filter to compensate
for delay in the loop (TR r(#)), and a quantizer with equivalent gaify. The feedback

is realized by the voltage-to-force transducer (gajn).

Sensor Gain from ADC DAC | Gain from

Hres (S position  compensator / / voltage
res (S) to voltage 1 _ ?Z) ' " to force

1/k DoutT
2 =
Fin’ ()ﬁ S4 SQ+1GLF(2 z7) ’{Gq Grg

Figure 3.32: A block diagram of a second-order electromechanisal modulator, in-
cluding the linear models of the subblocks.
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A loop filter which allows a positive phase shift, such as alléler, is necessary in
order to attain a positive phase margin in the loop. It is giessible to use a strongly
overdamped element as in [94] to make the resonator appearsagle-pole device.
However, the heavy damping compromises the noise perfarenahthe element. The
lead filter-based approach to the second-order &NHoop was first utilized in [95] to

realize a low-noise accelerometer. The sensor elementingb@ design is a high-Q
bulk micromachined element, and the system is reportedhieae a noise floor of 10

pg/VHz.

A number of second-order EM:Y. sensors, accelerometers, such as [59, 96, 97], and
gyroscopes, such as [91, 98, 99], have been published giecirst one in [95]. For
example, in [59] an overdamped surface-micromachined e used to implement a
three-axis closed-loop accelerometer. The element andiffieeential SC interface im-
plementing the input common-mode feedback (see SectioB)&afd CDS are analyzed
for the noise performance and offset. At a sufficiently higimpling frequency, 0.8[Hz,

the noise is dominated by the element and a noise floor of fpudi0-1000ug/+/Hz,
depending on the axis, is reached.

The sampling frequency in a second-order M- loop inevitably becomes moderately
high, even higher than in [59], as the analysis in [100] iatks. This is because the
mechanical element does not provide filtering as efficierthas provided by the inte-
grators in a purely electricahX-loop, and the most straightforward way to reduce the
guantization noise is by increasing the sampling frequerSiynilarly the effect of the
non-zero periodic motion of the sensor elemeedjdual motion present with a dc input
signal especially in a second-order EAM= modulator, can be reduced by increasing the
sampling frequency [100].

A factor which significantly affects the quantization nomeperties, is that the second-
order EM-AY: loop provides no filtering for the noise of the front-end #lexic interface
[100]. In fact the lead filter even amplifies the noise to thargizer input. The noise
inflicted by the electronics causes the effective quantiaén to decrease and the quanti-
zation noise to increase at the modulator output [101]. Tienpmenon can be seen in
Fig. 3.33 for the 0.1FS (full-scale) input sign@l, for the modulator in Fig. 3.32. The
loop gainis plotted in Fig. 3.34. The other curve in Fig. 3s88ttained as a strong 0.5FS
sine at a normalized frequency of 0.16 is fed to the input efdlectronic interface in
order to demonstrate how a strong high-frequency distudyaang., noise, affects the op-
eration of the modulator. The quantization noise can belglsaen to increase as a result
of the reduced quantizer gain. More details of the simutatian be found in Appendix
A.

More efficient quantization noise shaping and less interadbetween the electronic
noise and quantization noise can be attained by increabimgtder of the EMAY
modulator. This has clearly been the latest direction aéaesh and higher-order inter-
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Figure 3.33: Two simulated output spectra of a second-order BM4oop with a single-
bit quantizer referred to the maximum value of the outpubaig The frequency is re-
ferred to the sample rate. The effect of out-of-band distnde is studied by adding a
0.5FS sine at a frequency 0.16 to the input of the electronéface.
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Figure 3.34: The loop gain withz, = 1 andGr = 100 for Fig. 3.33, and the gain from
the feedback voltage to the voltage-mode output of the $enso

faces have been introduced for gyroscopes [23, 46, 1021033 and for accelerometers
[89, 104, 105, 44]. The accelerometers are, without exceplbw-pass-type modulators
where the filtering in the electronic interface is typicalghieved by adding two or more
integrators. In gyroscopes, where the signal band is meetlilatf the dc, electrical res-
onators can be used to form the additional noise shapingasdhtd sampling frequency
does not have to be increased excessively. The accelenomédel] cannot be consid-
ered a typical higher-ordekY loop as here an electrical second-ordet ADC is used
to convert the capacitance to digital word and a complex @msator is implemented in
the digital part of the interface to realize the feedbacktaedinal output. As all the cited
higher-orderAY. interfaces are SC circuits, they are prone to the foldingoiden In [46]
the noise is reduced by using a CT front-end for detecting#fpacitive signal, whereas
in [23] a boxcarintegrator is utilized for the front-end in order to efficignreduce the
noise bandwidth before sampling.

An example fourth-order LP EM\AY. modulator is shown in Fig. 3.35. The original cir-
cuit including an additional local feedback for the redii@a of a resonator, is presented
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Figure 3.35: A block diagram of a fourth-order electromechaniggl modulator, in-
cluding the linear models of the subblocks.

in [46]. The figure can be compared to an electrical modulatbere only feedback paths
are utilized. In the example, the feedback that is missirgr@sult of the mechanical el-
ement is replaced by a local feedforward path. The feedf@higaadded as the internal
properties (velocity) of the mechanical sensor cannot bessed. This modification al-
lows the EMAY modulator to be designed without limiting the propertieshed loop
filter in comparison with an electrical modulator. The teicjue is presented in [106] and
is referred to asinconstrained sigma-delta force feedback

The block diagram in Fig. 3.35 is simulated (see Appendix Atfie Simulink model)
using the same sensor, sample rate and input signals asef@reélious example con-
cerning the second-order EM>. loop. When comparing the spectrum in Fig. 3.33 for a
second-order loop with the one in Fig. 3.36 for a fourth-otdep, the quantization noise
shaping is considerably improved in the higher-order maitul It is important to take
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Figure 3.36: Two simulated output spectra of a fourth-order EM:z loop with a single-
bit quantizer referred to the maximum value of the outpubaig The frequency is re-
ferred to the sample rate. The effect of out-of-band distnde is studied by adding a
0.5FS sine at a frequency 0.16 to the input of the electron@fiace. The gain TF of the
sensor is the same as that shown in Fig. 3.34.
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note that the example simulations are run for a linear mofitleosensor. For a proper
system design the non-linearity of the electrostatic faedltand parasitic modes should
be included in the simulations (see Sections 3.2.1 and)3a2@ the stability should be

confirmed in the presence of process and parameter vasgation

3.2.4 Closed-Loop Analog Interfaces

Although EM-AY modulators with digital feedback have been proven to aehgnod
performance and inherent digitization of the signal, th@l@a closed loop can still show
potential, for example, when folding prevents a sufficieerfgrmance of the sensor from
being attained. A typical design of a CT analog closed-loogekerometer is shown in
Fig. 3.37, where a single pair of capacitors is shared betieereadout and feedback.
Unlike in a discrete-time system, where a single clock mkegan be split into separate
readout and clock phases, in a CT system the separation muktirte in the frequency
domain. The approach is also depicted in the example im&=rfae ac detection voltage
generates a signal proportional to the mismatch betweenapacitors, whereas the dc
bias defined by/; andVj, is required to generate a linear electrostatic force. Thd-fe
back is generated by amplifying the detected signal, dowveing and filtering it, and
finally by using a controller to define the dynamics of the lodje two frequency re-
gions, readout and feedback, are ideally perfectly isdl&tem each other. The essential
component allowing proper isolation is the mixer, but thiefg, especially the LPF, also
play an important role in separating the frequency bandpetfect isolation between the
frequency band compromises the stability of the loop andsisugsed in detail in [1].

The feedback signal can be brought to the element througlextomple, the biasing re-
sistor as in Fig. 3.37 if a voltage buffer is used for the sigietection [55, 56, 107],
or through the virtual ground if a TIA is utilized for deteati [I, I1]. In both cases the
front-end must tolerate the full-scale voltage range offtleelback. The linear model for
the system shown in Fig. 3.37 is easy to construct. The wiealdaut can be modeled as
a constant gaiid-z, providing that the delay in this part of the interface isgmgficant.
Similarly, the conversion gain of the demodulator (Mix€¥).,..q iS constant and at its
maximum when the two signals being mixed are in phase. Aftersignal is demodu-
lated, the frequency behavior of all the following blockscls as the LPH{,,;(s) and the
controller H.,.(s), is straightforward to include into the linear model of toep. The
output of the system is taken at the controller output anccéehe feedback factor is
determined by the voltage-to-force transduGgg and the parasitic poles, which in this
case are formed by the bias resistfs,, and the sensor. With a loop gain much larger
than unity, andH,,,,(s) equal to unity in the frequency band of interest, the cldseq-
gainV,,,/F;, is defined ag /G s, the inverse of (3.38). The loop gain is clearly inversely
proportional to the bias voltagé,. It is interesting to notice that when the signal is digi-
tized usingV}, as a reference for the ADC, the ADC, where the digital outptypically
inversely proportional to the reference, increases the &easitivity of gain in the com-
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Figure 3.37: An example block diagram of a continuous-time analog ddsep inter-
face typically used for accelerometers. The linear modéheloop is also shown.

plete sensor ta/V;2. The bias sensitivity of gain is similar in the closed-loold-&\X
modulators. When compared with the open-loop readout tqabs, where the effect of
absoluteV, can be completely eliminated, as in (3.34) [15], the cloeg sensor im-
poses considerably more stringent requirements on théistaib the bias voltagé/,. A
detailed analysis of a very high-accuracy closed-loop GEletometer is givenin [I] and
the design is upgraded in [ll]. The ADC and the controllerlih §re presented in [llI]
and [IV], respectively.

As extremely low noise levels also require an element with tleermal noise and typi-
cally a consequent high quality factor, the high-Q parasitodes must also be consid-
ered. The direct consequence of filtering, which enablesaadout and feedback to be
separated, is that the LPF and any parasitic pdes,(s)) in the loop inflict a negative
phase shift. At sufficiently high frequencies the total ghimsthe loop turns negative and
exposes the loop to instability as a result of high-Q parasibdes that potentially exist.
The phase can be compared to delay in a DT loop with the helpsohple example.
Assuming that a CT loop utilizes a detection frequency dfHz, the LPF is designed to
have a corner frequency of 1801z, which allows sufficient attenuation at and above the
carrier. The negative phase shift resulting from the LPPfsat 10kHz. When the phase
shift is converted to an equivalent delay in a DT system witample rate equal to 1
MHz, the delay is roughly equal to 3 clock periods. As a DT loop easily be designed
to inflict a delay of less than a single clock period, the nieggihase shift in a CT loop
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can become more significant when compared with a DT loop. @g®n where insta-
bility resulting from the high-Q parasitic modes can ocaumioderately easy to identify
(see Fig. 13 in [l]), and should be taken into account in th&gieof both the element
and the interface.

Isolation between the readout and actuation can also beedtd a second pair of signal
capacitors is available. This approach is shown in Fig. 3\8f&re a dc detection voltage
and a TRA are combined to implement a very simple closed-gysptem. The absence
of a dc signal current will prohibit any control of the dc piosn in the sensor, but the
interface could be applied, for example, in a gyroscope,revitlee signal is close to or
at the resonance frequency. The capacitors drawn usingddisies simply depict the
small capacitors that can be included to stabilize the TRA.

The analog closed loop can also be realized in discreteftorme [84, 108], which al-
lows a simpler time-domain separation of the feedback aadaet. An example of a DT
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Figure 3.38: A simple continuous-time analog-closed loop interfacexetthe front-end
TRA also implements the controller in the loop. The seconid giasensor capacitors
subtitutes for the frequency division that is otherwiseassary.
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Figure 3.39: A block diagram of a discrete-time analog closed-loop kcoeneter in
[84].
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analog interface is shown in Fig. 3.39 [84]. Here the two S@ gtages allow the im-
plementation of CDS, whereas the SC proportional-detigdD) controller realizes the
sufficient dc gain and damping of the high-Q resonances ddldraent. The capacitar,
allows the minimization of the settling time of the feedbacktage in order to minimize
the non-linearity resulting from the electrostatic for¢ese Section 3.2.1). Detailed clock
phases can be found in [84].

3.2.5 Capacitive Gyroscope: Drive Loop

In a typical MEMS gyroscope the angular velocity signal tisatensed originates from
the Coriolis acceleration. The Coriolis acceleratiopy, on the other hand, is directly
proportional not just to the angular rate but also to the velocityr,,;/dt of the drive
resonator (see Section 2)

Oy

ot~
Hence, providing a maximum and constant velocity oscdlais essential in a MEMS
gyroscope. In capacitive gyroscopes the magnitude of tbetrektatic force is fairly
limited and it can best be taken advantange of by excitinditgbe-Q drive resonator at
its resonance frequency.

Togr = 20 %

(3.43)

The magnitude of the electrostatic force, in e.g. a parplele or comb drive, depends
on the squared excitation voltage. Hence, if the excitatiolitage contains both a dc
component/;. and an ac componeit, sin (wt) at the frequency, the force

Fos = Kppy2[Vie + Vaesin (wt)]?
V2 V2 (3.44)
= Kppye (Vi + 50 + 2V Ve sin (wt) + 2“0 cos (2wt)].

can be seen as having an effect atdcand2w. The coefficientKr,» can be found
by comparing (3.44) with (2.24) and (2.29), whére= V. + V,.sin (wt), for plate
and comb capacitors, respectively. The proof mass motidimmihe resonator can be
significant, which can affect the magnitude of the excitafiarce, especially in parallel
plate actuators.

Generating the excitation force by operating the resoriatarclosed loop with positive

feedback is straightforward. The linear force terrvatllows the resonator to be excited
at the same frequency as the one at which the position sigigtected. The force that
has an effect aw enables the resonance frequency force to be generated arsiag

voltage at half the resonance frequency with no dc comporEmbugh the magnitude
of the excitation force is lower in comparison to the lineairce, the sensor element is
theoretically free of a strong voltage component at therrasoe frequency, thus reduc-
ing problematic cross-coupling. It should be noticed thahe electrostatic actuator is
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differential, the squared voltage terms in (3.44) will gipaar and excitation at half the
resonance is not possible. This feature was taken advaatdgelinearizing the force
feedback in (3.37).

The electronic interface for the drive resonator must camspte for the 90phase lag
caused by the drive resonator at the resonance frequencgen t create an oscillator.
Hence, an ideal phase shift in the loop at the resonancednegus either 90or -90°,
depending on the sign of the feedback, when the linear fovogponent is utilized for
the excitation. For a half-frequency excitation no phasi sirequired in the loop, but it
should be noticed that a square wave drive cannot be utilizkis is due to the fact that
the electrostatic force in this case is, in practice, canistad no energy can be transmitted
to the resonator.

As [VII] provides a thorough introduction and analysis oé implementation of an ana-
log drive loop, an example implementation of the digitalvdrioop is taken from [46]
and shown in Fig. 3.40. Here the transfer funct@ms Hrgs(s)Gr models the linear
response from the electrostatic force to the voltage-madéipn of the sensor element.
The readout voltage is converted into the digital domaimgisiAY> ADC and the rest
of the system is implemented as digital. Now the digital phlasked-loop (DPLL) is
locked at the resonance frequency. The DPLL creates a digagiais 90 phase-shifted
compared to the input of the DPLL. This signal is set to driveresonator after the level
control in a variable gain amplifier (VGA) and the digitaledog conversion in a\X
DAC. In order to control the level of oscillation of the drivesonator, the amplitude of
the oscillation is extracted in the mixer and fed to a cotgrpivhich then sets the gain
of the VGA. TheAY. DAC shapes the quantization noise of the two-level eletatims
feedback away from the resonance frequency. The use dfYhBAC allows the digital
interface to be realized without the need for a multibit DAC the feedback.

Voltage :
Position (readout) '
Hees (S) Gr >+ A% ADC I —~lopLL VGA
ANALOG DOMAIN }
Force ! DIGITAL DOMAIN
I ; @ CONTROLLER

G A DAC
Voltage ! DEMOD
(actuation) !

Figure 3.40: A block diagram of the drive loop in [46].

Although the example is implemented mainly digitally, ivg$ a good description of the
typical main features of the drive loop. The PLL is commordgd to create a feedback
signal in the correct phase, but it can also provide predmsekcsignals for other blocks

of the interface for the gyroscope. The controller is nemgstor precise regulation over
the oscillation amplitude (velocity) of the resonator, ahd VGA provides the means
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to change the gain in the loop. Other example implementsitddrthe drive loop can be
found in, for example, [47], where a TRA is used to detect #ygacitance and to create
the proper phase shift in the loop, and in [58], where an anal@rface including a PLL
is utilized.

As in all closed-loop interfaces where a high-Q mechaniesbnator in included in the

loop, the behavior of the parasitic resonance modes mustkes tinto account also in

the drive loop. The probability of oscillation at any patesmode can be reduced, for
example by ensuring that the gain of the interface is at ghést at the fundamental and
lowest resonance mode, as in [VII], where an integrator é&slas the phase-shifting ele-
ment. It is, however, imperative to confirm that the crossptimg between the excitation

and readout is small enough not to cause the electronidacteto oscillate.

3.3 Discussion

The purpose of a readout circuit of a capacitive sensor istta& the absolute or relative
value of the signal capacitance. The detection procesyes mdeal and is typically cor-

rupted by noise, distortion, and spurious tones. CT teclesgan be used efficiently to
realize a low-noise readout with a typically somewhat maraglex readout circuit when
compared with the simplest types of SC, or in general DT discUSC circuits provide

a simple way to convert the capacitive information into agk, allow the use of noise
reduction techniques such as chopper stabilization and, @b offer the possibility of

relieving the non-linearity resulting from electrostafiicces. However, it is imperative
to take the effect of folding in DT circuits into account chgithe design, especially if it
is known in advance that, for example, the supply is likelgontain significant distur-

bances.

It is common that the final output of the sensor is digital, et case it is also inevitable
that the signal is converted to the DT domain, i.e., samplsdally before the quantizer.
SC circuits allow the quantization to be performed very elasthe sensor element us-
ing AY modulation [85], making possible a small supply current &wd complexity
[15]. On the other hand, in gyroscopes, where the capactgmal is very small, low-
noise CT circuits have been used [46, 58] to amplify the digatore transforming it to
the DT domain, and further, to the digital domain. Similarty[ll] the ultra-low-noise
accelerometer has an analog closed-loop core and a sep&r@te

As a part of the research work the pseudo-CT open-loop reddolinique is presented
in [V,VI] and applied to create a two-axis gyroscope with lageoutputs and minimized

chip area. Unlike in a typical example, where the front-enthe dominant noise source
of a sensor, in this gyroscope the on-chip generation ofeates and detection voltages
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Table 3.1: Summary of the properties of the gyroscope in [VI].

Process technology 0.35pum HV CMOS
Chip areaam?) 7.9 (active area 2.5)
Supply voltage V)/current (nA) 2.5-3.6/1.8
Detection voltage, dc\) 9.1

Equivalent noise capacitance for x4f/+/Hz) | 0.19/0.51
Full-scale signalq/s) +300

Signal bandwidth max.Hz) 300

Spot noise for x/y{/s//Hz) 0.015/0.041

Gain shift from -10 to 90 C for x/y (%) 1/7

Max. dc non-linearity for x/y (% of full-scale) | 0.1/1.5

Bias stability for x/y ¢ /hr) 25/33

ZRO shift from -10to 90C (°/s) 50/6

in the presence of sensor element non-idealities, espeamkexternal filtering is not an
option, has inevitably also evoked other noise sourcestti@afront-end. A summary of
the properties of the sensor is shown in Table 3.1. The neissd of the two channels
differ significantly. This is mainly due to the absence of metcal quadrature compen-
sation, which is replaced by the very compact purely elegtguadrature cancellation.
The cancellation method, however, adds to the noise in ttigaypnel, where the quadra-
ture signal is high. Considerable cross-coupling betweadaut and actuation, and the
noise of the structural wafer (proof mass) bias, which exastno external filtering capac-
itors are added, are the reasons why the overall noise laxekigher than those caused
by the readout circuits only. In fact, in [V] only the refepms and supply bypass ca-
pacitance are external to the ASIC, which is made possiblia&yareful design of the
interface. With smaller cross-coupling caused by the tkas-optimal bonding of the
sensor element and a smaller quadrature signal in the yaehahe ZRO stability in the
x-channel and the linearity and noise performance in thearnel would improve. The
circuits and theory presented in [VII-1X] cover high-vai, drive-loop, and clock gener-
ation circuitry, which all have a significant effect on thefpemance, supply current, and
chip area of the complete sensor.

In capacitive closed-loop sensors an electrostatic faedldack is added in order to bal-
ance the forces affecting the proof mass of the sensor eleniéws, in a closed-loop
sensor the feedback voltage, which is usually the outpuhefsensor, represents the
external force. In this way a closed-loop sensor is lineayided that the ratio of the
feedback voltage and the feedback force is constant an@dipegain in the signal band
is sufficient. Similarly, the full-scale range and the dymalbrehavior become determined
by the range of the feedback force and the parameters of thplete loop, respectively.
Another significant benefit is that low damping can be useddaoce the noise of the ele-
ment, while the feedback is used to flatten the gain peaktnegditom the high Q sensor
element. However, compared with an open-loop sensor, tieedtioop operation in-
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Table 3.2: Summary of the properties of the accelerometer in [Il].

Process technology 0.7 um HV CMOS
Chip areafum?) 22

Supply currentipA) 15(5V)and 0.9 (12V)
Bandwidth Hz) 300

SNR, analog/digital outputiB) 111/105 (@ full-scale dc of 1.%)
Maximum dc non-linearity%) 0.014

Detection frequencyM[Hz) 3

Detection amplitude, single-ended)( | 1

Input referred noise in open-loop

from the CSA input (detection voltage) 0.2

to the LPF output«F /+/Hz)

creases both the complexity resulting from the non-lirtgari the electrostatic feedback
force and the sensitivity of the sensor gain to the refergcsupply.

In the closed-loop CT accelerometer implemented in [lIyaary of the parameters of
which is shown in Table 3.2, the signal band was limited asaltef the parasitic reso-
nance modes of the sensor element, suggesting that caaeéliigbdesign of the interface
and the sensor element would be beneficial. The noise peafare) although very good,
was still inferior to that in the simulations, which is prdihadue to modeling problems
regarding flicker noise. The noise performance of the reidat the expected level and
does not limit the sensor noise performance because of thelmg inaccuracy. In [I-IV]
theoretical analysis, circuit design, and several sahgt@re presented in order to realize
the analog closed loop, reduce the noise, improve the ligeand the stability of the
closed-loop accelerometer, and digitize the high-vol@ggog output signal. It is clear
that the calibration of linearity, proper identification @dminating noise sources, and
the use of a CT closed loop have made possible the design wéthidnigh-performance
accelerometer in [l1].
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4 Clock Generation within Sensor Interfaces

The necessity of transforming a sine into a square wave,amkclis common in sen-
sor systems that require any coherent discrete time signakpsing. Within interface
electronics for inertial sensors this often denotes soipe ¢f demodulation or coherent
sampling. Examples that include the micro-gyroscope retithV], the amplitude de-
modulation in the accelerometer interface of [ll], and thage-coherent analog-to-digital
conversion in the gyroscope interface of [58] take advantdgine-to-square-conversion.
The actual conversion is very simple, and can, in the sinhplese, be done using a single
inverter. However, if the conversion process is impropedgigned, a faulty clock can
result in a complete failure of the sensor system.

In sensor applications, especially with fully integrateeuency references, the frequen-
cies required are fairly low, well below th@Hz region that would allow a reasonable
use of LC oscillators. If the sinusoidal signal is generairethip using an RC or GmC
oscillator, the sine-to-square-conversion that is paaéintrequired is not likely to limit
the accuracy of the clock. This is because the availableakigrelectrical oscillators is
high, which allows the effect of sine-to-square conversgmbe lowered. On the other
hand, a clock generated on-chip easily suffers from orltyifagher phase noise. If the
mechanical sensor is capable of providing the frequenareate, as in, for example,
gyroscopes [VII], the available signal magnitude might be,lwhereas the quality of
the signal can be excellent. In these cases the noise pexpeftthe signal processing
required to finally convert the sinusoidal current into azsguvave clock are emphasized.

Phase-locked loops (PLL) offer the possibility of creatatgck frequencies higher than
the reference, shaping the phase noise of the output clackkmaintaining accurate
phase coherency between the reference and the output atpedss In this way PLLs
have become an indispensable tool for signal processiotydimg within sensor inter-
faces. The design of a PLL for clock generation offers thesiagy of trading off
silicon area and power consumption for noise performaneecd making efficient cost
and power optimization possible. The essential issueterkla phase noise, jitter, and
clock generation are introduced in this chapter.

4.1 Introduction to Phase Noise and Jitter

In an ideal case a sinusoidal signal with an amplitiifdeand random constant phase
carries power at a single frequengyonly;

Vose(t) = Vo sin(27 fot + ¢). 4.2)
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However, any real oscillator that is used to generate trguercy reference introduces
error. The source of the error can be, for example, lossdsmiihe oscillator and the
resulting thermal noise, flicker noise, or power supply eofter travelling through the
oscillator, the error will partly express itself as a randphase component. Hence, the
real output signal of an oscillator has a random time-depenghase component, ()
that accounts for the phase noise;

Vose(t) = Vasin(27 fot + ¢ (t)). 4.2)

When this sinusoidal component traverses linear circsiish as buffers, some additive
noiseV,,(t) will accompany the sine, but the phase noise remains uadlter

Vose(t) = Vo sin(2m fot + ¢n(t)) + Vi(2). (4.3)

If digital or SC circuits necessitate the use of a square whek, the very nonlinear pro-
cess of sine-to-square conversion will calisé) to be converted into additional, (t).

As the phase in a real oscillator is a random time-varianofadt also causes power
to appear around the average carrier frequency. The freguwomain measure of the
phase uncertainty ishase noiseThe phase noise is defined using the frequency domain
representatioty,( ) of the phase fluctuations,(¢) [109]. Another commonly used ex-
pression for the phase noise is the ratio between the rmsrppeetral density (Hz
spectral resolution) and the total power of the carrier,clwvhsg plotted as a function of
the offset frequency from the average carrier frequencys définition, also used in this
section, is referred to using the symh®(A f), whereAf is the frequency offset from
the carrier. The relative phase noise power is usually egeakin decibels and, hence,
the unit for£(A f) is accordingly iBc/Hz]. According to [110],L(Af) ~ S,(f) when
Af = fis sufficiently large.

It should be taken into account that when the phase noiseasumed by measuring the
power spectral density, the amplitude noise, i.e. the tiegendent/, will add to the
noise power [111]. However, as the amplitude in oscillgtardike the phase, is practi-
cally always a controlled parameter, the effect of ampétadise is typically insignificant
at low offsetsA f. Furthermore, for square wave signals the amplitude indion is ide-
ally completely discarded.

A typical example power spectrum of the fundamental frequesomponent of a noisy

clock is sketched in Fig. 4.1, together with the correspogdiingle-sideband (SSB)
phase noise plotf, denotes the average frequency of the frequency refererttd @n

is the frequency offset of interest. Now that the x-axis & fihase noise plot is a loga-
rithmic function of the frequency offset, the two frequerdgpendent regions where the
reduction in the noise magnitude is either @@ or 20dB per decade of frequency in-
crease can be identified. These two regions correspond fuhtee noise inflicted by the
respective flicker and white noise sources of the oscillaborthe same way as flicker



103

= A
g : w
9o
£ SI\ 2 &
5 '\ @ | ' o
] - 2 I
& <> 2 1 % s
= o
S 2
O c ] I
o o [ -
fo~Af fg Aftfg Af

Frequency (Hz) Offset Frequency log(Hz)

Figure4.1: A sketched example of the power spectrum of the fundameataponent of
the frequency reference and the corresponding phase rotse p

noise, other dominant colored noise sources can also hkeshtape of the phase noise
curve. Clearly, as the frequency dependency of the flickesenqwower is of the form / f
whereas white noise is frequency-independent, the oswileshapes the spectral density
of the noise sources. It is generally agreed [111, 112, 114 that this process results
in the approximate equation

N 3
for the phase noise of a free-running oscillator when theesources are white. In the
eqguation the constantdescribes the combined contribution of all white noise sesito
the phase noise. In the corresponding case of flicker ndisggpproximate equation for
the phase noise can be written as [110]

2
L(Af) ~10log (Af—;)cgcf) , (4.5)

wherec, is defined as the effective contribution of flicker noise sesrat 1Hz. A typical
shape of the frequency-dependent phase noise, which ietbmmen the phase noise
power is contributed by both flicker and white noise sourisesketched in Fig. 4.1.

Equations (4.4) and (4.5) are valid at sufficiently high effsequencies, but still serve
as approximations. At very low offset frequencies, as alsm by the sketched phase
noise in Fig. 4.1, the approximation is not valid. An exagqiression for the phase noise
exists only in the case of white noise, and the more accuoate 6f (4.4) can be written
as [114]

L(Af)=10log (L) (4.6)

Af2+cfin? ) '

Clearly the phase noise plot is flat at very low offsets. Ttieotfof low-frequency noise
fluctuations has been analyzed in, for example, [113].
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The phase noise equation (4.4) is also not valid in the flabregf high offset frequencies.
The noise floor is exposed when the spectral density of thegphaise of the oscillator
decreases below the floor. The noise floor can be due to théwaddihite noise that
results from each buffer stage that follows the oscillatwec However, the flat noise floor
can be actual phase noise as well. If the frequency compgtikatsine”, already exists
and traverses some very non-linear circuitry, the frequetependency of the original
noise source will not change when it is being transformedhtasp noise. This type of
phase noise is typically inflicted by clock buffers for squarave signals, or by sine-to-
square conversion [XI]. The two different cases, the nofsspsg of an oscillator and
the sine-to-square conversion, are depicted in Fig. 4.2 ditference in noise-shaping
properties can be explained by the fact that in an oscillatoy disturbance that deflects
the output phase causes the phase error to persist, wharsagito-square conversion
the momentary disturbance affects only the current zeresomg point. Mathematical
analysis of the sources and development of phase noiseillatiss is presented in [111,
112, 114], to mention but a few different approaches. In [Xh2 linear time invariant
(LTI) analysis is based on average effect of different neiserces and the definition of
new Q-value for the noise shaping function of different batrs. In [111, 115] a linear
time-variant analysis is developed to allow phase noisdigtien with the help of an
impulse sensitivity function (ISF), which describes thmedivariant sensitivity to different
noise sources. In [114] complex non-linear analysis isqares] for the evaluation of the
phase noise generation process.
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Figure 4.2: A sketch of the process by which the white noise within anliasor, or the
white noise added to a sine reference before sine-to-saquaneersion, is converted to
phase noise.

If the oscillator output is considered a square wave signalock, then ideally the zero
crossings of the clock occur at a constant rate. In practiogjever, the clock edges
deflect from the ideal ones. The magnitude of the deflectiguantified using different
definitions ofjitter. In the same way as the phase noise allows us to analyze the non
ideal properties of the oscillator in the frequency domgiter represents the same non-
idealities in the time domain. Here the jitter is expressed]i
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The accumulated timing error, the jittet,,,, is measured over a time period Off".
According to [110], the absolute jitter can be written as

2 _ 1 >
aabs(AT) - (27Tf0)2 /;OO S¢_srn(f)df7 (47)

wheresS, s, is the frequency domain representation of the incremerggeaorp,,,, (t) =
on(t) — on(t — AT). Hence,S, s, can be treated as the phase error accumulated over
the time intervalAT'. If the phase noise is inflicted by white noise, i&corresponds to
(4.4), ,
< sin®(w fAT)
Uzbs(AT) = /_ Cszdf = CAT (48)

The absolute jitter depends on the measurement (accuonjlate AT

The rms jitter for a single period can be obtained by settirg\7" to be equal td / f, in
(4.8). The resulting equation for the jitter can be written a

szper = C/f(). (49)

An alternative expression for thgeriod jitter for the phase noise shape equal to (4.4) or
(4.6) can be written as [116]
Af?
=

0
whereL(Af)! denotes the magnitude of the phase nois& At

o2 = L(Af)

jper

(4.10)

The period jitter, also known as the cycle-to-cycle jitterifferent from thecycle jitter,
which is defined, according to [117], as the rms differende/ben the oscillation period
and the mean oscillation period. The cycle jitter is, heat® capable of modeling slow
frequency drift, unlike the period jitter.

In most cases it is not possible to obtain the expressionherjitter in closed form,

when the dominant noise sources are colored. Hence, tke ¢éin be calculated by
performing the integral of (4.7) numerically. Further infaation can be found in, for
example, [110, 116, 118].

Many different types of analysis have been proposed to sbkvenagnitude of the phase
noise and jitter in CMOS oscillators [112, 119, 120]. The tma@mmon types of os-
cillators, GmC and ring oscillators, which are needed farsse applications, exhibit
moderately high phase noise as a result of their low Q-vahgevdade-band nature. The
non-linear behavior of the oscillators inflicts folding, ih increases the level of phase
noise by, for example, downconverting white noise and upedimg flicker noise. Exam-
ples of both a relaxation oscillator and a ring oscillata sinown in Fig. 4.3. Although

The single-sideband power to the carrier power ratio is lisd in linear scale (unit [ Hz]).
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the circuits represent very simple versions of oscillgttrey can be examined in order
to coarsely identify the common factors affecting the phagise in the two oscillator
topologies.

RELAXATION OSCILLATOR RING OSCILLATOR
Voo
Real edge '

X Ictrl
3 N Schmitt
® Trigger

|
|
l
Trigger decision /' X :
levels / ldeal h > !
.. edge
\ |
|
H C o (p (p :
Voltage across letrl CMOS | =
capacitor 'INVERTER 1

Figure 4.3: Simple example circuit diagrams of both a relaxation dattl and a ring
oscillator for identification of the sources of the phasesaoi

In the relaxation oscillator shown in Fig. 4.3 [120], theilation frequency depends on
the hysteresis of the Schmitt trigg€y;, control current/.;,;, and capacito€' as

Ictrl

fo ~ Vil (4.112)
The current/.;,, will be integrated to the capacit6f and, hence, will be low-pass filtered.
However, low-frequency noise can have a significant effadche phase noise and can be
evaluated through narrow-band frequency modulation [1TB¢ noise in/y, which cor-
responds to the input-referred noise of the Schmitt trigaek also affects the frequency,
will not be filtered in the same way as the noise in the contnolent. The effect of this
noise source can be minimized by maximizing the derivativihe capacitor voltage at
the trigger point, i.e. by maximizing the swing across theacatorC'. The actual source
of noise, the Schmitt trigger, should be a low-noise devite noise should be evaluated
in the Schmitt trigger at the moment of state change.

In the same way as in the relaxation oscillator, the ring llador phase noise is also
approximately inversely proportional to the signal detix@at the input/output node of
each inverter. Thus, with an increasing number of stageBign 4.3 three stages), the
signal transitions become faster when the frequency is &epstant. However, with
an increasing number of stages, the number of noise sousmesareases [119]. This
makes the phase noise in single-ended ring oscillatorssdlmdependent of the number
of stages when the frequency is assumed to be constant. @thirehand, the larger the
current through the inverters, the lower the phase noises rékation enables a trade-off
to be made between the phase noise power and the oscillat@r gonsumption. The
flicker noise effect is minimized by the symmetry of the rgsind falling edges [119].
This requirement also holds true for the half-circuits o thfferential ring oscillators,
while the mere differentiality does not reduce the effeantérnal noise sources.
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The phase noise resulting from power supply noise can beditiatl factor limiting the
accuracy of oscillators. Better supply insensitivity ugutavors differential oscillators,
even though the internal noise would not be improved. Thaneyzed in detail in, for
example, [117]. Generally speaking, power supply noisebmminimized by making
the factors that define the oscillation frequency as suppgnsitive as possible. For
example, the capacitors can be isolated from a noisy stbdisaplacing them on an
isolated well that is connected to local clean potentia kias for the oscillator transistors
can be made supply-insensitive, and the supply noise caratle ta appear as a common-
mode error by using differential circuits.

4.1.1 The Effect of Phase Noise and Jitter

In order to define the allowed limits for the jitter or phaséseothe effect of this type of
noise within the sensor interface should be identified. gitdl signal processing, if the
required clock frequencies are moderately low, below a favs tofMHz, timing errors
can quite easily be avoided. However, the circuits that ateeal are typically either
continuous-time analog circuits or, when transforming dlgmal between discrete and
continuous time regions, switched-capacitor deviced) ssaata converters.

The effect of phase noise in data converters or mixers camdtified either in the
frequency or the time domain. In a mixer, demodulator or nhetw, the time-domain
product of the clock and the signal can be written as

Vinia () = V() Vosc(t), (4.12)

whereV represents the signal ang,. the noisy frequency reference from the local os-
cillator. In order to consider an example caseligbe an ideal sinusoidal signal with an
amplitudeV,, and frequencyf,, andV,,. the signal in (4.2);

Viniz (t) =Vas sin (27 ft)V, sin (27 fot + ¢, (1))

4.13
= VeV s 3t o — 1)+ 0u(0) — cos (2t o+ £+ dule)].

The phase noise term,, and the corresponding phase noise spectrum, are traatferr
unaltered to both the new center frequencies.

In sampling systems, e.g. data converters, the effect afgohaise is somewhat different
and has been considered in, for example, [116]. In [116] flexieof phase noise is
derived in the case of the sampling of an ideal sine at thauéneqy f,. The signal-to-
spectral noise ratiaY/N;) as a function of the frequency offset can be written as [116]

2

S/NL(Af) = f—gﬁ(Af), (4.14)
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whereL(Af)! is the phase noise power of the sampling clock. According b4, if it

is assumed that the frequency offset is sufficient, the sbatiee phase noise is directly
transferred to the spectrum of the sampled signal, whilartagnitude is scaled by the
frequency ratio between the clock ftand the signal af,.

When considering (4.6), the phase noise is frequency-ir#gnt at very low offset fre-
quencies, whereas the corner frequencf¢£) is dependent on the square of the clock
(or the sampled signal) frequency. This can be illustrated bimple simulation where
strong white noise is fed to the voltage-controlled ostolidVCO) input and the result-
ing VCO output clock is divided by factors of two and four. Tiesulting phase noise
for all three different frequencies is shown in Fig. 4.4. Adicated by (4.14), halving
the input frequency of the sampler should reduce the spgciweer of the sampled signal
at the same offset by éB. The division of the clock frequency has the same effect on
the phase noise. This behavior is observed in the phase ploisshown in Fig. 4.4 at
sufficiently large offsets. However, the corner frequencthie spectrum is dependent on
the square of the clock frequency, as predicted by (4.6)aawudry low offset frequencies
the spectral noise power increases with decreaging
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Figure 4.4: Phase noise inflicted by white noise at VCO input and thecefiefrequency
division.

An important special case of sampling which often occursemssr interfaces is the pro-
cessing of a signal when the carrier is at the same frequenttyeasignal being processed
or at a proper fraction of it. This can be the case, for exangpleng full-wave rectifica-

tion, which is used to extract the amplitude informationheiit sampling the signal, or

1The single-sideband power to the carrier power ratio is lisd in linear scale (unit [ Hz]).
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during the sampling of the amplitude information. These tases are considered in Fig.
4.5.

Three clock signals with TV4 phase difference

Ideal for
L [ L ~demodulation
L
_,—\—’—\_%Ideal for

sampling

Input signal Derivative of the input signal

Figure 4.5: The processing of a sinusoidal signal using a synchrorulmsk.

The demodulation, performed using either a square wavenassidal carrier, has mini-
mum sensitivity to jitter when the carrier and the signalianghase. For example, (4.13)
can be modified in such a way thatis equal tof,. When the phase error is also divided

into dc and time-dependent erros,(t) = ¢a. + ¢n.(t), the result of the demodulation
can be written as

A7
2

where the unwanted signal component Atlzas been removed. The sensitivityQf;.. (¢)
to the noisep,,.(t) clearly is minimized wherp,. = 0.

When the amplitude is being sampled and either clock edgeasetfihe sampling instant,
the derivative is minimized and the signal value is maximiaden the sampling is per-
formed at either peak value of the input signal. This is tinesdesired sampling instant.
If the phase between the clock and the signal is not the idealg'2, the sampling in-
stant will not coincide with the zero crossing of the delivatind the sensitivity to jitter
increases. At the sampling instant, the derivative of thmuirsignal, together with the
rms jitter, defines the magnitude of the resulting voltagereiThe rms voltage error can
be calculated simply as

dVin(t)

dt t=sampling instant

(4.16)

Vn_rms_out = Oabs

The rms, or absolute, phase jittes ., in [rad], or rms jittero,, in [s], can be approxi-
mately calculated from the phase noise spectruhfile ]

O¢_abs = Uabs27rf0 ~ \//OO 2‘C(Af)df7 (417)
0

which is not practicable in the case of open-loop oscilatoFhe exact absolute jitter,
which was given in (4.7), will not converge for infinite measment time. Likewise,

The single-sideband power to the carrier power ratio is lisd in linear scale (unit [ Hz]).
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(4.17) gives more useful results when the phase noise itelihait low offset frequencies
or this region could be considered irrelevant. This is tgfycthe case when the oscillator
operates inside a PLL which utilizes an "ideal" referenc&l]1 For example, in gyro-
scopes, the good-quality signal from the mechanical el¢fumctions as the frequency
reference for the PLL and can be considered phase-noissbegsared to the sine-to-
square conversion and the PLL. Detailed analysis of thex gihd phase noise for PLLs is
also given in [110].

For square wave signals the noise bandwidth is limited byeteeat which zero crossings,
or edges, occur. The white noise floor in the phase noiserspectormed, for example,

during the sine-to-square conversion, can dominate tiee. jithe computation of the rms
jitter can be done in the time domain, if the rms noise voltége,,, before the sine-to-

square conversion, and the amplitudg and frequencyf, of the sinusoidal reference,
are known. Now the error can be written as

Vn_rms

4.18
v (4.18)

O¢p abs = UabSQﬂ-fO =
The same parameters can be calculated in the frequency darsiag (4.17), with the

upper integral bound changed to be equaftoThe two methods are illustrated in Fig.
4.6.

It is most straightforward to accomplish the minimizatidrttee effect of the noise dur-
ing sine-to-square conversion by increasing the signalsise ratio of the input sine, i.e.

SINE-TO-SQUARE CONVERSION & RESULTING JITTER
IN TIME DOMAIN, IN FREQUENCY DOMAIN,
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SAMPLING ERROR CAUSED BY CLOCK JITTER
Sig@ at the sampling instant

Voltage mode rms error,V,, ;ms out

Ideal sampling instant Sampling with rms timing error,g_

Figure 4.6: Evaluation of the jitter of a square wave signal and theltiegusampling
error caused by the jitter.
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by increasing the amplitude of the sine and by minimizingtihtal noise at the com-
parator input. A faulty conversion process, where the egfee sine is contaminated by
excess noise or cross-coupled signals, can cause extespulthe clock signal that is
created. These extra switchings cause incorrect changsférain discrete-time circuits
and the incorrect operation of digital circuits. The sinestjuare conversion process is
especially prone to extra switching when the frequency hedmplitude of the sine are
low compared to the noise bandwidth and the speed of the aaitapa

4.2 Phase-Locked Loop for the Sensor Interface

The basic functionality of a PLL (see Fig. 4.7) is, genetaliytake either a square wave
or sine as a reference input and to extract the phase infammfadbm this signal. This in-
formation is then filtered and employed to control an ostdh#hat produces a frequency
which is typically higher than the reference frequency. Tdexlback is created by com-
paring the phase of the divided oscillator output to the inpterence. Proper design of
the loop ensures that the reference and the divided oscithatput remain synchronized
and the PLL locked. The PLLs are generally a well-documetdpit covered by many
books, for example [122]. Hence the purpose of this sectinmtead of repeating the de-
tailed analysis, is to provide a short overview of the topoorf the sensor interface design
point of view.

Ph A%/erage
Frequenc nase phase
refeqrencey difference difference

Phase Loop Controlled

L1 | detector oscillator

filter

Divider

Feedback

Oscillator output
lock

Other required.
clock frequencies

Figure4.7: The basic architecture of a PLL.

Compared to the design of a radio frequency PLL, used for gi&im telecommunica-

tions, somewhat different design issues rise when clockigeion is required for a sensor
interface with an audio frequency reference signal. As tgse of the PLL within a

sensor interface is, in most cases, simply to produce sgncted clock signals with a

constant reference frequency, the focus of the design caetlie achieve the goal with
minimum resources. The resources, such as the supply tuctep area, and external
components, can be traded for higher phase noise. On thelahd, the sensitivity of

the system to the phase noise can also be reduced, for exaynpimimizing the phase

errors, such ag,. in (4.15), that increase the jitter-inflicted noise.
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The available architectures for PLLs include both analogdand digital PLLs. The
analog PLLs consist of charge pump PLLs, PLLs with a switeteghcitor (SC) loop
filter, switched-current (SI) PLLs, and PLLs with a multgilias the phase detector and a
continuous time loop filter.

Using a multiplier, especially a full-wave rectifier, as thlease detector, is a feasible
optional topology for a PLL that is operated as a part of tmeseeinterface. This is due
to the potentially reduced sensitivity to the noise of theuspidal frequency reference.
The absence of frequency detection and necessity for hefdteeing required after the
phase detection, however, complicate the design compar@thasic charge pump PLL.
This type of approach is also reviewed in [VII]. Another aptal analog PLL topology
is a switched-current (SI) PLL, which allows the PLL to be Ierpented with transistors
only. One example of this type of PLL, which requires no exippphase detector, is given
in [123].

If the sensor interface sets the requirements for the semictior technology that is used,
often denoting higher voltages or thicker oxide and highhfyanalog components and
the clock generation does not require a fractional divisaiio, a traditional second-order
charge pump PLL becomes a feasible alternative. Both thieimmgntations [IX] and [X]
use this type of PLL, because of its applicability for int&tipn, simple structure, and the
possibility of easily evaluating and minimizing the chigarrequired. In fact the two
components of the simplest loop filter, a single resistor@hcitor, can be selected to
allow minimum chip area as reported in [X]. In [IX] the largesistor in the loop filter is
replaced by a simple SC equivalent in order to avoid using taegh resistances and to
reduce the variation of the voltage across the loop filtastes The most severe limiting
factor for all PLL topologies that include discrete time mgi@n is the leakage currents
at the loop filter, which start to increase the jitter at thé_Putput. Hence, avoiding this
limitation also favors the use of transistors with thickegakide and a large threshold
voltage, and a resulting smaller leakage.

Many of the analog PLLs utilize digital logic, whereas andifiital PLL (ADPLL) per-
forms all the signal processing (phase comparison, filgemlvision, frequency control
etc.) in the digital domain. ADPLLs have emerged togetheh\the evolving CMOS
technology and decreasing linewidths, which have enallegt Inumbers of digital cells
to be integrated within a continuously decreasing areahé&tsame time, increasing leak-
age and decreasing supply have complicated the implenmntztanalog circuits, such
as varactors, and increased the overall sensitivity toen®¢hile ADPLLs have been de-
veloped to serve application areas such as wireless coneation, microprocessors, and
digital signal processing and to allow all the circuitry tenefit from the state-of-the-art
semiconductor technologies, sensor interface elecsamin still rely on technologies far
from deep sub-micron linewidths. This fact also makes iterdifficult to know whether
ADPLLs offer any advances over analog PLLs when speakingmdar interfaces.
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The traditional asset of ADPLLSs is their use of hardware dpson languages (HDL),
which allows the PLL to be transferred to new technologiesawasily, even though the
digitally controlled oscillator (DCO) often still requisecareful SPICE-level simulations.
Another new degree of freedom is the freer design of algmstfor frequency locking.
Probably the most significant assets of ADPLLs are theireedwchip area with modern
technologies, and also the power savings they offer becsarse of the dc current con-
suming blocks, such as charge pumps, can be left out. Hoytbeeactual difficulty is to
evaluate which of these benefits can be considered impdatatite sensor system being
designed, especially when the linewidth of the technolaggdus just below one micron
and frequencies required are in the order of MW z. Issues such as the increased supply
noise resulting from the heavy digital signal processingjiasreased complexity due to
for example the dithering required to produce an accurat® Gtput frequency with
no spurious tones can make the ADPLLSs less attractive. Bdtaformation about the
topic can be found for example in [124].

As the charge pump PLL is the topology chosen for the implaat&m, a short introduc-
tion to the dynamics of these PLLs is presented in the folhgygection.

4.2.1 Dynamics and Noise-Shaping Properties of the Charge P ump PLL

As already briefly discussed in connection with phase ndieePLL can have a signif-
icant effect, either beneficial or detrimental, on phase&oin order to make possible
the identification of the factors affecting the phase nofsh® PLL output, the dynamic
properties of charge pump PLLs are introduced in this sectio

The block diagram of a second-order charge pump PLL is showA. 4.8. The phase-
frequency detector (PFD) extracts either the phase difterevhen the PLL is in lock, or
the frequency difference, when the PLL is acquiring the Jd@ekween the input reference
and the feedback signal. This asynchronous digital bloekteis the control signals for
the charge pump, which converts the phase difference intoramt pulse. The gain from
the PFD input to the charge pump output is denotedsy., the magnitude of which
is determined by the current sources so thiagt- = I-p/(27). The current pulse is fed
to the loop filter, which in a charge pump PLL is formed by the@danceZ(s). The
capacitorC' of the loop filter integrates the current, allowing infinite gain in the loop,
while the resistoi? is required for stabilization. Often a small capacitaris added in
parallel with the series-connectédand R in order to filter out the large voltage spikes
occuring when the charge pump current surges thraldghrhe size of this additional
capacitor is selected to be such that it does not esserifdlgt the stability of the loop.
The SC loop filter in [IX] automatically levels the voltagerass the whole clock period
and hence does not require additional filtering. The efféat'pis ignored during this
analysis, because the current pulses during the steattyegiaration of the PLL with a



114

low reference frequency are very short compared to theawéer period, and hence can
be filtered without affecting the dynamics of the PLL.

The voltage mode output of the loop filter controls the vadtagntrolled oscillator (VCO).
The gain of the VCO, from the control voltage to the outpugifrency must be integrated,
i.e. multiplied by thel /s-term in the Laplace domain, in order to get the gain from the
voltage to the output phasg,;. After division by V, the VCO output phase is compared
with the phase of the input reference. The resulting negdéedback and infinite loop
gain cause the rising edges of the referengeand the feedback signal to coincide and
the dc output current of the charge pump to become zero. Tikarlimodel in Fig. 4.8
can be used to derive the TFs from the input nodes to the opt@ases, ;. The TFs in
the Laplace domain are given in Table 4.1.

CHARGE V,, LOOP
PUMP FILTER,
lcp Z(s)

Qin o

PFD _f ; VCO J Pout

R:
lcp cl G
— L 4 DIVIDER

| BLOCK DIAGRAM

i LINEAR MODEL

3 Iz Vyvco ®vco_pn
3 I + S + 3
(pin??‘chzch: Té_‘ Z(s) Té_‘ %CO i Pout |
1 N 3

Figure 4.8: The block diagram and the linear model of a second-ordegetaump PLL.

Table 4.1: Transfer functions of the charge pump PLL.

¢out (S) sNRC+N

Pin s2CN/(KvcoKcp)+sRC+1
M(S) (sRC+1)N/Kcp

Iz s2CN/(KycoKcp)+sRC+1
¢out (S) SNC/KCP
Vweco s2CN/(KvcoKcp)+sRC+1
Pout (S) s NC/(KcpKvco)

éVCOo_pn s2CN/(KvcoKcp)+sRC+1




115

The phase noise in the input referengg has a low-pass TF to the PLL output. Now
that the gain at low frequency offsets is defined /Wy it also emphasizes the fact that
the phase noise of the frequency reference must be low enmtgh dominate the PLL
phase noise. This can also be noticed in Fig. 4.9, which tefhe sensitivity of the
PLL to the phase noise of both the reference and the VCO. Oattler hand, the PLL
offers an opportunity to filter the phase noise of the refeeelny reducing the speed of
the loop. This could be done to some extent on-chip by deicrgdbe charge pump
current, redesigning the loop filter, and reoptimizing tiheaaof the filter components.
However, this results in a somewhat increased chip areaglbotincreased phase noise
as a result of the bigger filter resistor. The effect of theplGlier noise can be seen from
dout/Vvco(s), Which is a band-pass TF. In the example case of Fig. 4.9,lthegnoise
resulting from the I filter resistor would be -68Bc/Hz at a maximum (offset of 500
Hz). The effect of the noise of the charge pump is more thadRR2®elow the noise of
the loop filter and can therefore be neglected. This is mais#gks to the very low ratio
between the conduction time of the charge pump and the refengeriod when the PLL
isinlock [121].

The VCO phase noise becomes high-pass-filtered in the PLdgrabe seen in Fig. 4.9.
Hence, with a low phase noise reference, the wide bandwititheoPLL allows the
phase noise of the VCO to be filtered, and vice versa; with algpality VCO the low
bandwidth of the PLL allows the noise of the reference to baméd up. The divider can
be considered noiseless when no fractional division ratrequired.

100

Gain (dB)

50} T : il — @/

out "in
(pout/(pvcofpn
-100 . . !
10 10 10° 10" 10°
Frequency (Hz)

Figure 4.9: The gain TFs from the phase noise of both the reference andgén-loop
VCO to the PLL output. The TFs are valid for the PLL with the pedies shown in
Table 4.2, for whichV is 256 andKy¢o 4.7 Mrad/(sV). When considering the phase
noise shaping, the x-axis corresponds to the frequencgtdffg from the average carrier
frequency.
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4.3 Implemented PLL of [X] and the Measured Characteristics
Including the Effect of Sine-to-Square Conversion

The phase noise properties of the PLL that was implemented a@imized according
to the theory described in [X]. The structure of the PLL is ik@mto the one that was
simulated in [X]. The chip micrograph is shown in Fig. 4.1(heTarea of the PLL core
is 0.4mm? and the supply current roughly 1u5A. The PLL was measured to have lock
ranges of 3-11 and 8-181z with free running frequencies of 0 andk8lz, respectively.

Figure 4.10: A microphotograph of the PLL that was implemented.

The PLL was first measured using a low-phase-noise square rgéerence signal. This
enables the PLL only to be characterized, without the phasemesulting from the sine-
to-square conversion. After the measurements using a serexternal reference, a
sinusoidal wave was fed into the on-chip comparator andeslting square wave signal
was used as a reference for the PLL. The phase noise of the Bputovas measured
and compared to the properties of the PLL with an “ideal” refiee.

4.3.1 PLL with an External Square Wave Reference

In order to be able to compare the measured phase noise withebry in [X], both the
phase noise-shaping effect of the PLL (see Fig. 4.9) andlatedinoise of the noise
sources internal to the PLL are taken into account. The phase of the open-loop
VCO can be calculated using (9) and (11) in [X]. The white eaidlicted by the 7M¢
resistor in the loop filter is calculated using (9), in suchaywhatr,,; /A f°5 is replaced
by I,.,, in (9). Furthermore, the flicker noise in the bias currenthaf YCO comparator
(see Fig. 4 in [X]) can be taken into account by writing (11pfinto the form

L(Aw) ~ 101og (1 f023 Igg-COMP) , (4.19)
4 Af ]BCOMP
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Table 4.2: Simulated parameters for evaluation of phase noise

fo 2.56 MHz
Vi 1.67V
v, 36nV/vHz
Loy 64pA/vHz
L 3.4pA/vHz
Lis comp | 180pA/vHz
IBCOJ\/[P 0.1mA
m 15
KCCO 0.47 Trad/ (SA)
W 2.5krad/s
¢ 0.45

wherel,; comp is the flicker noise current of the comparator bias curdgpto » at
1 Hz. The effect of white noise iigcoyp IS included in the comparator input-referred

noise. The simulated parameters for (9) and (11) in [X], #A9) and for the transfer
function

Dout _ s’NC/(KcpKvco) _ s
Vvco_pn s2CN/(KvcoKcep) + sRC+1 82+ 2(wys + w3’

(4.20)

are given in Table 4.2 and are used to evaluate the thedratagnitude of the phase
noise. The theoretical phase noise, together with the meaghase noise, which matches
well with the theory, are shown in Fig. 4.11 at offset frequies ranging from 6@z to
30kHz.

In the VCO that was implemented, external current can be tsattrease the free run-
ning frequency of the VCO. Increasing the external biasesurdecreases the required
level of the control current, which can have a noticeableaffvhen, for example, the
charge pump operates close to either supply rail. The phase (gray line) in Fig. 4.11
is measured with an external current, which allows the ahagmp voltage to be bal-
anced roughly half-way between the supply rails. Comparede other measured curve
(black line), the spike at a 1KHz offset is reduced by about 2[B. The zero bias forces
the VCO control close to the upper supply rail, which furtbexaks the balance between
the negative and positive currents of the charge pump. Thealence between the cur-
rents, when combined with a delay in the PFD and charge puesp)ts in a spurious
component at the PLL output [125]. The resulting distorttan be lowered by balanc-
ing the currents with a lower VCO control voltage, as was oleswith the increased
VCO free-running frequency, i.e. with an increased extidoies current.
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Figure4.11: Measured and theoretical PLL phase noise with a low-neisgence signal.

4.3.2 Effect of Sine-to-Square Conversion on Phase Noise

The comparator used for creating the square wave referenadraditional two-stage
comparator with a differential input and single-ended attprhe propagation delay is
approximately 4%is with a supply current of 24QA. The comparator is preceded by
several active gain and filter stages which dominate theeradithe input of the compara-
tor. A sinusoidal 1kHz reference was fed to the system in such a way that the amelitud
at the comparator input was measured to be 0/33The noise density at the input of
the comparator, referred to the input signal, is shown in Eij2. Both noise compo-
nents will have a significant effect on the output noise, tve-frequency noise because
of its high level and the high-frequency noise because ohiple noise bandwidth. The
input-referred noise of the comparator is considerablyllemtnan the noise magnitude
in Fig. 4.12 and is therefore neglected.

As the noise spectra in Fig. 4.12 now represEi,, ) in [XI], the clock spectrum can be
evaluated in a similar way as in the example in the paper. N@APLL output is used
for evaluating the spectrum, and hence the study is limibetthé¢ low-frequency offset
region only, where the gain;,/¢,.; is constant, 481B (see Fig. 4.9). The resulting
clock spectra, with different levels of input amplitudeg @hown in Fig. 4.13, while the
theoretical lines of Fig. 4.13 are calculated on the baste®input-referred noise. The
reference level-0 dB corresponds to the noise in Fig. 4.12. The measured phase isoi
inversely proportional to the reference amplitude, as etque
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Figure 4.12: Low-frequency noise (top) and wide-band noise (bottontha@input of the
comparator referred to the 14z reference signal.
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Figure 4.13: Measured and theoretical output clock spectra of the PLemthe square
wave reference is created using comparator and sine input.

The resolution bandwidth in the spectra of Fig. 4.13 i§4 and hence, the phase noise
magnitude can be evaluated to be roughly 20 tod®0worse than for a PLL with a
low-noise reference. This indicates that the noise at tinepaoator input strongly dom-
inates the phase noise. The situation could be improved bg than 10dB by simply
band-limiting the noise. The results also indicate thatpghase noise of the PLL in this
case is overdesigned and a significant amount of supplyrducoaild be saved without
significantly affecting the noise at the output of the PLL.
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4.4 Discussion

PLLs are also important tools within capacitive inertiahsers and allow the precise
generation and synchronization of clock signals. A compddt, for example for the
interface of a gyroscope, can be designed with no extermapoaents. It is, however,
essential to identify the effect of the clock inaccuraciesiider to make possible a PLL
design that is efficient in terms of power and area. In gen#ralclock quality require-
ments are relieved if the derivative of the signal is miniedat the sampling instant and
the absolute value of the signal is minimized during the klwansition in the case of
CT full-wave rectification. This is also a general reason whey existence of a heavy
guadrature signal in gyroscopes sets very stringent repeints on the clock signals in
order not to increase the noise or the ZRO.

Both the PLLs that were implemented and are part of the reB@eork in this thesis, [IX]
and [X], are traditional charge pump PLLs, optimized for wsthin sensor interfaces.
The sine, which was obtained from the mechanical elemerst coaverted into a square-
wave frequency reference for these PLLs. It was seen in@edtB, which covered the
actual characterization of the PLL in [X], that a poorly dgsd sine-to-square conversion
caused the phase noise of the reference to exceed that dfltheyRens of decibels. On
the other hand the later design reported in [IX] and used engyroscope of [V] had
the noise band properly limited before the sine-to-squareersion in the comparator.
The filtering comprised an integrator, which was used as agBhifting element in the
drive loop, and a passive high-pass filter. The resultingtsp®f the output clock of the
PLL both with an external reference and during the normalatpen of the gyroscope
are shown in Fig. 4.14. The two spectra indicate only a sméérénce in the phase
noise at the frequency where the filtering of the referenue adds most noise. A current
consumption that is smaller than 1@\ and a chip area of 0.183m?, while the DT loop
filter offers the possibility of reducing the chip area futhindicate that the PLL in [IX]
is both low-power and compact and is easily fitted within thesor interface.

0 T T T T T T T T
= = PLL output
- with external
] 201 reference
K= — PLL output
2 —a0k during_nominal ]
3 operation of
o gyroscope
-60 LRI SN O 2 VR VAR LKA oyl IvF S I8N 3
| | | |

180.4 180.6 180.8 181 181.2 1814 181.6 181.8
Frequency (kHz)

Figure 4.14: Comparison between the PLL output clock spectra both durarmal op-
eration of the gyroscope and with external square waveaeder.



121

5 High-Voltage Generation within Sensor
Interfaces

In inertial sensors the capacitive signal originating frasensor element is first converted
to signal current, and further to voltage by the interfasebnics. As the magnitude of
the signal current, especially in gyroscopes, is very sniad front-end of the readout
circuit commonly limits the noise performance of the sensame means to accomplish
a lower noise of the readout is to increase the transconadcetaf the signal-detecting
amplifier. At best the decrease in the noise voltage thatirsegas proportional to the
square root of the current increase. Another way to imprbeaésolution is to increase
the value of the detection voltage, in which case the effetti@noise decreases linearly
with the increasing detection voltage.

Charge pumps provide a way to increase the voltage aboveothenal supply. As the
sensor inflicts only a capacitive load, the charge pump caunseed for increasing the
detection voltage, ac or dc, with a moderately small add#iahip area. The benefits
of charge-pumping become emphasized when control is edjaver the mechanical
element using electrostatic forces and the nominal sugpipi high enough to achieve a
sufficient control force. In such a case, increasing thela@bi voltage range is the sole
alternative if a functional system is to be realized, and #traightforward to implement
using a charge pump.

Depending on the application, the charge pump design carsfon optimizing either
efficiency, silicon area, or output ripple separately, amdianeously. These issues will
be discussed in the following sections.

5.1 Operation and Properties of a Charge Pump

The key component in charge pump circuits is the non-linmbarge transfer elemena
switch or a diode, which allows an ac input voltage to be fiectiand increased. The
operation of a charge pump can be seen by studying the csfoovtn in Fig. 5.1, which
represents the first stages of a Dickson charge pump [126]idegl diodes. During the
start-up of the pump, in the phase the capacitor’’; is charged tol’,p through the
forward-biasedD;. At the same time the voltage at the cathoddfincreases above
Vpp, creating a reverse bias across the diode. Some charge(fsammoved through
D5 to the next pump stage. Wheh becomes active the voltage at the bottom plate
of (' is increased by, while the voltage at the cathode 6f, attempts to rise to
2Vpp. However, if the voltage of’; is lower than2V,p, D, becomes forward-biased
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and balances the voltages ©f andC,. In a steady state, with zero load current and
parasitic capacitances, no charge transfer occurs, wlevdltages across; and C,
areVpp and2Vpp, respectively, also indicating the ideal voltage gain gags in the
Dickson charge pump.

3 INTEGRATED

1 CAPACITOR MODEL
N T CBPE INCLUDING PARASITIC

Q oo L._=____!CAPACITANCES

Voo % @ (] Puwe
Figure 5.1: The operation of a charge pump through the example of a Dickkarge
pump circuit.

For a charge pump which is utilized as a part of the sensorfate circuit, the required
load current levels are typically low, in the order of a fewdef A, because of which
the full integration of the pump is feasible. Especially ulyf integrated charge pumps
several different non-idealities reduce the output vatagd efficiency of the pump. One
of the most significant sources of losses is the parasitiacitgnce associated with differ-
ent nodes. In an integrated capacitor the top plate parasipacitancé€'rp is typically
considerably smaller than the bottom plate parasitic dagaCz, Which is formed be-
tween the bottom plate and the substrate. This is depictéukeisimple cross-sectional
view of an integrated capacitor in Fig. 5.2. When the capegiare driven as in Fig. 5.1,
by applying the clock to the bottom plate of the capacitag,dhtput voltage of the pump
Vi is affected byCrp? only [126],

Nlyy
(Ca+ Crp)fep

A
Cy+Crp
Additionally, a non-zero drop’, across a forward-biased diode reduces the attainable
output voltage. In the equatioN; denotes the number of stagég,; the current drawn
from the high-voltage outpufi-pr the clock (pumping) frequency, and, the pumping
capacitance per one stage (equal for all stages).

2In a practical charge pump the charge transfer elements aimyg/also contribute t6'r». Here the
charge transfer elements are assumed to be free of anytjzacapiacitance.
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Figure5.2: A cross-section of an integrated capacitor.

The efficiency, defined as the ratio between the input andubytpwer of the charge
pump, is impaired by botld'r» andCzp. From the efficiency point of view, how the
pump capacitors are connected is of only minor significanke.(5.1) indicates)y y

will decrease ifCrp is changed taC'zr, but on the other hand the output impedance
N/(C4 + Crp)/ fcp of the charge pump is reduced. If only a low output current is
required, the efficiency can be slightly improved when cating the clock signals to the
bottom plates of the capacitors [127]. For a case where ttterh@late is clocked, and
Crp andVp are assumed negligible, the efficiency can be written as|[127

n= Vi . (5.2)
Vop[(N 4+ 1) + N feprCppVop/Inu]

For a more accurate prediction of efficiency more non-idieslishould be considered
[127]. These include the effect of the charge transfer etgsén this case diodes, which
will both contribute toC'rp and cause a non-zero forward voltage dviy the total power
consumed by the clock generator and buffers, and any leakdlm the charge pump
[128].

A simple example can be provided to describe how the numbsages affects the prop-
erties of the pump. Let us assume that the pump is requiredplysa current/; ; of
30 A and that the clock frequency is MHz. The higher the frequency, the smaller
the pump capacitors required, as can be noticed from (5dyeder, dynamic losses, for
example in the clock generation circuitry, can start to daate at high clock frequencies.
The supply voltage for the example case is set to\2.&nd the diode drop is assumed
to be zero. The total amount of capacitand&{,), which is solved using (5.1), and the
efficiency (5.2) are plotted in Fig. 5.3. The only non-idgationsidered is the bottom
plate parasitic capacitanc€gp, which, with the thick field oxide as the only available
insulator in the capacitors, is assumed to be equal3eC'4 [129]. The figure indicates
that for an integrated charge pump the optimization of bb¢hdfficiency and the area,
which is usually dominated by the capacitors, calls for gdanumber of stages than the
lowest number necessary in order to reach the desired owfiage [XI].
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Figure 5.3. The efficiency and total capacitance of an example charggphe only
non-ideality considered is the bottom plate parasitic capace.

5.2 Charge Pump Circuits

A number of different types of charge pumps have been pudisince the Cockcroft-
Walton charge pump was introduced in 1932 [130]. This vatawiltiplier was imple-
mented using discrete components with very small paraspacitances. The multiplier
was not optimal for full integration because of its rapidhgiieasing output impedance
when the number of stages is increased, and also becauseeofemsing voltage gain
with non-zero parasitic capacitances [126]. A charge puingpit especially intended for
complete integration was first introduced by Dickson in [[L126here the charge pump
was realized using p-channel MNOS transistors. Two exasngiehe Dickson charge
pump, where the ideal diodes in Fig. 5.1 are replaced usamgistors, are shown in
Fig. 5.4. In (a) p-channel transistors are used to replae&dal diodes in order to cre-
ate a high negative voltage compared to the ground potemtia similar pump, where
n-channel devices are utilized, as shown in Fig. 5.4 (b),higd voltage produced is
positive compared to the ground potential.

Since the publishing of the Dickson charge pump, improveatgd pump circuits have
been developed to meet the demands of modern semicondecltomaiogies. The clear
problem when connecting the bulk of the diode-connectedssistors which function

as charge transfer elements to the ground is the body eff8&].[ As the number of

stages increases, the source-bulk voltage and, conségubatthreshold voltage, also
increases. This reduces the pump output voltage; the ldrgehreshold compared to the
supply voltage, the more significant the effect. In orderetuce the effect of threshold
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Figure 5.4. a) Three stages of the Dickson [126] charge pump for geingrat high
negative voltage using PMOS transistors, and b) the sarmoeitoivith NMOS transistors
for producing a positive high voltage.
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Figure5.6: A charge pump circuit presented in [132].

voltage, the charge pump shown in Fig. 5.5 [131] was intredut¢iere, the charge trans-
fer element is a combination of a diode-connected trangistmarallel with a switch tran-
sistor. Although the additional transistor consideralelguces the required input voltage
and clock swing, reverse currents can degrade the effigidrenause the charge trans-
fer elements cannot be fully turned off during reverse biasration. Further progress
in enhancing the Dickson charge pump finally led to the im@etation shown in Fig.
5.6 [132]. In this circuit the additional switch transisgazan be effectively turned off
with the help of the floating inverters, while the bootstragputput stage enables the last
stage of the pump to be operated properly. A similar funetiiby) i.e. a smaller voltage
drop in the charge transfer elements, can also be achieusgl ausxiliary capacitors and
a four-phase clock scheme to provide improved switch cosigmals. Examples of this
approach are givenin [127, 134, 135, 136].
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When the required pump output voltage is too high to meet titage tolerance require-
ments of the pump charge transfer elements, floating PM®@Sistars, or, if a triple-well
technology is accessible, floating NMOS transistors candeefu In this case the well-
to-substrate voltage tolerance must be higher than theadlesutput voltage. Further, the
n-wells can be biased to a local maximum voltage, and thel[swea local minimum
voltage, as described for example in [137], in order to redte body effect.

The use of actual diodes as charge transfer elements psadedditional simple method
to eliminate the body effect. For example, the SOI (siliconinsulator) technology of-
fers a means to implement diodes which, compared to bulk CM@%: fewer parasitic
devices, which can reduce the efficiency of the pump or evevenit the proper function-
ality of it [138, 139].

\oltage doublers can also be used to generate a high dc gokamgideal voltage doubler
for creating av,,,; equal to2V;,, is shown in Fig. 5.7. In the phasg the capacitor is
charged to the input voltagé, . In the next phase the capacitor node at the lower potential
is connected td},,, and simultaneously the capacitor node with a positivegeheses to
the voltagéel/,;. In theory, when cascaded, doublers can offer a voltageegpial to2”,
where N is the number of stages, hence offering a very area efficiagttev generate a
high-voltage dc. The example implementation given in [140gdrawn in Fig. 5.8. This
circuit generates equal positive and negativé’”_ high-voltage outputs with a maximum
magnitude o2V p. In practice, using several doublers to generate a high ldagesets
stringent requirements for the oxide voltage tolerancéh@dwitch transistors. This is
because the switch control signals, at least for the lagestaeed to have a swing equal
to the high-voltage output in order to fully open or close shgtches.

Figure5.7: An ideal voltage doubler.

Even the traditional Dickson charge pump circuit can sufi@m increased oxide voltage
stress, which is because the reverse bias voltage can bghaashiwice the clock swing.
The reason behind the increased voltage stress can beetepging the ideal Dickson
charge pump shown in Fig. 5.1. In a steady state, if the vellagf from a pump capacitor
during the charge transfer is minimal ¢n the voltage across the diodg is zero, and the
voltages across the pump capacitotsandC’ are equal t@Vpp, andVpp, respectively.
When arriving at the phasg, the capacitor voltage at the cathode/afis increased by
Vbp, while the voltage at the anode is reduced by the same amblamnice, the reverse

3p-type substrate assumed
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Figure5.8: A doubler charge pump redrawn from [140].

bias becomes equal &3/,p. This can prevent the use of standard floating low-voltage
MOSFET transistors as charge transfer elements in a Dioksarge pump.

Lower requirements for the voltage stress tolerance cancheaed using the charge
pump shown in Fig. 5.9, which in some cases is also called bldoar a cross-coupled
doubler, and can even be used as one [141]. In this circuitltek swing determines
both the voltage tolerance required from the switch traossand the gain of a single
pump stage shown in Fig. 5.9. If the clock swing is assumecetedual to the input
voltage and the same for all the stages, the gain of a pumpg tisencascaded doubler
units shown in Fig. 5.9 is equal t§ + 1, the same as for the Dickson charge pump with
ideal charge transfer elements. Hence, this topology tslsiei for low-voltage floating
transistors, which can allow the efficiency of the pump to m@roved, being smaller
devices with consequent smaller parasitics. A circuit kimio Fig. 5.9 is used, for
example, in [142, 143]. Examples of different well-biasieghniques for reducing the
effect of parasitic devices are introduced in [129], anceotrariations of the circuit in
Fig. 5.9 are presented in [144, 145].
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Figure5.9: A floating charge pump unit for increasing the voltage by mroant equal to
the clock swing.
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5.3 Inertial Sensors and High-Voltage Signal Generation

When the charge pump is being designed, the focus in optiloizaan be set on the

minimization of the losses, or the chip area, or the rippléhefpump output voltage. For
a fully integrated charge pump the efficiency is likely nob®optimal [129] because of
the significant parasitic content of the integrated capexitOn the other hand, the chip
area and output ripple are both inversely proportional éoctbck frequency of the pump.

Hence, when the chip area is being optimized, which is a fsogmit cost issue in an inte-

grated circuit, the output ripple is also reduced. As thecdje load of a sensor element
typically requires only low output current levels for cajpp@e detection or actuation, the

implementation of a very compact charge pump becomes pes¥ithen the total supply

current of the pump forms only a fraction of the supply curreinthe sensor interface,

the implementation of a fully integrated charge pump alsmbees feasible as a result of
the reduced importance of the less-than-optimal efficiency

5.3.1 Closed-Loop Charge Pumps and High-Voltage Signalswi  th Wide Volt-
age Range

An important matter when creating high-voltage signalista compromise the lifetime
of the components. This implies the limitation of the volti@gross the capacitors and any
active device below the maximum tolerated value. Furtheembois not feasible to allow
the output voltage to increase unnecessarily with the implage, which will potentially
vary significantly, depending on, for example, the voltafja battery that supplies the
chip. In an on-chip charge pump the process variation in poamacitors, clock source,
or charge transfer elements can lead to additional sevépeiovariation. The variation
can be limited using a suitable regulation method.

A typical regulation method for a charge pump is shown in Big0. The output voltage
of the pumpVy g is divided, according to the two impedancésand Z,, to make pos-
sible the use of a low-voltage referenicg,. The division can be performed using either
capacitors with reset switches or resistors, or, if the etsdsft in the resistive divider
becomes problematic, both resistors and capacitors. Dwtizwt-up the divided value
of Vi remains below,.;, which makes the comparator output stay high. Now that
the clockClk is fed to the charge pumpy y increases until the comparator reaches the
trip point and the clock is blocked from entering the pumpsteady-state operation the
average output voltage stays at the value definetl.a%7, + Z,)/Z,. However, any
delay in the sensing path will cause the voltage to oscibateind the average output
value [134]. The frequency of this oscillation will decreasith increasing load capaci-
tance and decreasing load current [146], which can be prdile as the low-frequency
spurious components, especially for sensor applicatgimgyld be minimal.
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Figure 5.10: Typical configuration for regulating the charge pump otiimitage.

Several different types of control methods have been puddisThe traditional topology
in Fig. 5.10 with resistiveZ; and Z,, is used, for example, in [147], whereas in [140]
similar operation is achieved by replacing the voltageds#viand the comparator by a
voltage-sensitive level shifter for the clock. The sametiamler structure is also utilized
for a current-mode charge pump in [148]. Reducing the rigplde charge pump out-
put by adding a capacitive path from; ; to the comparator input is proposed in [134].
The ripple can also be transformed into pseudo-random myisgplying a delta-sigma
modulator to control the gain of the pump. In this way the taion-inflicted discrete
tones can be removed from the charge pump output. This agipisaeported in [149].
In [150], another different approach to the regulation issgnted. Here the focus of the
implementation of the pseudo-continuous regulation sehsnon maximizing the effi-
ciency and minimizing the ripple of the single doubler staghis is made possible by
using a very fast control loop, which can respond to a drodpeéroutput voltage within
the clock cycle by continuously controlling the output emtrof the pump.

The charge pump dc output voltage always depends on the fegiency when a fi-

nite load current is present. However, common charge pummpstiallow bidirectional

charge-pumping. Hence, attempting to create a clean rojhge signal with a wide
voltage range directly using a frequency-regulated chptgep can turn out to be very
impractical. This is because at low voltages the requiredicfrequency would be very
low, resulting in heavily increased ripple at the pump ott@dditionally, only the rate

of increase of the output voltage is defined by the pump, vasetiee speed of the volt-
age decrease will depend on the load current. The relateatioar of the large signal
dynamic properties would most probably be a major impedint@lesigning a charge
pump able to meet all the dynamic requirements.

A solution for increasing the continuous attainable hightage range is provided in
[143], which reports a charge pump design, which can pumaeltage to both direc-
tions. The pump consists of stages, shown in Fig. 5.11, waliciv the voltage to be
either increased or decreased in a controlled fashion. ] [ahd [XI1] the continuous
high signal range is attained using separate two-stagevuljage operational amplifiers
to generate the desired high-voltage output. Now the chawgeps are used simply to
supply the amplifiers. In this way the noise, dynamic prapsytand the accuracy of the
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Figure 5.11: A single charge pump stage, redrawn from [143], for pumphegvoltage
either up or down.

amplifier output can be set very accurately and determaailtyi Unfortunately, large
resistors are required to implement the feedback in theiéierpl The resistors partially
determine the bias current of the operational amplifiercWiirther sets the load current
of the charge pump. These resistors also define the noiskedktlee closed-loop am-
plifier. Hence, although the noise of the operational angplidould be reduced by using
single-stage amplifiers in [VIII] and [XII] with a folded higvoltage output stage, the
total noise will not necessarily improve. Two-stage amgigfiwith a high-voltage second
stage and a loop gain in excess of 108 become the most feasible alternative for the
precise scaling of low-voltage input signals.

Now that the high dc PSRR (power supply rejection ratio) efhigh-voltage amplifiers
provides the precision dc regulation, the charge pump d¢stpoauld be regulated only to
meet the voltage tolerance requirements and to improvdfibeeacy of the charge pump.
The continuous control of the frequency enables a very smopkput voltage control
method to be used and makes possible the efficient filterinfpeooutput voltage. A
charge pump with a proportional controller for continuogitiency control is presented
in [VIII]. Another version of this regulation method is pesged in [151], where the
feedback, which is achieved by controlling the drive caliiginf the charge pump clock,
is completed using frequency control.

High voltages can be problematic, even for logic signaldpif example, the gate oxide
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cannot tolerate the full voltage swing. In [XIII] the chargemp is applied for the high-
voltage excitation of the drive resonator in a gyroscopereHehigh-amplitude square
wave signal is created by periodically shorting the chang@&g output to ground, when
the actual pump is disabled and the resetting does not canslenpower. In this way
high-voltage signals do not have to be applied to the gatgreldes of the switches.

5.3.2 Reduction of Ripple and Area

The actual tolerance of the charge pump output ripple dependhow the ripple can
couple to the system output. Fully continuous-time systaradairly insensitive to the
out-of-band spurious frequency components, especialgrvthe circuit contains no fre-
guency conversions. This, however, is rarely the case.ifioadlly SC-circuits, multi-
pliers, or comparators, which are prone to folding, mustdedun at least some parts of
the sensor interface. Even if all the paths to the criticalwitry were filtered properly,
the high-frequency ripple can cross-couple on-chip. As itamplicated to accurately
predict how much supply ripple is tolerated, it becomesidaso simply minimize it.

The analysis presented in [VIII] of the dynamic propertiéshe frequency-controlled
charge pump indicate that the closed-loop stability ineesawith the load capacitance.
This indicated that the ripple can be reduced to any desaesl by increasing the load
capacitance without changing the steady-state clock &ecy Limiting the ripple is
important in order not to compromise the purity of the finaghvoltage output. This is
because the PSRR of the high-voltage amplifiers can be Idweatiock frequency.

If the filtering of the charge pump output ripple is requiredbe done on-chip, the amount
of filtering capacitance that is required should be minimiZEhe evaluation of the mag-
nitude of the ripple can be performed using the circuit in Bid 2, which models the last
stage of an ideal Dickson charge pump, the filtering capao#é’r, and the potentially
required additional filter componentg- andCr,. When the update rate of the charge
pump output voltage is determined by the clock frequefigy of the pump, the voltage
of the filtering capacitance appears as in Fig. 5.13. In thedigthe sawtooth wave is
assumed to result from the instantaneous updating of thrgetz the rising edge af.
With Cr as the only filtering component, the peak-to-peak amplibfdke rippleV,,, is
given as ;
HH

Vorr fepCrp’ (®-3)
wherel y is the magnitude of the load current drawn from the pump dutploe ripple
voltage is dominated by the fundamental component of thecdtvwave (dashed line),
the amplitude of whichV/, ., can be written as

Iy
Virr = . 54
" 7 ferCr (®-4)
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Figure 5.12: A simplified circuit for the modeling of the charge pump autpipple

voltage.
PEAK-TO-PEAK

FUNDAMENTAL

Tep COMPONENT
PEAK-TO-PEAK

VALUE: 2V,

Figure5.13: charge pump output waveform (solid) when ideal chargesteans assumed.
The dashed line represents the fundamental frequency ammpof the sawtooth wave.
The period of the rippld,p is determined as an inverse of the clock frequefigy of
the clock signakb.

In order to attain minimun ripple without affecting the outpmpedance, the clock fre-
guency should be maximized and the pump capacitors mindnie®wever, the deter-
mination of the optimum frequency using a theoretical apphois troublesome, as the
frequency also affects the efficiency of the pump and thergdtoperating point varies as
a result of processing uncertainties and with temperatteace, selecting the frequency
can be done with the help of simulations.

If mere C'r is not enough to provide sufficient attenuation of the rippleadditional RC
filter (Rr andCry) can be used at the expense of lower high-voltage outpuhidrcase
the value forRy is determined by the maximum voltage drop allowed acrossesistor.

Provided thatRr > 1/(2nfcpCr), and thatfcp > 1/(2rCroRr), the fundamental
component amplitude at the filter output can be approximased

2y
(27TfCP)2CFCF2RF.

When the chip area limits the available filtering capacittioe” = Cr+C'r, the optimal
filtering result is obtained whefip, = Cr = C'/2.

‘/:1f7" ~ (55)

Exactly in the same way as the minimization of the pump outippie, the optimization
of the chip area of a charge pump also requires maximum clecjuéncy. But the total
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amount of capacitance can be further optimized (minimizedjvas seen in Fig. 5.3.
By minimizing the capacitance, which dominates the area)dhses resulting from the
bottom plate parasitics are also minimized and the effigigmproved. The minimization
of the total capacitance of a Dickson charge pump has bedyzadan [147] and [152],
while [XI1] introduces the optimization for a modified Dioks charge pump. Here the
pump is split into two sections, which allows advantage t¢een of the higher density
of the low-voltage capacitors and the area to be reduceleurt

5.4 Discussion

Charge pumps allow the generation of a local high-voltagecs In capacitive sensors
voltages higher than the nominal supply can predominartiyded to increase the detec-
tion voltage and electrostatic actuation force. When tla€l lis capacitive, as in the case
of capacitive sensors, and no rapid voltage transients toeael created by the pump, the
load current remains small and no off-chip components acessary. Fully integrated
charge pumps can be created with the focus on minimizinghhgarea and the output
ripple, both properties that are important for precisiod bmv-cost capacitive sensors.

The charge pumps implemented in [VIII], [XIl], and [XIII] kutilize diodes as charge
transfer elements. The diode-connected floating bipotansistors are simple and have
low parasitic capacitance and a constant voltage drop, emdharefore good alterna-
tives for the realization of area-optimized charge pumplke &fficiency, however, can
be further improved, as is done in [13] for the pump in [VII§ing, for example, the
voltage doubler stages in Fig. 5.9, where the voltage dr@eiie in an ideal case. In
[VIII] and [XII] the greatest emphasis, in addition to areptimization, is put on the
development of efficient voltage-limiting techniques irder to create a nearly ripple-
free and constant high voltage. Hard limiting in [XIl] is affextive and precise but
power-consuming method for setting the desired pump outpli¢reas the continuous
frequency regulation presented in [VIII] even allows godfitency to be maintained. It
should, however, be taken into account that the efficiengyli] of 0.18 and about 0.24
with improved pump design in [13] is rather limited, whichtypical in low-power fully
integrated charge pumps and a result of high bottom platsjiss and dynamic losses
resulting from the high-frequency operation. The rms atagd of 0.8nV at the charge
pump output in [VIII], on the other hand, implies that thepi@ and the noise reduction
are effective. In [XIIl] the charge pump with a rise time ofewftens of microseconds
was directly used to generate a ¥Odifferential excitation signal for the drive loop of a
gyroscope. Unlike the other two pumps, this one shows thataege pump can well be
used to directly generate rail-to-rail high-voltage amsig, while at the same time limit-
ing the voltage stress of the gate oxide. All the charge puimgsvere implemented have
been successfully used as part of the interface electranidslemonstrate the feasibility
of on-chip high-voltage generation in capacitive sensors.
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6 Summary of Publications

In this section a brief overview of the publications is given

[1] High-resolution continuous-time interface for micromac hined capacitive
accelerometer

In this paper the design and analysis of the continuous-diceelerometer interface for a
capacitive sensor element are presented. The interfagmdegocused on attaining res-
olutions up to 12@IB, together with a signal bandwidth of 301x. The circuit structures
for which the design will be presented include a chargeiseaamplifier-based read-
out, demodulator, low-pass filter, and the controller. Detaf the design of the GmC
oscillator can be found in [153]. Important sources of ibgies in the continuous-time
system, where common electrodes are used for readout amatiaot are presented, and
the theoretical basis for the calibration of linearity israduced. The accelerometer is
measured to achieve a minimum noise floor of 580+/Hz.

[11] Continuous-time interface for a micromachined capacitiv e accelerome-
ter with NEA of 4 g and bandwidth of 300 Hz

An upgraded version of the accelerometer in [I] is presemteadis paper. Several mod-
ifications are made in order to reduce the noise and the suppignt of the interface.
Completely new blocks included in the system are the dggitiizl]] and the high-voltage
controller [IV]. The interface is measured to attain a nasgivalent acceleration (NEA)
density of 500hg/+/Hz at 30Hz for the on-chip digitized output and 3@@/+/Hz at 30
Hz for the analog output using a capacitive half-bridge seetement with a single pair
of electrodes. The different sources of noise in the senreaa@alyzed in detail.

[111] High resolution analog-to-digital converter for low-fre quency high-
voltage signals

In this paper, the design and measurements of a high-resolahalog-to-digital con-
verter (ADC) are presented. TheA-ADC that was implemented is combined with a
low-noise buffer which enables a single-ended input sigvith a maximum value of
twice the nominal supply to be used. The system that was nedigras measured to
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achieve an input-referred noise voltage density of 22¢v/Hz and a bandwidth up to 1
kHz.

[1V] Integrated high-voltage PID controller

An integrated PID controller is presented in this paper.yGwbo operational amplifiers
are used for the controller in order to minimize the powerstonption and area, but also
to enable two complex zeros to be realized. The amplifiervzat designed tolerates a
supply voltage of 12/. Measured transfer functions of the controller are present

[V] An interface for a 300 °/s capacitive 2-axis micro-gyroscope with pseudo-
CT readout

In this paper the design of an interface for a capacitive i2-axcro-gyroscope, imple-
mented in a 0.3%:m high-voltage CMOS with an active area of 2ibn?, is presented.
The sensor start-up time is Os4and the x- and y-axis noise floors are 0.0%5/v/Hz

and 0.041°/s/v/Hz. The supply current for the on-chip charge pump and drive and
sense interfaces is 1:8A. Area reduction is made possible by the proposed pseudo-
continuous-time (CT) readout technique, without the npiedormance of the readout
being compromised. More detailed discussion of the seresorg, drive loop, high-
voltage circuits, and PLL is presented in [VI], [VII], [VIlland [IX], respectively.

[VI] Pseudo-continuous-time readout circuit for a 300 °/s capacitive 2-axis
micro-gyroscope

In this paper the pseudo-continuous-time readout cirdiiized for the readout of a ca-

pacitive micro-gyroscope is presented in detail. Comp#&vearegular continuous-time

interface with large on-chip RC time constants, the reductf the chip area is made
possible by the technique that is proposed, which allows lai@king voltage to be used
for the detection and requires no large RC time constantg ionplemented. The sup-

ply current of a sense readout channel is approximatelyn®\4and the dominant noise

sources are identified as the middle-electrode biasinggeltfront-end, and the quadra-
ture nulling voltage.



136

[VII] An analog drive loop for a capacitive MEMS gyroscope

The linear model and the design of an analog drive loop fodthe (primary) resonator

in a capacitive gyroscope are presented in this paper. Fiberesht types of gain control

topologies are compared and analyzed with both P- and Rl-¢gptrollers, and clock
generation using a phase-locked loop and the drive loopk@mthe reference is dis-
cussed in the paper. A proportional amplitude controllegether with the rest of the
drive loop, is implemented using a high-voltage 0,35-CMOS technology and a nomi-
nal supply of 3V. The loop that is implemented allows the start-up of theedresonator

in less than 0.4.

[VIII] On-chip charge pump with continuous frequency regulation for pre-
cision high-voltage generation

A fully integrated charge pump, which utilizes continuousguency control for the
closed-loop operation, is presented in this paper. Thisweacontrol allows the charge
pump clock to settle to the correct frequency accordingeatirrent load while maintain-
ing the 50% duty ratio of the clock. The final high-voltage signal is gexted by using
a closed-loop amplifier, for which the pump creates the sygpld which then amplifies
the desired low-voltage signal to the correct level. The ptinat was implemented with
the regulator has an active chip area of Onl#h* and creates a nominal output of 10
with a 294.A load current and 2.5 minimum supply.

[1X] Integrated charge-pump PLL with SC-loop filter for capacit ive microsen-
sor readout

In this paper, simulated and measured phase noise chastcgsior a charge pump PLL
with a switched-capacitor loop filter are presented. The RLiabricated using a 0.35-
pm high-voltage CMOS technology. The PLL is designed for arefee frequency
range from 3kHz to 10 kHz, for a divider value of 32, and to operate with a supply
voltage ranging from 2.5 to 3.8. The supply current of the PLL, excluding the external
references, is 7.3A. The gyroscope in [V] and [VI] was measured using the RC loop
filter in the PLL. Compared with the SC filter, the RC filter alled a larger locking range
without the phase noise impairment resulting from crosgating.
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[X] Design of clock generating fully integrated PLL using low f requency
reference signal

This paper describes a design procedure for a fully integraharge pump PLL, which
can utilize low reference frequencies. Noise is taken ictmant in the design process
and a simulated example of a PLL is presented. The theorgpred here allows a fully
integrated PLL to be design with either noise or power consion being favored. The
measured results for a PLL similar to the one presented srpdpper are given in Section
4.3.

[X1] Noise analysis of comparator performed sine-to-square co nversion

This paper describes a theoretical analysis of sine-tefeqoonversion when noise is
included in the conversion process. The analysis is donediorersion that is performed
by a comparator. As a result of the analysis, a simple methiockiculating the spectrum
of the clock resulting from the noisy conversion procesbisimed. To support the theory
derived here, simulation results will be presented. Thesmesl results and a comparison
to the theory are given in Section 4.3. These result indittzdé noisy sine-to-square
conversion impairs the phase noise of the PLL by as much @840

[X11] On-chip digitally tunable high voltage generator for elec trostatic con-
trol of micromechanical devices

This paper presents circuit structures for on-chip higliag# generation in order to al-
low digital electrostatic control. The required load cutrievels for this application are
basically due to transients only and are thus very small. ghivoltage amplifier with
digitally controllable output, i.e. a high-voltage DAC isplemented and, as an example
application, the DAC is used for quadrature compensatiaa mmicroelectromechanical
gyroscope in [58]. The high-voltage generator that was é@manted achieves output
voltages between zero and 27n 29 mV steps with a supply current of less tham3.

[X111] Fully integrated charge pump for high voltage excitation o f a bulk
micromachined gyroscope

This paper describes a fully integrated charge pump for teetrestatic excitation of
a gyroscope in [58]. The high-voltage drive signal that teiaed makes possible the
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quick start-up of the drive resonator. The charge pump iticanverts the low-voltage
signal at the resonant frequency to a\@peak-to-peak) differential square wave. The
functionality is verified by forming a positive feedback pand measuring the start-up
time of a bulk micromechanical gyroscope. The measuredyehaump is implemented
in a 0.7um high-voltage CMOS with a chip area of 0.46n? and draws 0.9 A from a
5-V supply.



139

7 Conclusions and Future Work

The development of the MEMS technology has made it incrgisipossible for sen-
sor applications to emerge. Masses of accelerometers andappes are applied in
consumer electronics, for devices such as game controtieggal cameras, and mo-
bile phones, which necessitate both low cost and minimal ger sensor unit. As the
whole field of applications for inertial sensors varies from@rtial navigation, where typ-
ically the highest performance is required, to the detectiborientation, for which a
more modest performance is sufficient, it is clear that thsegieof the electronics is also
dependent on the end application. This is especially rateas the electronics are the
only power-consuming section in a capacitive sensor. lewoiar the system or electron-
ics designer to reach a more optimal interface and compéetsos, a broad knowledge
of the technologies and techniques that are available isflogad. In this thesis several
alternative topologies and circuits for sensor readoutrgreduced in order to give an
impression of how it is possible to detect the informatiomicapacitive sensor. Impor-
tant auxiliary circuits are also discussed. The implentertaexamples show that, for
example, a realization of a fully integrated PLL is strafghivard and power-efficient.
Similarly, compact and low-power charge pumps can be redlcompletely on-chip in
order to generate sufficient electrostatic forces.

Although the electromechanical>-loops have reduced the difference, one of the most
important design issues is still whether the mechanicahefeg should be operated in a
closed loop or open loop. The latter is practically alwaysper to realize, and allows
the significant noise sources to be identified more easitypivthe other hand it lacks the
several additional degrees of freedom available for cldsed systems. The sensors that
were implemented, the closed-loop accelerometer and tlesgype, provide examples
of the two different design foci. The accelerometer wasgtesi with the clear aim of
maximizing the resolution and dynamic range, and the implaation enabled acceler-
ations well below one micrg-to be detected. On the other hand, the design focus for
the gyroscope was not just on the resolution, but also thear@a and current consump-
tion. The design led to the realization of a new readout gyl which resulted in a
simple open-loop interface with a good performance. Heaeen though a single-axis
accelerometer should be a considerably simpler device amedpo a complete gyro-
scope system, the complexity of the closed-loop acceletemokearly approaches that of
the gyroscope.

When considering the accelerometer that was implementiad the readout and actua-
tion separated in the frequency domain, the stability istpa®mpromised as a result of
the spurious resonance modes of the element. The accekeronses measured to achieve
noise-equivalent acceleration ofi4 at a signal band of 30Biz. The main challenges
left for further research include the linearity, dc offssatd on-chip generated biases. The
methods of calibration for linearity were demonstratedunoction properly. However,
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it is most probably not enough to calibrate the linearity ia¢ ¢emperature only, as the
parasitics that inflict the non-linearity change with temgtere. In order for the linearity
to be calibrated continuously, a method should be found tectl@nd balance the differ-
ential electrostatic transducer so that the operationeohtitelerometer is not affected. In
some applications the dc offset, measured to be equal m§)/2C, is also an important
parameter, and it is also affected by non-linearity andocation. The last significant is-
sue outside the scope of this thesis, the references, isortamt part of the system and
can become a significant source of noise if improperly desig@lthough the references
can be realized on-chip, the filtering of the referencestfficent noise performance will
most probably require external capacitors in order to naairthe high noise performance
of the accelerometer.

The interface that was implemented for the micro-gyrosemeg pseudo-CT sense read-
out was demonstrated to achieve a spot noise of 045,/Hz, or an equivalent noise
capacitance of about 02F /+/Hz, with very compact realization. The recently published
results in [13] indicate that the whole interface, with grated references, bonding pads,
and calibration memory, fits within 4:8m? in the 0.35xm technology and has a supply
current of 2.2nA. The sensor element and the ASIC are still separately packad13],
which increases unwanted cross-coupling considerablg. dxpected that as a result of
bonding the two chips directly together the performancenefgensor will be improved
in the future.

It is a clear fact that the design of microelectronics foerfacing micromechanical sen-
sors, not to mention microelectronics in general, is anrestiely researched topic. Yet
the research in the field is still actively continuing. Thesmostly thanks to the very
broad scale of the different electronics needed for sensanging from sensor front-
ends to PLLs and high-voltage circuits. Each of the subkdad the sensor interface can
be optimized not just separately but also together, andehemproving and developing
the interface electronics is to continue. The researchrifidéu driven by the fact that
new types of sensors and applications of sensors are apgeamtinuously and are also
changing the design focus of the electronics. Digital etetts, an area that is basically
completely outside the scope of this thesis, continues nees@p new possibilities for
reducing the chip area and current consumption and for impgdhe tolerance to varia-
tions. Furthermore, algorithms and intelligence can beezidbd into the digital part of
the interface in order to improve the sensors and widen tigeraf potential applications.
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Appendix A

Simulation of the EM- A modulator

A top-level Simulink model of the modulator is shown in Fig.1A The model consists
of the continuous-time transfer function of the resonatat a discrete-time model of the
electronic interface. The resonator model is the same fitr the second- and the fourth-
order modulators. The parameters of the model do not redadeyt practical system but
instead are simplified for example purposes. The electiotecface for the second-order
EM-AY. modulator is shown in Fig. A.2 and that for the fourth-ord&-AY. modulator
in Fig. A.3. An additional simulation result is shown in Fi§y.4 to demonstrate how the
use of out-of-band sine relates to the actual noise. In thedithe two simulations that
were run for the second-order modulator are exactly the sastiethe exception that in
the case of noise the out-of-band sine is replaced by a whitersource with the same
power as the sine. It can be seen that in both cases the lethed of-band noise floor is
roughly the same.
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Figure A.1: Top level Simulink model of the simulated EM3. modulators.
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