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A robust M-estimation based method for radar emitter identification is proposed as well. A common modulation
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Radiotaajuuksien käyttö lisääntyy kasvavalla vauhdilla.Toimiakseen tehokkaalla ja luotettavalla tavalla
ruuhkautuvassa radiospektrissä tulevaisuuden langattomilta tietoliikenne- ja tutkajärjestelmiltä vaaditaan parempaa
kykyä sopeutua vallitsevaan radioympäristöön. Spektrin aistiminen ja siihen liittyvät tekniikat, kuten signaalienilmaisu
sekä aaltomuotojen ja yksittäisten lähettimien tunnistus, auttavat muodostamaan paremman tilannekuvan vallitsevista
olosuhteista, täten mahdollistaen myös paremman radioiden toimintaparametrien sopeuttamisen ja tehokkaamman
spektrin hyödyntämisen.

Tässä väitöskirjassa on kehitetty spektrin aistimiseen liittyviä algoritmeja kognitiivisiin radioihin sekä
tiedusteluvastaanottimiin. Työssä on kehitetty syklostationäärisyyteen pohjautuvia ilmaisualgoritmeja sekä yksittäisille
käyttäjille että useamman käyttäjän yhteistyöhön. Kehitetyt useampaa voimakasta syklistä taajuutta käyttävät
algoritmit parantavat ilmaisutodennäköisyyttä. Lisäksityössä on kehitetty tilastollisesti vankkoja parametrittomia
syklisiä ilmaisualgoritmeja, jotka toimivat luotettavasti myös impulsiivisissa kohina- ja interferenssiympäristöissä.
Parametrittomasta testistä on työssä johdettu myös sekventaalinen versio, joka pienentää ilmaisuun tarvittavaa
näytemäärää. Testistatistiikkojen asymptoottiset jakaumat on johdettu nollahypoteesille. Usean käyttäjän yhteistyö
mahdollistaa häipymisen vaikutuksen pienentämisen. Käyttäjien yhteistyön energiatehokkuuden parantamiseksi tässä
työssä on johdettu menetelmä, jossa vain informatiiviset testistatistiikat lähetetään fuusiokeskukseen.

Tässä väitöskirjassa on myös kehitetty tutkasignaalien aaltomuodon tunnistusjärjestelmä tutkapulssien
luokittelemiseen niiden pulssikompressioaaltomuodon perusteella. Kehitetty järjestelmä luokittelee vastaanotetut
tutkapulssit kahdeksaan luokkaan: lineaarinen taajuusmodulaatio, Costas taajuuskoodit, binäärikoodit sekä Frank, P1,
P2, P3 ja P4 monitaajuuskoodit.

Lisäksi työssä on kehitetty vankkaan M-estimointiin pohjautuva yksittäisten tutkalähettimien tunnistusmenetelmä.
Ideana menetelmässä on estimoida ryhmästä vastaanotettuja pulsseja yhteinen modulaatio ja käyttää sitä lähettimen
tunnistamiseen. M-estimaattorien käyttäminen parantaa menetelmän sietokykyä esikäsittelyvirheille ja virheoletuksille.
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Chapter 1

Introduction

1.1 Motivation

Wireless communications and the utilization of the radio frequency spectrum
have witnessed a tremendous boom during the past few decades. The mul-
titude of different wireless devices and technologies, the dramatic increases
in the number of wireless subscribers, the advent of new applications, and
the continuous demand for higher data rates are all reasons for the radio
frequency spectrum becoming more and more crowded. This development
calls for systems and devices that are aware of their surrounding radio en-
vironment, hence, facilitating flexible, efficient, and reliable operation and
utilization of the available spectral resources. Wireless communication and
radar systems must collect information about the radio spectrum in order
to adapt their operation and behavior to provide a better match to the
prevailing conditions. Thus, spectrum sensing is becoming increasingly im-
portant to modern and future wireless communication and radar systems
for identifying underutilized spectrum and characterizing interference, and
consequently, achieving reliable and efficient operation.

Cognitive radio is a term coined by Mitola [1, 2] that refers to an in-
telligent radio that is aware of its surrounding environment. Moreover, a
cognitive radio is capable of learning and adapting its behavior and opera-
tion to provide a better match to its surrounding environment as well as to
the user’s needs. Learning is based on the feedback received from the envi-
ronment. The feedback is realized as the outcome of the cognitive radio’s
decisions and actions.

Currently, the most prominent application area of cognitive radios is dy-
namic spectrum access. The current spectrum regulation is based on a fixed
frequency allocation policy. The frequency spectrum is divided to frequency
bands with each frequency band allocated to a certain wireless system in a
rigid manner. The result is a very uneven spectrum utilization that varies
heavily depending on frequency, time, and spatial location. Hence, there
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is a demand for more flexible and efficient utilization of the available spec-
tral resources. This can be accomplished with dynamic spectrum access.
In order to access the spectrum in dynamic fashion the cognitive radios
need to sense the spectrum to identify spectrum opportunities and to avoid
interfering with the licensed primary users.

In addition to dynamic spectrum access, spectrum sensing techniques
are important in both civilian and military spectrum management opera-
tions. Typical civilian spectrum management applications may include, e.g.,
traffic analysis as well as detection, identification, and characterization of in-
terference sources. With the increasing use of the radio frequency spectrum,
the importance of automatic waveform or modulation recognition as well as
signal and emitter identification systems is emphasized. In military applica-
tions spectrum sensing techniques are employed by systems such as cognitive
radars and intercept receivers. Automatic waveform recognition and specific
emitter identification are examples of electronic intelligence that has become
an integral part of modern military operations. Applications such as signal
reconnaissance as well as threat recognition and analysis are essential for
building situational awareness.

Another potential major application of spectrum sensing and emitter
identification techniques is wireless security. Specific emitter identification
and radio frequency (RF) fingerprinting techniques enable the discrimination
of rogue devices from the legitimate ones. For example, RF fingerprinting
has been used for detecting phone cloning fraud in cellular networks [3].
Consequently, spectrum sensing and identification techniques may be used
for spectrum monitoring by wireless operators and agencies in change of
frequency allocation and for improving wireless security.

1.2 Scope of the thesis

The first goal of this thesis is to develop reliable detection algorithms and
methods for spectrum sensing for cognitive radio and dynamic spectrum ac-
cess. The objective is to develop algorithms that require minimal knowledge
about the detected signals while still possessing the capability to distinguish
among different signals, i.e., signals of interest and interference. The algo-
rithms should be robust to noise uncertainties, non-idealities, and deviations
from model assumptions, such as the assumed noise model. Collaborative
energy efficient detection approaches and techniques are developed. Collab-
oration among spatially dispersed secondary users extracts spatial diversity,
thus, improving the performance and reliability in the face of shadowing
and fading effects. In addition, collaboration allows employing simpler local
individual detectors and/or shorter detection time. The discussion in this
thesis is limited to detection in the physical layer and to collaborative sce-
narios where a group of secondary users are trying to detect whether the
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primary user is active or not in a single given frequency band. That is,
sensing policies, how to distribute the sensing work among the secondary
users in different locations to different frequency bands at different times,
are not considered in this thesis.

The second goal of this thesis is to develop a radar waveform classifica-
tion system for classifying common pulse compression waveforms based on
spectrum sensing. The discussion is limited to pulsed radar systems and
radar waveform recognition. The considered pulse compression waveforms
are: linear frequency modulation, Costas frequency codes, binary codes, as
well as Frank, P1, P2, P3, and P4 polyphase codes. A review of modula-
tion recognition of communication signals may be found in [4]. The focus
is aimed at developing classification methods, hence, detection is assumed
to be successfully performed. The objective is to develop a classification
method that performs reliable classification independently for each inter-
cepted pulse. Waveform classification is used for characterizing the emit-
ters. Such information is important in both civilian and military spectrum
management applications.

The third goal of this thesis is to develop spectrum sensing methods
for specific emitter identification. The discussion in this thesis is limited
to identifying a specific radar emitter operating in a single mode. That is,
tracking the modes of multifunction radars is not considered. RF finger-
printing literature related to identifying communication devices is reviewed
in the thesis; however, the proposed identification algorithms are aimed at
radar signals. Moreover, only pulsed radar signals are considered. The goal
is to develop general, yet reliable identification methods that do not require
any prior information about the intercepted emitters but may apply multiple
pulses to identify the emitter or estimate its modulation profile for future
identification.

1.3 Contributions of the thesis

The contributions of this thesis are in three fields related to spectrum sens-
ing: signal detection, waveform classification, and signal identification.

The contributions of the thesis to signal detection and spectrum sensing
for cognitive radios are listed as follows.

• A multicycle detector requiring minimal prior knowledge of the pri-
mary system is proposed. The asymptotic distributions of the detector
are established. Two simplified detectors based on the sum and max-
imum over the cyclic frequencies of interest are proposed as well. The
asymptotic distributions of these two detectors under the null hypoth-
esis are established. The use of multiple cyclic frequencies improves
the performance compared to single-cycle detector when the signal has
multiple strong cyclic frequencies.
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• Robust spatial sign cyclic correlation based fixed sample size and se-
quential detectors are proposed. The asymptotic distribution of the
fixed sample size detector under the null hypothesis is established and
an upper bound for the false alarm rate of the sequential detector is
derived. The asymptotic relative efficiency of the spatial sign cyclic
correlation based detector compared to the single-cycle detector of [5]
is derived. The proposed spatial sign cyclic correlation based detec-
tor has highly reliable performance in heavy-tailed non-Gaussian noise
experienced commonly in wireless communication systems.

• Collaborative detection tests for the cooperation of multiple secondary
users are proposed. The asymptotic distributions under the null hy-
pothesis are established. Collaboration among spatially dispersed sec-
ondary users extracts diversity gain, thus, mitigating the effects of
shadowing and multipath fading. Hence, collaboration allows using
simpler local detectors and/or shorter detection times.

• A censoring scheme for improving the energy efficiency of collabora-
tive detection is introduced. Censoring denotes a scheme where only
informative local test statistics are transmitted to the fusion center. A
technique for approximating the asymptotic distribution of the censor-
ing test statistic under the null hypothesis by numerically inverting the
characteristic function of the test statistic is derived. The proposed
scheme results in only a minimal loss in performance compared to un-
censored collaborative detection even under very strict communication
rate constraints. That is, the proposed censoring scheme improves the
energy efficiency significantly with only a minimal loss in performance.

The contributions of this thesis to radar waveform recognition are as
follows.

• A radar waveform recognition system for classifying intercepted radar
pulses to eight classes based on the pulse compression waveform is
developed. The considered classes are: linear frequency modulation,
Costas frequency codes, binary codes, as well as Frank, P1, P2, P3,
and P4 polyphase codes.

• A supervised waveform classifier structure consisting of two parallel
multilayer perceptron (MLP) networks is proposed. Two different
MLP classifiers, the ensemble averaging early-stop committee and the
Bayesian MLP, are compared.

• Novel features based on the Wigner and Choi-Williams time-frequency
distributions are proposed. In addition, a large set of features gath-
ered from communication signal modulation recognition literature are
considered. The final feature vectors are selected using a mutual in-
formation based feature selection algorithm.

4



• The proposed classification system has highly reliable performance:
the overall correct classification rate exceeds 98 % at SNR of 6 dB on
data similar to the training data.

The contributions of this thesis to radar emitter identification are listed
below.

• A robust M-estimation method for estimating a common modula-
tion from a group of intercepted radar pulses is proposed. An iter-
ative reweighted least-squares procedure is derived with two different
weighting strategies. A gradient based algorithm is proposed for im-
proving the frequency alignment of the intercepted pulses.

• A robust likelihood ratio-type test is proposed for radar emitter iden-
tification. The asymptotic distribution of the proposed test statistic
under the null hypothesis is established. The proposed robust likeli-
hood ratio-type test has very good resolution for distinguishing among
emitters with similar modulation profiles.

1.4 Summary of the publications and the struc-
ture of the thesis

This thesis consists of an introductory part and ten original publications.
The introductory part is organized as follows. Chapter 2 reviews spectrum
sensing methods for dynamic spectrum access and cognitive radio. In ad-
dition, the cyclostationarity-based spectrum sensing algorithms proposed in
Publications I-V are briefly described. Chapter 3 provides a literature review
of radar waveform classification. Moreover, the radar waveform classifica-
tion system proposed in Publications VI-VIII is summarized in Chapter 3.
Chapter 4 reviews specific emitter identification and RF fingerprinting meth-
ods. The robust M-estimation method for estimating a common modulation
from a group of intercepted radar pulses proposed in Publications IX and
X is introduced in Chapter 4 as well. The system model is presented and a
robust likelihood-ratio type test is proposed for radar emitter identification.
Finally, Chapter 5 provides the concluding remarks.

In Publication I, multicycle detectors for single-user and collaborative
spectrum sensing for cognitive radio systems have been proposed. The
asymptotic distributions of the proposed test statistics under the null hy-
pothesis have been established. Simulation results illustrating the very good
performance of the proposed methods have been provided.

A censoring scheme for improving the energy efficiency of collaborative
spectrum sensing has been proposed in Publication II. Simulation results
demonstrating the reliable and close to ideal performance even under very
strict communication rate constraints have been provided.
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In Publication III, the methods proposed in Publications I and II have
been further extended to more general situations. The asymptotic distri-
bution of the proposed multicycle detector under the alternative hypothesis
has been established. Extensive simulations have been provided to illustrate
the highly reliable performance of the proposed methods even in very low
signal-to-noise ratio (SNR) regimes and in the face of shadowing and fading.

A robust spatial sign cyclic correlation based detector has been proposed
in Publication IV. The asymptotic distribution of the proposed detector un-
der the null hypothesis has been derived and simulation examples demon-
strating the robust performance of the proposed detector in heavy-tailed
non-Gaussian noise have been provided.

In Publication V, the asymptotic relative efficiency of the spatial sign
cyclic correlation detector proposed in Publication IV compared to the
single-cycle detector of [5] has been derived. A sequential detection test
based on the spatial sign cyclic correlation has been proposed. The proposed
sequential detection test reduces detection times significantly compared to
the fixed sample size test with roughly the same performance. Extensive
simulation experiments illustrating the robust performance of the proposed
spatial sign cyclic correlation detector in heavy-tailed non-Gaussian noise
have been presented.

In Publication VI, a time-frequency distribution based supervised clas-
sification system for classifying the Frank, P1, P2, P3, and P4 polyphase
pulse compression radar waveforms has been introduced. Choi-Williams dis-
tribution based features as well as a symmetry based cross-correlation fea-
ture have been proposed. The reliable classification performance has been
demonstrated through simulation experiments.

The classification system proposed in Publication VI has been extended
to other waveforms in addition to polyphase codes in Publication VII. The
additional waveform classes that have been considered are the linear fre-
quency modulation, Costas discrete frequency codes, and binary phase codes.
A parallel classifier structure consisting of two parallel MLP networks has
been proposed. In addition to the features proposed in Publication VI, a
large set of features from modulation recognition literature have been col-
lected and adapted to radar waveform recognition. Simulation results show-
ing the highly reliable classification performance of the proposed system
even at relatively low SNRs have been presented.

In Publication VIII, the classification system proposed in Publications
VI and VII has been further improved. Wigner distribution based features
have been proposed for improving the reliability of the classification. Exten-
sive simulation experiments have been provided to demonstrate the highly
reliable performance of the proposed classification system.

A robust M-estimation method for estimating a common modulation
from a group intercepted radar pulses has been proposed in Publication
IX. Two M-estimators using an iterative reweighted least-squares procedure
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with different weighting schemes have been introduced. Simulation results
highlighting the robustness of the proposed M-estimation technique against
preprocessing errors and non-Gaussian noise have been provided.

In Publication X, the robust M-estimators proposed in Publication IX
have been further improved by using the scaled conjugate gradient algorithm
to improve the frequency alignment of the intercepted pulses. Simulation
examples demonstrating the improved performance have been presented.

In Publication I, the author of this thesis proposed the final version of
the algorithms, derived the asymptotic distributions of all detectors, as well
as performed the simulation experiments. The co-authors contributed the
idea for the multicycle sum detector as well as contributed in steering the
research and helped writing the publication.

In Publication II, the author of this thesis proposed the final versions
of the test statistics, derived the numerical approximation method for the
asymptotic distributions of the censoring test statistics, as well as performed
all the simulations. The initial idea and development of the censoring tests
was done by the co-authors. In addition, the co-authors helped writing the
publication.

The novel results in Publication III were derived by the author of this
thesis. The co-authors helped in steering the research and writing the pub-
lication.

In Publications IV and V, the results and methods were derived by the
author of this thesis. The co-authors provided guidance during the work
and helped writing the publications.

The results in Publications VI and VII were derived by the author of
this thesis. The co-authors contributed in steering the research and writing
the publications.

In Publication VII, the author of this thesis derived most of the algo-
rithms, features, as well as the other results. The co-author provided the
idea for the statistical runs test feature, helped writing the publication, as
well as provided guidance during the research work.

The results in Publications IX and X as well as the novel identification
test in Chapter 4 have been derived by the author of this thesis. The co-
author provided guidance during the development of the algorithms and
contributed to the writing of the publications.
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Chapter 2

Spectrum sensing techniques
for cognitive radio systems

Current spectrum regulation is based on a fixed frequency allocation policy.
The radio frequency spectrum is divided to frequency bands that are then
allocated to different systems. The allocations are decided by the regulatory
authorities in each country such as the Federal Communications Commis-
sion (FCC) in the United States. Most of the spectrum has already been
allocated to different systems. Moreover, the allocations vary from country
to country. Whenever a new wireless system is introduced a frequency band
needs to be made available for it, which may require worldwide collabora-
tion. Hence, although the current frequency allocation policy guarantees low
interference because each system operates in a different band, it is also very
rigid and inflexible. This has resulted in apparent spectrum scarcity that
realizes as heavy congestion in certain frequency bands. However, many of
the frequency bands have been allocated to legacy systems that are rarely
used or to systems whose degree of frequency band utilization varies sharply
from time to time and location to location. Hence, there is still plenty of
spectrum available. Merely because of the fixed frequency allocation pol-
icy it cannot be exploited. Consequently, the radio frequency spectrum is
very inefficiently utilized depending on time, frequency band, and location.
Hence, there is an increasing need for more dynamic way of utilizing the
radio frequency spectrum. Dynamic spectrum access provides a flexible way
of utilizing the available resources more evenly.

Dynamic spectrum access may be broadly categorized under three dif-
ferent models [6]: dynamic exclusive use model, spectrum commons model,
and hierarchical access model. Similar categorization with slightly different
terminology and more subcategories for the three main models has been
given in [7] as well. The dynamic exclusive use model maintains the cur-
rent spectrum allocation structure where frequency bands are licensed to
different systems for exclusive use. The difference is that the spectrum is al-

8



located in more dynamic manner either by using spatial and temporal traffic
analysis or by allowing the licensees to lease out and trade spectrum. For
more information, see the discussion and references in [6, 7].

The spectrum commons model refers to a concept found successful in
the unlicensed industrial, scientific, and medical (ISM) bands where differ-
ent users share the spectrum, for example, by competing equally for the
available resources in a fair manner. The spectrum commons model entails
both the fully open sharing model, where the spectrum is unowned and ac-
cess is available to anyone, as well as managed commons where the spectrum
is owned and controlled, for example, by a group of entities [7]. In managed
commons there are stronger restrictions and rules on how to use the spec-
trum than under the open sharing model. For a more detailed discussion of
the spectrum commons model, see [6–8] and the references therein.

The hierarchical access model adopts the current structure, where fre-
quency bands are licensed to different primary systems, and opens the li-
censed spectrum to secondary users. The access by secondary users is al-
lowed under the condition that the interference caused to the primary sys-
tems is maintained below an allowed level. The allowed level of interference
is defined by the regulating bodies. The hierarchical access model may
be subdivided to spectrum overlay and spectrum underlay approaches [6].
Spectrum underlay is based on ultra-wideband (UWB) devices that operate
at short ranges with low transmit powers. By imposing severe constraints on
the allowed transmit powers, the interference caused to the primary systems
is maintained at low level. Hence, there is no need for spectrum sensing in
spectrum underlay. As opposed to spectrum underlay, spectrum overlay is
based on the cognitive radios sensing the spectrum in order to find spectrum
opportunities. Hence, rather than imposing severe constraints on transmit
powers, the interference caused to the primary users is kept below the al-
lowed level by the secondary users’ ability to identify through sensing when
the spectrum is unoccupied and thus may be utilized. In this thesis, we fo-
cus on the spectrum overlay approach, referred to as opportunistic spectrum
access in the literature as well. Moreover, we focus on spectrum sensing and
more precisely on spectrum sensing in the physical layer. However, first we
briefly discuss the other main challenges faced by the cognitive radios in ob-
taining awareness of the state of the radio spectrum and achieving dynamic
spectrum access.

Fig. 2.1 presents a network of cognitive radios operating in the midst of
licensed primary systems. The operation of a cognitive radio for dynamic
spectrum access consists of two main components: spectrum sensing and
spectrum opportunity exploitation.

Due to hardware limitations and energy constraints, a cognitive radio
may not be able to sense the whole spectrum simultaneously. Hence, a
sensing policy that defines when and which frequency band to sense must
be implemented. Sensing policy may be implemented either individually
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Cognitive radios

Primary transmitters

Primary receivers

Figure 2.1: A network of cognitive radios. The cognitive radios sense the
radio frequency spectrum for spectrum opportunities and exploit them in
an agile manner.

or collaboratively. Note that here we assume that the sensing periods are
already synchronized among different cognitive radios. This is necessary be-
cause simultaneous transmission and sensing on the same frequency band is
not in general possible. The sensing policy defines whether a cognitive radio
performs sensing in a given sensing period and, if so, which channel or chan-
nels it senses. It is expected that collaborative sensing policies offer benefits
over individually selected policies in scenarios where the users perform col-
laborative sensing in the physical layer as well. This is due to a guaranteed
“diversity order” by the collaborative policies, i.e., it can be guaranteed
that there are multiple spatially dispersed cognitive radios sensing the same
band simultaneously. Individual sensing policies using a decision-theoretic
approach by formulating the design of optimal sensing policy as a partially
observable Markov decision process (POMDP) have been proposed in [9–11].
Myopic sensing policies that seek at maximizing the immediate reward have
been analyzed in [12,13].

After sensing the spectrum and finding spectral opportunities, the cogni-
tive radios need to decide their access policy in order to exploit the available
opportunities. Access policy answers question such as when and on which
channels to transmit or whether to transmit at all in order to conserve the
energy of battery-operated terminals if the channel quality is bad. Similarly
as sensing policy, access policy can be individually or collectively decided as
well. An integral part of spectrum exploitation is also interference manage-
ment. The cognitive radio system must ensure that its combined interference
caused to the primary systems stays within the bounds set by the regulatory
bodies.
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Sensing and access policies are closely connected to each other. For ex-
ample, if it is noticed that the throughput on a certain frequency band is
constantly very low, there may not be any reason to sense that frequency
band either. That is, it is desirable to sense bands where persistent spectral
resources are available. Or if the cognitive user does not expect to transmit
anything in the near future, it may be wise to refrain from sensing as well
in order to conserve energy. Moreover, both sensing policy and access pol-
icy are areas where cognition most naturally comes into play. In dynamic
signal environments techniques such as reinforcement learning [14, 15] have
great potential for achieving the most efficient utilization of the available
resources [16,17]. The feedback from the past decisions and actions may be
used to learn the state of the environment and thus enable making better
decisions in the future.

In addition to the above issues, there are several other issues that cogni-
tive radios need to resolve such as employed modulation formats, transmit
powers, routing issues, etc. Moreover, in addition to the technological chal-
lenges, there are regulatory challenges that have to be met. Regulatory
policies that define the rules for opportunistic spectrum access have to be
established and it must be ensured that the cognitive radios conform to the
established rules.

In the following, an overview of spectrum sensing methods and algo-
rithms for cognitive radios is presented. However, first a short discussion of
the main challenges, requirements, and techniques of physical layer spectrum
sensing is given.

2.1 Spectrum sensing challenges, requirements, and
techniques

Opportunistic spectrum access by the secondary users is inherently dictated
by the characteristics and operation of the primary users. The primary users
have the privileged access to the frequency band for which they possess a
license. Hence, the secondary users must guarantee their ability to share the
spectrum while maintaining the interference caused to the primary users at
an acceptable level. General treatments discussing the requirements and
implementation issues of spectrum sensing may be found in [18–20]. In the
following few of the most important concepts regarding spectrum sensing
and opportunistic spectrum use are briefly discussed.

Interference temperature concept has been introduced by the FCC as
a model for measuring and limiting interference in wireless communica-
tions [19, 21–23]. Fig. 2.2 illustrates two possible realizations of the in-
terference temperature concept. The idea is that each primary receiver has
an interference temperature limit that defines how much noise and interfer-
ence it can tolerate. This opens up opportunities for secondary users that
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Figure 2.2: Interference temperature model: (a) ideal and (b) generalized
interpretations [23]. The generalized model applies to a situation where
there is no prior knowledge of the possible primary systems.

are consequently allowed to transmit provided that the interference their
transmissions cause to the primary receivers do not increase the interference
temperature above the limit. However, the problem arises from measuring
the interference temperature at the primary receivers which may be infeasi-
ble in practice [19]. The interference temperature concept has been recently
abandoned by the FCC as unworkable [24].

A more practical opportunistic access concept relies on secondary users
identifying frequency bands unused by the primary users and transmitting at
those frequency bands until a primary user becomes active. Such a frequency
band or channel is called a spectrum opportunity [6, 25, 26]. Spectrum op-
portunity is a local concept that may be defined as follows [25]: A channel is
an opportunity to a secondary transmitter A and secondary receiver B if they
can communicate successfully over this channel while limiting the interfer-
ence to primary users below a prescribed level determined by the regulatory
policy.

Fig. 2.3 illustrates the spectrum opportunity concept. A spectrum op-
portunity means that there are no primary receivers that would be interfered
by the secondary transmitter A transmitting and no primary transmitters
that would interfere the secondary receiver B from receiving in the same
band at the same time.

The inherent requirement is that the secondary users must vacate the
spectrum as quickly as possible when the primary user appears. Moreover,
in order to guarantee low-interference operation of the primary users, the de-
tection sensitivity of the cognitive radio users has to be very high. Note that
some interference must be tolerated otherwise opportunistic access based on
spectrum sensing is not possible.

The interference takes place at the primary receivers. However, the
sensing problem is typically formulated as detecting primary transmitters
instead of primary receivers. In practice, this is the only feasible option if
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Figure 2.3: A spectrum opportunity exists if there are no primary receivers
within a distance of rtx from the secondary transmitter A and no primary
transmitters within a distance of rrx from the secondary receiver B where
rtx is the interference range of A and rrx is the interference range of the
primary transmitters [6, 25, 26].

the primary receivers are passive. This is the case, for example, in broad-
cast systems such as the DVB-T (digital video broadcasting — terrestrial).
Detecting the primary transmitters from a far enough distance that con-
siderably exceeds the primary system’s operation range allows protection
of primary receivers. Moreover, the detection has to be performed reliably
in highly varying propagation environments in the face of shadowing and
multipath fading effects, as well as challenging, possibly heavy-tailed, noise
and interference environments. This requires very high sensitivity from the
cognitive radios. Fig. 2.4 illustrates spectrum opportunity detection through
detecting primary transmitters.

There are multiple ways to improve the detection sensitivity of a cogni-
tive radio network. The sensitivity of the cognitive radios may be improved
by enhancing the cognitive radio’s RF front-end sensitivity, designing and
employing powerful signal processing algorithms well-suited for the task, as
well as by exploiting spatial diversity through collaborative sensing among
multiple cognitive radios.

Another important consideration for the cognitive radios is the sensing
policy that includes decisions such as when and how long to sense, and
which frequency band to sense. In order to maximize performance, the
sensing policies should be coordinated among the secondary users. Simul-
taneous transmission and sensing on a given frequency is not possible in
general. Hence, sensing and transmission have to be done in an alternat-
ing manner. Moreover, the sensing periods must be synchronized among
the cognitive radios. Ideally a cognitive radio user wants to minimize the
time required for identifying spectral opportunities in order to maximize the
time available for transmission. Different primary systems impose different
constraints for sensing. For example, broadcast TV systems that typically
operate continuously for hours may tolerate a longer interference period at
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Figure 2.4: A conservative approach to spectrum opportunity detection that
transforms the spectrum sensing problem to detecting the primary transmit-
ters: The secondary transmitter A can determine that a channel is available
if there are no primary transmitters within a distance of Rp+rI where Rp is
the transmission range of the primary transmitter and rI is the interference
range of the secondary transmitter.

the beginning of their transmission than burstier cellular phone or wireless
LAN traffic, for example. Hence, one of the questions that regulators must
address is how quickly must the secondary users vacate the channel after
the primary user’s activity starts.

In addition to sensing, cognitive radios may benefit from using geolo-
cation information for avoiding primary systems and managing interfer-
ence [27]. Geolocation database consisting of primary transmitter geoloca-
tions and employed channels would enable the cognitive radio that is aware
of its own geolocation to avoid using those bands whenever the primary
user could potentially be interfered by the secondary user’s transmissions.
The cognitive radio may determine its geolocation using global positioning
system (GPS) or through other means, such as cell tower or Wi-Fi access
point based positioning or through mutual ranging of radios. Note that
only relative locations may be obtained through mutual ranging, thus, one
of the radios has to be aware of its geolocation and pass that information
to the other radios as well. Such a node is called an anchor node. For static
applications, such as the digital television broadcasts, the geolocation infor-
mation of the transmitters is already available or may be easily obtained. In
more dynamic applications, where radios may be mobile, additional benefits
would be obtained by using a geolocation database that would be constantly
updated by the licensed systems. The cognitive users would need to query
the database frequently for updated information. Moreover, a geolocation
based system as well as any other cognitive radio system would greatly
benefit from knowledge about the local propagation environment and prop-
agation statistics when estimating the interference caused to the primary
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systems.
Another possible protection mechanism for the primary systems would

be to use beacons [27]. Beacons might be either transmitter beacons or
area beacons. Area beacons could provide a service announcing the fre-
quency band, location, and coverage area of each primary system in the
area [27]. A more elaborate discussion of issues and benefits of using geolo-
cation databases and beacons for enabling opportunistic spectrum use may
be found in [27].

However, both the application of beacons as well as the form of ge-
olocation databases that require primary system updates has the obvious
drawback that under the current spectrum regulation the primary systems
have no requirement to change their infrastructure to enable coexistence
with secondary opportunistic users. Hence, no help from the primary sys-
tems can be expected unless it is forced by the regulating bodies or if the
flexible spectrum use is coordinated by the primary systems.

In the following sections, an overview of spectrum sensing algorithms and
collaborative detection techniques proposed in the literature is presented.
Moreover, cyclostationarity-based spectrum sensing algorithms proposed in
Publications I-V are briefly presented. Detailed descriptions may be found
in Publications I-V.

The spectrum sensing algorithms proposed in the literature may be
broadly divided to three classes: matched filters, energy based detectors,
and feature detectors. This categorization is used in the following. More-
over, the detection problem may be formulated as a binary hypothesis test

H0 : x(t) = n(t)

H1 : x(t) = s(t) + n(t)
(2.1)

where x(t) and n(t) denote the received signal and the noise, respectively,
and s(t) denotes the signal to be detected.

In a binary hypothesis test there are two types of errors that can be made.
These errors are called type I and type II errors, respectively. A type I error
is made if H1 is accepted when H0 is true. The probability of making a type
I error is often called the probability of false alarm. In spectrum sensing
the probability of false alarm of a detector is an important design parameter
since false alarms lead to overlooking spectral opportunities. A type II error
is made if H0 is accepted when H1 is true. Type II errors are a result of
a missed detection and hence lead to collisions with primary transmissions
and reduced rate for both the primary system and the secondary system.

In general, a cognitive radio system should satisfy constraints on both the
probability of false alarm and the probability of miss detection. Designing a
detection rule presents a trade-off between these two probabilities. However,
provided that the detector behaves reasonably, i.e. the probability of error
(the probability of false alarm + the probability of miss detection) decreases
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as the number of samples increases, both constraints may be satisfied by se-
lecting the number of samples to be large enough. From the implementation
point of view it is desirable to have algorithms whose threshold may be set
analytically and whose performance may be analyzed analytically. However,
in practice especially the probability of detection and the number of samples
required to achieve a given probability of detection will most likely have to
be determined experimentally due to the large number of variables, such
as the fading channel, synchronization errors, noise power uncertainty, etc.,
affecting their values.

2.2 Matched filter

Matched filter is the optimum detector of a known signal in the presence of
additive Gaussian noise. It is the linear filter that maximizes the SNR of
the output. The output of the matched filter is given by

y = sHΣ−1
n x (2.2)

where x is the observation vector, s is the known deterministic signal to be
detected, and Σn is the noise covariance matrix.

Assuming that the noise is Gaussian it follows that the output y is Gaus-
sian as well since it is a linear transformation of a Gaussian random vector.
The mean of y is zero under H0 and sHΣ−1

n s under H1. The variance is
sHΣ−1

n s under both hypotheses. Consequently, the hypothesis test may be

defined as y
H1

≷
H0

λ where λ is the test threshold selected to obtain a specified

false alarm rate.
From (2.2) it can be seen that the matched filter requires explicit knowl-

edge of the transmitted signal s and the noise covariance matrix Σn. Hence,
the usability of the matched filter is limited to cases where explicit infor-
mation about the waveform such as pilot signals or preambles is known.
In addition, the performance may severely deteriorate with synchronization
errors. Experimental measurements of matched filter pilot detection per-
formance with synchronization errors (frequency offset) have been provided
in [28,29]. In [30], an entropy-based matched filter method is proposed. The
proposed detector compares the estimated entropy of the matched filter out-
put to a threshold. The method can be applied when the variance of the
assumed Gaussian noise is unknown.

2.2.1 ATSC field sync detectors

Coherent detectors for ATSC DTV (Advanced Television Systems Commit-
tee, digital television standard in North America) signals employing the
field sync segment have been proposed in [31, 32]. The field sync segment
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includes a known 511 symbol pseudo-random number (PN) sequence that
can be employed for detection. Detection times required for the field sync
detectors are typically relatively long since the field sync is inserted to the
data stream only every 24.2 ms. Asymptotic distribution of the field sync
correlation detector under the null hypothesis has been established in [33].
The probability of detection at SNR of -13 dB exceeds 99 % for a false alarm
rate of 10 % in good channel conditions [33].

2.3 Energy based detection

2.3.1 Energy detector

Energy detector (or radiometer) measures the received energy and compares
it to a threshold. The basic energy detector is given by [34]

yM =
2

N0

M
∑

n=1

|x(n)|2, (2.3)

where x(n) is the received complex valued discrete time signal, N0 is the
noise power, and M is the number of observations. Factor 2 comes from the
fact that under circularity assumption the complex noise power is equally
divided between the real and imaginary parts. Fig. 2.5 depicts the block
diagram of the energy detector.

Considering the detection of a deterministic signal in the presence of
zero mean independent and identically distributed (i.i.d.) complex Gaussian
noise, the energy detector test statistic obeys the following distribution [34]

H0 : yM ∼ χ2
2M

H1 : yM ∼ χ2
2M (2γ)

(2.4)

where γ is the signal-energy-to-noise-spectral-density defined as γ = ES/N0

where ES =
∑M

n=1 |s(n)|2 is the signal energy. That is, the test statistic
follows central chi-square distribution with 2M degrees of freedom under
H0 and non-central chi-square distribution with 2M degrees of freedom and
non-centrality parameter 2γ under H1.

Energy detection may be applied for the detection of unknown random
signals. In fact, in case of i.i.d. Gaussian noise with known noise power the
energy detector is the optimum detector for detecting a random uncorre-
lated Gaussian signal and at least a generalized likelihood ratio test (GLRT)
for completely unknown random signals [35, 36]. Equation (2.4) holds for
random signals as well assuming that the distribution under H1 is consid-
ered to be a conditional distribution given the amount of signal energy [34].
Consequently, energy detection does not require any prior knowledge of the
primary user signals. However, it has drawbacks as well. First, the energy
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Figure 2.5: Block diagram of (a) the basic energy detector and (b) an en-
ergy detector in frequency domain. Frequency domain energy detector may
provide either a global decision or local decisions for each channel.
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detector cannot distinguish among the primary user signals, secondary user
signals, and interference. Second, energy detection is susceptible to uncer-
tainty in noise power. Prior knowledge of noise power or a reliable estimate
of it is needed to obtain reliable performance.

Noise level uncertainty renders robust detection below certain SNR im-
possible [37, 38]. To constrain the resulting false alarm rate, the detection
threshold has to be set based on the worst case noise level uncertainty. Con-
sequently, if the signal power is below a certain level, the energy detector
cannot distinguish the signal from a slightly larger noise power regardless
of the detection time. This threshold is called the SNR wall in [38]. For
example, for a real-valued signal a 1 dB noise uncertainty renders robust
detection below SNR of -3.3 dB impossible [38]. Consequently, the energy
detector performance depends heavily on the accuracy and reliability of the
noise level estimate. The noise level may be estimated from guard bands or
the detection may be performed in the frequency domain using a channel-
ized radiometer [39, 40] which divides the total frequency band to smaller
channels and then integrates energy from each channel separately using a
radiometer (see Fig. 2.5 (b) for a simple example). In the end a final global
decision can be made for the whole frequency band by combining the ra-
diometer outputs or decisions from the different channels (e.g., maximum
or sum over outputs; sum or OR of decisions). If the noise bandwidth is
significantly larger than the signal bandwidth, a reasonably accurate noise
level estimate may be obtained. In addition, collaboration among secondary
users that employ energy detection mitigates the effects of noise uncertainty
when the users are experiencing i.i.d. fading or shadowing [41–43].

A review of energy based detection literature has been provided in [40].
In addition, constant false alarm rate (CFAR) strategies for the channel-
ized radiometer, such as cell-averaging (see also [44]), have been considered
in [40]. Recent performance analyses of energy detection in fading channels
have been carried out in [41, 45–48] as well. Experimental measurements
of energy detection performance with noise uncertainty have been provided
in [28,29]. Energy detection of WiMAX systems for ultra-wideband/WiMAX
coexistence has been considered in [49]. The detection of wireless micro-
phone signals using the maximum of the frequency domain energy mea-
surements has been proposed in [10]. Energy detectors have been proposed
for colored Gaussian [50], independent non-Gaussian [36, 51], and colored
non-Gaussian noise [36] as well.

2.3.2 Pilot energy detection for ATSC

Pilot energy detection algorithm for ATSC signals has been proposed in [52].
The received signal is first band-pass filtered around the pilot frequency.
After the filtering, frequency domain energy detection is performed. The
test statistic is the maximum squared fast Fourier transform (FFT) output
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that is compared to a threshold.

2.3.3 Multi-resolution multiantenna energy detector

In [53], a multi-resolution multiple antenna energy detector for spectrum
sensing has been proposed. The proposed multi-resolution detector per-
forms the sensing first at a coarse frequency resolution. The fine resolution
sensing that follows the coarse sensing is performed only for a small range of
frequencies that have the smallest power in the coarse sensing stage. Using
multiple antennas allows for faster sensing since in the coarse sensing stage
each antenna block senses only a part of the spectrum. In the fine sensing
stage all the antenna blocks sense the same frequency band thus achieving
spatial diversity gain. In [54] multiantenna energy detection schemes based
on maximum ratio and selection combining have been considered. Maxi-
mum ratio combining is difficult to implement in practice since it requires
explicit channel information. In conclusion, using multiple antennas offers
benefits through diversity but on the other hand it also requires an expensive
structure because of multiple antennas.

2.3.4 Spectrum estimation and detection

Frequency domain energy detector illustrated in Fig. 2.5 essentially es-
timates the power spectral density (PSD) using the periodogram or the
Bartlett’s method if block averaging in time is employed. Naturally other
spectrum estimation methods may be applied as well. Introduction to
spectral analysis and various spectrum estimation methods may be found
in [55–57]. Note, however, that the analysis and distributions derived for the
energy detector apply in general only for the periodogram or the Bartlett’s
method. In practice, one may need to resort to less rigorous ad-hoc tech-
niques for setting the thresholds and detecting the spectrum holes.

Spectrum estimation methods may be divided to parametric and non-
parametric methods. Nonparametric methods are better suited for detecting
an unknown signal than parametric methods. Hence, the focus for spectrum
sensing has been on nonparametric methods. In [58], single-user and col-
laborative energy detection using Welch’s periodogram has been considered.
The test statistic averages multiple frequency bins around zero frequency.
Welch’s periodogram is an extension of the Bartlett’s method that employs
window functions and possibly overlapping segments. In [21, 22] the mul-
titaper method has been proposed for PSD estimation and spectrum hole
detection. In [59] a filter bank approach for wideband spectral estimation for
spectrum sensing has been proposed. In [60] a multi-resolution frequency
subband detection algorithm based on frequency smoothed periodograms
has been proposed.
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2.3.5 Wavelet based spectrum estimation and spectrum hole
detection

Wavelets are a good tool for modeling and detecting singularities in the
spectrum such as band edges. A wavelet based approach for spectrum hole
detection has been proposed in [61]. In [62] the wavelet approach has been
further developed: The PSD is first estimated for a wide bandwidth using
compressive sampling and then the wavelet approach is applied for edge de-
tection to locate the different spectrum areas (black, gray, white spaces) in
the estimated PSD. Moreover, in order to reduce computational complex-
ity, the edge spectrum whose peaks correspond to changes between different
spectrum areas may be directly estimated from the compressed measure-
ments without reconstructing the PSD.

In [63], another compressive sampling approach for wide-band spectrum
estimation and spectrum hole detection has been proposed. The idea in the
proposed scheme is to directly sample the signal at the information rate of
the signal. Conceptually this can be viewed as an analog-to-digital converter
(ADC) operating at the Nyquist rate, followed by compressive sampling. Af-
ter the compressive sampling based PSD reconstruction performed using a
wavelet edge detector along the approach of [62], the spectrum holes are
detected using an energy detector in frequency domain. In [64], a collabora-
tive detection approach based on the compressive sampling based spectrum
sensing method of [63] has been proposed. The local autocorrelations of the
compressed signal are transmitted to the fusion center that then performs
spectrum reconstruction followed by energy detection in frequency domain.

Another wavelet based multi-resolution approach has been proposed
in [65, 66]. The wavelet transform is performed in analog domain using
an adjustable wavelet pulse to obtain the desired resolution. Detection is
performed first at a coarse resolution after which the spectrum segments that
appear to be unoccupied are sensed again using a finer resolution. Similar
detector has been proposed in [67] where a discrete wavelet packet trans-
form based energy detector has been proposed for performing initial coarse
sensing for wide bandwidths.

2.3.6 Forward methods

Spectrum sensing using forward methods has been proposed in [68,69]. For-
ward methods are aimed at detecting outliers (i.e., highly-deviating samples)
from a data set. In the cognitive radio context the outliers are the occupied
frequency channels in the frequency domain. The algorithm in [68, 69] is
based on energy measurements in the frequency domain (i.e., channelized
radiometer). Frequency channels are sorted in an increasing order of energy,
and using an iterative algorithm the number of occupied channels is deter-
mined. Contrary to typical energy detection based methods the algorithm
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does not require the knowledge of the noise level; the noise level is adaptively
estimated. However, the method requires a few vacant channels, although
their location does not have to be known in advance.

2.3.7 Localization algorithm based spectrum hole detection

Spectrum hole detection using localization algorithm based on double-thresh-
olding has been proposed in [70]. The proposed method iteratively updates
two thresholds for clustering energy measurements in frequency domain. In
the basic algorithm every cluster consisting of adjacent samples above the
final lower threshold is considered to be a primary signal if at least one
of the frequency domain samples is above the final upper threshold. This
method is suitable only for narrowband signals with sufficiently high SNR.
Furthermore, it is not able to distinguish among different signals.

2.4 Feature detection

Feature detection refers to extracting features from the received signal and
performing the detection based on the extracted features. Generally speak-
ing, a feature can be any measurement that can be extracted from the data.
Typical features used for detection are, for example, correlation based fea-
tures. Moreover, cyclostationarity-based detection has received considerable
attention [71–76]. The benefit of feature detection compared to energy detec-
tion is that it typically allows distinction among different signals or wave-
forms. In the following different feature detection methods are reviewed.
The main emphasis is on cyclostationarity-based detectors.

2.4.1 Cyclostationarity-based detection

A process x(t) is said to be second-order cyclostationary in the wide sense
if its mean and autocorrelation function are periodic with some period T >
0 [77]:

E[x(t)] = E[x(t+ T )], (2.5)

E[x(t)x(t+ τ)] = E[x(t+ T )x(t+ T + τ)] (2.6)

for all t and τ .
Man-made signals such as wireless communication and radar signals typ-

ically exhibit cyclostationarity at multiple cyclic frequencies that may be
related to the carrier frequency, symbol, chip, code, or hop rates, as well as
their harmonics, sums, and differences. Exploiting these periodicities allows
designing powerful feature detectors that possess very appealing properties.

Cyclostationarity-based detectors have the potential to distinguish among
the primary users, secondary users, and interference exhibiting cyclostation-
arity at different cyclic frequencies. Moreover, random noise commonly does
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Table 2.1: Cyclostationarity-based detectors. A denotes the set of cyclic
frequencies of the primary signal. (opt. = optimum, det. = detector, SC =
single-cycle, MC = multicycle, τ = time delay)
Detector Minimum required information

Opt. MC det. in Gaussian noise ymc(t) [71] Signal phase, Sα
s (f), ∀f, ∀α ∈ A

Opt. MC det. in non-Gaussian noise ZMC [74] Signal phase, Sα
s (f), ∀f, ∀α ∈ A, noise pdf

SC detectors in Gaussian noise |yα
sc(t)| [71] Sα

s (f),∀f , for one α ∈ A
SC detectors in non-Gaussian noise ZSC [74] Sα

s (f),∀f , for one α ∈ A, noise pdf
Suboptimum MC detector ymcm(t) [73] At least one α ∈ A
GLRT for cyclostationarity Txx [5] One α ∈ A, at least one suitable τ
GLRT MC detector [Publications I and III] At least two α ∈ A, at least one suitable τ
Spatial sign detector [Publications IV and V] At least one α ∈ A, at least one suitable τ
DVB-T detector Jx(Nb) [85] Symbol freq. α ∈ A, symbol data length Nd

Spread-spectrum signal detector Je(V ) [86] Length of the spreading sequence P
Synchronized averaging-based test L [87] Cyclic frequencies to select proper N

not possess cyclostationarity property. In practice, however, the noise ex-
perienced in wireless communication and radar systems contains interfer-
ence from various sources, such as ultra-wideband devices, device-to-device
communication, leakage from adjacent channels, etc., that may exhibit cy-
clostationarity. This is the case especially for interference limited wireless
communication systems.

In cognitive radio applications, it is reasonable to assume explicit knowl-
edge of the cyclic frequencies of the primary users since primary user signals
and their key parameters are specified in wireless standards and disclosure of
such information is required by the regulatory bodies that allocate frequen-
cies. Cyclostationary properties of many common modulated waveforms and
air interfaces have been established in [77–82].

The caveat of requiring and employing prior information is that it can
make cyclostationarity-based detection very sensitive to synchronization er-
rors, such as carrier frequency and sampling clock frequency offsets. More-
over, sampling clock frequency offset may result in smearing of the spectral
correlation features if block averaging is used in the estimation [29,83]. How-
ever, this problem can be alleviated with noncoherent block averaging.

Cyclostationarity-based detection has received considerable amount of
attention in the past [71–76]. Two recent bibliographies on cyclostationarity,
including a large number of references on cyclostationarity-based detection,
are provided in [77,84].

In the following an overview of cyclic detectors is provided. The detec-
tors may be divided to single-cycle and multicycle detectors depending on
the number of cyclic frequencies employed. Moreover, the amount of prior
knowledge required by the detectors may be used to categorize them further.
Table 2.1 lists the most important methods that will be introduced in the
following and the prior knowledge they require.
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2.4.2 Multicycle and single-cycle spectral correlation detec-
tors in Gaussian noise

Optimum spectral correlation detector in additive stationary white Gaussian
noise is given by [71]

ymc(t) =
1

N2
0

∑

α

∫ ∞

−∞
Sαs (f)∗Ŝαx (t, f)df (2.7)

where the sum is over all cyclic frequencies α for which the spectral corre-
lation function Sαs (f) of the transmitted signal s(t) is not identically zero.
N0 is the spectral density of the white noise and f denotes the frequency.
The function

Ŝαx (t, f) =
1

T
XT (t, f)X∗

T (t, f − α) (2.8)

is called the cyclic periodogram, and

XT (t, f) =

∫ t+T/2

t−T/2
x(u)e−j2πfudu. (2.9)

The above multicycle detector is optimum in the sense that it maximizes
the SNR of the regenerated spectral lines. However, it cannot be imple-
mented without knowledge of the signal phase since the values of Sαs (f)
depend on it. For example, for a delayed signal u(t) = s(t− τ) the spectral
correlation function is given by

Sαu (f) = Sαs (f)e−j2πατ . (2.10)

Hence, if the employed value for τ is wrong, the individual terms in (2.7)
may add destructively. Consequently in practice, one typically needs to
resort to a suboptimum single-cycle detector [71]

|yαsc(t)| =

∣

∣

∣

∣

1

N2
0

∫ ∞

−∞
Sαs (f)∗Ŝαx (t, f)df

∣

∣

∣

∣

. (2.11)

Although the signal phase is no longer required, utilizing (2.11) still
requires knowledge of the modulation type and its parameters, such as
carrier frequency, pulse shape and symbol rate, in order to calculate the
spectral correlation function Sαs (f). In addition, if unknown, the noise spec-
tral density N0 may be replaced by its maximum likelihood (ML) estimate,
N̂0 = 1

M

∑M
n=1 |x(n)|2 where M is the number of received samples [72].

Under weak-signal assumption N̂0 is approximately the same under both
hypotheses.

The multicycle detector test statistic in (2.7) is asymptotically complex
normal distributed under both hypotheses [76] while the single-cycle test
statistic in (2.11) is asymptotically Rayleigh distributed under H0 and Ri-
cian distributed under H1 [75].
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In case Sαs (f) is not known, a suboptimum multicycle detector requir-
ing only the knowledge of the cyclic frequency/frequencies is obtained by
replacing Sαs (f) in (2.7) by its estimate Ŝαx (t, f) in (2.8) [71, 73]

ymcm(t) =
1

N2
0

∑

α

∫ ∞

−∞
|Ŝαx (t, f)|2df (2.12)

where the sum over α can be taken over any number of cyclic frequencies of
s(t).

A performance comparison of the detectors presented in this section
may be found in [73]. In addition, variants of the above detectors have
been proposed recently for spectrum sensing in cognitive radios, e.g., in [88,
89]. Single-cycle detector based on (2.12) has been proposed for detecting
CDMA (code division multiple access) signals used in UMTS (universal
mobile telecommunications system) in [88]. The estimate for the noise power
is obtained from the cyclic spectrum areas where signal features do not exist.
Furthermore, DVB-T signal detection using simplified versions of the single-
cycle detector of (2.11) has been considered in [89].

2.4.3 Generalized likelihood ratio tests for the presence of
cyclostationarity

In [5], GLRTs for the presence of cyclostationarity have been proposed. A
GLRT is obtained from the likelihood ratio test by replacing the unknown
parameters with their estimates. In the following we will consider a time-
domain test for the presence of second-order cyclostationarity for a given
cyclic frequency. The tests are based on testing whether the expected value
of the estimated cyclic autocorrelation is zero or not. Let α denote the cyclic
frequency of interest and

r̂xx =

[

Re{R̂αx(τ1)}, . . . ,Re{R̂αx(τN )},

Im{R̂αx(τ1)}, . . . , Im{R̂αx(τN )}
]

.

(2.13)

denote a 1 × 2N vector containing the real and imaginary parts of the es-
timated cyclic autocorrelations for N time delays at the cyclic frequency α
stacked in a single vector.

A sample estimate of the cyclic autocorrelation R̂αx(τ) may be obtained
using M observations as

R̂αx(τ) =
1

M

M
∑

n=1

x(n)x(n+ τ)e−j2παn (2.14)

where x(n) denotes the received discrete-time complex valued signal. More-
over, a sample estimate of the nonconjugate cyclic autocorrelation may be
obtained by complex conjugating x(n+ τ) in (2.14).
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In order to test for the presence of second-order cyclostationarity at
the cyclic frequency of interest α, the hypotheses may be formulated as
follows [5]

H0 : r̂xx = ǫxx,

H1 : r̂xx = rxx + ǫxx,
(2.15)

where rxx is assumed to be non-random and ǫxx denotes the estimation error.
Furthermore, under commonly assumed circumstances, i.e., when samples
well separated in time are approximately independent, ǫxx is asymptotically

normally distributed, i.e., limM→∞
√
Mǫxx

D
= N(0,Σxx) where Σxx is the

2N × 2N asymptotic covariance matrix of r̂xx [5].
The generalized log-likelihood ratio test statistic is given by [5]

Txx = M r̂xxΣ̂
−1
xx r̂

T
xx. (2.16)

The asymptotic covariance matrix Σxx is constructed of sums and differ-
ences of conjugated and nonconjugated cyclic spectrum terms [5]. The cyclic
spectrum terms may be estimated using, e.g., frequency-smoothed cyclic pe-
riodograms.

Under the null hypothesis Txx is asymptotically chi-square distributed
with 2N degrees of freedom, i.e. χ2

2N , and under the alternative asymp-
totically non-central chi-square distributed with 2N degrees of freedom and
non-centrality parameter MrxxΣ̂

−1
xx r

T
xx, i.e. χ2

2N (MrxxΣ̂
−1
xx r

T
xx), where rxx

is the true cyclic correlation.
In [90], the GLRT has been formulated for the presence of nonconjugated

2nd-order cyclostationarity as well. Moreover, in [5] generalization of the
above test for the presence of kth-order cyclostationarity as well as frequency
domain tests have been provided as well.

The above test was initially proposed as a method for finding out the
cyclic frequencies of the received signal. This may be accomplished by per-
forming the test for various values of α (in the interval [0,1)). However,
this is computationally very expensive. If a particular primary user signal
whose cyclic frequencies are known is to be detected, the test may be per-
formed only for one of the cyclic frequencies of the primary user signal at a
time. Such an approach has been employed in [90] for spectrum sensing for
cognitive radio systems.

The GLRT makes only minimal assumptions on the primary systems.
That is, only the knowledge of the cyclic frequencies of the primary signals
and a few suitable time delays are required. This also means that sensitivity
to non-idealities and synchronization errors such as carrier frequency offsets
is reduced. In fact the GLRT does not require the knowledge of the carrier
frequency, unless of course cyclic frequencies related to the carrier frequency
are used as features. However, the fact that the algorithm requires and
employs only minimal prior knowledge of the primary systems means also
that some performance loss may be sustained compared to detectors using
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full, explicit information, such as the ideal spectral correlation function,
if such information is in fact available. On the other hand, parameters
such as pulse shapes and carrier frequencies may be known in practice only
approximately.

2.4.4 Generalized likelihood ratio (GLR) based multicycle
detectors

In Publications I and III, multicycle detectors that extend (2.16) to multiple
cyclic frequencies have been proposed. The proposed multicycle generalized
log-likelihood ratio statistic has the similar quadratic form as the single-cycle
test statistic in (2.16) and is thus given by

TA,xx = M r̂A,xxΣ̂
−1
A,xxr̂

T
A,xx (2.17)

where M is the number of observations.
However, the differences are in contents of the cyclic autocorrelation

vector r̂A,xx and its covariance matrix Σ̂A,xx. Here

r̂A,xx =

[

Re{R̂α1
xx(τ1,1)}, . . . ,Re{R̂α1

xx(τ1,N1)},

Im{R̂α1
xx(τ1,1)}, . . . , Im{R̂α1

xx(τ1,N1)},
. . .

Re{R̂αP
xx (τP,1)}, . . . ,Re{R̂αP

xx (τP,NP
)},

Im{R̂αP
xx (τP,1)}, . . . , Im{R̂αP

xx (τP,NP
)}
]

(2.18)

denotes a 1× 2N vector containing the real and imaginary parts of the esti-
mated cyclic autocorrelations at the cyclic frequencies of interest stacked
in a single vector. P is the number of cyclic frequencies in the set of
cyclic frequencies of interest A = {αk|k = 1, . . . , P} and N =

∑P
k=1Nk

where Nk, k = 1, . . . , P, are the number of time delays for each different
cyclic frequency in (2.18). That is, the cyclic autocorrelations for each
cyclic frequency may be calculated for different time delays as well. Conse-
quently, (2.18) is an extension of r̂xx in (2.13) to multiple cyclic frequencies,
each with a set of possibly distinct time delays.

The asymptotic covariance matrix Σ̂A,xx is again constructed of sums
and differences of conjugated and nonconjugated cyclic spectrum terms. The
detailed construction may be found in Publication III.

Under the null hypothesis TA,xx is asymptotically chi-square distributed
with 2N degrees of freedom, i.e. χ2

2N , and under the alternative asymp-
totically non-central chi-square distributed with 2N degrees of freedom and
non-centrality parameter MrA,xxΣ̂

−1
A,xxr

T
A,xx, i.e. χ2

2N (MrA,xxΣ̂
−1
A,xxr

T
A,xx),

where rA,xx is the true cyclic correlation.
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In Publications I and III, two simplified multicycle test statistics have
been proposed as well. These test statistics are defined as the sum and
maximum over the set of test statistics Txx(α) calculated for different cyclic
frequencies of interest α ∈ A, i.e.

Ds =
∑

α∈A
Txx(α), (2.19)

Dm = max
α∈A

Txx(α). (2.20)

The multicycle detector of (2.17) and the multicycle sum detector of (2.19)
are best suited for signals that have multiple strong cyclic frequencies, i.e.,
cyclic frequencies at which the signal exhibits significant spectral correlation.
An example of such a signal is the orthogonal frequency division multiplex-
ing (OFDM) signal that exhibits strong spectral correlation at the symbol
frequency and its multiples. If weak cyclic frequencies are included in the
test, the performance may deteriorate since each test statistic for different
cyclic frequency increases the number of degrees of freedom of the asymp-
totic distribution. Consequently, including cyclic frequencies that do not
provide substantial contribution is not beneficial.

The maximum detector of (2.20) may prove to be useful if the cyclic
frequencies are due to different signal properties or if the primary user sys-
tem has multiple alternating operation modes that result in different cyclic
frequencies. For example, adaptive modulation and coding may lead to such
signals. In such scenarios the maximum detector may improve the detec-
tion reliability. For example, a maximum detector using cyclic frequencies
induced both by the carrier frequency and the symbol frequency, could im-
prove the reliability of the detector in the presence of carrier frequency or
symbol frequency offsets. Moreover, the location of the maximum could
serve as a feature for cyclostationarity-based waveform classification sys-
tems.

Detailed description of the multicycle tests, derivation of the asymptotic
distributions of the test statistics, as well as simulation results demonstrating
the gain of using multiple cyclic frequencies may be found in Publications I
and III.

2.4.5 DVB-T and spread-spectrum signal detectors

In [85] and [86] similar detectors to the ones in (2.17) and (2.19) have been
proposed for the OFDM-based DVB-T [85] and spread spectrum signals [86].

The proposed DVB-T signal detector is given by [85]

Jx(Nb) =
1

2Nb + 1

Nb
∑

k=−Nb

∣

∣

∣
R̂k/Ts
x (Nd)

∣

∣

∣

2
(2.21)
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where Nd is the length of the data part of the OFDM symbol, Ts is the
OFDM symbol length, and 2Nb + 1 is the number of cyclic frequencies em-
ployed. R̂αx(τ) denotes the estimate of the cyclic autocorrelation for cyclic
frequency α and time delay τ .

The spread spectrum signal detector is given by [86]

Je(V ) =
V
∑

v=1

P−1
∑

k=0

∣

∣

∣
R̂k/Px (v)

∣

∣

∣

2
(2.22)

where P is the length of the spreading sequence of the primary user system.
Both detectors are asymptotically chi-square distributed under the null

hypothesis assuming only i.i.d. white Gaussian noise is present. The noise
power required for the CFAR tests may be estimated as [86]

N̂0 =
1

M

M
∑

n=1

|x(n)|2, (2.23)

where x(n) is the received signal and M is the number of observations.
The proposed detectors use multiple cyclic frequencies and are thus very

closely related to the multicycle detectors proposed in Publications I and
III. The work in [85,86] has been done by Jallon independently of our work.
The differences between our work and Jallon’s work are the assumption of
OFDM and spread-spectrum signals in [85,86] and the assumption in [85,86]
that under the null hypothesis only i.i.d. white Gaussian noise is present.
The detectors of Publications I and III may be applied for any almost cy-
clostationary signal and under other noise distributions, in addition to the
i.i.d. white Gaussian noise. The i.i.d white Gaussian noise assumption
in [85,86] means that the whitening of the cyclic correlation coefficients us-
ing the asymptotic covariance matrix as in (2.17) is not required since the
asymptotic covariance matrix is diagonal under H0.

2.4.6 Synchronized averaging based test for cyclostationarity

In [87] a multicycle detector based on the Fourier series representation of
the autocorrelation function has been proposed. That is, the autocorrelation
function rx(t, τ) of a cyclostationary signal x(t) may be expressed as

rx(t, τ) = R0
x(τ) +

∑

α

Rαx(τ)ej2παt (2.24)

where the Rαx(τ) are called the cyclic autocorrelation functions. The sum
over α goes over all non-zero cyclic frequencies of x(t). For a stationary
signal the second term is zero. The detection is based on this property.
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The autocorrelation function rx(n, τ) of a discrete-time signal x(n) is
estimated using a technique called synchronized averaging [87,91]

r̂(S)
x (n, τ) =

1

S

S−1
∑

s=0

x(n+ sN)x(n+ sN + τ), n ∈ [0, 1, . . . , N − 1] (2.25)

where N is any period. The total number of observations is M = SN +
τ . Employing this method limits the possible cyclic periods into the set
{N, N2 , . . . , N

N−1}. That is, the presence of cyclostationarity is detected at
the cyclic frequencies given by (defined in the interval [0, 1))

A =

{

α =
k

N

∣

∣

∣

∣

k = 1, 2, . . . , N − 1

}

. (2.26)

The test statistic is given by [87]

L = S ˆ̄r(S)
x Σ̂−1 ˆ̄r(S)

x

T
, (2.27)

where ˆ̄r
(S)
x is 1× q vector of estimated autocorrelation function values. It is

assumed in (2.27) that the mean of the autocorrelation values has been first

calculated and subtracted from ˆ̄r
(S)
x . Σ̂−1 is the inverse of the estimated

covariance matrix and superscript T denotes the transpose.
Under the null hypothesis when no cyclostationarity is present L is

asymptotically chi-square distributed with q degrees of freedom. That is,

limS→∞ L D
= χ2

q where D denotes convergence in distribution [87].
The above multicycle detector may be used when no prior knowledge of

the primary system is available. However, the performance depends highly
on the choice of N since N defines the set of cyclic frequencies. Prior
knowledge of the cyclic frequencies of the primary signal may be used to
select the value of N appropriately. Moreover, prior knowledge is required
in order to be able to distinguish among different systems.

The problem with this approach is that it is computationally very in-
tensive especially if the cyclic period is long. Furthermore, according to the
simulation experiments in [87], the CFAR property may be achieved only
for extremely large number of samples (tens of thousands of samples) which
may not be feasible in cognitive radio applications.

2.4.7 Multicycle and single-cycle spectral correlation detec-
tors in non-Gaussian noise

In [74] a locally optimum multicycle detector in non-Gaussian noise has been
derived. The detection statistic is given by [74]

ZMC =
∑

α

Zα

= M
∑

α

(

M−1
∑

τ=1−M
Rαs (τ)∗R̂αg (τ) +Rαs (0)∗Âαg′

) (2.28)
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where the summation of index α ranges over all cyclic frequencies of s(n) and
M denotes the number of received observations. Rαs (·) denotes the cyclic
autocorrelation function of s(n) defined by

Rαs (τ) = lim
L→∞

1

2L+ 1

L
∑

n=−L
E[s(n)s(n+ τ)]e−j2πα(n+τ/2). (2.29)

R̂αg (τ) is the estimate of the cyclic autocorrelation function after a nonlin-
earity g(·), i.e.,

R̂αg (τ) =
1

M

M−|τ |
∑

n=1

g(x(n))g(x(n+ |τ |))e−j2πα(n+|τ/2|) (2.30)

and

Âαg′ =
1

M

M
∑

n=1

g′(x(n))e−j2παn (2.31)

where g′(·) denotes the derivative of g(·). The nonlinear function g(·) is
defined by

g(x) =
f ′(x)
f(x)

(2.32)

where f(·) and f ′(·) denote the probability density function (pdf) of the noise
and its derivative, respectively. The function g(x) is the partial derivative of
the log-likelihood function, i.e. g(x) = ∂

∂x log f(x) = f ′(x)/f(x). It is called
the score function.

Similarly as the optimum multicycle detector in Gaussian noise in (2.7),
the locally optimum multicycle detector in non-Gaussian noise cannot be
implemented without the knowledge of the signal phase. Moreover, its im-
plementation requires also the knowledge of the noise pdf and the noise
power as well as the knowledge of the modulation type and its parameters.
However, a robust method could also be obtained by using a heavy-tailed
nominal pdf, such as t-distribution, for f(x).

When a suboptimal single-cycle detector structure is employed, knowl-
edge of the signal phase is not required. The single-cycle detector in non-
Gaussian noise is given by [74]

ZSC = |Zα|, α 6= 0, (2.33)

where Zα is defined as in (2.28).

2.4.8 Spatial sign cyclic correlation based detector

In Publications IV and V, a robust nonparametric cyclic detector based on
the spatial sign function has been proposed. Unlike the optimum cyclic
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detectors in non-Gaussian noise, the proposed spatial sign cyclic correlation
based detector does not require the noise pdf to be known.

The spatial sign function for complex-valued data x(n) is defined as [92,
93]

S(x(n)) =

{

x(n)
|x(n)| , x(n) 6= 0

0, x(n) = 0,
(2.34)

where | · | denotes the modulus of the complex-valued argument. That is,
the data is projected on a unit circle, thus, eliminating the effect of the am-
plitude. However, the spatial sign function preserves the phase information
exploited by cyclostationarity-based methods.

We define the test statistic for the spatial sign cyclic correlation based
test for a single secondary user as

λS = M ||r̂S(α)||2, (2.35)

where || · || denotes the Euclidean vector norm and r̂S(α) denotes a 1 ×N -
vector that contains the estimated spatial sign cyclic correlations at cyclic
frequency α for a set of time delays τ1, . . . , τN ,

r̂S(α) = [R̂S(α, τ1), . . . , R̂S(α, τN )]T . (2.36)

The spatial sign cyclic correlations may be estimated using the spatial
sign cyclic correlation estimator as

R̂S(α, τ) =
1

M

M−1
∑

n=0

S(x(n))S(x∗(n+ τ))e−j2παn, ∀τ 6= 0 (2.37)

where x(n) is a discrete time signal, τ is a discrete time delay, M is the
number of observations, and α is the cyclic frequency.

Under the null hypothesis when only i.i.d. circularly symmetric noise
with zero mean is present λS is asymptotically chi-square distributed with
N complex degrees of freedom.

The spatial sign cyclic correlation based detector of (2.35) can be easily
extended to accommodate multiple cyclic frequencies in the same way as the
multicycle detectors in Section 2.4.4.

Detailed description of the spatial sign cyclic correlation based detec-
tor, derivation of the asymptotic distribution, as well as simulation results
demonstrating the robust performance of the spatial sign cyclic correlation
based detector in non-Gaussian heavy-tailed noise may be found in Publi-
cations IV and V.

2.4.9 Other cyclic detectors

In [94] CFAR spectral correlation detectors based on the estimated cyclic
spectrum that make no assumptions on the intercepted signal have been
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proposed. Thus, they are suited for unknown signal detection. However,
the caveat is that without prior knowledge they cannot distinguish among
different systems. The proposed method employs the computationally effi-
cient FFT accumulation method (FAM) [95] for estimating the cyclic spec-
trum and uses the normalized peak values of the cyclic spectrum as the test
statistic. A similar type of cyclic spectrum based CFAR detector has been
proposed and applied for ATSC pilot tone detection in [96] as well.

In [60] a multi-resolution frequency subband spectral correlation detec-
tion algorithm based on frequency smoothed periodograms has been pro-
posed. The presence of spectral correlation is detected at a given cyclic
frequency.

In addition to signal detection, cyclostationarity may be used for mod-
ulation classification as well. This is especially helpful for characterizing
unknown signals. In addition, many of the techniques could be used for
detection as well. Many of the cyclostationarity-based modulation classifi-
cation methods are based on the cyclic frequency domain profile [97]

I(α) = max
f

|Cαx (f)|, (2.38)

where f denotes the frequency axis and Cαx (f) is the spectral coherence
defined by

Cαx (f) =
Ŝαx (f)

[Ŝ0
x(f + α/2)Ŝ0

x(f − α/2)]1/2
. (2.39)

Methods based on the cyclic frequency domain profile have been used for
modulation classification, e.g., in [97–99] and in [100] where the cyclic fre-
quency domain profile of the cyclic spectrum Ŝαx (f) is used instead of the
cyclic frequency domain profile of Cαx (f). Other cyclostationarity-based
modulation classification approaches include, for example, the second- and
higher-order cyclic cumulant based approach [101–103] and the binary clas-
sification tree based on the GLRT of Section 2.4.3 [104]. A more detailed
discussion of cyclostationarity-based modulation classification may be found
in [4].

In certain cases, cyclostationarity may also be intentionally induced to
the primary user signals for simplifying the detection and improving the
performance. Such an approach has been successfully applied for blind
channel equalization [105]. In [106] the authors propose to intentionally
embed distinctive cyclostationary signatures to OFDM signals for detection
purposes. The proposed cyclostationary signatures are formed by creating
an intentional correlation pattern by transmitting the same data symbols
on more than one subcarrier. Similar type of approach has been proposed
in [107,108]. That is, in [107,108] two strategies, one using specific preamble
on a distinct subset of subcarriers in the beginning of each OFDM frame
and the other using a subset of subcarriers in each OFDM symbol trans-
mitting specific signals, have been proposed. The main problem with these
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kinds of approaches is that in order to be applied they require changes to be
made to existing primary user systems. This is neither generally desirable
nor possible because it would typically lead to changes in a wireless stan-
dard, which may be difficult to accomplish in practice. However, the cyclic
prefixes or pilot subcarriers already used in many wireless standards induce
cyclostationarity as well. These can be considered as intentionally embed-
ded cyclostationary signatures although their main purpose is typically not
to help detection.

2.5 Other feature detectors

2.5.1 Energy based feature detection

In [109] the authors propose a detector based on energy detection in fre-
quency domain followed by a feature extraction of the bandwidths and cen-
ter frequencies. The extracted features are used to classify the primary user
system using a Bayesian classifier.

2.5.2 Pilot location detector for ATSC

Pilot location detection algorithm for ATSC signals has been proposed
in [52]. The received signal is first band-pass filtered around the pilot fre-
quency. After the filtering, frequency domain energy detection is performed.
The location of the FFT peak is compared over successive intervals. If the
distance of the peak locations is below a prescribed threshold, H1 is selected.

2.5.3 ATSC data segment sync detector

At the beginning of each ATSC DTV signal data segment there is a fixed
data segment sync sequence that consists of 4 symbols. In [33], a correlation
based detector of ATSC DTV signals has been proposed. The proposed de-
tector is based on finding the correlation peak due to the correlation between
two consecutive data segment sync sequences.

2.5.4 Correlation feature detectors for OFDM signals

In [110,111] a correlation detector for cyclic prefix OFDM signals has been
proposed. The proposed detector is based on the fact that the cyclic prefix
that precedes every OFDM symbol is the exact copy of the end part of that
same OFDM symbol. This creates intrinsic correlation within the OFDM
signal that can be exploited for detection. Moreover, in [111,112] a sequen-
tial collaborative detection approach based on the autocorrelation method
of [110] for the fusion of local secondary user test statistics has been pro-
posed. Another correlation detector using the same cyclic prefix property
of OFDM signals has been proposed in [113].
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2.6 Other detectors

2.6.1 Blind correlation detectors

In [114] a detection method based on the estimated covariance matrix has
been proposed. The proposed detector calculates the ratio of the sum of
the absolute values of the correlation matrix and the sum of the diagonal
elements. Hence in essence, the detection is based on whether the absolute
values of the non-diagonal elements are approximately zero or not. This al-
lows detection of correlated signals since i.i.d. noise has diagonal covariance
matrix. However, detection of signals with i.i.d. samples is not possible.
Two other detection algorithms using the same formulation have been pro-
posed in [115]. These two detectors are based on the eigenvalues of the
sample covariance matrix: One calculates the ratio of the maximum and
minimum eigenvalues, i.e. the condition number, and the other calculates
the ratio of the received energy and minimum eigenvalue. The detection
algorithms proposed in [114] and [115] are robust against receiver noise un-
certainty and can be implemented without the knowledge of the signal and
channel. However, the algorithms cannot distinguish among different signals
or interference.

2.6.2 Detecting RF receivers by exploiting local oscillator
leakage power

Vast majority of the published spectrum sensing research focuses on de-
tecting primary transmitters. However from the interference point of view
and for truly finding a spectral opportunity, more important is detecting
the primary receivers since that is where the interference to the primary
systems takes place. Moreover, detecting the presence of primary transmit-
ters allows setting only approximate bounds on the possible location of the
primary receivers.

Detecting the presence of primary receivers by exploiting the local os-
cillator leakage power emitted by the RF front-end of the primary receivers
during the receiving process has been considered in [27, 116]. The problem
with the approach is that the local oscillator leakage has very low power
thus restricting the reliable detection range below 20 m [27,116]. Hence, in
practice the detection would require a deployment of a sensor network with
sensors positioned in close proximity of the primary receivers.

2.7 Collaborative detection

The interest in distributed signal processing in wireless communication and
radar systems stems from the desire for reliable, low cost solutions with
increased coverage and capacity. Distributed systems such as wireless sen-
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sor networks and multistatic radars exploit the benefits of spatial diversity
that geographically dispersed sensors provide. Distributed systems can be
either centralized or decentralized. In centralized systems the local sen-
sors transmit all the local data to a central processor that performs the
optimal processing. Contrary to centralized systems, decentralized systems
employ intelligent sensors that perform preliminary processing of the local
data before transmitting it to a central processor called the fusion center.
Decentralized detection approach is better suited for the cognitive radio con-
text where the local sensors already have intelligent processing capabilities.
Moreover, in cognitive radio applications the local sensors are typically in-
stalled on battery-operated devices. Hence, in order to conserve energy, the
amount of data transmitted should be constrained. In addition, the capac-
ity requirements a central scheme necessarily inflicts on the control channel
used for transmitting data to the central processor may be prohibitive in
practice. Hence, we concentrate on decentralized distributed (collaborative)
spectrum sensing for cognitive radios. Introduction to distributed detection
theory and various decentralized detection topologies as well as a discussion
of advanced topics may be found in [117–119].

Collaboration among secondary users offers many benefits. Most no-
tably, it allows mitigation of shadowing and multipath fading effects, thus
enabling the use of less sensitive individual detectors or shorter detection
time. Spatially dispersed secondary users extract diversity gain that im-
proves the overall detection performance. The foundation for this originates
from the properties of wireless propagation environments. Depending on the
scattering environment multipath fading may exhibit significant spatial cor-
relation on distances up to several tens of wavelengths [120]. However, in rich
scattering environments coherence distance may be less than half a wave-
length [120]. Hence, the multipath fading experienced by the secondary users
may typically be considered to be uncorrelated among spatially dispersed
secondary users. Shadowing, on the other hand, may exhibit correlation
even for relatively large distances from few tens of meters in urban environ-
ments to hundreds of meters in suburban environments [121]. Hence, if the
secondary users are closely spaced, shadowing correlation reduces potential
collaboration gains. Nevertheless, the probability that each user suffers from
severe shadowing and multipath fading decreases as the number of spatially
dispersed collaborating secondary users increases. Moreover, the maximum
diversity is obtained when the secondary users experience independent shad-
owing and multipath fading.

Collaboration among secondary users increases coverage as well. It al-
lows more efficient utilization of system resources, such as extended battery
life in mobile terminals, and more efficient utilization of available spectral
resources.

In this work we are concerned with the secondary user collaboration in
the physical layer for sensing a certain frequency band. That is, we assume
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there is a group of dispersed secondary users that collaborate for sensing a
given frequency band for the presence of primary users. We assume that the
higher layers determine which secondary users collaborate with each other
in the physical layer detection. Our formulation allows the presence of pri-
mary users to be either local or global concept within the coverage area of
the cognitive network. If the presence of primary users is a local concept,
each secondary user (or the fusion center) will make a local decision for the
presence of primary users in the given frequency band for the location of that
particular secondary user. In order to mitigate fading effects, these “local”
decisions may be formed through collaborative detection among nearby sec-
ondary users. In practice, such a scheme would require that each secondary
user knows its position relative to the other secondary users in order to deter-
mine which users should be included in the “local” collaborative detection.
However, in order to keep the presentation concise we focus on the global
concept approach without any loss of generality. Moreover, in order to avoid
confusion in the following terms local test statistic and local decision refer
to a test statistic or decision formed only from local measurements.

In cognitive radio applications, we are most interested in parallel topolo-
gies, illustrated in Fig. 2.6, where each secondary user performs some pre-
liminary processing of data (e.g., calculates a test statistic or makes a local
decision) and then sends the quantized information directly to a fusion cen-
ter which makes the final decision. A parallel network can operate either
with a dedicated fusion center or in an ad-hoc manner without a dedicated
fusion center. Fig. 2.7 illustrates the two approaches. The dedicated fusion
center approach is well suited for applications with a base station, such as
unlicensed wireless wide-area networks that are mostly intended for provid-
ing wireless broadband access. In such networks the natural choice is for the
base station that is already part of the infrastructure of the wireless network
to assume the role of the fusion center. The IEEE 802.22 draft standard
advocates this type of approach [122,123]. In addition, the dedicated fusion
center approach can be organized with one of the terminals assuming the
job of the fusion center as well.

The other option is to organize the distributed spectrum sensing with-
out a dedicated fusion center. In such a network each user distributes its
quantized information to the other users. After receiving the local informa-
tion from the other users, each user performs the fusion of the information
locally. This type of an approach without a dedicated fusion center would
be most suited for small-area networks with limited life-span and/or rapidly
changing topology, i.e., networks not fixed to a certain place or time.

The other major topology used in distributed processing is the serial
topology [117]. In serial configurations the intermediate information is
passed from user to user until the last user receives the information and
makes the final decision. Each user updates the intermediate information
with its local information. Serial networks with wireless links suffer from
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Figure 2.6: Parallel topology for collaborative spectrum sensing. The li, i =
1, . . . , L, denote the local test statistics or binary decisions of the secondary
users.

Without a dedicated fusion
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Secondary user
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Figure 2.7: A parallel network can operate either with a dedicated fusion
center or in an ad-hoc manner without a dedicated fusion center. The fusion
center may or may not have sensing capability. Moreover, in the dedicated
fusion center approach one of the secondary users may act as a fusion center.
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severe reliability issues; a single broken link or a missing node will degrade
the performance considerably.

Let L denote the number of secondary users collaborating in a parallel
network topology. Common assumption is to assume conditional indepen-
dence (conditioned on the hypothesis) of the secondary user observations. If
this assumption is not valid, the optimal solution is in general intractable.
Assuming conditional independence of the secondary user observations given
H0 or H1, the optimal fusion center test in both the Neyman-Pearson (NP)
and the Bayesian formulation is a likelihood ratio test (LRT) [117]. More-
over, the optimal local decision rules are LRTs as well [117]. However, finding
the actual optimal LRT thresholds is rather difficult and computationally
very complex for other than very small values of L.

When the local detection rules are fixed, the optimal fusion rule under
conditional independence, the LRT, at the fusion center is a weighted sum
of local decisions [117]. The weights are functions of the probabilities of de-
tection and false alarm of the local detectors. However, these probabilities
may not be known in practice, hence, various (in general) suboptimal deci-
sion rules involving fusion of binary decisions can be devised as well. These
include the K-out-of-L fusion rule and its special cases the AND and OR
rules. Depending on the form of processing performed at the local sensors,
the detection approaches are commonly termed as soft or hard combining
strategies. In hard combining only binary decisions are sent to the fusion
center while soft combining involves sending less-processed or less-quantized
information, such as likelihood ratios (LRs), to the fusion center.

Distributed detection using optimal Bayesian formulation and cyclosta-
tionarity-based local detectors at secondary users has been considered in [99].
The secondary users perform local tests and send their binary decisions to
the fusion center. The thresholds are found using person-by-person opti-
mization where the idea is to keep all other thresholds fixed while optimizing
any one of the thresholds. An iterative Gauss-Seidel algorithm that requires
multiple transmissions between the fusion center and the secondary users is
employed for finding the thresholds.

Asymptotic performance analysis in the limit of large number of users of
collaborative SNR based (e.g., energy detection) optimal soft combining, the
LRT, and hard K-out-of-L spectrum sensing strategies under i.i.d. and expo-
nentially correlated log-normal shadowing has been performed in [124,125].
Collaboration among secondary users was observed to provide performance
gain that depends heavily on the degree of correlation in the shadowing ex-
perienced by the secondary users. High correlation among secondary users
reduces collaboration gains. In addition, soft combining of the SNR values
at the fusion center produces better performance than hard combining [124].
However, if the ideal covariances among the secondary users are not known
the performance difference between soft and hard combining can be rela-
tively small [126]. Other studies considering collaborative energy detection
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in Rayleigh, Nakagami, and Rician fading channels [46], Rayleigh and Nak-
agami fading [42], Rayleigh fading and log-normal shadowing [41,47,48,127,
128], Suzuki fading with correlated and uncorrelated shadowing [129], and
Rayleigh fading with a block obstacle shadowing model [126]. The perfor-
mance of collaborative energy detection with equal gain combining, selection
combining, as well as switch-and-stay combining has been considered in [46].
Maximal ratio and equal gain combining for collaborative energy detection
have been considered and compared to OR decision rule in [42]. In addition,
a two-bit hard combining scheme is proposed. Equal gain combining has
been considered and compared to OR rule also in [127]. Effects of quan-
tization on the performance have been considered as well. In [128], the
authors propose and compare several soft combining techniques, i.e. SNR
weighted and equal gain combining and LRT, to OR decision rule as well.
The optimum number of cooperating users for energy detection based co-
operation has been investigated in [130] for AND and OR fusion rules and
for K-out-of-L fusion rules in [131]. In [130], it was observed that including
secondary users in bad channels in the cooperation may degrade the perfor-
mance. In [131], the optimal K that minimizes the total error probability for
i.i.d. sensors with identical local decision rules for the general K-out-of-L
fusion rule was found to be L/2 for typical error probabilities.

In [132–135], linear combination of local frequency domain radiometer
outputs in the fusion center has been proposed for collaborative wideband
spectrum sensing. The collaborative spectrum sensing is formulated and
solved as an optimization problem for maximizing the throughput of the
secondary users given interference, detection probability, and false alarm
constraints. The collaborative spectrum sensing improves the aggregate
throughput of the secondary users. However, since the method is based on
energy detection, it is susceptible to noise uncertainty.

As already noted above, given predetermined local decision strategies the
optimal fusion of the local decisions at the fusion center requires the knowl-
edge of the probabilities of detection and false alarm. In addition, when
implementing the optimal Bayesian decision rule the prior probabilities of
the hypotheses should be known as well. Unfortunately, these probabilities
are not known in general. However, using the NP formulation at the lo-
cal detectors fixes the probabilities of false alarm under nominal conditions.
Moreover, the required probabilities may be estimated. Adaptive algorithms
for estimating these probabilities have been proposed in [136–138]. Since the
global decisions at the fusion center are more reliable than the local deci-
sions, the algorithms are typically based on updating the local probabilities
of detection and false alarm based on the decisions made at the fusion center.

Other cooperative sensing strategies have been proposed as well. Coop-
erative energy detection techniques for cognitive radios using amplify-and-
forward relay strategy have been proposed in [139] for two user networks
and in [140] for multiuser networks. The idea in the two user cooperation
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is that the user with the better channel to the primary user operates as
a relay for the other user. Hence, while relaying the message transmitted
by the first user, the relay will also amplify and forward the primary user
signal which the first user can receive. Consequently, the received SNR at
the first user is improved and thus in the process the collaborative detection
performance of the two users is improved as well. The problem with the
proposed strategy is that it requires transmissions by the secondary users
on the same channel as employed by the primary user in order to detect its
presence. These transmissions will cause interference to the primary user.
Hence, the proposed method is more suitable for detecting the appearance of
the primary user during the secondary user transmissions and for reducing
the detection time.

In [141] a cooperative spectrum sensing technique where a group of sec-
ondary users detect the primary in a round robin fashion has been proposed
for reducing the average detection time. That is, for a group of L secondary
users each user will sense only in every Lth time slot. The average detection
time is reduced through spatial diversity.

In [142], collaborative distributed spectrum sensing with correlated ob-
servations has been considered. Since shadowing can be correlated even for
relatively large distances, correlated observation situation might arise, for
example, when the secondary users do not experience multipath fading. A
linear quadratic deflection-optimizing detector for the fusion of the binary
decisions of the local energy detectors at the fusion center has been proposed.
Improved performance has been observed compared to K-out-of-L rules in
correlated log-normal shadowing. Detection thresholds depend on correla-
tion statistics of the secondary user decisions that have to be estimated in
practice.

Most of the above assumes ideal reporting channels, i.e. no errors, be-
tween the secondary users and the fusion center. The optimality of the LRT
for local sensor decisions and the fusion center test under conditional inde-
pendence assumption has been established for a binary-symmetric channel
(BSC) model between each sensor and the fusion center under the NP cri-
terion in [143]. Optimal LR-based and suboptimum decision fusion rules
under Rayleigh fading channels between the sensors and the fusion center
have been proposed in [144, 145]. Under the Bayesian criterion, the opti-
mality of the LRT for local sensor decisions under conditional independence
assumption has been established in [146] for more general channels. Energy
detection and optimal linear cooperation (i.e., weighted sum of received
local energies) for spectrum sensing under additive white Gaussian noise
(AWGN) channels between the secondary users and the fusion center has
been considered in [147]. In [148], clustering of close by secondary users
and collective transmission of their fused decision to the fusion center by
the cluster head has been proposed. The reporting channels are assumed
to experience Rayleigh fading. Selecting the secondary user with the best
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channel to the fusion center as the cluster head extracts spatial diversity
and improves performance. Selecting the proper cluster size and the num-
ber of secondary users that perform sensing within the cluster in correlated
shadowing environments has been considered in [43]. The goal is to ex-
tract sufficient amount of diversity gain. However, the effect of non-ideal
reporting channels is not taken into account.

2.7.1 Collaborative detection using local cyclostationarity-
based detectors

We have proposed collaborative tests for the multicycle detectors of Sec-
tion 2.4.4 in Publications I and III, and for the spatial sign detector of
Section 2.4.8 in Publications IV and V. These tests will be described in the
following.

In order to maximize performance we have proposed collaborative de-
tection tests that employ soft combining at the fusion center. Under the
conditional independence assumption, the optimal fusion rule at the fusion
center in the NP formulation is the LRT. Here, since we do not assume the
knowledge of the likelihood parameters, we employ generalized log-likelihood
ratios. Hence, assuming that the test statistics of the secondary users are
independent given H0 or H1, the single-user test statistics can be combined
as follows

TA,L =
L
∑

i=1

T (i)
A,xx (2.40)

λL,S =

L
∑

i=1

λ
(i)
S (2.41)

for the multicycle and spatial sign cyclic correlation based detectors, re-
spectively. Here, L is the number of collaborating secondary users and the
superscript (i) denotes the local test statistic of the ith user.

Under the null hypothesis TA,L and λL are chi-square distributed with
2LN real degrees of freedom and LN complex degrees of freedom, respec-
tively. Under the alternative TA,L is asymptotically non-central chi-square
distributed with 2LN real degrees of freedom and non-centrality parameter
∑L

i=1MirA,xx,iΣ̂
−1
A,xx,irA,xx,i.

2.8 Energy efficiency

Energy efficiency is particularly important in mobile applications where the
secondary user terminals are typically battery-operated with limited battery
life. Hence, it is important to design algorithms and detection strategies that
are energy efficient. Energy efficiency of collaborative spectrum sensing de-
pends on several factors, such as network topology, number of collaborating
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users, with or without a dedicated fusion center, computational complexity,
the amount of local processing vs. processing at the fusion center, transmit-
ter and receiver structure, amount of data to be transmitted, etc.

In this thesis we focus on improving energy efficiency by reducing the
amount of data transmitted during the cooperative detection. Most of the
cooperation strategies require information exchange between the local sen-
sors and the fusion center, i.e., transmission of test statistics or decisions,
and depending on the implementation possibly also the sensed channels.
This creates overhead transmissions that consume energy. Moreover, the
control channel employed for exchanging the information may have a very
limited capacity. Hence, there is a need to constrain the amount of data
transmitted during the collaboration. One very appealing approach is to
use censoring [149]. Censoring refers to a technique where only informative
test statistics or decisions, i.e., information relevant to making the global de-
cision, are transmitted to the fusion center. Censoring techniques for wire-
less sensor networks have been proposed in [149–153]. Fusion of censored
decisions transmitted over fading reporting channels has been investigated
in [154]. Energy efficiency of distributed detection can be further improved
by ordering the transmissions [155]. That is, the idea is to transmit the most
informative observations first. This technique may be applied without cen-
soring as well. Other approaches for distributed detection with constrained
resources can be found in [156–158].

Cooperative energy detection with censoring of binary decisions has been
proposed in [159,160]. The fusion center employs the OR rule. The authors
consider also the effect of imperfect reporting channels. Considerable savings
in the number of bits transmitted are obtained at the expense of a small
performance loss.

In Publications II and III, a censoring approach based on cyclostationary
local detectors and transmission of local log-likelihood ratios under commu-
nication rate constraints has been proposed. The proposed approach has
been formulated for cyclostationarity-based detectors but it can be applied
to other local detectors such as energy detectors as well. The proposed ap-
proach will be described briefly in the following. Detailed description and
derivation of the proposed algorithm as well as simulation results may be
found in Publications II and III. Similar framework has later been employed
in [110] for the correlation detector of OFDM signals.

2.8.1 A cyclostationarity-based censoring scheme for improv-
ing energy efficiency

Let L denote the total number of collaborating secondary users andK denote
the number of users transmitting their test statistics to the fusion center.
Each secondary user is assigned an individual communication rate constraint

43



as follows

p

(

T (i) > ti

∣

∣

∣

∣

H0

)

≤ κi, i = 1, . . . , L, (2.42)

where T (i) is the local test statistic of the user i, e.g., (2.17) or (2.19),
κi ∈ [0, 1] is the communication rate constraint of user i, and ti is the upper
limit of the censoring (no-send) region of the user i. That is, each user
will transmit its test statistic to the fusion center only if its value is above
ti. The ti is chosen such that the probability of the user i transmitting
its test statistic to the fusion center under H0 is κi. This type of strategy
in which each user is assigned a separate communication rate constraint
has been suggested in [150] for censoring in sensor networks. The choice
is natural in a scenario where the secondary user terminals may have very
different capabilities for data transmission. Moreover, the threshold values
ti needed to meet the communication rate constraints can easily be selected
independently by the secondary users. However, the threshold values or the
communication rate constraints must be communicated to the fusion center.

Assuming that the test statistics of the secondary users are independent
given H0 or H1, the test statistic of the proposed censoring test at the fusion
center may be formulated as

DL =
K
∑

i=1

T (i) +
L−K
∑

i=1

di = DK +
L−K
∑

i=1

di, (2.43)

where the latter sum corresponds to the test statistics in the no-send region.
The idea is that the test statistics of the secondary users not transmitting
are replaced by a constant value denoted by di. Here, the value chosen
for di is the conditional mean of the local test statistic T (i) of the ith user
in the no-send region under H0. Note that, although di are constant, the
value of the latter sum in (2.43) is a random variable since K is random.
Moreover, the values of di need to be calculated and transmitted to the
fusion center only once when the collaboration is initiated and whenever the
communication rate constraints are changed.

In order to constrain the false alarm rate of the detection test, we need
to establish the asymptotic distribution of (2.43) under H0. Truncation of
the test statistics due to censoring makes an analytic solution intractable.
Hence, we have employed a numeric approximation. That is, we have derived
a procedure for approximating the asymptotic distribution of (2.43) by nu-
merically inverting the characteristic function using a Fourier series method.
Detailed description of the proposed method may be found in Publications
II and III.

The proposed censoring scheme may be directly applied to local tests
that are under the null hypothesis chi-square distributed, such as the mul-
ticycle detectors of Section 2.4.4, the spatial sign detector of Section 2.4.8
(note that the test statistic in (2.35) has to multiplied by 2 to get 2N
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real degrees of freedom), and the energy detector, among others. Due to
computational reasons for large number of degrees of freedom, a normal dis-
tribution approximation may be used. That is, if X ∼ χ2

k, then as k goes

to infinity, limk→∞X
D
= N(k, 2k). The characteristic function as well as the

mean and variance of a one-sidedly truncated normal distribution are given
in Appendix A.

2.9 Sequential detection

In cognitive radio applications the detection time is an important perfor-
mance criterion. Faster sensing allows for higher temporal utilization of the
available spectral resources. However, it is important not to sacrifice detec-
tion performance when minimizing the detection time. Sequential detection
aims at making the decision as soon as there is sufficient information avail-
able to make the decision at the specified error levels. A typical sequential
detection test may be formulated as

If Tn < γ0 =⇒ Select H0,

If Tn > γ1 =⇒ Select H1,

Otherwise =⇒ take a new sample, i.e. n = n+ 1,

where Tn is the test statistic for n samples.
Another approach for sequential detection is quickest detection [161].

Quickest detection aims at detecting changes in the distribution of the ob-
servations as quickly as possible. The cumulative sum (CUSUM) test [162]
is optimal for a non-Bayesian statistical quickest detection formulation [163].
Quickest detection methods for cognitive radios and sensor networks have
been proposed in [164–166].

Sequential detection strategies may be employed both at the fusion cen-
ter and at the local sensors. Reviews of sequential analysis and detection
can be found in [118,167,168].

Many of the proposed sequential detectors are based on the sequential
probability ratio test (SPRT) proposed in [169]. The SPRT has the smallest
average sample number under both hypotheses among all tests with equal
(or smaller) error probabilities. Sequential spectrum sensing schemes using
the SPRT have been proposed in [111,127,170]. A single user sequential de-
tection scheme based on truncated SPRT for ATSC pilot energy detection
has been proposed in [170]. In [127], sequential collaborative energy detec-
tion at the fusion center has been proposed. [111] employs also a sequential
detector at the fusion center. However, the proposed detector is based on
the correlation detector of [110,111] for detecting OFDM signals.

In Publication V, a single-user truncated sequential detection approach
based on the spatial sign cyclic correlation estimator in (2.37) has been pro-
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posed. The proposed test will be briefly described in the following. Detailed
description may be found in Publication V.

2.9.1 Spatial sign cyclic correlation based sequential detec-
tion test

We define a truncated sequential detection test as follows

If λ(n) ≥ γs and n ≤Mmax, Decide H1

If λ(n) < γs and n = Mmax, Decide H0

Otherwise, Take a new sample, i.e., n = n+ 1,

(2.44)

where γs is the detection threshold, and Mmax is the maximum number of
samples that can be taken until a decision has to be made. The sequen-
tial detection test statistic is given by λ(n) = 1

Mmax
||r̂S,n(α)||2 where the

components of r̂S,n(α) are calculated sequentially as follows

R̂S,n(α, τ) = R̂S,n−1(α, τ) + S(x(n))S(x∗(n+ τ))e−j2παn, n > 0, (2.45)

and R̂S,0(α, τ) = S(x(0))S(x∗(τ)). S(·) denotes the spatial sign function
in (2.34).

In Publication V an upper bound for the false alarm rate of the sequential
test has been established. This allows us to set the threshold according to
β = 2p(λ(Mmax) ≥ γs|H0) to constrain the false alarm rate below β. Under
the null hypothesis λ(Mmax) is asymptotically chi-square distributed with
N complex degrees of freedom where N is the number of lags.

Simulation experiments showing the considerable reductions in detection
times compared to fixed sample size tests may be found in Publication V.

The proposed sequential detection test may be applied in collaborative
detection as well. In sequential detection the secondary users will transmit
their test statistic as soon as it exceeds the local test threshold. Hence, soft
combining of the test statistics at the fusion center may result in a perfor-
mance loss. Consequently, we propose a binary OR test for the sequential
detection detector at the fusion center where each secondary user will send
only their binary decision to the fusion center. The fusion center will accept
H1 if at least one of the secondary users has detected the primary user.

Assuming independence of the secondary user test statistics under the
null hypothesis, the false alarm rate at the fusion center is given by βFC =
1 −∏L

i=1(1 − βi) where βi are the false alarm rates of the secondary users.

2.10 Discussion

In this chapter, spectrum sensing methods for identifying underutilized radio
spectrum have been reviewed. Spectrum sensing methods may be broadly
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categorized to three classes: matched filter, energy based detection, and fea-
ture detection. Matched filter is a coherent detection technique that employs
a correlator that is matched to the signal of interest or to specific parts of
it, such as pilot and training sequences. Coherent processing provides very
good performance in nominal conditions. However, matched filters are very
sensitive to synchronization errors and multipath fading. In practice, the
performance of matched filters may degrade significantly due to the afore-
mentioned reasons. In addition, a separate matched filter is required for
each different primary signal thus complicating the cognitive radio design.

Energy detection is suitable for random signal detection. It does not
require any assumptions on the primary signal. Unfortunately, this also
means that energy detection cannot distinguish among different signals or
interference. Hence, ultimately, if efficient spectral opportunity utilization
is desired, energy detection cannot be the only sensing approach. Moreover,
energy detection is susceptible to noise uncertainty that renders detection
below certain SNR impossible regardless of the number of samples (i.e., the
SNR wall behavior). Hence, energy detection requires an accurate noise
level estimate. The benefit of energy detection is that it is computationally
very efficient.

Feature detection relies on detecting the primary signals based on de-
terministic or statistical properties of the signal. Since feature detection is
based on extracted signal features, it allows distinction among signals with
different features. In order to accomplish this, some knowledge about the
primary signals and their properties is required. In general, feature detection
has higher computational complexity than energy detection or matched fil-
tering. One important subclass of feature detectors is the cyclostationarity-
based detectors. Cyclostationarity-based detection is more robust against
noise uncertainty than energy detection since noise is typically not cyclo-
stationary. However, cyclostationarity-based detection can be very sensitive
to synchronization errors resulting in carrier frequency and sampling clock
frequency offsets.

In this chapter, the proposed cyclostationarity-based spectrum sensing
algorithms have been briefly described. Detailed derivations may be found in
Publications I-V. The proposed methods require only minimal prior knowl-
edge about the primary signals. Only the knowledge of the cyclic frequencies
of the primary systems and a few suitable time delays are required. The ben-
efit of this is that sensitivity to non-idealities and synchronization errors such
as carrier frequency offsets is reduced. In fact the proposed methods do not
require the knowledge of the carrier frequency, unless the cyclic frequencies
related to the carrier frequency are used as features. However, the caveat
is that some performance loss may be sustained compared to detectors us-
ing full, explicit information in the form of the ideal spectral correlation
function, if such information is in fact available. However, in practice, pa-
rameters such as pulse shapes and carrier frequencies are typically known
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only approximately.
The proposed multicycle detectors improve performance compared to

single-cycle detectors when the detected signal has multiple strong cyclic
frequencies. Moreover, since the proposed detectors require only the asymp-
totic distribution of the cyclic correlation estimators to infer the asymptotic
distribution of the test statistic, they may be applied in various different
noise and interference environments. However, this does not mean that
they are particularly robust to impulsive non-Gaussian noise and interfer-
ence commonly observed in many wireless communication channels. The
same applies to most cyclostationarity-based detectors. Hence, a robust
nonparametric cyclostationarity-based detector that has very reliable per-
formance in non-Gaussian heavy-tailed noise has been proposed. The down-
side of the proposed detector is that in Gaussian noise some performance
loss may be sustained.

The proposed spatial sign cyclic correlation based detector is one of
the few robust cyclostationarity-based detectors proposed in the literature.
In [74], the locally-optimum multicycle detector for non-Gaussian noise has
been derived. However, that detector as well as the corresponding subop-
timal single-cycle detector requires the knowledge of the noise pdf. Our
detector does not require the knowledge of the noise pdf. More gener-
ally speaking, although robust detection has very rich literature in the
past [51,118,171,172], robust spectrum sensing has so far received relatively
little attention in the cognitive radio research community. This is somewhat
surprising considering the nature of the problem and the strict constraints
on the interference the secondary users are allowed to inflict on the primary
users. Hence, in spectrum sensing one should be especially concerned with
the worst case performance in least-favorable conditions. Thus, one should
focus on the robustness of spectrum sensing algorithms against deviations
from model assumptions, such as the assumed noise model.

In conclusion, each of the three major classes has their advantages and
disadvantages. Table 2.2 gives a summary evaluation of the characteristics
of different detectors with an emphasis on cyclostationarity-based detectors.
Selecting and designing the proper detection algorithm is very much ap-
plication and primary system dependent. There may not be an algorithm
that is best suited for every application. Hence, a very viable strategy is
to use a library of different sensing algorithms, for example, both energy
and feature detectors. In order to maximize the probability of spectral
opportunity detection, the spectrum sensing approach should be primary-
system-oriented. Hence, feature detection or matched filter should be used
whenever a desired performance can be achieved with a computationally fea-
sible algorithm. Otherwise energy detection may be used. However, as a first
step of the spectrum sensing process, energy detection or spectral estima-
tion could be used to provide a quick, coarse sensing in order to narrow the
set of possibly available frequency bands that would then be checked using
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Table 2.2: Comparison of different detectors. Note that the values give only
a rough characterization of the properties relative to the other detectors.
Sensitivity to synchronization errors refers to sensitivity to carrier frequency
offset, sampling offset, phase offset, and deviations from the assumed prior
knowledge. Robustness to noise uncertainty refers to uncertainty in the
noise distribution and its parameters. † Robustness depends on the chosen
nominal pdf.

Detector
Computational

complexity

Sensitivity to

synchroniza-

tion

errors

Robustness to

noise

uncertainty

Energy detector Low Low Low
Matched filter Moderate Very High Moderate
Cyclostationarity-based
detectors:
-Opt. MC det. in Gaus-
sian noise ymc(t) [71]

High Very High Moderate

-Opt. MC det. in non-
Gaussian noise ZMC [74]

High Very High Moderate to Very High†

-SC detectors in Gaussian
noise |yα

sc(t)| [71]
High High Moderate

-SC detectors in non-
Gaussian noise ZSC [74]

High High Moderate to Very High†

-Suboptimum MC detec-
tor ymcm(t) [73]

High Moderate Moderate

-GLRT for cyclostation-
arity Txx [5]

High Moderate Moderate

-GLRT MC detector
[Publications I and III]

High Moderate Moderate

-Spatial sign detector
[Publications IV and V]

Moderate Moderate Very High

-DVB-T detector
Jx(Nb) [85]

Moderate Moderate Moderate

-Spread-spectrum signal
detector Je(V ) [86]

Moderate Moderate Moderate

-Synchronized averaging-
based test L [87]

High Moderate Moderate

computationally more complex feature detectors or matched filters. That
is, the purpose of this initial step would be mainly to determine whether
the power level at a given frequency band is below a level that could enable
secondary user transmissions.

Regardless of which spectrum sensing algorithm is employed, each algo-
rithm provides a trade-off between the probability of false alarm and the
probability of missed detection. False alarms lead to overlooking spectrum
opportunities whereas missed detections lead to collisions with the primary
systems and thus reduced rate for both primary and secondary systems.
Moreover, these probabilities depend also on the number of collaborating
users and the employed fusion rule as well as on the number of samples.
Selecting a proper detection threshold is a cross-layer optimization prob-
lem. Medium access control (MAC) layer protocols define the bounds for
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the physical layer algorithms for obtaining a desired trade-off between false
alarms and missed detections. Physical layer algorithms whose threshold
can be set analytically to obtain a desired trade-off are preferred for their
simplicity and predictability.

In addition to single-user tests, collaborative spectrum sensing tests and
strategies have been reviewed. Moreover, the proposed cyclostationarity-
based collaborative tests and strategies have been briefly described. Detailed
derivations may be found in the Publications I-V. Collaboration among sec-
ondary users is at the core of an effective spectrum sensing system. Simula-
tion results in Publications I-V show that the proposed collaborative tests
significantly improve the reliability and performance in fading and shadow-
ing environments. Moreover, the proposed censoring scheme provides highly
improved energy efficiency by reducing the amount of control signaling and
thus the number of secondary user transmissions. However, the proposed
censoring scheme poses some limitations to the design of the cognitive radio
system. The main assumption of the proposed censoring scheme affecting
the cognitive radio system architecture and the selection of the spectrum
sensing policies is the requirement of the knowledge of the number of sec-
ondary users sensing the same frequency band and primary system. Other-
wise the fact that no secondary user test statistics have been received at the
fusion center cannot be interpreted as the absence of the primary users and
subsequently as a spectral opportunity.
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Chapter 3

Radar waveform recognition

Modern radar systems typically employ pulse compression for increasing the
energy of the transmitted signal without sacrificing range resolution and in-
creasing the peak power of the radar [173]. Pulse compression is achieved
by modulating the transmitted signal in such a way that the modulated
signal compresses to a shorter signal with higher amplitude in the matched
filter of the radar receiver. The aim of the radar waveform recognition is to
recognize the employed pulse compression waveform of the radar signal. Ap-
plications of radar waveform recognition include spectrum management in
civilian and military applications, signal reconnaissance, threat recognition
and analysis, as well as design of effective jamming responses. In a crowded
radio frequency spectrum the importance of automatic systems and intel-
ligent receivers is emphasized. Friendly signals should be transmitted and
received in a secure, efficient fashion. On the other hand, hostile signals
transmitted by the adversaries should be identified and possibly jammed.

Since many of the modulation techniques employed in radars are em-
ployed also in communication signals, radar waveform recognition is closely
related to automatic modulation recognition of communication signals. How-
ever, due to the different objectives of the underlying systems, the character-
istics of the waveforms may be considerably different between communica-
tion and radar signals. Nevertheless, the methods and techniques employed
for automatic modulation recognition of communication signals give consid-
erable insight for radar waveform recognition as well. Moreover, some of the
techniques may be directly employed or adapted, and similar signal features
can be used for radar signals as well. Applications of automatic modulation
recognition of communication signals include the same as the radar wave-
form recognition. In addition, automatic modulation recognition of commu-
nication signals may be used in blind receivers and in adaptive modulation
systems as an intermediate step between signal detection and demodulation.
Techniques such as automatic modulation recognition improve efficiency of
wireless communication schemes by reducing the signaling overhead.
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Figure 3.1: Typical pattern recognition system.

Automatic modulation recognition of communication signals has received
considerable attention during the past two decades. A comprehensive survey
of automatic modulation recognition and classification methods for com-
munication signals may be found in [4]. The two main categories of au-
tomatic modulation recognition algorithms are the likelihood and feature
based methods. The likelihood based approach calculates the likelihood of
the received signal and compares it to a threshold to make a decision about
the class. The feature based approach extracts features from the signal and
bases the classification decision on the values of the extracted features.

In the following, radar waveform recognition methods are reviewed. Most
of the proposed methods are based on features extracted from the measure-
ments. Moreover, time-frequency distributions or features based on time-
frequency distributions have often been employed. Fig. 3.1 illustrates the
structure of a typical pattern recognition system. It consists of a sensor
(i.e., in our case the sensor is the RF receiver including components such as
the antenna and analog-to-digital converter), a preprocessing and enhance-
ment mechanism for the measurements, a feature extraction algorithm and
a classification algorithm. In addition, there may be data available that has
already been classified. This data may be employed to train a supervised
pattern recognition system.

In the following, we group the radar waveform recognition systems to
time-frequency distribution based approaches and to other feature based
approaches. In addition to the review of radar waveform recognition liter-
ature, the supervised radar waveform recognition system developed in this
thesis work is briefly presented. The recognition system has been proposed
and described in detail in Publications VI-VIII.

3.1 Advanced signal processing methods for radar
waveform recognition

In [174], the applicability of time-frequency distributions (specifically the
pseudo Wigner-Ville distribution, PWVD), quadrature mirror filter banks
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(QMFB), and cyclostationary spectral analysis for the detection and clas-
sification of pulse compression radar signals is discussed. Large number of
different waveforms, such as binary and polyphase codes, linear frequency
modulation (LFM), frequency shift codes, as well as their combinations, are
considered. The focus is to show what kind of information can be extracted
from the intercepted signal using these methods and what are the distinc-
tive characteristics or features of each waveform. It is observed that each
of the three methods provides useful information for waveform recognition.
However, no algorithms for automatic detection or classification of radar
signals are presented. Nevertheless, a block diagram of an intercept receiver
for detecting and classifying radar signals is drafted. The outlined intercept
receiver uses neural network classifier to classify the 2-D images obtained
from PWVD, QMFB, and cyclic spectrum analysis.

3.2 Time-frequency transform based radar wave-
form recognition

3.2.1 Morphologically processed Choi-Williams distribution
based waveform recognition

In [175], a supervised radar waveform classification system based on time-
frequency distribution images has been proposed. The estimated Choi-
Williams distribution is considered as a 2D-image and processed using mor-
phological image processing operations, dilation and erosion, to extract a
binary feature image. The extracted binary feature image is fed to a super-
vised MLP classifier which performs the final classification. The continuous
wave waveforms are classified to 5 classes: binary phase shift keying (BPSK),
LFM, Frank codes, P4 codes, and polytime modulation T1. In the simula-
tions, the proposed classification system achieved over 90 % overall correct
classification rate at SNR of roughly 0 dB.

3.2.2 Pseudo Wigner-Ville distribution based estimation and
classification of FM signals

In [176], a frequency modulation (FM) waveform classification algorithm
based on the estimated instantaneous frequency has been proposed. The
instantaneous frequency is estimated from the PWVD using the peak loca-
tion for each time instant. Three different FM waveform models are defined
and considered: LFM, sinusoidal FM, and “S”-shaped FM. The model pa-
rameters of each possible class are estimated using a statistical model for
the estimated instantaneous frequency. Finally, a statistical hypothesis test
based on the mean-square errors of the intercepted radar pulse and the es-
timated models is employed for classifying among the three different FM

53



waveform classes. The proposed method achieved over 90 % overall correct
classification rate at SNR of -4 dB in the examples.

3.2.3 Short-time Fourier transform based waveform recogni-
tion

In [177], a channelized waveform recognition system based on the short
time Fourier transform (STFT) has been proposed. The proposed algorithm
obtains multiple time-frequency representations by averaging the estimated
STFT using different integration lengths, hence providing better adaptation
to signals with different lengths. The waveform classifier is a hierarchical
classifier using threshold tests based on features extracted from the time-
frequency distribution based instantaneous frequency estimate. Features
extracted are the magnitude and error of a fitted linear model, as well as
the maximum first-order difference of the instantaneous frequency. The
proposed classifier is able to classify signals to four classes: LFM, phase
shift keying (PSK), frequency shift keying (FSK), and non-modulated.

The classification performance of the proposed recognition system is an-
alyzed using both simulated and real-world measured signals. Due to the
channelized structure the classification performance varies heavily for dif-
ferent waveforms. In general, the performance for PSK and FSK signals
occupying several channels is very poor because the filtering destroys the
modulation information carried in the phase [177]. For the other waveforms
considered as well as for the PSK and FSK signals when the signal band-
width is small enough, 90 % correct classification rate is attained between
SNRs of -5 dB and 8 dB depending on the waveform.

3.2.4 Atomic decomposition-based waveform recognition

In [178,179], atomic decomposition (AD)-based complex radar signal detec-
tion and classification has been proposed. AD represents the intercepted
signal by the expansion of atoms, i.e., the basis functions forming a dic-
tionary. In [178, 179], the employed dictionary of atoms is composed of
chirplets. Fig. 3.2 presents the block diagram of the intercept receiver pro-
posed in [178]. First, the analytic signal is obtained using the Hilbert trans-
form. The analytic signal is then decomposed to atoms, after which the
atoms are clustered. The purpose of the clustering stage is to group atoms
coming from the same signal to the same cluster. Hence, the clustering
stage enables classification of simultaneous signals. After the atoms have
been assigned to different clusters, the signals corresponding to the clus-
ters are reconstructed. The instantaneous frequencies are estimated from
the reconstructed signals. The modulation recognition is based on features
extracted from the estimate of each instantaneous frequency. Features ex-
tracted are the magnitude and error of a fitted linear model, as well as the
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Figure 3.2: Block diagram of an atomic decomposition-based intercept re-
ceiver [178].

ratio of the error and squared magnitude, and the maximum deviation of
the instantaneous frequency and the variance of a median-filtered instanta-
neous frequency. The modulation classifier is a hierarchical classifier based
on threshold tests. Similarly as the STFT based classifier of [177], the pro-
posed classifier is able to classify signals to four classes: LFM, PSK, FSK,
and non-modulated.

The classification performance is tested using three test signals obtained
from real radar and communication systems. The test signals are LFM,
BPSK, and 2-FSK signals, respectively. Over 90 % correct classification
rate is obtained for the BPSK signal (Barker-13 pulse) at SNR of -2 dB,
and for the 2-FSK signal at SNR of 4 dB. For the LFM signal the correct
classification rate is 100 % conditioned on detection for all tested SNRs.

In [179], the detection and estimation stage is improved by using the
expectation maximization (EM) algorithm and an information theoretic cri-
terion in addition to the AD. That is, the initial representation provided by
the AD is improved using the EM algorithm that iteratively finds the ML
estimate. Information theoretic criterion is then employed for the model
order selection, i.e., for the detection of the number of signals. The authors
employ their own information theoretic criterion that depends directly on
the false alarm rate parameter. The improved method employing the EM
algorithm and information theoretic criterion obtains a sparser representa-
tion, i.e. fewer atoms, than the original algorithm and hence has a more
desirable performance in practical applications. However, its influence to
waveform classification performance has not been studied in [179].

3.3 Other feature based approaches

3.3.1 Resemblance coefficient and wavelet based radar wave-
form recognition

Radar waveform recognition using, e.g., resemblance coefficient and wavelet
packet decomposition features has been proposed in [180, 181]. In [180]
supervised support vector machine (SVM) classifiers are employed while
in [181] unsupervised classifiers, e.g. self-organizing maps (SOMs), are em-
ployed. The radar waveforms considered are carrier wave, BPSK, QPSK,
multiple PSK, LFM, nonlinear FM (NLFM), frequency diversity (FD), and
intrapulse frequency encoding (IPFE) radar signals. The performance of
the proposed recognition systems has been analyzed using a dataset con-
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sisting of radar signals with SNRs of 5 dB, 10 dB, 15 dB, and 20 dB. The
best supervised classifier achieved an overall correct classification rate of 86
% while the best unsupervised classifier achieved an overall correct classi-
fication rate of 82 %. The classification rates are averages over the whole
dataset containing signals with all the SNRs.

3.3.2 Symbolic time series analysis based features for radar
waveform recognition

In [182], symbolic time series analysis based features for radar waveform
recognition have been proposed. The intercepted radar signal is first quan-
tized to form symbols. Symbols form a finite alphabet consisting of integers
from 0 to q − 1 where q is the alphabet size. For example, 0 and 1 are the
symbols for an alphabet of size 2. Symbols are then grouped into words
using a sliding window. Probability of each word is calculated. Finally,
the entropy of the word distribution is calculated. The entropy values may
be used as features. Discrimination capability of the proposed features is
illustrated using seven different radar emitter signals. However, classifica-
tion results have not been provided. The consider signals are carrier wave,
BPSK, QPSK, LFM, NLFM, FSK, and chirp stepped-frequency encoding
radar signals.

3.4 Supervised waveform recognition system based
on time-frequency distribution features

In this section, the waveform recognition system proposed in Publications
VI-VIII is briefly presented. Detailed description may be found in the pub-
lications.

3.4.1 Recognition system overview

The objective of the proposed radar waveform recognition system is to de-
tect and classify intercepted radar pulses based on the pulse compression
waveform. The intercepted waveforms are classified to eight classes: LFM,
discrete frequency codes (Costas codes), binary phase, and Frank, P1, P2,
P3, and P4 polyphase codes.

Fig. 3.3 depicts the block diagram of the waveform recognition system.
First the signal is detected. After that the carrier frequency is estimated
and removed. Here, the carrier frequency is defined as the center frequency
of the signal’s frequency band. We focus on the classification and assume
that the radar pulse has already been successfully detected. The channel is
assumed to be AWGN channel. That is, the intercepted discrete time signal
is given by

y(n) = x(n) + w(n) = Aejφ(n) + w(n), (3.1)
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Figure 3.3: Block diagram of the waveform recognition system.

where y(n) is the complex envelope of the intercepted radar signal, x(n)
is the complex envelope of the transmitted signal, and w(n) is a complex
circular white Gaussian noise process. A is a constant amplitude and φ(n)
is the instantaneous phase of the complex envelope. Moreover, the signal is
assumed to be a single pulse consisting of a single code period from a single
radar emitter.

Many of the employed features are calculated directly from the complex
envelope of (3.1). However, in order to extract detailed properties of the
polyphase coded waveforms, the subpulse rate is estimated and the signal
is sampled at the subpulse frequency. Cyclostationarity of the phase coded
waveforms is utilized in the subpulse rate estimation by using a cyclic corre-
lation based symbol rate estimator [183]. The subpulse rate estimation and
sampling complete the preprocessing stage of the recognition system.

After the preprocessing has been completed, the features are calculated.
Finally, the calculated feature vectors are inserted to the waveform classifier
that performs the classification.

3.4.2 Waveform classifier

Fig. 3.4 shows the structure of the supervised waveform classifier. The
waveform classifier comprises two independently operating parallel MLP
networks. The MLP networks have different independently selected input
feature vectors, although some of the features may be same. The main dif-
ference in the feature sets is that only the feature set for the network 2
includes features calculated from the subpulse rate sampled signal. This is
because subpulse rate sampling is not feasible for LFM which does not have
any subpulses. The same reason is behind the chosen classifier structure.
That is, the classifier is divided to two parts in order to guarantee that the
features calculated from the subpulse rate sampled signal do not affect the
training or the classification of the frequency modulated waveforms.

The standard feed-forward MLP using conventional training, i.e. param-
eter optimization, is prone to overfit to the training data. Thus, two more
complex MLP classifiers that provide better solutions against overfitting are
employed. The classifiers are the ensemble averaging early-stop committee
(ESC) [184] and the Bayesian MLP [185]. The idea is that both networks
in Fig. 3.4 are either ESCs or Bayesian MLPs.
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Figure 3.4: Waveform classifier comprising two parallel independent multi-
layer perceptron networks.

3.4.3 Feature extraction and selection

A large number of features suitable for recognizing the pulse compression
waveforms have been explored. Moreover, a set of novel features specifically
designed for radar signals has been proposed:

• Time-lag of the maximum cross-correlation between pulse and time-
reversed pulse [Publications VI and VIII].

• Features calculated from the Choi-Williams distribution (CWD) [Pub-
lications VI and VIII]. These features include second-, third-, and
fourth-order pseudo-Zernike moments as well as 3 other features tar-
geting specific properties observed in the CWDs of the pulse com-
pression waveforms. The three features are: the number of image
components in the binary CWD, the time location of the peak power
in the CWD, and the standard deviation of the width of the objects
in the binary CWD.

• Features calculated from the instantaneous frequency estimated us-
ing the Wigner distribution with adaptive data-driven window length
[Publication VIII]. The features are: the standard deviation of the in-
stantaneous frequency, the ratio of the sidelobe and maximum of the
autocorrelation of the instantaneous frequency, and a feature based
on the statistical runs test on the instantaneous frequency. Before
calculating each of the features, the instantaneous frequency is first
preprocessed by removing the linear trend.
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In addition, we have collected a set of features that have previously per-
formed well in automatic modulation recognition of communication signals
and that in our preliminary analysis appeared promising for radar wave-
form recognition as well. These include features based on instantaneous
signal properties, second- and higher-order statistics, and power spectral
densities. The features are:

• Standard deviation of the instantaneous phase [186] and frequency [187].
The instantaneous frequency was median-filtered as suggested in [178]
to suppress the spikes caused by the phase changes in the phase coded
signals.

• The bandwidth feature from [188] using symbol rate sampled signal.
Thus, rendering the feature to a measure of the autocorrelation side-
lobes.

• The difference of the beginning and ending phases of the pulse.

• Power spectral density (PSD) based features: symmetry [189], the
maximum of the PSD [189], and the maximum of the PSD of the
squared signal.

• Zero-lag moments of the complex envelope. Moments up to eighth-
order without any complex conjugated components were used.

• Zero-lag cumulants of the complex envelope. Second- to sixth-order
cumulants were used. See [190] for discussion of using cumulants of
the complex envelope for classification of digital modulations.

• Diagonal slice of a third-order cumulant of the complex envelope. The
lags used were –2, –1, 1, 2.

The final feature vectors employed in the classifiers have been selected
using a mutual information based feature selection algorithm [191]. This
removes redundant features and thus improves the computational complex-
ity of the system. In our experiments, the number of selected features were
10 out of 11 and 9 out of 44 for the networks 1 and 2 in Fig. 3.4, respec-
tively. The most informative features are the time-frequency distribution
based features, the second moment of the complex envelope for the network
1, as well as the time-lag of the maximum cross-correlation between pulse
and time-reversed pulse for the network 2.

3.5 Discussion

In this chapter, radar waveform recognition literature has been reviewed.
The amount of published literature on radar waveform recognition is very
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limited. Most of the published methods employ time-frequency distribution
based approaches. Noise in time-frequency domain typically spreads to all
frequencies at each time instant while the signal usually exists only at few
specific frequencies at a time. Hence, time-frequency distributions provide
powerful means for extracting the instantaneous properties of the received
waveforms.

In addition to the literature review, an overview of the radar waveform
recognition system proposed in Publications VI-VIII has been presented.
The proposed recognition system employs a supervised classification ap-
proach for classifying intercepted radar pulses to common pulse compression
waveform classes. The proposed approach is a feature based classification
system. Special emphasis has been put on finding features based on time-
frequency distributions.

Simulation results in Publication VIII show that the proposed waveform
recognition system has very reliable performance in AWGN. The overall cor-
rect classification rate is over 90 % at SNR of 3 dB and over 98 % at SNR of 6
dB. Moreover, the proposed classification system generalizes well within the
waveform classes. However, non-idealities such as carrier frequency offsets
degrade the performance. Future work should focus on developing appropri-
ate and reliable preprocessing algorithms and on decreasing the sensitivity
to non-idealities.

The proposed approach relies on features based on time-frequency dis-
tributions, thus, showing resemblance to many of the other approaches re-
viewed in this chapter. However, the proposed features and the involved
processing steps are novel. In pattern recognition the features are the key
component for obtaining high performance. Moreover, typically the features
are application specific.

Comparison of the classification performance of the different methods
is in general very difficult because different authors have used different set
of waveform classes as well as different data. Hence, one should not make
any definitive conclusions based on the available information. However,
we can make a couple of general observations. First, we have considered
a more extensive set of waveform classes and signals than most previous
works in the literature. Moreover, the performance of our classification
system for individual classes appears to be roughly on the same level as
the performance of the other systems that have considered fewer waveform
classes. Thus, we can conclude that the proposed recognition system has
very promising performance compared to the other systems proposed in the
literature. However, unlike some of the other systems our approach considers
only pulsed radar waveforms.

Finally, it is worth emphasizing the importance of data collection for
training purposes. The performance and generalization capability of super-
vised classifiers depends heavily on the diversity and quality of the training
data.

60



Chapter 4

Specific emitter identification

Specific emitter identification and RF fingerprinting are important tasks in
both civilian and military applications. These tasks are typically performed
by intercept receivers. The goal of specific emitter identification or RF
fingerprinting is to identify the emitting device, not the message it is trans-
mitting. Knowledge of the type and location of the adversary systems allows
for building situational awareness needed for efficient operations. In case of
a conflict it facilitates making correct decisions how to deploy troops and use
resources as well as design and select proper countermeasures when neces-
sary. The most important civilian applications of specific emitter identifica-
tion and RF fingerprinting are spectrum management and wireless security
applications. Security has become a primary concern in wireless networks
in order to ensure secure communication between legitimate devices in a
potentially hostile environment. Especially in ad-hoc networks innovative
solutions are required. Emitter identification techniques may be used to
improve the security of a wireless network by identifying and discriminating
the rogue devices from the legitimate ones.

A typical identification system requires high fidelity acquisition of the
signal of interest followed by preprocessing and enhancement stages, fea-
ture extraction from the signal, and finally the identification of the emitter.
That is, the system structure follows the typical classification system struc-
ture illustrated in Fig. 3.1. The identification stage typically compares the
extracted features to a known database of emitters. Moreover, the classifier
or identifier may be supervised, i.e., trained using data that has already
been classified. Alternatively at the initial stage of the system deployment
or in case there is no existing database of emitters, the identification stage
may perform clustering analysis in order to determine which signals come
from the same emitter.

In this section, a literature review of specific emitter identification meth-
ods is given. Traditional electronic support receivers for radar signals em-
ploy features such as carrier frequencies, pulse repetition intervals, and pulse
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widths [192]. However, although such information may provide additional
or preliminary information for clustering the received signals, it does not
allow distinguishing among emitters of the same type and model. Hence, we
focus on methods based on detailed information that is unique to the specific
device. This information includes intrapulse information for radar signals,
such as rise and fall times as well as all other possible non-idealities of the
emitted waveforms due to the properties of the physical components of the
emitter [193–195]. For example, various transceiver imperfections and unin-
tended modulations are useful features for emitter identification. For wire-
less communication transmitters the most commonly exploited distinguish-
ing feature among different devices is the turn-on transient [196,197]. That
is, in general the identification is based on non-idealities that are unique to
the emitter in question.

The chapter is structured as follows. First, the literature on RF finger-
printing of communication devices is reviewed. Then the specific emitter
identification methods of radar signals are reviewed. These sections are rel-
atively short since the amount of openly available literature, especially, on
military applications is very limited. In addition, in this chapter, a robust
likelihood ratio type test based on the estimated common modulation from
a group of intercepted pulses is proposed for specific emitter identification.
The proposed test is based on a robust M-estimation method for estimating a
common modulation from a group of intercepted radar pulses. This method
has been proposed in Publications IX and X. The developed M-estimation
approach will be briefly presented in this chapter. Detailed description and
derivation of the estimation algorithms as well as simulation results may be
found in Publications IX and X.

4.1 Turn-on transient based RF fingerprinting

When a radio transmitter is turned on, the signal emitted generally shows a
transient behavior with respect to the instantaneous frequency and ampli-
tude. This turn-on transient may last from a few microseconds to few tens of
milliseconds [196], depending on the type and model of the RF transmitter.
The characteristics of the turn-on transient are typically distinctive even
among transmitters of the same type and manufacturer [196, 197]. Identi-
fication of RF transmitters based on the turn-on transient signal has been
considered in [196–204] for VHF FM radio transmitters, as well as Blue-
tooth and WLAN devices. Although the employed techniques may differ,
common tasks to all approaches are the high fidelity acquisition of the signal
of interest as well as the localization of the turn-on transient portion of the
signal data. Typical approach then performs feature extraction followed by
classification of the signal using known signal data stored in a database.

Features that have been proposed include statistical features of instan-
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taneous signal properties [202], e.g. standard deviations of the normalized
amplitude and phase, and discrete wavelet transform (DWT) based fea-
tures [198, 202], e.g. standard deviation of the normalized amplitude of the
DWT coefficients. Variance fractal dimension features have been proposed
and employed in [196,199]. The variance fractal dimension is related to the
spread of the time variation of a time series (i.e., signal amplitude and/or
phase in this case) at different time increments [196]. In [197], the raw in-
stantaneous amplitude profiles of the transient are employed as features. In
addition, principal component analysis (PCA) was applied for dimensional-
ity reduction of the feature vector. Both approaches, i.e. with or without
PCA, provided comparable performances.

Experimental results in [196] show that variation in ambient temperature
and in power supply alters the characteristics of the turn-on transients. Ro-
bustness of the identification system to the variations in the environmental
conditions and transmitter power supply levels may be improved by training
the system with data measured under diverse circumstances, i.e. over a wide
range of temperatures and transmitter power supply levels.

4.2 Matched filter based signal fingerprinting

In [205], a matched filter approach has been proposed and applied for identi-
fication of wired Ethernet devices. The matched filter is applied to a portion
of the frame preamble common to all devices. At the beginning of each Eth-
ernet frame there is a fixed 64-bit sequence used for synchronization. The
employed matched filter includes the turn-on transient as well as the actual
synchronization signal.

4.3 Electromagnetic signature identification of WLAN
cards

In [206], the differences among different example WLAN card signals have
been visually identified in time and frequency domain. Clear differences
especially among cards by different manufacturers were observed. The ob-
served differences in frequency domain were the symmetry of the passband,
as well as the level and symmetry of the sidebands. Differences were ob-
served in time domain at the depth of the zeros as well as in the smoothness
of the waveforms. Moreover, the radiation patterns were observed to be
different as well.

WLAN network interface card (NIC) identification using modulation fea-
tures has been proposed in [207]. The proposed features include I/Q mod-
ulation features, such as phase and magnitude errors compared to the ideal
constellation, I/Q origin offset, carrier frequency error between the ideal and
observed, as well as correlation value to the SYNC sequence (a short signal
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Figure 4.1: Pulse profile showing the following amplitude modulation fea-
tures [208]: rise (a), slope (b), and fall (c) times, and rise (d) and fall (e)
angles.

used for synchronization in IEEE 802.11 WLAN that precedes the encoded
data). Over 99 % correct identification accuracy was achieved using an SVM
classifier for identifying 138 identical NICs from the same manufacturer.

4.4 Specific emitter identification using intrapulse
features

Specific emitter identification using features extracted from intrapulse data
has been studied in [208, 209]. The authors use both amplitude and fre-
quency modulation features. The amplitude modulation features are: the
rise, slope, and fall times of the pulse, the rise, fall, and pulse angles, as
well as the pulse point. The pulse point is the intersection point of the lines
defined by the rise and fall angles, and pulse angle is the corresponding angle
between the intersecting lines. Fig. 4.1 illustrates many of the amplitude
modulation features. The frequency modulation features are: the frequency
waveform vector, the frequency modulation angle, and the regression line of
the frequency modulation.

To eliminate redundant and uninformative features, the authors employ
and compare two methods for feature selection: linear discriminant analysis
(LDA) and PCA. The employed classifier is a minimum distance classifier
where different distance measures have been used, e.g., Euclidean and Ma-
halanobis distance. Both LDA and PCA gave similar classification results.

The proposed classification system using the new intrapulse features was
observed to give superior performance on real radar data compared to a sys-
tem based on traditional features used in electronic support (ES) receivers,
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such as carrier frequency, pulse repetition frequency, and pulse width. Using
the intrapulse features the proposed classification system was able to classify
correctly all the test signals because the intrapulse features were sufficiently
distinct among different emitters.

4.5 Information theoretic criterion and intrapulse
information based approach for radar pulse
deinterleaving

In [210–212], clustering algorithms using minimum description length (MDL)
criterion and intrapulse information for emitter number detection and pulse
classification have been proposed. The proposed methods are more of dein-
terleaving methods based on intrapulse information than identification meth-
ods. In addition, the proposed methods are able to effectively determine the
number of emitters.

First, the intercepted pulses are preprocessed to remove nuisance param-
eters. The nuisance parameters are estimated and their value is normalized
to a desired reference value. These nuisance parameters are: the initial am-
plitude and phase of the received pulse, the time delay of the received pulse
with respect to the reference, and the carrier frequency of the intercepted
pulse. In addition, the pulses are compressed using wavelet decomposition.

The preprocessed pulses are then clustered using an MDL based algo-
rithm. The proposed algorithms may be divided to offline [210, 211] and
online [212] algorithms. The offline algorithm [210,211] requires all the data
before the clustering can be performed whereas the online algorithm [212]
classifies the pulses and updates the cluster structure as more data is in-
tercepted. The proposed offline clustering algorithm operates iteratively
starting from one cluster, and then increasing the number of clusters one by
one until a preselected upper bound for the number of clusters is reached. At
each step, a new clustering for the increased number of clusters is obtained
by generating new candidate partitions and selecting the one with the min-
imum description length. The online clustering starts from one cluster and
employs the same MDL criterion for splitting and merging existing clusters
as more pulses are intercepted. In [212], an online competitive learning al-
gorithm is proposed as well. However, it has clearly inferior performance
especially for distinguishing among closely related clusters. In the exper-
iments, both the offline and online MDL algorithms achieved over 90 %
correct classification rate in several different experiments.
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4.6 Radar emitter identification using time-frequen-
cy distributions with optimized kernels

In [213, 214], a classification method using time-frequency distributions for
radar emitter identification has been proposed. The method is based on
finding a class dependent kernel function optimized to discriminate among
multiple classes of signals.

The optimized kernel is found by maximizing the mean-square distance
between representations obtained by multiplying the time-frequency distri-
butions of the different classes with the kernel. In practice, the binary kernel
mask is formed by selecting a set of best kernel points on training data ac-
cording to the Fisher’s linear discriminant ratio.

The intercepted radar pulses are classified using a multivariate Gaussian
classifier. The class mean and covariance statistics employed by the classifier
model are estimated from the training data. Before the classification, the
radar pulse is first preprocessed. The mean and standard deviation of the
radar pulse are estimated and normalized. Then the center frequency of
the pulse is estimated and removed. After the preprocessing, the time-
frequency distribution is estimated and multiplied with the binary kernel
mask. Finally, the multivariate Gaussian classifier is employed.

The authors have tested three different time-frequency distributions: the
Rihaczek, the Wigner-Ville (WV), and the STFT time-frequency distribu-
tions [215]. The Rihaczek and WV achieved identical classification perfor-
mance that was far superior to the performance of the STFT. Under timing
jitter of ± one sample and SNR of 14 dB in AWGN channel the Rihaczek and
WV distribution based classifiers achieved an overall correct classification
rate of 92.4 % for a case of four different emitters.

4.7 Maximum likelihood estimation and identifi-
cation of radar pulse modulation

Statistical methods for the estimation of the common modulation from a
group of intercepted radar pulses have been developed in [216]. A maximum
likelihood (ML) estimator for the amplitude and phase modulation of the
radar pulses is derived. The noise is assumed to be additive white Gaussian.

In order to calculate the ML estimate, the intercepted pulses are first pre-
processed. The preprocessing consists of estimating the time and frequency
alignment parameters of the intercepted pulses and then aligning the pulses
in time and frequency using the acquired estimates. After the preprocess-
ing, the ML estimate can be calculated. For this purpose, computationally
efficient methods are proposed. The power method is employed to calcu-
late the ML estimate of the pulse modulation. This reduces the number of
operations comparable to those of conventional averaging methods.
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The performance of the ML estimator is compared to separate averaging
of the phase and amplitude profiles. The ML estimator accuracy is reported
to be clearly better, especially, when the intercepted pulses have a large
range of different SNRs. In addition, the ML estimator can be used for
phase coded radar as well, unlike averaging which cannot be used for the
phase coded signals due to the difficulties with unwrapping the phase for
such signals.

In the second part of the work, a GLRT for testing the similarity of
modulation of two different groups of pulses is derived. That is, for deciding
whether both groups of pulses (a group can also consist of only one pulse)
are from the same radar emitter.

The method relies on successful time and frequency alignment of the
pulses. Consequently, the main cause of errors is misalignment either in time
or frequency. In Publications IX and X, a robust M-estimation method has
been proposed for the estimation of the common modulation from a group of
intercepted radar pulses. The M-estimation approach provides robustness
against preprocessing errors as well as against deviations from the model
assumptions, such as the nominal Gaussian noise model. The proposed
approach will be briefly presented next. In addition, a robust likelihood
ratio type test based on the estimated modulation profiles is proposed for
specific emitter identification.

4.8 M-estimation based radar pulse modulation
estimation and identification

As already mentioned, one of the main causes of error in ML estimation
of the common modulation from a group pulses are the errors made in the
alignment of the pulses in time and frequency. Misalignment of the pulses
results in large errors that are not well represented by the assumed Gaussian
noise model. In Publications IX and X, a robust M-estimation method for
estimating the common modulation from a group of intercepted radar pulses
has been proposed. The intuitive idea in using an M-estimator instead of
an ML estimator is that the M-estimator assigns a smaller weight for the
pulses/samples that cause large errors, for example, due to misalignment in
either time or frequency. Moreover, the performance of the M-estimators
does not degrade as much as performance of the ML estimator when the
model assumptions do not hold. In particular, when the noise distribution
differs from the one assumed by the ML estimator, it may lose its perfor-
mance rapidly. The main ideas of the proposed M-estimation algorithms are
presented in the following. Detailed description and derivation of the esti-
mation algorithms as well as simulation results may be found in Publications
IX and X.

The proposed identification method for radar emitters in [216] is a GLRT
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based on the estimated modulation profiles. However, the GRLT may be
very sensitive to even small deviations from the model assumptions. In the
following, a robust likelihood ratio-type test is proposed for radar emitter
identification. The proposed robust likelihood ratio-type test is a robust
generalization of the GLRT.

4.8.1 Signal model

The employed signal model is presented in the following. The sampling rate
is assumed to be sufficiently high to record the modulations of the pulses
faithfully. In addition, it is assumed that each intercepted pulse consists of
NS complex samples from a single mode of a radar with a buffer of samples
recorded before and after the pulse.

The preprocessed complex pulse vectors zk, k = 1, . . . , NP , from a single
mode of the same radar emitter are assumed to be given by

zk = AkΩ(νk)µ+ ǫk, k = 1, . . . , NP , (4.1)

where Ak are the complex amplitudes of the pulses and µ is a fixed unit
vector representing the basic pulse modulation. The ǫk are i.i.d. circular
complex noise vectors satisfying E(ǫ) = 0, E(ǫǫH) = σ2I, and E(ǫǫT ) = 0.
Here, E(·) denotes the expectation operator, (·)T denotes the transpose,
(·)H denotes the conjugate transpose, σ2 is the noise variance assumed to
be known, and I is an NS ×NS identity matrix.

The parameter νk is the remaining frequency offset of the kth pulse after
the preprocessing, and the frequency shift operator Ω(ω) is a matrix given
by [216]

Ω(ν)kn = exp(−jnν)δkn, (4.2)

where δkn is the Kronecker delta (i.e. δkn = 1, if k = n, otherwise 0) and j
is the imaginary unit.

4.8.2 Estimation process

Fig. 4.2 shows the block diagram of the estimation process. The first stage
is a preprocessing stage. The objective of the preprocessing is to estimate
the time and frequency shift parameters τ and ω necessary to align the
pulses with the modulation profile µ. The time alignment of the pulses is
assumed to be exact after the preprocessing. Hence, only frequency offsets
ν may possibly remain. The preprocessing stages are explained in detail in
Publication IX. After the preprocessing, the common modulation profile is
estimated from the aligned pulses. The estimation stage is a combination
of an iterative reweighted least-squares (IRLS) procedure and the scaled
conjugate gradient (SCG) algorithm.

The task is to find M-estimates for µ, Ak’s, and νk’s. The idea is to use
SCG to update the estimates of νk’s, and in each iteration of the SCG to
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Figure 4.2: Block diagram of the estimation process. The parameters τk
and ωk are the circular time and frequency shifts required to align the kth
pulse with the modulation profile µ. Ak are the complex amplitudes of the
pulses and νk are the remaining frequency offsets after the preprocessing.

employ the IRLS procedure to calculate the estimates for µ and Ak’s while
keeping the estimates of νk’s fixed. Two M-estimates have been derived
in Publications IX and X: one that employs only one weight parameter for
each pulse and one that employs different weight parameter for each sample
of the pulses. A complete description of the estimation process as well as
simulation results is given in Publications IX and X.

The IRLS procedure converges in few steps. Moreover, each step of the
IRLS procedure consists of an iterative procedure that also converges in
only few steps. The SCG algorithm may take a few more iterations before
convergence, typically converging in 10–100 iterations. However, there is no
guarantee of global convergence. That is, the algorithm may converge also to
a local optimum. In order to alleviate the problem, multiple starting points
for the iteration may be applied. Moreover, a more accurate preprocessing
algorithm for estimating the carrier frequencies would provide better first
estimates for the carrier frequency offsets.

4.8.3 Hypothesis testing

The primary goal in estimating a common modulation from a group of pulses
is to use the estimated modulation profile for identifying the radar emitter.
In this section a robust likelihood ratio-type test is proposed for radar emit-
ter identification.

We employ the hypothesis testing approach proposed in [216] for the

identification of radar emitters. Assuming two groups of pulses {z(1)
k , k =

1, . . . , N
(1)
P } and {z(2)

k , k = 1, . . . , N
(2)
P }, the problem is to determine whether

these groups have a common modulation according to the model (4.1) or not.
That is, the hypothesis H0 is tested against H1 where

H0 : µ(1) = µ(2)

H1 : µ(1) 6= µ(2),

where µ(1) and µ(2) denote the underlying modulation profiles of the first
and second group of pulses, respectively.
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According to the null hypothesis H0, the two groups of pulses have a
common modulation denoted here by µ(c), i.e. µ(c) = µ(1) = µ(2). Thus,
the pulses constitute a single group of pulses, i.e. {z(c)} = {z(1)} ∪ {z(2)}.

In [216] the hypothesis problem is solved using the GLRT. In GLRT the
unknown modulation profiles and parameters are estimated using conven-
tional ML estimators. However, the GRLT is very sensitive even to small
deviations from the model assumptions, such as time and frequency align-
ment errors. Hence, we employ a robust likelihood ratio-type test [217] that
is not as sensitive to deviations from model assumptions as the GLRT. The
robust likelihood ratio-type test is the corresponding likelihood ratio-type
test for M-estimators. The robust likelihood ratio-type test is given by the
test statistic [217]

SNP
= 2

∑

z∈{z(c)}

NS
∑

n=1

[ρ(r0z,n/σ) − ρ(r1z,n/σ)]
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z
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k (n) − Âk,1Ω(ν̂k,1)nnµ̂1(n)
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∑
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z
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k (n) − Âk,cΩ(ν̂k,c)nnµ̂c(n)

σ

)
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(

z
(2)
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σ

)]

(4.3)

where r0z,n and r1z,n are the residual errors of the models under the null and
alternative hypothesis, respectively. The residual errors r0z,n and r1z,n are
calculated using the M-estimates under the null and alternative hypothesis,
respectively. That is, under H0 the profile µ̂c is estimated from {z(c)} and
under H1 the two profiles µ̂1 and µ̂2 are estimated independently from the
two groups of pulses {z(1)} and {z(2)}, respectively.

The ρ function is a symmetric real-valued function that reduces the
influence of outliers, i.e., highly deviating observations. We chose for the
simulations the Huber ρ function given by [218]

ρ(r) =

{

|r|2/2, for |r| < c,

c|r| − c2/2, for |r| ≥ c,
(4.4)

where c is a tuning constant. The value c employed in the simulations
was experimentally selected as 1.345. Note that the residual errors r are
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normalized by the scale σ in (4.3) where σ is the standard deviation of the
noise. We assume σ to be known.

Under the null hypothesis, µ(c) = µ(1) = µ(2). Hence, the robust likeli-
hood ratio-type test statistic SNP

is under the null hypothesis asymptotically
distributed as (see Appendix B for proof)

SNP
∼M2NS+4NS

(·;λ) = M6NS
(·;λ), (4.5)

whereM6NS
(·;λ) denotes the cumulative distribution function (cdf) of a ran-

dom variable
∑6NS

i=1 λix
2
i where xi are independent standard normal random

variables. λi are the eigenvalues of the matrix

W =

[

−Bθ(θ0)A
−T
θ (θ0) −Bθγ(θ0,γ0)A

−T
γ (γ0)

Bγθ(γ0,θ0)A
−T
θ (θ0) Bγ(γ0)A

−T
γ (γ0)

]

, (4.6)

where θ0 is a 2NS × 1 vector of the real and imaginary parts of µ(c) stacked

to the same vector and γ0 =
[

θ0,θ0

]T
is a 4NS × 1 vector. The matrices A

and B are defined by

A(θ0) = −E
[

∂ψ

∂θ
(z,θ0)

]

, (4.7)

B(θ0,γ0) = E
[

ψ(z,θ0)ψ(z,γ0)
T
]

, (4.8)

where ψ = ∂ρ
∂θ . Moreover, B(θ) is a shorthand for B(θ,θ). In order to save

computation, we can approximate the asymptotic distribution as follows.
The sum of the eigenvalues equals the trace of the matrix. Consequently,

tr(W ) = tr((Bγ(γ0)A
−T
γ (γ0))(22)) =

6NS
∑

i=1

λi, (4.9)

where (Bγ(γ0)A
−T
γ (γ0))(22) denotes the lower right 2NS ×2NS dimensional

diagonal block of the matrix Bγ(γ0)A
−T
γ (γ0). The first equality follows

from the fact that under the null hypothesis the matrix Bθ(θ0)A
−T
θ (θ0)

equals the upper left 2NS × 2NS dimensional diagonal block of the matrix
Bγ(γ0)A

−T
γ (γ0). Hence, it follows

tr(W ) =

4NS
∑

n=2NS+1

E
[

ψ(z,γ)2n
]

E
[

∂ψ(z,γ)n

∂γn

] = T, (4.10)

where the subscript n denotes the nth component.
The asymptotic distribution of the normalized test statistic under the

null hypothesis can now be approximated by

t−1SNP
∼ χ2

2NS
, (4.11)
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Figure 4.3: Real and imaginary parts of the two LFM pulse profiles
(NS = 144 plus a buffer of zeros at both ends of the pulse). The corre-
lation difference between the two pulses is 1 − |µH1 µ2|2 ≈ 0.00164.

where t = 1
2NS

T .
In order to make a decision between the hypotheses, the test statistic

in (4.11) is compared to a threshold, i.e. t−1SNP

H1

≷
H0

η. The threshold η is

defined by the equation α = p(t−1SNP
> η|H0) where α is the false alarm

rate. In this case the false alarm rate denotes the probability of identifying
the two emitters as different when in reality they are the same.

4.8.4 Simulation experiments

The performance of the proposed M-estimation based identification tech-
nique is considered here using simulations in circularly symmetric complex
Gaussian distributed noise. In order to demonstrate the high resolution of
the proposed method, we employ two LFM test pulses that deviate only
slightly from each other. The two pulses have identical amplitude profiles,
hence, the differences between the pulses are in the phase profile. The dif-
ference is that the second pulse, i.e. LFM 2, has 2 % larger frequency sweep
than the first pulse. Fig. 4.3 illustrates the differences between the two
modulation profiles. The correlation difference between the two pulses is
1 − |µH1 µ2|2 ≈ 0.00164.

Figs. 4.4 and 4.5 depict the probability of identification as a function
of the number of pulses for two cases when the reference and intercepted
emitters are the same and when they are not the same, respectively. The
pulse SNRs were selected randomly between 18 and 20 dB. The curves in
the figures are averages over 5000 experiments.

In our experiments we noticed that the established asymptotic distribu-
tion holds only approximately. The mode of the distribution is well matched
to the empirical distribution. However, the variance of the empirical dis-
tribution can be considerably larger than the variance of the established
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Figure 4.4: Number of pulses vs. probability of identification for LFM
pulses with pulse SNRs between 18 and 20 dB (NS = 144). The modulation
profiles of the intercepted and reference emitters are identical (both are LFM
1). The modulation profile of the reference emitter has been calculated from
30 LFM pulses with the same SNR regime. The false alarm rate parameter
α is 10−10.

asymptotic distribution. The reason for this appears to be the remaining
misalignment of the pulses in time and frequency. That is, the estimation
algorithm does not necessarily reach the global optimum. The misalignment
of the pulses is also the reason for the bad performance of the GLRT since
the errors due to misalignment are not well represented by the Gaussian
noise model. The consequence of this is that for the robust tests the false
alarm rate parameter should be selected very small, e.g. 10−8 − 10−12, in
order to enable high identification probability of emitters. Consequently, in
Figs. 4.4 and 4.5 the false alarm rate parameter was chosen as α = 10−10.

Fig. 4.5 shows that as the number of intercepted pulses increases the
probability of false identification decreases. For one intercepted pulse the
probability of false identification is close to one for the robust tests. This is
characteristic for the proposed methods. It is due to the fact that that par-
ticular pulse’s influence is reduced due to large errors when the modulation
profile is estimated under the null hypothesis. Only when the number of in-
tercepted pulses increases closer to the number of pulses from the reference
emitter, the cumulative influence of the pulses starts to have a significant
effect on the estimate under the null hypothesis.

4.9 Discussion

In this chapter, specific emitter identification/RF fingerprinting methods
have been reviewed. Identification of both radar and communication devices,
in particular distinguishing among devices of the same type and model, is
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Figure 4.5: Number of pulses vs. probability of false identification for LFM
pulses with pulse SNRs between 18 and 20 dB (NS = 144). The correlation
difference between the modulation profiles of the intercepted and reference
emitters is 1 − |µH1 µ2|2 ≈ 0.00164. The modulation profile of the reference
emitter has been calculated from 30 LFM pulses with the same SNR regime.
The false alarm rate parameter α is 10−10.

based ultimately on the characteristics of each emitter’s signal specific to
that particular emitter. These unintentional features or characteristics orig-
inate from different properties of the physical components and are typically
of transient nature. Their origin has been attributed to different sources,
such as the acquisition characteristics of phase-locked-loop frequency syn-
thesis systems, modulator subsystems, RF amplifiers, antenna, switch and
relay characteristics [196].

In addition to unintentional modulations, intentional modulations can
be used to distinguish among different emitters as well. This requires that
the intentional modulation is the same in each pulse or signal emitted by the
same emitter. Hence, it is more suited for identifying radars than commu-
nication devices since traditional radars employ the same signal when oper-
ating in the same mode. However, the trend is to employ low-probability-
of-intercept (LPI) radars that change their operation mode and transmit
signals in an agile, intelligent manner, such as random radars [219] and cog-
nitive radars [220]. These concepts are aimed more at future radar systems.
More of a short-term ongoing trend in modern radar design is to use long
duration pulses or even continuous wave signals to lower the peak power and
thus to make them less vulnerable to interception [221]. This presents an
additional challenge to the modern intercept receivers. They must be able
to operate when both pulsed and continuous wave signals are present. This
additional challenge is apparent for the intercept receivers using a feature
based approach, such as the one presented in Section 4.4. Use of the pro-
posed amplitude modulation features, such as rise and fall times and angles,
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is limited to pulsed radars. This may call for a hierarchical system that first
classifies the signal either to pulsed or continuous wave signals, and then
proceeds on identifying the emitter using features suited to the type of the
signal.

Another challenge to intercept receivers is added by varying conditions,
such as temperature changes, different transmit powers, physical age of the
components, etc., that may change the characteristics of the physical com-
ponents and thus the unintentional modulations as well. Moreover, propaga-
tion channel effects, such as multipath and interference, further complicate
the identification process.

In general, the amount of open literature, in particular on identification
of radar emitters, is very limited. Hence, it is difficult to assess reliably
what is the state-of-the-art in the field. However, the ML estimation based
approach of [216], chosen as the starting point for the algorithm proposed in
this thesis, has the potential to distinguish among a very large set of differ-
ent emitters. The time-frequency distribution based approach of [213, 214]
may not scale as nicely for a very large set of potential emitters due to
the difficulty and complexity of calculating the class-dependent kernel from
the training data. However, it has good performance in low SNR regimes
due to the use of time-frequency distributions. The intrapulse feature-based
approach of [208, 209] could potentially scale to a large number of differ-
ent emitters. However, the performance using the suggested features may
not allow precise identification among emitters of the same type. More-
over, the intrapulse clustering methods of [210–212] are intended more for
deinterleaving the intercepted pulses than identifying the emitters.

In this chapter, a robust M-estimation based radar emitter identification
method has been proposed. The proposed identification method consists of
robust M-estimation of the common modulation from a group of intercepted
pulses and the subsequent hypothesis test. The simulation results have
shown that the proposed identification method has very good resolution
for distinguishing among emitters with very similar modulation profiles. In
addition, the use of M-estimation techniques improves the robustness against
preprocessing errors and departures from the assumed noise model, thus
enabling more reliable performance than the ML estimation based approach
of [216].

A drawback of the proposed method is that the memory requirements of
the robust tests are high. All the pulses have to be saved in order to be able
to calculate the M-estimates under the null hypothesis. It would be of great
importance to develop ways of reducing the memory and computational
requirements of the proposed methods, preferably allowing identification
to be made based only on the estimated modulation profiles similarly as
in [216], thus, not requiring the storage of the intercepted pulses.

Finally, the proposed robust test is not suitable for identifying single
pulses unlike most of the methods found in the literature. Hence, some
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other strategy has to be employed for the initial clustering of the intercepted
pulses. This could, for example, be a simple test based on the correlation
difference that is compared to a fixed threshold. Another interesting strat-
egy could be to fix the weight of the single intercepted pulse to one when
calculating the M-estimate under the null hypothesis. Hence, not enabling
the M-estimation algorithm to decrease the weight and thus reduce the in-
fluence of the intercepted pulse.
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Chapter 5

Conclusion

The use of radio frequencies has increased dramatically during the past few
decades. As a result, the radio frequency spectrum is becoming more and
more crowded. Efficient and reliable operation in this crowded environment
calls for flexible and intelligent automatic systems capable of adapting to
the existing radio environment. In order to facilitate learning and adap-
tation, these systems must observe the radio environment. That is, they
must sense the spectrum and become aware its state. Cognitive radios and
cognitive radars are future communication and radar devices that are capa-
ble of learning from the environment. Spectrum sensing operations such as
detection, spectrum estimation, waveform or modulation recognition, and
specific emitter identification are examples of tasks that future communica-
tion and radar systems, such as cognitive radios and radars, need to perform
for optimum performance.

In this thesis, spectrum sensing methods and algorithms for cognitive
radios and radar intercept receivers have been proposed. The main ap-
plication considered for cognitive radios in this thesis has been dynamic
spectrum access. In order to find spectral opportunities while maintaining
the interference caused to the primary systems below an allowed level the
cognitive radios or secondary users must sense the radio frequency spec-
trum. In this thesis, cyclostationarity-based spectrum sensing algorithms
have been proposed. The proposed algorithms require minimal assumptions
about the primary user systems. The use of cyclostationarity allows distinc-
tion among primary systems, secondary systems, and interference exhibit-
ing cyclostationarity at different cyclic frequencies. Spectrum sensing algo-
rithms that employ multiple cyclic frequencies to improve the performance
have been proposed. Robust nonparametric fixed sample size and sequen-
tial cyclostationarity-based detectors have been proposed. Robust detectors
have practical importance in wireless communications systems where noise
and interference is commonly non-Gaussian. Sequential detection reduces
the average detection time required for a desired performance. In addition,
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collaborative sensing schemes have been considered and proposed. Collab-
orative spectrum sensing among spatially dispersed secondary users allows
mitigating shadowing and multipath fading effects through spatial diversity.
In addition, for a given performance level, simpler local detectors can be
used and the coverage of the sensing system improved. Moreover, energy
efficiency of collaborative spectrum sensing has been considered. Transmis-
sion of local spectrum sensing statistics to the fusion center causes overhead
traffic that congests the control channel and drains the batteries of the mo-
bile terminals. In this thesis, a censoring scheme in which only informative
local test statistics are transmitted to the fusion center has been proposed
for collaborative spectrum sensing. The proposed scheme has been seen
to have extremely reliable performance even under very strict communica-
tion rate constraints. The drop in performance compared to the uncensored
collaborative scheme has been seen to be minimal.

In the future, the big challenge will be on developing collaborative strate-
gies and especially sensing policies for collaborative sensing that incorporate
the use of the physical layer algorithms. Moreover, the access policy and the
sensing policy should be connected to each other. The outcome of the past
access decisions and resulting channel throughputs could be used to improve
the sensing policy. There exists several studies discussing and proposing
sensing and access policies for cognitive radios [9–12,222–225]. However, so
far most of them do not consider collaboration among secondary users. In
particular, most of the proposed sensing policies consider spectrum sensing
to be performed individually by each of the secondary users without taking
into account or allowing user collaboration. However, the study of physical
layer algorithms suggests that collaboration among secondary users is nec-
essary for reliable performance in difficult fading environments. In addition,
there is still room for improvement in the performance and reliability of
the physical layer algorithms. Issues such as reporting channel errors and
correlated shadowing have so far received relatively little attention.

In addition to detection, waveform recognition and specific emitter iden-
tification using intercept receivers have been considered as well. The focus
has been on radar signals and systems. A radar waveform classification sys-
tem has been proposed. The proposed system classifies an intercepted radar
pulse to one of eight different classes based on the pulse compression wave-
form: LFM, Costas codes, binary phase codes, and Frank, P1, P2, P3, and
P4 polyphase codes. Novel time-frequency distribution based features have
been proposed. Cyclostationarity of the phase coded waveforms has been
utilized as well. The proposed classification system employs a hierarchical
supervised classifier structure based on neural networks. Simulation results
have shown that the proposed waveform recognition system has very reliable
performance in AWGN. The overall correct classification rate has been seen
to be over 98 % at SNR of 6 dB.

The proposed waveform classification system considers only pulsed radar
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systems. Future development should focus on extending the classification
system to continuous wave radar signals since the trend in modern radar
systems is to use longer pulses or continuous wave signals due to their LPI
properties. Some of the features, such as the moments and cumulants of
the complex envelope, may be directly applied to continuous wave signals as
well. However, for example, the time-frequency distribution based features
have to be adapted to continuous wave signals. If the continuous wave signal
consists of a repeating modulation sequence, the extension could be achieved
by estimating the modulation period and dividing the intercepted signal to
segments each containing one modulation period. Feature calculation could
then be performed for each segment separately or for the average of the
segments. In addition to continuous wave signals, other waveform classes
could be considered as well.

In addition, a robust M-estimation based likelihood ratio-type test has
been proposed for radar emitter identification. The proposed test uses M-
estimation to estimate a common modulation from a group of intercepted
pulses. The robust likelihood ratio-type test is based on the estimated mod-
ulation profiles. The proposed test has been seen to have very reliable per-
formance with extremely good resolution for distinguishing among emitters
with similar modulation profiles.

The proposed radar emitter identification method has very high memory
requirements. Moreover, it is not suitable for identifying single pulses. Fu-
ture work should aim at reducing the memory requirements of the proposed
method as well as providing a solution for single pulse identification. Possi-
ble solutions to these problems have been discussed at the end of Chapter 4.
Moreover, similarly as the waveform classification system, the proposed spe-
cific emitter identification method should also be extended to continuous
wave signals.

79



Bibliography

[1] J. Mitola III and G. Q. Maguire, Jr., “Cognitive radio: making soft-
ware radios more personal,” IEEE Personal Communications, vol. 6,
no. 4, pp. 13–18, Aug. 1999.

[2] J. Mitola III, “Cognitive radio: an integrated agent architecture for
software defined radio,” Ph.D. dissertation, Royal Institute of Tech-
nology (KTH), Stockholm, Sweden, 2000.

[3] M. J. Riezenman, “Cellular security: better, but foes still lurk,” IEEE
Spectrum, vol. 37, no. 6, pp. 39–42, Jun. 2000.

[4] O. A. Dobre, A. Abdi, Y. Bar-Ness, and W. Su, “Survey of auto-
matic modulation classification techniques: classical approaches and
new trends,” IET Communications, vol. 1, no. 2, pp. 137–156, Apr.
2007.
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Appendix A

Characteristic function of a
truncated normal distributed
random variable

A one-sidedly truncated normal distribution is given by

f(x) =







1
1−F( t−µ

σ )
1√
2πσ

exp
(

− (x−µ)2

2σ2

)

, x ≥ t,

0 , x < t,
(A.1)

where µ and σ2 are the mean and variance of the underlying normal distri-
bution N(µ, σ2), respectively, and F (x) is the cdf of the standard normal
distribution N(0, 1).

The characteristic function of a random variable X distributed according
to (A.1) is given by

Φ(ω) =
1

1 − F
( t−µ
σ

) exp

(

jµω − σ2ω2

2

)(

1 − F

(

t− (µ+ jσ2ω)

σ

))

,

(A.2)
where j is the imaginary unit.

The mean of a one-sidedly truncated normal distributed random variable
X is given by

E[X] = µ+
σ

1 − F
( t−µ
σ

)f

(

t− µ

σ

)

, (A.3)

and the variance is given by

Var(X) = µ2 + σ2 +
1

1 − F
( t−µ
σ

)

(

2µσf

(

t− µ

σ

)

+
1√
2π
σ (t− µ) exp

(

−(t− µ)2

2σ

))

.

(A.4)
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Appendix B

Asymptotic distribution of
the robust likelihood-ratio
type test

The asymptotic distribution of the robust likelihood ratio-type test in gen-
eral parametric models for real valued data has been derived in [217]. In
the following, we derive the asymptotic distribution of the robust likelihood
ratio-type test in general parametric models for complex valued data. The
derivation follows the derivation of the asymptotic distribution of the clas-
sical GLRT in [226]. Note that the following is not a rigorous proof, it is
merely an outline.

We start by deriving an intermediate result, the asymptotic distribution
of the M-estimator for complex valued data, required in the final derivation.
The derivation of the asymptotic distribution of the M-estimator for complex
valued data follows the derivation for real valued data in [227].

B.1 Asymptotic distribution of the M-estimator

Let θ0 and θ̂n denote the true parameter value and its M-estimate obtained
from n samples, respectively. Let us stack the real and imaginary parts of
the difference vector θ̂n− θ0 separately to the same vector and denote it by
dn, i.e.

dn =

























Re{(θ̂n − θ0)1}
Im{(θ̂n − θ0)1}
Re{(θ̂n − θ0)2}
Im{(θ̂n − θ0)2}

...

Re{(θ̂n − θ0)p}
Im{(θ̂n − θ0)p}

























=

























(θ̂n − θ0)1,r
(θ̂n − θ0)1,i
(θ̂n − θ0)2,r
(θ̂n − θ0)2,i

...

(θ̂n − θ0)p,r
(θ̂n − θ0)p,i

























(B.1)
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where the first subindex denotes the respective component and the second
the real or imaginary part.

The M-estimator θ̂n of θ0 is defined by

n
∑

i=1

ψ(zi, θ̂n) = 0, (B.2)

where z1, . . . ,zn are independent random vectors. The ψ function is the
derivative of the ρ function defined as

ψ =
∂ρ

∂θ
=



















∂ρ
∂θ1,r
∂ρ
∂θ1,i

...
∂ρ
∂θp,r
∂ρ
∂θp,i



















=















ψ1,r

ψ1,i
...

ψp,r
ψp,i















. (B.3)

Assuming that the ψ function is suitably smooth, the Taylor expansion
of gn(θ) = n−1

∑n
i=1ψ(zi,θ) gives

0 = gn(θ̂) = gn(θ0) +
∂gn
∂θ

(θ0)dn + op(1),

where notation op(1) indicates a quantity that converges in probability to
zero.

For large enough n, ∂gn

∂θ (θ0) is expected to be nonsingular. Rearrange-
ment gives

√
ndn =

(

−∂gn
∂θ

(θ0)

)−1 √
ngn(θ0) +

√
no′p(1). (B.4)

Under suitable regularity conditions as n → ∞, the weak law of large
numbers gives

−∂gn
∂θ

(θ0) = −n−1
n
∑

i=1

∂ψ

∂θ
(zi,θ0)

P−→ −E
[

∂ψ

∂θ
(z,θ0)

]

= A(θ0), (B.5)

where ∂ψ
∂θ is given by

∂ψ

∂θ
=
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∂ψ1r

∂θ1,i
· · · ∂ψ1,r
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. (B.6)
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The central limit theorem gives (as n→ ∞)

√
ngn(θ0)

D−→ N(0,B(θ0)), where B(θ0) = E
[

ψ(z,θ0)ψ(z,θ0)
T
]

. (B.7)

The last term in (B.4) convergences in probability to zero vector in most
situations provided that ψ is sufficiently smooth and θ has a fixed dimen-
sion [218].

From the above results and from the multivariate Slutsky’s theorem [228,
p. 78], it follows that as n→ ∞

√
ndn

D−→ N(0,V (θ0)), where V (θ0) = A(θ0)
−1B(θ0)A(θ0)

−T . (B.8)

B.2 Asymptotic distribution of the robust likeli-
hood ratio-type test

Denote un(θ) =
∑n

i=1 ρ(zi,θ) and vn(γ) =
∑n

i=1 ρ(zi,γ) where θ ∈ R
2p

and γ ∈ R
2q are the parameter vectors of the models of the null and alter-

native hypothesis, respectively. The true parameter values are denoted by
θ0 and γ0, respectively. Note that the real and imaginary parts are stacked

separately to the vectors, i.e. for example θ =
[

θ1,r, θ1,i, . . . , θp,r, θp,i
]T

.
The robust likelihood ratio-type test is now given by

Sn = 2[un(θ̂n) − vn(γ̂n)]. (B.9)

From the Taylor expansion of un(θ0) around θ̂n, it is obtained

un(θ0) = un(θ̂n) +
n

2
dTnAθ(θ̂n)dn + op(1). (B.10)

Similarly,

vn(γ0) = vn(γ̂n) +
n

2
fTnAγ(γ̂n)fn + op(1), (B.11)

where fn is similarly to dn given by

fn =























(γ̂n − γ0)1,r
(γ̂n − γ0)1,i
(γ̂n − γ0)2,r
(γ̂n − γ0)2,i

...
(γ̂n − γ0)q,r
(γ̂n − γ0)q,i























. (B.12)

Subtracting (B.10) from (B.11) and multiplying the result with 2 gives

2[un(θ̂n) − vn(γ̂n)] = 2[un(θ0) − vn(γ0)] − ndTnAθ(θ̂n)dn

+ nfTnAγ(γ̂n)fn + op(1).
(B.13)
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This can be written as

2[un(θ̂n)−vn(γ̂n)] = 2[un(θ0)−vn(γ0)]+n

[

dn
fn

]T

Qn

[

dn
fn

]

+op(1), (B.14)

where Qn is a block-diagonal matrix given by

Qn =

[

−Aθ(θ̂n) 0

0 Aγ(γ̂n)

]

. (B.15)

Assuming that the functional form is the same under both the null and
alternative hypothesis, then un(θ0) − vn(γ0) = 0. Furthermore, from the
multivariate central limit theorem and Appendix B.1, it follows (as n→ ∞)

√
n

[

dn
fn

]

D−→ N(0,Σ), (B.16)

and

Qn
P−→ Q =

[

−Aθ(θ0) 0

0 Aγ(γ0)

]

, (B.17)

where

Σ =

[

A−1
θ (θ0)Bθ(θ0)A

−T
θ (θ0) A−1

θ (θ0)Bθγ(θ0,γ0)A
−T
γ (γ0)

A−1
γ (γ0)Bγθ(γ0,θ0)A

−T
θ (θ0) A−1

γ (γ0)Bγ(γ0)A
−T
γ (γ0)

]

.

(B.18)
Consequently, the test statistic is asymptotically distributed as [226,

Lemma 3.2]
2[un(θ̂n) − vn(γ̂n)] ∼M2(p+q)(·;λ), (B.19)

where M2(p+q)(·;λ) denotes the cdf of a random variable
∑2(p+q)

i=1 λix
2
i where

xi are independent standard normal random variables. λi are the eigenvalues
of QΣ and are real (possibly negative) valued. The matrix QΣ is given by

QΣ =

[

−Bθ(θ0)A
−T
θ (θ0) −Bθγ(θ0,γ0)A

−T
γ (γ0)

Bγθ(γ0,θ0)A
−T
θ (θ0) Bγ(γ0)A

−T
γ (γ0)

]

. (B.20)
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