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1 Introduction

The effect of electromagnetic fields on biological tissues has been known for a long time.
Luigi Galvani and his experiments with prepared frog legs in the 18th century laid the ba-
sis for the systematic study of the subject [1]. As the knowledge grew and more powerful
sources of electric current became available, it was evident that strong galvanic currents
disturb the bioelectric processes in living organisms. At the end of the 19th century, when
the incandescent light bulb was developed and widespread electrification began, safety con-
cerns became a smear campaign in a corporate battle between Edison and Westinghouse
over the direct versus alternating current for power transfer [2]. Alternating current became
the standard adopted due to technical superiority and the fact that it is not considerably more
dangerous than direct current. As a further consequence of this battle, electricity also left
its marks on the history of capital punishment.

Electrification continued in the 20th century and as a result, electric power distribu-
tion is pervasive in modern industrialised societies. As technology progressed, new sources
of electromagnetic fields came into public use. The utilisation of radio waves, especially
personal wireless communication devices, has shaped the electromagnetic spectrum. Fur-
thermore, knowledge about the interaction between electromagnetic fields and biological
systems has grown. Understanding these mechanisms is essential in modern health care
and many diagnostic tools, such as the electroencephalogram (EEG), are directly based on
the measurement and analysis of electromagnetic signals generated by the human body.

As strong fields can be detrimental to living organisms, the operation of electrical de-
vices is controlled by laws and regulations. These regulations are based on the current
scientific knowledge on the effects of the fields. Before appropriate safety levels can be de-
termined, one has to know how the fields are distributed in and around the human body. In
many cases, this can be a challenging problem by itself and often this information is approx-
imated by using worst-case estimates. The purpose of this thesis is to study different cases
where the human body is exposed to electromagnetic fields, estimating the distribution of
resulting fields inside the human body using computational methods.

1.1 Scope of the Thesis

As this thesis consists solely of studies on how the electromagnetic fields are distributed in-
side the human body, it cannot answer the question how the given field distribution affects
the biological system, and further, if the given fields have any effect in the short or long
term. The interaction mechanisms between biological tissues and electromagnetic fields
have been and are still being studied in many research groups all around the world. What
this study does contribute is information on how in certain cases the external field intensity

is connected to field intensities inside humans. Without this information the effects of ex-
ternal field intensities cannot be estimated accurately. A broader view on the field of this
study can be found for example in [3].
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2 Electromagnetics

2.1 Maxwell’s Equations

Electromagnetic phenomena are governed by Maxwell’s equations. Assuming time-harmonic
fields with one constant angular frequency ω and complex harmonic time dependency e jωt

with the imaginary unit j , Maxwell’s equation can be written as

∇ × E(r) = − jωB(r) (2.1)

∇ × H(r) = jωD(r)+ J(r) (2.2)

∇ · D(r) = ̺(r) (2.3)

∇ · B(r) = 0 (2.4)

where ̺(r) is the source charge density, E(r) and H(r) are the electric and magnetic fields
and D(r) and B(r) the electric and magnetic flux densities, respectively. The continuity
equation of charge density and current density,

∇ · J(r) = − jω̺(r), (2.5)

is implicitly included in Equations 2.2 and 2.3. The electric and magnetic flux densities and
corresponding fields are related by the constitutive relations

D(r) = ε(r)E(r) (2.6)

B(r) = µ(r)H(r), (2.7)

where ε(r) is the electrical permittivity and µ(r) is the magnetic permeability, which is
practically equal to that of the vacuum in biological tissues. In the presence of free charges,
i.e. when the material has conductivity, we still need one equation. Considering a homo-
geneous bulk material, the electric field and current associated with the free charges are
connected by the Ohm’s law

J(r) = σ (r)E(r), (2.8)

where σ (r) is the conductivity of the material.
For different frequency ranges, biological tissues can be classified either as volume

conductors or lossy dielectrics. The analysis of lossy dielectrics often uses the concept
of complex permittivity. If the current term in Equation 2.2 is divided into ohmic and
impressed parts, the ohmic and displacement current can be combined as

∇ × H(r) = jωε0

(

εr(r)−
jσ (r)

ωε0

)

︸ ︷︷ ︸

εc

E(r)+ Ji(r), (2.9)

assuming that the material has isotropic relative permittivity of ε(r) and conductivity of
σ (r). The εc is the complex permittivity, Ji denotes the impressed source current and εr and
ε0 are the relative permittivity and permittivity of the vacuum, respectively.
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2.1.1 Time-Domain Equations

In cases where the excitation is pulse or some other non-sinusoidal change, it is often advan-
tageous to consider Maxwell’s equations in the time domain. The time-domain equations
can be constructed from Equations 2.1–2.2 by simply substituting jω → ∂t . In general
cases the constitutive relations are more complicated. Assuming isotropic media with fre-
quency dependency, the product in Equations 2.6 and 2.7 is transformed into a convolution.
Evaluation of the convolution is a computationally expensive operation and this limits the
applicability of time-domain techniques in such cases. However, if the material parameters
can be assumed to be constant in the considered frequency range, the convolution is sim-
plified to a simple product. The convolution due to some simple resonant material models
can, however, be modelled using computationally efficient summation methods.

In the numerical dosimetry of electromagnetic fields, the most important implementa-
tion of the time-domain Maxwell’s equations is the finite-difference time-domain (FDTD)
method which is explained in more detail in Section 4.2. Another important case where the
time-domain equations are very useful is the computation of fields induced by the move-
ment in a static magnetic field. The static field does not induce any currents per se, but the
movement of object even in a homogeneous static field causes the change of magnetic flux,
i.e. ∂tB(r(t), t) 6= 0. The movement in non-homogeneous magnetic fields has been studied
inter alia in [4]. In the case of uniform rotation in a homogeneous magnetic field, such as
in paper VI, the problem reduces back to a time-harmonic case.

2.2 Scalar-Potential Formulation for Low-Frequency Problems

Maxwell’s equations can in many cases be solved more easily if the so-called potentials are
used instead of the fundamental electromagnetic fields. As a thorough analysis of potentials
can be found in several textbooks on electromagnetics, see for example [5], the details are
omitted here. One example of a simpler solution procedure exploiting the potentials is the
scalar potential finite-difference method (SPFD), which is a popular method for solving
very low-frequency induction problems in computational electromagnetic dosimetry [6–8].
The advantage of SPFD compared to the other popular method, the impedance method [9],
is the lower memory consumption due to scalar unknowns. Potential equations similar to
the SPFD were used in papers I, II and VI with different exposure sources but the numerical
solution process was, in fact, the finite-element method which is discussed in Section 4.3.
Also, the modelling of sources is not straightforward and is discussed in Section 4.4.

If the frequency is very low, the wavelength in and outside the object under study be-
comes very large. This implies that the phase of the electric and magnetic fields can be
assumed to have a constant value within and in the vicinity of the object thus allowing the
use of quasi-static approximation. The term quasi is somewhat vague: in this context it
should be understood so that some of the time derivatives of the fields are approximated to
be zero while the time-dependent source term is not. In particular, when considering ma-
terials with conductivity, the first order induction term is present. On the other hand, from
equation 2.9 we can see that the effect of the displacement current is negligible if ε ≪ σ/ω.
As the validity of the quasi-static approximation depends not only on the frequency but also
the dielectric properties of the object, it will be discussed in more detail in Section 3.1.

Let us shortly review how the scalar potential equation is formulated. If the permittivity
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and conductivity are considered to be isotropic and piecewise homogeneous, and free space
charges do not exist, Equations 2.1 and 2.5 can be written as

∇ × E(r) = − jωB0(r) (2.10)

∇ · (σ (r)E(r)) = 0, (2.11)

where B0(r) denotes the external source magnetic flux density, which can be presented
using a source vector potential B0(r) = ∇ × A0(r). It is worth noticing that this vector
potential is not unique. The same magnetic flux density can be presented using any vector
potential of the form A → A0 +∇ψ , where ψ is a sufficiently smooth scalar function. This
transformation is called gauge transformation, see [5] for more details. In practice the non-
uniqueness of the source vector potential complicates the construction of the source term,
as we will see in Section 4.4.1. Assuming that the A0(r) is known, it can be substituted into
Equation 2.10 and one gets

∇ ×
{

E(r)+ jωA0(r)
}

︸ ︷︷ ︸

−∇φ(r)

= 0, (2.12)

where the vector calculus identity ∇ × ∇ f ≡ 0 has been used and φ denotes the unknown
scalar potential. Combining this with Equation 2.11 gives a partial differential equation for
the scalar potential φ(r) as

∇ ·
(

σ (r)∇φ(r)
)

= − jω∇ ·
(

σ (r)A0(r)
)

. (2.13)

After solving Equation 2.13 the induced electric field is readily computed as

E(r) = −∇φ(r)− jωA0(r) (2.14)

and the induced current density can be computed from Ohm’s law 2.8. The boundary con-
dition for the induced current is naturally n · J(r) = 0, from which the boundary condition
for the scalar potential equation can be constructed as

−n · ∇φ(r) = jωn · A0(r). (2.15)

Here n denotes a unit vector normal to the boundary. The corresponding time-domain
equation has been used in papers I and II.

In this form the scalar potential equation does not take into account the eddy currents, as
the source magnetic flux density and the corresponding vector potential A0 are both fixed. If
the conductivity of the object is low, this first order approximation is sufficient. As the static
conductivity of biological tissues is rather low, the magnetic flux density due to the induced
current is negligible compared to the source flux density B0(r). If there is, for example, a
metallic implant inside the body, the traditional SPFD cannot be used as the eddy currents
of the implant are not solved correctly. An extended solution process for such cases has
been proposed in [10, 11].
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3 Electromagnetic Fields and Biological Tissues

3.1 Electrical Properties of Tissues

The main principles and features of the macroscopic dielectric properties of tissues are well
known, see for example [12] or [13]. In this section a short summary is given since the
electrical parameters are crucial for dosimetric studies. The most comprehensive collection
of dielectric properties of biological tissues up-to-date is based on the extensive work by
Gabriel et al [14–16].

Biological tissues are in general very dispersive and they have three main relaxation
regions α, β and γ at low, medium and high frequencies, respectively. There are also other
dispersions, including, for example, δ dispersion, but they are smaller. Each of these disper-
sion regions can in the simplest form be understood to be caused by a polarisation mecha-
nism with a relaxation time τ and the Debye model for the complex relative permittivity of
the form

ε(ω) = ε∞ +
εs − ε∞

1 + jωτ
. (3.1)

In practice the polarisation effects in biological tissues are more complicated and the cor-
responding dispersion regions are broadened. This effect is usually modelled using the
Cole-Cole dispersion model

ε(ω) = ε∞ +
∑

n

εn − ε∞

1 + ( jωτn)(1−αn)
+

σi

jωε0
. (3.2)

Here σi denotes the static ionic conductivity and α is the measure of dispersion broadening.
As an example, the permittivity and conductivity of muscle tissue are shown in Figure 3.1.
The parameters are those from [16].

As one can see, the relative permittivity of biological tissue can be extremely high com-
pared to the materials common in technical applications. As the low-frequency solution
methods presented in previous sections omitted the effect of the displacement current based
on partially on the assumption that ε ≪ σ/ω, it seems that in some tissues at low frequen-
cies the validity of this assumption should be questioned. This problem has been studied
in [17], where the final conclusion was that the error due to the omitted displacement cur-
rent in typical exposure calculations is small compared to the uncertainties of the material
parameters.

3.2 Coupling Between Electromagnetic Fields and the Human Body

There are three currently established basic coupling mechanisms between the time varying
electromagnetic fields and living matter [18]:

1. coupling through low-frequency electric field

2. coupling through low-frequency magnetic field

3. absorption of energy from electromagnetic fields

In this context the contact currents that are due to a physical contact between a biologi-
cal body and a conducting object in a different potential are not considered to be a cou-
pling mechanism between the fields and the material. The contact currents are, however, a
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Figure 3.1: Permittivity and conductivity of muscle tissue according to [16]. The γ disper-
sion is present at higher frequencies.

very important for electrical safety. Neither the contact currents nor the coupling between
low-frequency electric fields are studied in this thesis. Let us shortly summarise the main
concept of coupling mechanisms 2 and 3, which are illustrated in Figure 3.2.

Low-frequency magnetic fields:

As the biological material is non-magnetic, as stated in Section 3.1, a static mag-
netic field penetrates a stationary body unperturbed. In the low-frequency region
the changing magnetic field or movement of the body in the magnetic field induces
electromotoric force and currents into a conducting media as explained in Section
2.2. These induction currents are solenoidal, i.e. ∇ · J = 0. The changing magnetic
field is usually due to a time-varying current.

Absorption of energy from electromagnetic fields:

At frequencies above about 100 kHz, significant absorption of energy is possible
and can lead to a harmful temperature increase. The locations of absorption vary
depending on the frequency and naturally on the source of exposure. At very high
frequencies (tens of GHz) the power absorption is concentrated on the skin as the
fields do not penetrate deeper into the body. In a frequency range from approxi-
mately 300 MHz to several GHz, significant local and nonuniform absorption can
occur [18].

In both cases, nonuniform exposure is most difficult to assess as it cannot be described
simply using a strength of field as a measure. The localised values depend on the exact
geometry and operation of the source, hence each exposure case (source or device type) has
to be considered separately.
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(a) Induction due to a changing external
magnetic flux density.

(b) Absorption of power from a RF electromag-
netic field.

Figure 3.2: The two electromagnetic coupling mechanisms studied in this thesis. In both
cases the connection between the external sources and internal field intensities has a very
complicated relation that can in practice be determined only numerically.
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One important coupling mechanism between static fields and the human body is the
induction of currents due to movement in static magnetic fields. The magnitude of the
induced electric field due to head movements in a strong magnetic field has been measured
in [19]. This type of coupling can cause significant physiological responses in the case of,
for instance, MRI scanners.

3.3 Biological Basis for Restricting the Exposure

The biological effects of electromagnetic fields is a much studied, albeit not thoroughly
mastered subject. Because the exposure to very strong electromagnetic fields has harmful
effects, there is a need for protective regulation and even legislation. The regulations are
based on known and well-established biological effects. The effects of these electromag-
netic fields include, but are not limited to, the following [13]:

Peripheral nerve stimulation (PNS)

Peripheral nerves have an all-or-nothing response that can be triggered by an electric
field, or equivalently by the ohmic current, that causes membrane depolarisation.
The excitation threshold for membrane depolarisation is frequency dependent. In
most severe cases, such as electric shocks, the PNS can affect the heart and cause
cardiac arrhythmia.

Phosphenes

Phosphenes are a visual effect that is produced when the head is exposed to, for ex-
ample, ELF electric currents or magnetic fields. They are caused by the modification
of synaptic potentials in the retina due to the exposure. Phosphenes are perceived
as light flashes and there are no known adverse effects associated with them. The
threshold value of phosphenes is also frequency dependent with a minimum level at
about 20 Hz.

Heating

The absorption of power from electromagnetic fields causes temperature rise in tis-
sues. This is a very well established effect. The high levels of absorbed power can
cause irreversible tissue damage. Eyes are particularly sensitive because the heat
can cause cataracts [20].

Magnetohydrodynamic effect (MHD)

Magnetohydrodynamic effects are caused by the Lorentz force exerted to a charged
particle, such as the ions in blood, moving in a magnetic field. These effects are
often associated with very strong (in the order of 1 T or more) magnetic fields found
in, for example, MRI scanners.

Vertigo

Strong magnetic fields can cause vertigo-like sensation and/or a feeling of move-
ment. These effects are probably caused by the induced electric field that stimulates
the hair cells in vestibular organ and the nerve cells connected to the vestibular sys-
tem. The role of MHD effects has been questioned in a recent study [21] and the
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magnetic susceptibility differences between the vestibular organs and the surround-
ing fluid together with the induction currents are proposed to be the reason behind
the effects.

Auditory effects

Strong, pulsed microwave pulses can cause audible effects. It is assumed that these
effects are due to very rapid thermoelastic expansion. As the required power levels
are very high and the duration of the exposure has to be short, this effect is associated
mostly with radars. A short summary of the effect is given in [22].

Electroporation

Strong electric fields cause pores in cellular membranes. If the field is strong enough,
the damage is irreversible. The field intensity required for poration is rather high,
making electroporation damages associated with accidents involving high-voltage
contact currents. Electroporation is also used as tool in cellular biology as it pro-
vides a method to insert genes and chemicals into the interior of a cell.

Two most important effects with solid scientific background are the PNS and heating.
These two effects have formed the basis for limiting the exposure to electromagnetic fields.
The limits are discussed in more detail in Section 3.5.

In spite of continuous research, the long-term effects of low-level EMF exposure re-
main unclear. There are inconclusive results that suggest a connection between childhood
leukaemia and ELF magnetic fields, see [23] for a summary of research on this topic. In
addition to the mentioned effects, there are several proposed mechanisms on how the fields
can interact with living tissue. The term proposed in this context means that effects may
have a physical background but their reaction threshold in living human organism have not
been or cannot be verified.

3.4 Limited Quantities

As both mechanism of coupling and the biological effect varies with frequency, different
physical quantities have to be controlled to assure that no harmful effects due to exposure
will occur. In the lower frequency range, the induced current or electric field is associated
with the biological effects. In recent studies the electric field is determined to be more a
reliable quantity, see for example [24] for a discussion on this topic. In higher frequency
ranges, the generally accepted electrical parameter to be restricted is the specific absorption
rate (SAR), which is defined as

SAR =
d

dt

(
dW

dm

)

=
σ E2

rms

ρ
, (3.3)

where W (J) is the absorbed energy, m (kg) is the mass, ρ (kg m−3) is the density and σ
(S m−1) the conductivity of the material. As the electric field can be measured inside, for
example, a phantom, one can determine the SAR once the density and conductivity of the
material (in practice tissue equivalent liquid) is known. The connection between the SAR
and temperature can be established using the heat equation

dQ

dT
= ρVC, (3.4)
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where Q (J) is the thermal energy, T (K) is the temperature, V (m3) is the volume and C

(J kg−1 K−1) the heat capacity. If we consider a small volume inside the body and assume
an adiabatic system, i.e. the heat does not conduct or radiate from our selected volume, we
get a worst case estimate to the heat rise during a period of 1t as

1T =
1t

C
SAR. (3.5)

This estimate implies that the heat rises indefinitely as the exposure is non-zero. In practice,
the heat conducts to adjacent regions which lowers the temperature when the exposure
is localised. Moreover, respiration and evaporation processes and heat conduction to the
surrounding air will cool the body. However, as a worst-case estimate the SAR values are
useful. In practice the SAR values are evaluated as an average over a given mass. In the
case of whole-body average SAR the averaging is done over the whole body. Local average
SAR values are usually computed as an average over 1 g or 10 g mass.

As the SAR is associated with a unit mass, it is not a good quantity for frequencies
above about 6 GHz, because the electromagnetic fields penetrate only to a very thin layer
in the surface of the body. A more logical choice is to use a quantity that is proportional to
the area instead of the volume or mass. In the exposure standards the limiting quantity for
very high frequencies is power density. The power density is associated with a plane-wave
solution of Maxwell’s equations, which can be written as

E(r) = E0 e
− jk·r, (3.6)

where k is the wave vector of the plane wave. Using this expression together with Equations
2.2 and 2.6 one can derive the corresponding expression for the magnetic field. From the
electric and magnetic fields one can write the expression for the time-average power density
of the plane wave as [5]

S(r) = R

{
1

2
E(r)× H(r)∗

}

, (3.7)

where ∗ denotes complex conjugation and both field values are assumed to be peak values.
If the media where the plane wave propagates is a vacuum or air, the expression for power
density can be simplified to

S =
|E|2

2η0
=
η0|H|2

2
, (3.8)

where η0 ≈ 377 � is the wave impedance of the vacuum.

3.5 Limits of Exposure to Electromagnetic Fields

To ensure the safety of humans, several national and international bodies have set protective
standards and guidelines to limit the exposure to electromagnetic fields. Some of these stan-
dards are considered advisory, but often also the legislation is based on the guidelines and
standards. In this section, only some guidances from two of bodies are presented. The first
of these bodies is the IEEE (originally an acronym for the Institute of Electrical and Elec-
tronics Engineers) and the other is the International Commission on Non-Ionizing Radiation
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Protection (ICNIRP). The following information is collected from IEEE standards [25, 26]
and ICNIRP guidelines [18, 27]. As the knowledge of health effects grows, the standards
and guidelines are updated and it should be noted that the two aforementioned IEEE stan-
dards are more recent than the ICNIRP guidelines. ICNIRP has also recently published new
guidelines on limiting the exposure to static magnetic fields [28].

One common basic feature of these standards and guidelines is the concept of basic

restriction. It is an in situ limit set for the physical quantity responsible for the adverse
effect. As in situ values are very difficult to assess in complex environments, there are also
maximum permissible exposure (MPE) limits used by IEEE and, similarly, a reference level
used by ICNIRP that limits the exposure to the fields outside the body. For example, in the
exposure scenario of Figure 3.2(a) the basic restriction is for the induced current (ICNIRP)
or the in vivo electric field (IEEE) and the reference level for the source magnetic flux
density B0. Of these two set of limits, the basic restriction is the one that should not be
exceeded under any circumstances. These reference limits are set so that if the exposure is
compliant with the reference level, the basic restriction cannot be exceeded. Ensuring that
the reference levels are set correctly is one important application of numerical exposure
calculations. The actual value for basic restriction is selected to be lower that the known
threshold value for the adverse effect multiplied by a reasonable safety factor.

Another common feature in these exposure standards is the division into exposure of the
general public and work-related (IEEE equivalent: controlled environment) exposure. The
rationale behind this division is that the age and health status of the general public may be
different from workers, and in controlled environments people can also be instructed and
trained to avoid actions that increase the possible risks.

The basic restrictions recommended by ICNIRP are given in Table 3.1. The IEEE limits
for the corresponding exposure scenarios is split between the two standards. The values for
exposure to fields in the frequency range 0–3 kHz are given in Table 3.2. In a more recent
standard [26], the applicability of these values is extended to frequencies below 5 MHz.
The IEEE SAR basic restrictions for frequencies from 0.1 to 3 MHz are shown in Table 3.3.
In the range 0.1–5 MHz both the in situ electric field and the SAR have a basic restriction.
In the ICNIRP guideline, the same overlap is present for the induced current density and
the SAR values in the range from 0.1 to 10 MHz.

Comparing Tables 3.1 and 3.3 shows that the SAR basic restrictions for the exposure
are equal except for the technical details on application. At the lower end of the frequency
spectrum, the comparison of the limits is more complicated as different physical quantities
are used. The ICNIRP guideline [18] limits the induced currents density while the electric
field is used by the IEEE in [25]. These two quantities are linked by the conductivity,
which depends on the tissue and the frequency. As the uncertainties in conductivities in
that particular frequency range is rather large and the values are also frequency dependent,
the comparison is not straightforward. In addition, the IEEE limits are given separately to
different parts of the body including the heart.

In the recent ICNIRP guideline [28] the limit for general public exposure to static mag-
netic field is 400 mT. For occupational exposure the limit is 2 T for head and trunk and 8 T
for the limbs.
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3.5.1 Computational Considerations

The biological responses mentioned in Section 3.3 differ from each other considerably.
Some effects, such as the phosphenes and PNS, are very localised, while others, such as
heating, are general to the whole body. It is also known that the resolution of numerical
simulations affects the results which is also something noted in papers II and IV. Averaging
diminishes these differences and makes the computational results less dependent on small
geometrical and resolution differences. In addition, there are also physiological reasons
for the averaging. For nerves, for example, the excitation threshold depends on both the
temporal and spatial gradient of the electric field and therefore averaging of the external
electric field over a distance of 5 mm has been suggested [29].

As a result, the basic restrictions presented in Section 3.5 are given for locally averaged
values, except for the whole-body averaged SAR. Depending on the problem in hand and
the method of simulation, these averaging processes can lead to problems, as noted in [30].
In general, the standards often do not give very detailed instruction on the process of aver-
aging. For example, the shape of the averaging volume of the localised SAR values is not
fixed in the ICNIRP guidelines. Especially at the higher end of the frequency spectrum, the
shape of the averaging volume can have a strong influence on the values, since the SAR
decreases rapidly inside the tissues. Finding the maximum value from all possible shapes
of 10 g volumes is not computationally feasible and, in practice, one usually selects a sim-
ple volume such as a cube. These ambiguities make the comparison of published results
challenging.

On the other hand, very detailed descriptions of the modelling process and averaging
can rule out some numerical methods. For example, the averaging process presented in
[31] is not easily adaptable to tetrahedral meshes that are commonly used in finite-element
modelling.
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Table 3.2: Basic restrictions from IEEE standard C95.6-2002 [25] for human exposure to
electromagnetic fields at frequency range 0–3 kHz. E0 is the minimum (rheobase) electric
field. The in situ electric field is Ei = E0 for f ≤ fe and Ei = E0( f/ fe) for f ≥ fe. In
addition to the listed restrictions, the standard limits the exposure of the head and torso to
magnetic fields below 10 Hz to peak values of 167 mT for general public and 500 mT in the
controlled environment. The frequency range of these limits is extended to 5 MHz in IEEE
standard C95.1 [26].

Exposed tissue fe (Hz)
General public Controlled environment

E0 rms (V m−1) E0 rms (V m−1)

Brain 20 5.89×10−3 1.77×10−2

Heart 167 0.943 0.943
Hands, wrists, feet, ankles 3350 2.10 2.10
Other tissue 3350 0.701 2.10

Table 3.3: Basic restrictions from IEEE standard C95.1-2005 [26] for human exposure to
electromagnetic fields at frequency range 100 kHz–3 GHz. Here the action level is equiva-
lent to the general public exposure level in Tables 3.1 and 3.2. Exact conditions for applying
the limits, including the averaging, are given in the original standard and are not repeated
here.

Exposure type Averaging
Action level Controlled environment

SAR (W kg−1) SAR (W kg−1)

Whole-body WBA 0.08 0.4
Localised 10 g average 2 10
Extremities and pinnae 10 g average 4 20
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4 Numerical Modelling

In the previous sections the electromagnetic and physiological background of dosimetric
problems was presented. As the closed-form solutions for Maxwell’s equations for arbitrary
geometries and sources are not known, one has to use numerical methods or approximate
the geometries. The first estimates of internal field distribution in humans were obtained
using simplified models consisting of layered spheres and prolate ellipsoids [32,33]. An old
summary of analytical techniques in electromagnetic field dosimetry can be found in [34]. It
should be pointed out that many analytical solutions for simplified geometries are often also
approximative even for the given simple geometry. One such example of a recent analytical
solution for a layered lossy ellipsoid for bioelectromagnetic applications is given in [35].
Because the error resulting from the simplified geometry is impossible to control, numerical
methods are essential for dosimetry involving realistic human body models. Analytical
models, despite of their shortcomings, are useful for many other applications in dosimetry.
In this section a short review of the numerical methods and models used in this thesis by
the author is given.

4.1 Human Body Models

Accurate anatomical models are essential for dosimetric simulations. The first approxi-
mations of the internal field intensity were obtained using analytical models of simple el-
lipsoids and cylinders. As humans and animals are electrically very inhomogeneous and
structurally very complicated, simple geometrical models do not give representative results
on the field distribution inside the body. As there is a large variation in absolute and rela-
tive dimensions of humans, results obtained using a single model can not be used to derive
general results. Therefore, a variety of models is needed for dosimetric purposes.

The advent of modern tomographic methods has made the construction of very detailed
correct body models practical for many different purposes. For example, detailed computed
tomography (CT) scans have been used as an additional tool to determine the cause of
death [36]. If the model is constructed using a healthy volunteer, currently the MRI is the
only practical method due to the low health risks involved. A whole body CT scan, for
example, gives the subject a considerable dose of ionizing radiation.

The main problem in the model construction is that the data obtained from imaging
methods cannot be directly mapped to electrical properties. Because of this, one has to
identify the geometry of different internal structures and organs using the imaging data. As
a result, one obtains a model with non-overlapping regions that present different tissues. In
practice, current human models usually contain about fifty different tissues / organs. Good
quality tissue segmentation is a time-consuming process and requires a good knowledge
of the human anatomy. Several automated processes for the tissue segmentation has been
proposed but usually only for a certain parts of the body as noise and other problems in
the imaging often prevent fully automated processing, see e.g. [37] for a short review on
the automatic tissue segmentation of the human brain. To overcome the shortcomings of
imaging methods some projects have used several of them, as in the Visible Human Project
[38] and a visible Korean human project [39].

The tissue segmentation is usually done layer by layer for each of the two-dimensional
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Figure 4.1: Coronal slice from an anatomical model that consists of different, segregated
tissues. Presented data is from Virtual Family project [40].

images and the three-dimensional model is then constructed from the individual images.
As there are very complicated tissue boundaries, one usually has to carefully inspect that
the different layers present the correct geometry and change the segmentation on adjacent
layers. The result of this process is a rectangular parallelogram composed of small voxels
(volume pixels) each presenting one of the segmented tissues. The resolution of the two-
dimensional images and the distance between them determines the level of anatomical detail
in the model. As resampling and even simple rotations cause interpolation errors, in some
models the tissue boundaries are described as parametric curves instead of raster images.
This data is then used to produce voxel or, for instance, tetrahedral models for a simulation.
Even though the parametric presentation is “exact” in some sense, it is still limited by the
accuracy of the original imaging data.

The aforementioned procedure generates a body model in a rigid, non-modifiable pos-
ture. This restriction is also partially due to the imaging methods, which cannot be used for
the whole body in an arbitrary posture. However, often sitting or other postures are needed
for the exposure assessment. The usual approach for posture variation is to modify a seg-
mented voxel model. Naturally the stiffness of the tissues has to be taken into account in the
process so that the shape of the bones does not change as they are rigid and the joints work
correctly. The soft tissues are more complicated as their shape is dependent on the elasticity
of the tissue and surrounding structures. An early example of modifying a standing voxel
model can be found in [41]. A more detailed description on the process of constructing
posturable Japanese male and female models is given in [42]. There are also commercial
posturable models available, but they are often tied to a specific software environment. In
this thesis all results have been computed using non-posturable models due to the poor
availability of posturable models. The statistics of the whole-body human voxel models
used in this thesis is given in Table 4.1. The table does not, however, include the head-only
model used in paper I. The resolution of that model is 1.3×1.3×2.0 mm and it consists of
15 different tissues though only the central nervous system (CNS) and cerebrospinal fluid
(CSF) were used in the simulation.
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Figure 4.2: Volume rendering of a whole body model with three coronal slices. Data is
from the Virtual Family model [40].

Table 4.1: List of human body models used in this thesis. The column tissues lists the
number of segregated tissue types or anatomical parts.

Body model Tissues
Resolution Voxels

(mm) ×106

BAFB 38 1.0 103
Norman 37 2.0 8.27
Hanako 51 2.0 6.28
Taro 51 2.0 7.98
Duke† 76 n/a n/a
Ella† 76 n/a n/a
Zubal 86 3.6 1.63

† Both Duke and Ella are models that have been converted to CAD format. In paper VI 1 mm

and 2 mm resolution voxel models generated from these datasets have been used.
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4.2 Finite-Difference Time-Domain Method

The finite-difference time-domain method [43] is a very popular numerical solution tech-
nique for electrodynamic problems. In fact one of the first important application of the
FDTD method was determining the heating of the human eyes due to an RF exposure [44].
As there are many good textbooks that describe the FDTD method in great detail, for ex-
ample [45], only a short summary is given here. It is good to notice that the FDTD is
most suitable for high-frequency simulations where the object under study is on the scale
of wave length or larger, though it has been used on the quasi-static frequency range. There
are several commercial providers of electromagnetic field simulation software packages that
utilise the FDTD method. In this thesis, however, all FDTD results were computed using a
self-programmed solver.

In finite-difference methods the differential operators of the original PDE are approx-
imated using differences and the solution is approximated in a set of points called a grid.
When the curl operators in the time-domain versions of Equations 2.1 and 2.2 are approxi-
mated using central differences, one can after some manipulation construct the update equa-
tions for electric and magnetic field values distributed in a cartesian grid in space. One block
of this grid is often called Yee’s cell. The resulting FDTD grid can be presented as two over-
lapping grids, one for electric and another for magnetic field values. The spatial distribution
of field values in these grids is shown in Figure 4.3, where one block of both grids is shown.

Figure 4.3: Location of electric and magnetic field components in the FDTD grid.

The FDTD method has many advantages compared to other high-frequency solving
techniques for Maxwell’s equations available for bioelectromagnetic problems. Due to the
locality of the differences in the FDTD method, it is relatively easy to program a scalable
and efficient parallel implementation of the method using simple spatial decomposition.
This enables the simulation of very detailed models using parallel computers. Additionally,
the modelling of very inhomogeneous and complex materials is relatively easy, although
modelling complex structures made of conductive materials is one of the weaknesses of
the FDTD method. As most of the body models consist of voxels, the inflexibility of the
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cartesian grid is not a problem. There is also a plethora of scientific publications with
different approaches for modelling complicated geometrical structures with variable levels
of detail using the FDTD method.

Since the computational domain cannot be extended to infinity, an absorbing boundary
condition is needed when simulating structures with an open boundary. This includes prac-
tically all the SAR simulations. Fortunately, the PML boundary conditions work efficiently
in FDTD simulations. In [46] and in publication III the error due to the PML boundary con-
dition in the SAR simulations was studied and the results show that the error due to PML
can be made negligible. It should be noted though, that the application of PML boundaries
is somewhat involved because there are several parameters that need to be selected correctly
according to the properties of the simulation.

4.3 Finite Element Method

The finite-element method (FEM) is a very popular numerical method for solving partial
differential equations. As it is widely used in many areas of engineering and science, there
is a great many publications and textbooks available. One popular textbook on solving
electromagnetic problems using the FEM is [47]. As the FEM is used only for quasi-
static problems in this thesis, the problems associated with higher frequency problems are
not discussed here. It is just acknowledged that the FEM has been used together with
the boundary element method in [48, 49] and this procedure has its advantages as well as
disadvantages when compared to the more traditional FDTD approach used in this thesis.

In the FEM, in contrast to the previously mentioned finite-difference methods, the so-
lution of the PDE is approximated in a mesh that consists of elements with a finite domain
(hence the name finite-element method). When modelling geometries in three-dimensional
space, the usual choice for element is a tetrahedron because of its flexibility to model vol-
umes with curved boundaries and different sized details as well as the relative ease of mesh
generation for many engineering purposes. For detailed models of the human body having
tens of different regions with complicated shapes, the mesh generation process becomes a
very demanding task.

The first step in the FEM solution process is to reformulate the original differential
operator form of the problem to a weak form, i.e. a relaxed form of the problem. The weak
form satisfies the original problem on the average over the domain. This reformulation can
be done using either by utilising the stationarity of a variational form, if one exists for the
problem at hand, or by using a weighted residual procedure. If we take Equation 2.13 as an
example, the weak form can be constructed using the weighted residual procedure by first
multiplying the equation with a continuous test function and integrating over the domain as

∫

V

v∇ · σ∇φ dV = − jω

∫

V

v∇ · σA0 dV, (4.1)

where v is the test function. The second step is to integrate the both sides by parts and apply
and boundary condition 2.15. The result can be written as

∫

V

∇v · σ∇φ dV = − jω

∫

V

∇v · σA0 dV . (4.2)
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Now the original problem has been transformed to a form where we seek a function φ that
fulfils Equation 4.2 for every v. It can be shown that solution of Equation 4.2 also minimises
the power loss σ |E|2.

The next phase is to discretise the problem and select the presentation for the test func-
tion v. For simplicity, let us consider only a two-dimensional case. The usual choice for
elliptic problems is to use the same presentation for both v and the unknown φ. This is
called Galerkin’s method and one advantage of this choice is that the resulting system is
symmetric and in our case also positive definite since σ > 0. Let us now restrict to the
so-called nodal FEM where the v and φ are presented as scalar functions which are defined
with the aid of basis functions that depend on nodal values. In traditional FEM the dis-
cretization of the domain has to be conformal, which in the case of triangular mesh requires
that neighbouring triangles share exactly one edge and two vertices (nodes). The most sim-
ple, first order polynomial basis function can now be defined to the compact area around
each node restricted by the neighbouring elements. The concept of conformal mesh and
nodal basis function is clarified in Figure 4.4 where a simple example of a triangulation of a
square is shown. In the middle of the figure a single linear basis function is also presented.

Figure 4.4: Example of a conformal triangular FEM mesh. In the centre of the mesh a
single basis function is exemplified.

One can see that the domains of the basis functions associated with neighbouring nodes
have an overlap.

If we now write the test function v and unknown scalar potential φ as a sum of the basis
functions, the discretized problem can be written as

∫

V

N
∑

i=1

N
∑

j=1

∇ui · σ∇u j dV = − jω

∫

V

N
∑

i=1

∇ui · σA0 dV, (4.3)

where N is the number of nodes. This discrete system can be written as a linear equation
Ax = b where the values of A and b are determined by Equation 4.3. As the domain of
each basis function is finite, the matrix A is sparse. As the direct solution of sparse matrix
equations is feasible only with relatively small systems, one usually solves the resulting
equation iteratively.

In publication II a non-conformal mesh was used because of the complexity of mesh
generation. Non-conformal meshes require a procedure that ensures that the basis func-
tions form a continuous presentation for test and unknown functions. In publication II the
so-called hanging nodes were forced to values that ensure the continuity by adding the lin-
ear dependencies of the node values to the resulting matrix equation. Other possibilities
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include, for example, the use of Lagrangian multipliers. See e.g. [50] for summary of dif-
ferent approaches for bioelectromagnetic FEM simulations. A somewhat similar scheme
for finite-integration technique is presented in [51].

Because the physical quantity we are interested in is the induced electric field as pre-
sented in Equation 2.14, we have to compute the gradient of the scalar potential solution.
In the finite-difference methods, this numerical derivation can be complicated due to the
boundaries of different materials, i.e. discontinuities of the conductivity, see e.g. [52] for an
example. In the FEM, the gradient can be computed simply from the gradients of the basis
functions.

4.4 Modelling of Sources

Correct modelling of the source of the exposure is essential for dosimetric simulations. In
practice, the requirement can be very difficult as the detailed electrical operation of the
exposing device is often needed for accurate modelling. In some cases, for example in the
case of a tram, the electromagnetic fields are a side effect, not an integral part of the device.
In those cases even the manufacturer may not have detailed information about the fields
generated by the device under study. Often the manufacturer is also not willing to reveal the
full details of operation as it is considered a trade secret. In these cases the construction of
the source for exposure simulation is a complicated work. It should be noted, though, that
there are several technical specifications for all electrically powered equipment, including
trams, that affect also the level of electromagnetic fields that such devices generate.

An important principle that can be utilised in the simulations is the concept of equivalent
source. For the determination of exposure one does not need to model the whole device
under study. It is sufficient to generate equivalent field distribution and interaction on the
region of the human body. This task is rather easy for quasi-static magnetic fields, but not
so easy, for example, in the case of a mobile phone or other RF sources located in close
vicinity to the body. This is due to the complicated electromagnetic interaction between
the device and body which affects, among other things, the antenna feed impedance and
radiation properties. Modelling of quasi-static magnetic fields is easier, as the body is not
ferromagnetic and as such does not alter the distribution of the source magnetic flux density,
i.e. the coupling between the source and body is minuscule.

4.4.1 Low-Frequency Quasi-Static Sources

The strong magnetic field usually originates from strong currents, hence in practice strong
sources of magnetic field exposure are due to devices which use considerable current from
the electricity grid, such as welding machines, large electric furnaces, power lines of trams,
etc. Another source of even stronger fields results from the very strong magnets found
in magnetic resonance imaging scanners. Examples of extremely low-frequency exposure
computations for different types of sources can be found inter alia in [52–54].

If the exposure simulation is done using the scalar potential formulation, one has to
determine the source vector potential A0 for Equation 2.13. If the current distribution of the
source is known, one can determine the A0(r) as [5]

A0(r) =
µ0

4π

∫

V

J(r′)

|r − r′|
dr

′ (4.4)
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where the integration volume V is the domain of the source current (outside of the body,
as we do not consider the contact currents). Therefore, if the source current distribution is
known, the determination of the source vector potential is straightforward. Unfortunately,
the current distribution is easy to determine only in certain simple cases such as power
lines. In more complicated cases, the equivalent source may be constructed by simulating
the source structure or by using measurement. As the measurement of non-unique vector
potential is not possible, the source magnetic flux has to be measured in a volume of the
body.

In order to use the measured source data, we need some method do derive one possible
vector potential whose curl is equivalent to the measured data (within the limits of mea-
surement accuracy). One approach is to use a group of magnetic dipoles or a multipole
expansion and fit the moments to the measurements [55–58]. This approach is also used in
paper II, where a group of magnetic dipoles were used to model the battery currents of a
mobile phone. When the magnetic dipole moment m is known, the magnetic flux density
induced by the magnetic dipole can be written as [5]

B(r) =
µ0

4π

(
3r̂(r̂ · m)− m

|r|3

)

, (4.5)

where r̂ denotes a unit vector in the direction of r. The construction of the source vector
potential is very simple, as the corresponding A0 can be written as

A0(r) =
µ0

4π

m × r

|r|3
. (4.6)

This vector potential fulfils the Coulomb’s gauge ∇ · A0 = 0.
One can also approximate the current distribution J with some appropriate parame-

terised current and fit the parameters of the source to the measured field. The A0 can then
be computed using the fitted current distribution from Equation 4.4. This approach is used
in paper I. The main difficulty of this approach is the choice of the current distribution and
the parametrisation so that the field distribution is correctly reproduced.

4.4.2 High Frequency Sources

At higher frequencies, a typical source of exposure is an antenna. The type of antenna de-
pends on the equipment under study; the antenna of a radar, for instance, is very different
from an antenna of a personal communication device. The coupling of the RF field into the
body is naturally also different in these cases. The RF exposure scenarios can be classified
as near- or far-field scenarios depending on the coupling between the antenna and the body.
In the case of far-field exposure, the modelling of the source is much easier as the coupling
between the antenna and the body can be omitted and the source can be modelled by us-
ing, for example, simple plane-wave expansion, or by using a more general presentation
and Hyugen’s principle. Unfortunately, considering the far-field exposure is often not suffi-
cient, as from the dosimetric point of view the most challenging case is the inhomogeneous
near field exposure. In such cases, the proximity of the human body can affect the input
impedance of the antenna elements [49]. Because of this, the approach similar to that used
for equivalent low-frequency source is not feasible and one has to simulate the operation of
the antenna in more detail.
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In this thesis, the only high-frequency source is the small indoor base station antenna
studied in publication V. In that case the geometrical information of the antenna was not
available and the technical information sheet available from the manufacturer was insuffi-
cient for detailed dosimetric simulations. The antenna had two different radiating elements,
one for lower a frequency band and other for wide a higher frequency band. The operation
of the feed network of these elements was also unclear. However, in our case the change of
the feed impedance does not have as strong effect on the radiation properties as in the case
of an antenna group. The change in impedance affects the matching of the antenna and the
feed.

The equivalent model of the antenna in publication V was constructed using photographs
of the opened antenna and measurements of the physical dimensions by a slide gauge. The
original coaxial feed of the higher frequency band element was replaced with a voltage gap
located close to the estimated position of the maximum field intensity. As only the higher
frequency band was considered, the whole lower band element was simulated as a passive
metallic structure. In the FDTD simulation, the losses were not considered and the whole
structure was assumed to be perfectly conducting. The losses of the whole antenna struc-
ture, including the feed network and cables, were taken into account by a single loss factor
that connects the input and radiation power of the antenna. This factor was determined
from the antenna efficiency measurements. As seen in publication V, the used approach
gave very good results when compared to the measurements.
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5 Summary of Publications

I Numerical assessment of induced ELF currents in human head due to the battery

current of a digital mobile phone

The distribution of the pulsed magnetic field in the proximity of a GSM phone
is measured and a planar equivalent source of the battery current is constructed for
numerical simulation. The induced current inside the human cranium is computed
using two different numerical methods, FEM and FIT, and the results are compared
to each other and to the guidelines of ICNIRP. The induced currents were found to
be significantly lower than the restriction limits.

II Magnetic-field-induced ELF currents in a human body by the use of a GSM phone

A new equivalent model is constructed for the battery current problem due to
the shortcomings of the equivalent model in I. Additionally, a new solver capable of
computing solution to locally refined models is implemented. These developments
enable the solving of additional exposure scenarios with a considerably more
detailed model. A test for the orientation and position of the mobile phone is also
included and it is seen that the results are very distance sensitive. Nevertheless, the
currents are well below the restriction limits.

III Performance of convolutional PML absorbing boundary conditions in finite-

difference time-domain SAR calculations

The validity and performance of a convolutional PML absorbing boundary is
studied and the results are compared to recently published contradictory results
found in the literature. The performance of the CPML is compared to that of the
regular PML. It is demonstrated that with correctly selected parameters the CPML
performs better than the traditional PML in certain types of SAR computations and
the air layer between the PML boundary condition and the object can be made very
small.

IV The effect of finite-difference time-domain resolution and power-loss computation

method on SAR values in plane-wave exposure of Zubal phantom

The effect of model resolution is studied using two different versions of Zubal
phantom. A finer resolution model is constructed from the coarse one by dividing
each material voxel into eight new voxels with similar tissue in order to keep the
geometry of the models comparable. Also the different interpolation choices used
in the computation of the SAR values for each voxel are studied. Results show that
varying the resolution, averaging method and power loss computation method can
cause variation of tens of percents in the SAR values.

V Numerical specific absorption rate analysis and measurement of a small indoor

base station antenna
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A computational model of a simple indoor base station antenna is constructed.
The near field of the antenna is measured in free space and with a liquid flat
phantom. Also the efficiency of the antenna is measured for calibration of output
power levels between the measurements and simulation. The measurements and
simulations are compared to validate the numerical model. This validated model is
then used to determine the SAR values due to the exposure in very close proximity
to the antenna. The obtained results are compared to the limits and guidelines in
order to estimate the compliance of the antenna. For this antenna configuration the
equivalent power density gives conservative compliance distances.

VI Computational estimation of magnetically induced electric fields in a rotating head

In this theoretical study four different head models are used to study the motion-
induced fields due to rotational head movements in a static homogeneous magnetic
field. The results are in good agreement with recently published measurements
found in the literature. In addition, coarse estimates for field intensities near the
retina and inner ears are computed. The obtained result is compared to current
estimates on the threshold values for phosphenes. The results show that the 1 T s−1

change in magnetic flux density can induce an electric field of 50 mV m−1 near
retinas and 100 mV m−1 near vestibular organs.
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