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This Thesis is based on analytical and numerical calculations concerning strongly charged biomolecules. The study
concentrates on statistical properties of strongly charged biopolymers in the presence of neutralizing counterions and
reservoir salt ions, involving applications on deoxyribonucleic acid (DNA), which is a key molecule in human cells.
The Thesis starts from constructing a theory that explains the counter- and coion distributions around an arbitrary
strongly charged surface, and moves to applications involving statistical conformations of highly stretched DNA, and
dynamics of settling the DNA chain in the presence of a large amount of reservoir salt.

Studies on ion-distributions around a charged surface concentrate on finding a theoretical description in the limit where
electrostatic interactions between the ions and the charged surface are so strong that they dominate over the
translational entropy of the counter- and coions. In particular we explain how the added electrolyte or salt modifies the
ion distributions compared to the zero salt case, a topic which is highly relevant for bioapplications that take place
under physiological salt concentration.

Application on the DNA overstretching transition involvesthe evaluation of the response of the chain to a strong
external stretching force. Here we explain how the force needed to extend the chain depends on the added electrolyte
concentration. We concentrate on finding the conformation of the chain over the persistence length of DNA, and the
equation of state for DNA as a function of the stretching force.

Studies on dynamical properties of DNA concern the sedimentation velocity of a long DNA chain under physiological
salt conditions that it is typically described using the self-avoiding walk (SAW) model. Here we show that in the limit
of large polymer or Reynolds number, the chain goes through acrossover in its shape, transforming from slightly
perturbed SAW chain into an elongated configuration along the direction of sedimentation. We present a model that
couples the instant configuration in a non-linear way to the settling velocity of the chain. This way the scaling laws for
both the radius of gyration of the chain characterizing its size, and for the diffusion coefficient of the chain
characterizing its dynamics, are found to be in agreement with numerical simulations.
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Tämä väitöskirja perustuu voimakkaasti varattujen biomolekyylien teoreettiseen ja numeeriseen tutkimukseen.
Väitöstutkimus käsittelee biomolekyylien elektrostaattisia ominaisuuksia, perustuen kanonisten tasapainojakaumien
laskemiseen, ja sitä kautta biomolekyylien fysikaalistenominaisuuksien määrittämiseen. Erityisesti olemme
kiinnostuneita siitä, miten DNA:ta ympäröivien suolaionien konsentraatio vaikuttaa DNA:n tasapainotilaan.
Väitöskirjan ensimmäinen puolisko, eli Artikkelit I ja II käsittelevät varattuja biomolekyylejä ympäröivien ionien
tasapainojakauman laskemista niin sanotun vahvan elektrostaattisen kytkennän rajalla. Väitöskirjan jälkimmäinen
puolisko sen sijaan käsittelee DNA:ta koskevia sovelluksia, kuten DNA:n tilanyhtälöa ulkoisen venyttävän voiman
funktiona Artikkelissa III, sekä biopolymeerien kuten DNA:n sedimentaatiota suolaliuoksessa Artikkelissa IV.

Voimakkaasti varattujen molekyylien teoriassa olemme tutkineet sitä, miten ympäröivän nesteen suolakonsentraatio
vaikuttaa ionien jakaumaan tutkittavan varatun makromolekyylin ympärillä. Tutkimusaihe on hyvin kiinnostava
biologisen fysiikan sovelluksissa, joissa varatut biomolekyylit ovat fysiologisessa suolaliuoksessa.

DNA-molekyylin ylivenymätransitio puolestaan on kiinnostava esimerkiksi tutkittaessa DNA-transkriptiota. Tässä
tutkimuksessa olemme määrittäneet DNA:n tilanyhtälöä ulkoisen venyttävän voiman funktiona, ja
ylivenymätransitioon tarvittavaa voimaa ympäröivan suolaliuoksen funktiona. Merkittävin tulos kyseisessä työssäon
se, että suolariippuvuus saadaan yhteneväiseksi kokeellisten tulosten kanssa, ja se riippuu ainoastaan varausten
efektiivisestä etäisyydestä DNA-molekyyliä pitkin.

Polymeerien sedimentaatiota koskeva osa väitöskirjaa käsittelee biopolymeerien kuten DNA:n sedimentaationopeuden
ja sedimentaatiokonformaation riippuvuutta DNA:n koostaeli monomeerien lukumäärästä. Oletuksena teoriassa on se,
että tutkittava näyte sisältää riittävästi suolaa, jotta polymeerille voidaan käyttää ns. itseään välttelevän ketjun
approksimaatiota. Esittämämme teoria kytkee epälineaarisella tavalla polymeerin hetkellisen konformaation
vaikutuksen polymeerin sedimentaationopeuteen. Teorianennustamat skaalausargumentit polymeerin gyraatiosäteelle
ja diffuusiokertoimelle ovat sopusoinnussa simulaatiotulosten kanssa.
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1 Introduction

In this Thesis, we consider a topic that is very interesting in many daily applications, that

is electric charges. This belongs to the branch of science called electrostatics, which deals

with stationary or very slowly moving charges, and how it affects the physical properties

of various biomolecules we encounter in the human body [25].

Historically it has been known that some materials such as amber emit light particles after

rubbing. More familiarly, everyone of us knows that while rubbing dry hair with a comb,

individual strands of hair tend to rise up and straighten slightly. This is an example of

static electricity that is produced by the comb into the hair. By rubbing the hair one makes

electrons to move from the hair into the comb, leaving a surplus of positive charge carriers

into the hair. This creates a repulsive force between the positively charged strandes of hair,

causing them to move apart from each other by straightening and rising up. In the same

way, amber becomes negatively charged after rubbing.

Other familiar electrostatic phenomena include many simple examples such as the attrac-

tion of plastic wrap to one’s hand after one removes it from a package, the apparently

spontaneous explosion of grain silos, damage of electroniccomponents during manufac-

turing and the operation of photocopiers. More generally, electrostatic phenomena arise

from the forces that electric charges exert on each other, namely the Coulombic forces.

Even though electrostatically induced forces seem to be rather weak, the electrostatic

force between an electron and a proton that together make up the hydrogen atom, is about

40 orders of magnitude stronger than the gravitational force acting between them.

Yet another example from daily life is milk, which people in western countries drink

every day. Milk is an emulsion of water-based fluid and butterfat colloid, which carry an

electrical charge. Each fat globule in milk is surrounded bya membrane consisting of

phospholipids and proteins that keep the individual globules from joining together into
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large grains of butterfat and also protects the globules from the fat-digesting activity of

enzymes found in the fluid portion of milk. The largest structures in the fluid portion

of milk are casein protein micelles, which are aggregates ofseveral thousand protein

molecules bonded together by calcium phosphate. The outermost layer of these micelles

consists of strands of one type of protein, Kappa-casein, reaching out from the body of

the micelle into the surrounding fluid. These Kappa-casein molecules have a negative

electrical charge and therefore repel each other, keeping the micelles separated under

normal conditions and thus stabilizing this colloidal suspension in milk [44].

All the examples presented above demonstrate the phenomenon that most of scientist

consider as self-evident, namely that similarly charged objects repel each other, and op-

positely charged objects attract each other. Thus, it was a major surprise when in the year

1984 it was reported that two similarly charged plates attract each other set in contact

with calcium cholaride [19].

1.1 History of Electrostatic Attraction between Similarly Charged

Objects

Electrostatic attraction between similarly charged objects is a recently observed phe-

nomenom and was not measured before 1986 by Johan Marra in experiments between

two phosphatidylglycerols embedded into an aqueous solution containing calciumchlo-

ride,CaCl2 [43], and later by Kjellander et al. [27] between two chargedmica surfaces

again in the presence ofCaCl2.

In simulations this was observed already in 1984 by Gulbrandet al. [19] for two planar

surfaces. Much later it was observed by Grosberg-Jensen fortwo cylindrical rods [17]

and by Nordenskiold et al. between many cylindrical rods [41].
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These observations led to a huge activity in the field of theoretical physics, especially

paving way to the development of field theories to calculate higher order corrections

around the Poisson-Boltzmann equation (PB), which had beentraditionally used to cal-

culate ion distributions. In the PB-approach, it is assumedthat each ion interacts with

a mean-field potential created by all the other ions. At the same time, it was already

discovered how to calculate the statistics of ions interacting through Coulombic interac-

tion, i.e. the Coulomb gas. Lenard and Edwards were the first ones to show how the

grand-canonical partition function could be cast into a field-theoretic form, involving the

integration over a field-variable called the fluctuating electrostatic potential [13].

Almost thirty years after this, Podgornik and Zeks [57] werethe first ones to show that

the saddle-point of the field-theoretic formulation corresponds to the so-called Poisson-

Boltzmann (PB) equation, which describes the Poisson law with the Boltzmann distribu-

tion for the counter- and coions. Later, Podgornik developed a path-integral technique

such that it was possible to calculate loop-corrections around the saddle-point potential,

for the system of a one-dimensional Coulombic gas between two planar surfaces [55].

These corrections predict the onset of attraction between two planes, but the problem is

that the fluctuation part of the free energy dominates over the PB result in the regime of

attraction. This means that although qualitatively correct, the fluctuations around the PB

equation do not quantitatively explain either experimental or simulation data.

Finally, in 2000 Roland Netz [51] was able to show that the field theory for a counterion

only fluid interacting with a charged surface can be cast intoa dimensionless form, where

only a single parameter enters the problem: the so-called Strong Coupling (SC) param-

eter, corresponding to the strength of the electrostatic interaction between counterions

and the charged surface. Later, he showed explicitly that inthe limit where this coupling

parameter goes to zero, one recovers the PB theory, whereas in the opposite limit of an

infinitely large coupling parameter there is a novel theoretical regime to be called the SC

theory. The biggest difference between the PB and the SC theories is that the SC theory

describes the interaction between a single particle and themacrocharge, whereas PB de-
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scribes a single particle being in the average potential created by all the other ions and the

macrocharge.

Netz also calculated explicitly the electrostatic pressure between two infinite charged

walls, and showed that for a certain range of separations between the walls, the pressure

is negative, corresponding to aan attraction between the similarly charged walls. Later,

Naji et al. [50] showed that in the SC limit also two charged rods attract each other if the

linear charge density exceeds a certain threshold value.

In this Thesis, our purpose is to extend the SC-theory by Netz, which accounts for effects

due to counterions. We do this by introducing also electrolyte salt into the field-theoretic

grand-canonical partition function. This is done by addinga Debye-Hückel screening

factor into the field-theoretic propagator and subtractingit perturbatively using the virial

expansion. Implicitly, this means that the electrolyte salt is weakly coupled to the charged

surface, but the counterions are strongly coupled. In addition this also means that our

theory describes a system which has a moderate or large amount of added salt. Thus we

name the theory the Strong Coupling with Debye-Hückel theory (SC-DH).

1.2 Overview of Charged Biopolymers

A polymer is a large molecule, or macromolecule, comprised of repeating structural units

called monomers typically connected by chemical bonds. Well-known examples of poly-

mers include plastics and proteins. A very simple example ofa polymer is polypropylene,

whose repeating units are propane moleculesC3H8, which are bonded to each other via

covalent bonds between the carbon atoms.

Biopolymers, instead, are a class of polymers produced by living orgsnisms. Starch, pro-

teins and peptides, DNA and RNA are examples of biopolymers,in which the monomeric

units are sugars, amino acids, and nucleotides, respectively.
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The major difference between polymers and biopolymers can be found in their structures.

Biopolymers often have a well defined structure that typically consists of a hierarchy of

different substructures at various length scales. The exact chemical composition of the

repetitive units along a biomolecule is called the primary structure. The secondary and/or

tertiary structure determines the biological functions ofbiopolymers, which depend in

a complicated way on the primary structure. To the contrary,synthetic polymers have

usually much simpler and more random or stochastic structures.

In this Thesis, we consider perhaps the most famous of all biopolymers, deoxyribonucleic

acid, more familiarly known as DNA. DNA is a nucleic acid thatcontains the genetic

instructions used in the development and functioning of allknown living organisms and

some viruses. The main role of DNA molecules is the long-termstorage of information.

DNA is often compared to a recipe, or a code, since it containsthe instructions needed to

construct other components of cells, such as proteins. The DNA segments that carry this

genetic information are called genes, and other DNA sequences have structural purposes,

or are involved in regulating the use of this genetic information.

Physicochemically, DNA consists of two long polymers of units called nucleotides, with

backbones made of sugars and phosphate groups joined by ester bonds. Thus we call this

“normal” form of DNA a double stranded (ds) ds-DNA. Here the two single strands (ss)

run in opposite directions to each other and are therefore anti-parallel. Attached to each

sugar in the strand is one of four types of molecules called bases. The two strands are

attached to each other through hydrogen bonds between baseson opposite strands. It is

usually argued [6] that DNA adopts the double helical conformation mainly due to the

hydrophobicity of the bases. The bases want to stay away fromwater, and in equilibrium

at a distance of3.3Å away from each other. To the contrary, the phosphates are separated

by a distance of6Å along the nucleotide. The only conformation to obey both constraints

is the double-helix.

DNA looks very different when considered at different length scales. DNA is usually
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called a stiff polymer, since the persistence length below which the monomers can be

thought to be correlated is very large, being around50 nm for B-DNA. However, at

somewhat larger scales the secondary structure of DNA showsup, and the molecule

starts to bend to form what is called a Gaussian chain in polymer physics, composing

of loose strands of larger units, having length equal to one persistence length. The per-

sistence length strongly depends on the electrostatic interaction between the phosphate

groups, and this repulsive interaction is responsible for the very stiff primary structure

of DNA. However, at length scales way above the persistence length, one can think that

the Coulombic interaction is screened out, and the different parts of the chain become

uncorrelated. The screening is mainly caused by the physiological concentration of elec-

trolyte salt that is inside the cell. Thus, the secondary structure results mainly from the

competition between the elastic bending energy of the DNA backbone and the chemical

bonding between these larger units of DNA.

In this Thesis, we consider DNA in both above mentioned length scales. In Sec. 3 we

focus on finding the force-extension relation for DNA that isstretched from one end. We

use the elasticity theory of Podgornik et al. [56] and combine it with an ad hoc model

for base pair bonding proposed by Ahsan et al. [1]. Later we fitthe experimental data by

Wenner et al. [70] to our theoretical force-extension relation to find the salt-dependence

of different parameters. Based on this we suggest that our hybrid model describes the

salt dependence of the overstretching force, and also the equation of state of DNA at

least for two orders of magnitude of the external force. Later, in Sec. 4, we study the

sedimentation of a long DNA chain, exceeding the persistence length by a factor of100,

and suggest how the sedimentation velocity, diffusion coefficient and the shape of DNA

depend on its length. In both applications, the electrolytesalt plays a significant role, and

the main purpose of this Thesis is to develop a theoretical framework to model the effect

of salt on the physical properties of the DNA chain under consideration.
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2 Electrostatics of Counterions and Coions

around Planar Charged Wall

Electrostatic interactions play a key role in controlling the structure and phase behav-

ior of macroions in aqueous solutions. Examples of biologically relevant macroions are

charged biomembranes, stiff polyelectrolytes such as DNA and RNA, or charged colloidal

particles. Water solubility of these macroions arises as a consequence of translational en-

tropy of weakly bound counter-ions. Instead of sitting exactly on the charged surface, the

counterions want to escape some distance away from the charged ion. In order to under-

stand the behavior of systems composed of charged molecules, one has to understand the

counterion and coion distributions associated with each ofthese charged objects.

The traditional approach towards charged systems has been the Poisson-Boltzmann (PB)

approximation, in which the Coulombic interaction betweenthe ions is handled on the

mean-field or saddle-point level [40]. This approximation becomes valid in the weak-

coupling limit that corresponds to a low surface charge density, low valence of counteri-

ons, or high temperature. The common feature for all of thesephysical factors is that they

make the counterion translational entropy to increase, making counterions willing to es-

cape from the charged objects. In the PB theory one can take advantage of the long-range

nature of the Coulombic potential, because one charged particle or ion interacts with

many surrounding particles at the same time, and the mean-field approach works pretty

well and even gives results that are in agreement with experimental and simulation results

[40, 51]. However, in many situations the PB approximation breaks down; this happens

in the case of multivalent counterions, low temperatures, and for highly charged surfaces.

There has been a number of attempts to calculate correctionsto the PB theory; correlated

density fluctuations around the mean-field distribution, and additional non-electrostatic

interactions due to the finite size of the particles [5, 28, 52, 57].
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These corrections become especially important for the interaction between similarly charged

macroscopic objects. It has been known for more than twenty years from experiments that

highly charged planar walls attract each other in the presence of multivalent counterions.

This electrostatic attraction may have many practical consequences; for example the re-

striction of the swelling of calcium clay particles [28], reduced water uptake of charged

lamellar membrane systems [71], it has also been observed with surface force apparatus

[26], and recently between DNA molecules by using simulation methods [11]. This phe-

nomenon has been tried to explain with different kind of approximate theories described

above, but with a consequence that they are valid only for asymptotic distances from the

walls.

An alternative approach was discovered by Rouzina and Bloomfield, Shklovskii and

coworkers, and later by Moreira and Netz [48, 49, 51, 62]. This led to a development

of a new theory, called the Strong Coupling (SC) theory, which becomes exact in the

limit of high surface charge, multivalent counterions, or low temperature. Clearly this is

the opposite to the PB limit, and thus these two theories asymptotically embrace all pos-

sible scenarios, at least for temperatures well above zero,which is biologically relevant.

SC is based on the idea that counterions at strongly charged surfaces form an effective

two-dimensional layer. Thus we can loosely talk about counterion condensation in the SC

theory [42]. Mathematically, the SC theory is a standard virial expansion in terms of the

Mayer functions and single particle densities. The SC theory is essentially a one particle

theory, since it assumes that theinteraction between ions and the macroiondominates

completely over the ion-ion interactions, thus giving the largest contribution to the par-

tition function and ion densities. In the SC theory attraction between similarly charged

objects arises naturally and self-consistently with well-controlled limits to predict the

range of validity of the theory.

In addition to counterions, in a biological environment onealso encounters other ion types

involved in the equilibration process, namely reservoir salt ions. If the reservoir salt con-

centrations are small compared to real counterion concentration close to charged objects,
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one may think that the zero-salt (PB or SC) theories may applywell [40, 51]. However,

in biological conditions inside the cell this reservoir salt concentration is typically of the

order [Na+] = 100 mM, which corresponds to a relatively small separation between

the nearest salt ions. When the salt ion concentration starts to be of the same order as

the counterion concentration around the charged object, one may expect to find different

equilibrium behavior for the system [62]. Mathematically,this corresponds to a fact that

the Coulombic interaction is screened out and we are led backto the PB or Debye-Hückel

(DH) regimes.

In the existing literature, there is no consistent formulation for the partition function of

counterions around a macroscopic charged object in the SC limit with bulk salt included.

Thus, we want to extend the electrostatics formalism to consistently take into account

bulk salt effects. The main results are presented in a general form in Sec. 2.1, where we

present the leading order results derived in Article I of this Thesis, and the next-leading

corrections to the ion densities considered in Article II. It turns out that especially the first

order densities contain very rich physics that shows up in the number of different length

scales pertinent to the theory.

Before we formulate the theoretical model in a general form,we want to introduce the

relevant length scales and parameters in the problem, and show by scaling arguments what

should be expected from the mathematical formalism. The most important length scale in

the problem of counterions and charged macroscopic object is theGouy-Chapman(GC)

length, defined as

µ = 1/2πqcσslB ∝ qcT/σ, (2.1)

whereqc is the counterion valence,σs is the surface charge density andlB = e2/4πǫkBT

is the Bjerrum length, which measures the distance at which two unit charges interact with

thermal energy; in waterlB ≃ 0.71 nm at room temperature. Heree is the unit charge,

ǫ is the dielectric constant,T is temperature, andkB is the Boltzmann factor. The GC

length measures the distance from the charged surface at which the electrostatic potential

energy of an ion interacting with the surface reaches the thermal energykBT . In terms of
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physics, this length scale measures the average distance ofions from the charged object.

Later, in defining the whole field-theoretic formulation forthe problem, it turns out that

we can expand the partition function around the dimensionless parameter that is defined

in terms of the the GC length and the Bjerrum length as

Ξ = 2πq3
c l

2
Bσs ∝ q3

cσ/T
2, (2.2)

which we call the Strong Coupling parameter, in the spirit ofthe SC theory á la Netz [51].

A third very important length scale, which can be related to the two previous ones, is

the lateral distance between the charges on the charged object, which corresponds to the

surface charge density of the object. It is defined by thinking that due to electroneutrality

one ion on average occupies a circle of radiusa⊥ as

πa2
⊥ = qc/σs, (2.3)

which leads to

a⊥ =
√

(qc/πσs) =
√

2Ξµ, (2.4)

and is independent of temperature, thus allowing to approach the zero temperature limit

[67]. This lateral distance is important, because in the SC regime we can express the

concentration of the two-dimensional counterion layer as [62]

ns =
σs

qcµ
=

1

πa2
⊥µ

. (2.5)

The concentration of this type of strongly correlated diffuse counterion layer should be

independent of the bulk ion concentration, as long as the ionic strength

I =
1

2

∑

i

Λiq
2
i , (2.6)

is significantly less thanns, i.e. I ≪ ns. HereΛi and qi are the concentrations and

valences of different ion types. This clearly means that counterion concentration on the

surface should be much larger than the reservoir salt concentration.
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Furthermore, we introduce a very important length-scale describing the range of the elec-

trostatic interaction, namely theDebye screening lengthdefined as

l−2
DH ≡ κ2 = 8πlBI. (2.7)

It has a clear physical meaning, since it measures the distance at which the Coulomb inter-

action becomes screened by the surrounding ions. Now we can easily see the connection

between the Debye length and the criterionI ≪ ns, since this can be written as

κµ≪ 1. (2.8)

It was shown in Article I of the Thesis that the parameterκµ together withΞ completely

determines the zeroth order ion densities.

In Article II we extend our goal to calculate also the first order ion densities that explicitly

take into account the ion-ion interactions through the Mayer functions. This means that

oppositely charged particles attract each other, and want to stick to as close to each other

as possible. Formally, we end up with infinite interaction terms, unless we set a hardcore

interaction potential between all the particles. There aremany ways of doing that such

as using Lennard-Jones forces etc., but here we follow the simplest route by handling

the short range forces by delta-functions. This means that all the interaction integrals are

restricted from below by a hardcore radiusa that should correspond to the experimentally

measured value of the ion radius of the ion type under consideration. Thus, we get an

extra parameter, which enters as a combination of ion diameter2a, valences of oppositely

charged ions, hereq− andqc (being typically larger thanq+) and the Bjerrum length, and

due to Mayer function expansion always enters as an exponential of the combination

qcq−lB
2a

. (2.9)

Its contribution to ion-densities becomes the more important the smaller the numerical

value of ion radius is, implying ion pairing into the so-called Bjerrum pairs.

Later, in Sec. 2.1 we present the results of the derivations done in Articles I and II. We

evaluate the ion densities around an arbitrary macroscopiccharged object interacting
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with its counterions and with an arbitrary concentration ofbulk salt that is electroneu-

tral by itself. We calculate the ion densities in the theoretically cumbersome regime

Ξ ≫ 1, κµ ≥ 0 in the phase diagram of the system. This regime also containsthe

phase lineκµ = Ξ1/2, corresponding to the transition from the strong coupling regime to

the weak coupling, or DH-regime. We call the novel regime in the phase diagram between

the zero-salt SC and DH aStrong Coupling with Weak Debye-Hückel(SC-DH) regime,

which corresponds toΞ ≫ 1 and2a/q2
c lB ≪ κµ ≪ Ξ1/2. Mathematically, this formula-

tion corresponds to a standard virial approximation, meaning that all ion concentrations

are small. From this regime one can interpolate to the limitκµ → ∞ by re-expanding

the Mayer functions in terms of the Debye-Hückel potential.This is shown for the case

of one infinite plate in Sec. 2.1.2. However, we will also showthat in the zero salt limit

all the higher order densites contain terms being equally large in magnitude as the zeroth

order density. This means that the novel SC-DH theory works only in the presence of a

moderate or large concentration of excess salt.

Later in Sec. 2.1, we explicitly obtain results for the case of a macroscopic charged body

being one infinite wall. We calculate the ion densities to zeroth order and to first order

in ion fugacitiesΛα. This way we obtain criteria for the validity of the results also as a

function of the distance from the walls, and see that it is notself-evident to talk about

different parameter regimes per se, but that one also sees different kind of physics for

different distances from the wall.

Finally, Sec. 2.2 summarizes all the key points studied in Articles I and II. In the very

end, we discuss possible applications of our formalism to study the interaction between

DNA type of biopolymers.
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2.1 Field Theory for Co- and Counterions Around Infinite Char ged

Wall

We start by constructing the partition function for a systemof NC positively charged

counterions of valenceqC in a vicinity of a continuous charged macroscopic object of

surface charge distribution−σ(r). These are surrounded by an external salt bath, which

is composed ofN+ positively charged ions of valenceq+ andN− negatively charged ions

of valenceq−, both interacting with the macroscopic body and its counterions. The idea in

this derivation is thatNC counterions exactly neutralize the macroscopic charge, whereas

the remainingN+ positive ions andN− negative ions form an electroneutral screening

medium such thatq+N+ = q−N−. All the ions and the macroscopic charged object

interact via the Coulomb potentialvc(r) = lB/|r|. The grand-canonical partition function

Q for this system can be cast into a field-theoretic form, as wasshown in Articles I and II

of this Thesis, and it can be written with the help of the field variableφ, corresponding to

a fluctuating electrostatic field as

Q ≡
∫ Dφ

ZDH
e−H̃[φ], (2.10)

where the Hamiltonian is

H[φ] =
1

2

∫

drdr′φ(r)v−1
DH(r − r′)φ(r′) − i

qc
2π

∫

drφ(r)σ(r) − Λc

2π

∫

dre−iqcφ(r)+ 1
2
q2
cvDH(0)

− Λ+

2π

∫

dr

[

e−iq+φ(r)+ 1
2
vDH(0) +

1

2
q2
+φ(r)2 − 1

2
q2
+vDH(0)

]

− Λ−

2π

∫

dr

[

e+iq−φ(r)+ 1
2
vDH(0) +

1

2
q2
−φ(r)2 − 1

2
q2
−vDH(0)

]

,

(2.11)

and the DH propagator is given by

v−1
DH(r − r′) =

1

4πlB
[−∇2 + κ2]δ(r − r′), (2.12)

having a well-known free space inverse of

vDH(r) =
lB
|r|e

−κ|r|. (2.13)
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Here, we explicitly add the screening into the Coulombic propagator, and later subtract

it perturbatively by using the virial expansion. This worksas long as theφ2 terms in the

exponential are small compared to unity, allowing the expansion of the exponential ofφ2.

Later, after carrying out the virial expansion in terms of all ion densities, one cannot force

κ → 0 anymore. Otherwise, it would happen that the expandedφ2-terms would become

more and more important to the higher orders in ion densities. Thus, we expect that the

virial expansion introduced here works properly only in thelimit of a large concentration

of excess salt.

The main result of Article II are the grand-canonical densities of all ion types in the SC

limit Ξ → ∞, corresponding to the virial expansion with respect to all ion-species. For

the counterions one obtains the following density [61]

ρc(r1) = Λ0
ce

u(r1) +
{

Λ1
ce

u(r1)

−(Λ0
c)

2

∫

dr2e
−qcu(r1)−qcu(r2)

[

1 − e−q2
cvDH(r1−r2)

]

−Λ0
cΛ

0
−

∫

dr2e
−qcu(r1)+q−u(r2)

[

1 − e+qcq−vDH(r1−r2)
]

−Λ0
cΛ

0
+

∫

dr2e
−qcu(r1)−q+u(r2)

[

1 − e−qcq+vDH(r1−r2)
]

− κ2

8πlB
Λ0

c

∫

dr2e
∓q±u(r1)[+qcvDH(r1 − r2) − u(r2)]

2

}

+ O
(

Λ3
α

)

≡ ρ0
c(r1) + ρ1

c(r1) + O
(

ρ2
α

)

,

(2.14)

and for the negative and positive salt ions we find

ρ±(r1) = Λ0
±e

∓q±u(r1) +
{

Λ1
±e

∓q±u(r1)

−(Λ0
±)2

∫

dr2e
∓q±u(r1)±q∓u(r2)

[

1 − e−q2
±vDH(r1−r2)

]

+
1

2
q2
±[±q±vDH(r1 − r2) − u(r2)]

2

−Λ0
±Λ0

c

∫

dr2e
∓q±u(r1)−qcu(r2)

[

1 − e∓qcq±vDH(r1−r2)
]

−Λ0
±Λ0

∓

∫

dr2e
∓q±u(r1)±q∓u(r2)

[

1 − e+q±q∓vDH(r1−r2)
]

− κ2

8πlB
Λ±

∫

dr1e
∓q±u(r1)[±q±vDH(r1 − r2) − u(r2)]

2

}

+ O
(

Λ3
α

)

≡ ρ0
c(r1) + ρ1

c(r2) + O
(

ρ2
α

)

.

(2.15)
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Here the single particle interaction energy with the charged surface plays a dominant role

in determining the ion densities, and is given by

u(r) =
1

2π

∫

dr′σ(r′)[vDH(r′) − vDH(r − r′)], (2.16)

whereΛα andqα stand for the fugacities and valences of all ion types.

The ion fugacitiesΛα are determined in the grand canonical ensemble by requiringthat

the integral of the total charge density over the domain of ions equals the total charge of

the surface of the macroion. The normalization is made orderby order in ion densities as
∫

dr
(

qcρ
0
c(r) + q+ρ

0
+(r) − q−ρ

0
−(r)

)

=

∫

drσ(r);
∫

dr(qcρ
k
c (r) + q+ρ

k
+(r) − q−ρ

k
−(r)) = 0, (2.17)

where each one of the equations actually contains two parts,namely an infinite bulk part

and a finite normalizable part. This is a consequence of the fact that in the presence of

screening, none of the ion-densities drop to zero infinitelyfar away from the charged

macroion, but instead approach a finite bulk concentration.In other words, all the ions

have a finite probability of getting into the bulk. This meansthat we have now three

unknown variables{Λk
c ,Λ

k
+,Λ

k
−} to all orders in densities, such that on top of Eqs. (2.17),

one also has to expand Eqs. (2.6) and (2.7) to all orders as

8πlB(q2
+Λ0

+ + q2
−Λ0

−) = κ2,

q2
+Λk

+ + q2
−Λk

− = 0, k > 1. (2.18)

Eqs. (2.17) and (2.18) uniquely determine the fugacities ofall ion types to any order, and

we will use them in what follows for an infinite charged plate.

2.1.1 Zeroth Order Densities

Let us consider the zeroth order ion densities for the case ofa charged plane, located at

z = 0, which is impenetrable for the counterions and thus restricts all mobile ions to the
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Figure 2.1: An infinite charged plate interacting with ions: (a) For bulk salt concetration
much smaller thanns, the distance between the salt ionsas = n

−1/3
s is much larger than

the Gouy-Chapman length. In this regime we can consider saltas a small perturbation
around the pure SC results [51]. b) When salt ion concentration starts to be of the same
magnitude as counterion concentration, the salt ions penetrate between counterions and
charged surface, validating the Debye screening picture [60].

positive half spacez > 0. The charge distribution is given by the Dirac delta function

σ(r) = σsδ(z), whereσs is the two-dimensional surface charge density. The rescaled

single-particle interaction energy created by one chargedwall, defined in Eq. (2.16), is

given by

u(z) =
1

qcκµ
[1 − e−κz], (2.19)

and reduces correctly toκ→ 0 studied in [51] .

The zeroth order counterion density can be calculated from Eq. (2.14) and Eq. (2.17) as

ρ0
c(z) = Λ0

ce
−[1−e−κz ]/κµ; (2.20)

and for salt ions

ρ0
±(z) = Λ0

±e
∓q±[1−e−κz ]/qcκµ. (2.21)

The normalization condition for the ion distributions reads as
∫

dz[ρ0
c(z) + ρ0

+(z) − ρ0
−(z)] =

∫

dzσ(z) = σs. (2.22)

Next we expand the fugacities according to

Λα = Λ0
α + Λ1

α + O(Λ2
α), (2.23)
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and insert this to the normalization condition Eq. (2.22). Here we also rescale all the

fugacities byqcσs/µ, such that they become dimensionless. After a little bit of algebra

we find the rescaled counterion fugacity

qcΛ
0
c

σs/µ
= κµe1/κµ

{

2[q+e
(q++q−)/(qcκµ) + q−] − qcκµe

q−/(qcκµ)(f [q+/(qcκµ)] − f [−q−/(qcκµ)])
}

:

{

2f [1/(κµ)](q− + q+e
(q++q−)/(qcκµ)) + f [q+/(qcκµ)] − f [−q−/(qcκµ)]

}

κµ→0−−−→ 1 − κµ− (
1

2

q2
c

q2
+

− 1)(κµ)2.

(2.24)

The salt ion fugacities expressed with the help of this are

qcΛ
0
+

σs/µ
=[0.5qc(κµ)2 − q−e

−(q++q−)/(qcκµ)Λ0
c ] :

[q+ + q−e
−(q++q−)/(qcκµ)]

κµ→0−−−→ 1

2

q2
c

q2
+

(κµ)2;

(2.25)

qcΛ
0
−

σs/µ
= e−q−/(qcκµ)[e−q+/(qcκµ)Λ0

+ + e−1/(κµ)Λ0
c ]

κµ→0−−−→ q+
q−

1

2

q2
c

q2
+

(κµ)2e−(q++q−)/(qcκµ),

(2.26)

where we have defined an auxiliary function

f [x] = Ei[x] − γ − log [|x|]. (2.27)

Here we have used the standard “Mathematica” names for special functions, andγ is the

Euler gamma given byγ = 0.57.... The final limiting form arises in the limitκµ → 0,

which we are especially interested in. This leads to the finalexpression for the zeroth

order density as

ρ0
c(z) =

κµ

Ei[1/κµ] − γ + log (κµ)
exp−(1 − e−κz)/κµ

κµ→0−−−→ e−z/µ[1 − κµ(1 − 1

2
[
z

µ
]2)].

(2.28)

First of all, this demonstrates that against our expectations, the zeroth order density of our

theory agrees exactly with the zero salt SC theory á la Netz, and is given by

ρ0
c(z)

κµ→0−−−→ e−z/µ. (2.29)
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Furthermore, Eq. (2.28) indicates that the density is reduced close to the wall compared

to the zero salt case of Netz. This means that counterions aremore spread out to the

surrounding space in the presence of salt.

However, as was already mentioned at the beginning of Sec. 2.1, in this artificial zero-

salt limit all the higher orders will contain terms that are increasingly important, thus

invalidating the virial expansion. We will show in Sec. 2.1.2 that this comes out already

to first order in ion densities.

The next-leading corrections to ion densities can in principle be evaluated from Eqs.

(2.14) and (2.15). The final expressions are so complicated that we have to resort to

further approximations in order to get an analytical solution.

2.1.2 First Order Densities

First order densities cannot be evaluated in a closed form and thus one needs to resort to

further approximations. Before introducing these, let’s calculate exactly the interaction

integral between the DH salt and the ion densities, i.e.

IDH(qα, z) =

∫

dr′[±qαvDH(r − r′) − u(r2)]
2

= 2π
q2
αl

2
B

2κ
(e−2κz − 2κz1Γ[0, 2κz])

∓ 2π
qαlB
qcκ2µ

(ze−κz − e−κz/2κ)

κµ→0−−−→ 2π

[

q2
αl

2
B

2κ
∓ qαlB
qcκ2µ

[
3

2
z − 1

2κ
]

]

,

(2.30)

whereΓ[0, x] is the incomplete gamma function of zeroth order. This has a smooth limit

to the zero salt case if we renormalize the last term ofIDH(qα, z) by subtracting its value

at z = 0 from it. This can be done by including these constant terms into first order

fugacities, to be determined later from Eqs. (2.17) and (2.18). Thus, we can write the
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interaction integral between the DH salt and ion densities as

IDH(qα, z) =

∫

dr′[±qαvDH(r− r′) − u(r2)]

= 2π
q2
αl

2
B

2κ
(e−2κz − 2κzΓ[0, 2κz])

∓ 2π
qαlB
qcκ2µ

(ze−κz + (1 − e−κz)/2κ).

(2.31)

After this, one can easily solve the bulk part of the normalization integral Eq. (2.17) by

noticing that the Mayer functions1 − e−qαqβvDH(r) vanish exponentially fast at|r2| → ∞
and do not have any contribution to bulk values. Thus, the first-order bulk neutrality reads

as

qcρ
0
c(∞)[Λ1

c/Λ
0
c +

1

8κµ
] + q+ρ

0
+(∞)[Λ1

+/Λ
0
+ +

q+
8qcκµ

]

= q−ρ
0
−(∞)[Λ1

−/Λ
0
− − q−

8qcκµ
].

(2.32)

This combined with Eq. (2.17) gives a finite solution for{Λc,Λ+,Λ−} for all values of

κµ.

In what follows, we present three cases where the ion-ion interaction term described by

the Mayer functions can be calculated approximately. Firstone of them is the artificial

limit κµ→ 0, which we do not expect to give the right zero salt SC limit [51]. The second

one of them is the regime where our theory becomes valid, and the third one is the excess

salt limit where all the interactions are screened completely.

(i) Artificial zero salt limit

In the extremely small salt concentration limit, one can usethe following strategy. We

assume that the Debye screening lengthκ−1 is the largest length scale, and evaluate the

integrals over the Mayer function in Eqs. (2.14) and (2.15) only up toκ−1. This allows

one to expand the single-particle interaction as

u(z)
κµ→0−−−→ z

qcµ
, (2.33)
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and the two-particle interaction in the Mayer function can be treated as a Coulombic

interaction, i.e. vDH(r)
κµ→0−−−→ vc(r). After these approximations the density-density

interaction terms in Eqs. (2.14) and (2.15) read as

Iα,β(z) ≡ Λ0
α

∫

dr′e±qαu(z′)
[

1 − e+qcq−vDH(r−r′)
]

κµ→0−−−→ Λ0
α

∫

dr′e±qαu(z′)
[

1 − e+qcq−vc(r−r′)
]

Ξ→∞−−−→ q2
c

q2
α

Λ0
α

Ξ
e∓qαz/(qcµ)

×
{

±[z3e±
qαz
qcµ

+qαqβlB/z − (2a)3e±
qα2a
qcµ

+qαqβlB/2a]|z≥2a

∓[(κ−1)3e∓
qα

qcκµ
+qαqβκlB − (2a)3e∓

qα2a
qcµ

+qαqβlB/2a]
}

+ Λ0
αe

∓qαz/(qcµ)

{

±1

2
Λ0

α

(

2 +
qαz

qcµ
[∓2 + qαz/(qcµ)]

)

∓e∓(qαz/(qcµ)+κ−1)/µ

(

2 +
qα
qcκµ

[±2 + qα/(qcκµ)]

)}

≡ q2
c

q2
α

Λ0
α

Ξ
e∓qαz/(qcµ) [±g±(±z,±2a, qα, qβ)

∓g±(∓κ−1,∓2a, qα, qβ) + sα(z)
]

.

(2.34)

Here the second limit actually holds only ifqcµ is smaller than the ion diameter2a. Here

we have also defined the auxiliary functions

g±(z, 2a, qα, qβ) = z3e±qαz1/(qcµ)±qαqβlB/z1

− (2a)3e±qα2a/(qcµ)±qαqβlB/2a,
(2.35)

and

sα(z) =
1

2
{±(2 +

qαz1
qcµ

[∓2 + qαz1/(qcµ)])

∓ e∓(qαz1/(qcµ)+κ−1)/µ(2 +
qα
qcκµ

[±2 + qα/(qcκµ)])}.
(2.36)

In Eq. (2.34) the first term describes the density at thesecond layerbehind the condensed

layer of counterions close to the surface. On the other hand,the second term makes a

small contribution to ion densities in thefirst layer, being however smaller than the first

term in accord with the SC theory.
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Furthermore, the Debye-Hückel salt interaction with ion densities is given by Eq. (2.31),

and gives a contributionκ2/(8πlB)IDH(qα, z) → ∓3qαz
8µ

to ion densities in theκµ → 0

limit, which is not small compared to the zeroth order density, but actually of the same

order. Once again, this confirms that SC-DH theory does not give right predictions in the

zero salt limit.

With the help of the previous expressions we can evaluate thelimiting form of the first

order counterion density as

ρ1
c(z) = ρ0

c(z)

×
{

Λ1
c/Λ

0
c + 2πΛ0

cµ
3e−z/µ

[

g−(+z, 2a, qc, qc) − g−(−κ−1,−2a, qc, qc)
]

+2π
q2
c

q2
+

Λ0
+µ

3e−q+z/(qcµ)
[

g−(+z, 2a, q+, qc) − g−(−κ−1,−2a, q+, qc)
]

+2π
q2
c

q2
−

Λ0
−µ

3e+q−z/(qcµ)
[

g+(−z,−2a, q−, qc) − g−(κ−1, 2a, q−, qc)
]

+sc(z) + s+(z) + s−(z) − κ2

8πlB
IDH(qc, z)

}

,

(2.37)

where the first-order fugacity is determined later by normalization. Salt ion densities are

determined similarly as

ρ1
+(z) = ρ0

+(z)

×
{

Λ1
+/Λ

0
+ + 2πΛ0

ce
−z/µ

[

g−(+z, 2a, qc, q+) − g−(−κ−1,−2a, qc, q+)
]

2π
q2
c

q2
+

Λ0
+e

−q+z/(qcµ)
[

g−(+z, 2a, q+, q+) − g−(−κ−1,−2a, q+, q+)
]

2π
q2
c

q2
−

Λ0
−e

+q−z/(qcµ)
[

g+(−z,−2a, q−, q+) − g−(κ−1, 2a, q−, q+)
]

+sc(z) + s+(z) + s−(z) − κ2

8πlB
IDH(q+, z)

}

,

(2.38)
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and

ρ1
−(z) = ρ0

−(z)

×
{

Λ1
−/Λ

0
− + 2πΛ0

ce
−z/µ

[

g+(+z, 2a, qc, q−) − g+(−κ−1,−2a, qc, q−)
]

2π
q2
c

q2
+

Λ0
+e

−q+z/(qcµ)
[

g+(+z, 2a, q+, q−) − g+(−κ−1,−2a, q+, q−)
]

2π
q2
c

q2
−

Λ0
−e

+q−z/(qcµ)
[

g+(−z,−2a, q−, q−) − g−(κ−1, 2a, q−, q−)
]

+sc(z) + s+(z) + s−(z) − κ2

8πlB
IDH(q−, z)

}

.

(2.39)

From Eqs. (2.37), (2.38) and (2.39) we can extract theκµ→ 0 result by counting only the

smallest powers ofκµ. This way all the ion-ion interaction terms become small compared

to entropic contributions, and we find for the counterions the zero-salt limit as

ρ1
c(z)

κµ→0−−−→ρ0
c(z)

[

Λ1
c

Λ0
c

+
3z/µ

8
+

1

2Ξ
([
z

µ
]2 − 2

z

µ
)

+
q2
c

2q+q3
−

κ2

lB
[(2a)3e+q−(z−2a)/(qcκµ)+q−qclB/(2a) − z3e+q−qclB/z]

− q2
c

2q+q
3
−

1

κlB
e+

q−
qcκµ

(1+κz)+q−qcκlB ]

]

*−→
[

Λ1
c +

3z/µ

8
+

1

2Ξ
([
z

µ
]2 − 2

z

µ
)

]

.

(2.40)

Here one needs to notice that the negative ion interaction with the counterions in the

second limit (*) is small only if the exponential of the following expression satisfies

qcq−
lB
z

− (q+ + q−)

qcκµ
≪ 0, (2.41)

and becausez ≥ 2a in the interaction terms, this translates into

2ã

Ξ
>

q−
(q+ + q−)

κµ ∝ κµ, (2.42)

which was also mentioned in Eq. (19) of Ref. [60]. This means that one cannot talk about

the ion radius and salt separately, but they are intimately coupled such that one cannot

reducea to zero without removing all the salt. However, the oppositecan be done, i.e.,

salt can be removed such that we get zero salt in the presence of a finite ion size.
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In a similar way we obtain the zero-salt first order positive ion density as

ρ1
+(z)

κµ→0−−−→ρ0
+(z)

[

Λ1
+/Λ

0
+ +

3q+z/µ

8qc
+

1

2Ξ
([
z

µ
]2 − 2

z

µ
)

]

, (2.43)

and for the negative ion density

ρ1
−(z)

κµ→0−−−→ρ0
−(z)

[

Λ1
−/Λ

0
− − 3q+z/µ

8qc
+

1

2Ξ
([
z

µ
]2 − 2

z

µ
)

]

. (2.44)

By requiring that the integral of the limiting counterion distribution Eq. (2.40) vanishes,

one can solve thatΛ1
c = −3/8 in the exactκµ = 0 limit, so that the density itself

approaches

ρc(z)
κµ→0−−−→ [

3

8
(z/µ− 1) +

1

2Ξ
([
z

µ
]2 − 2

z

µ
)]e−z/µ. (2.45)

Here it is worth to emphasize that our formalism does not reproduce the same first-order

correction to counterion density as the original SC formalism [51]. On top of the correc-

tion term 1
2Ξ

([ z
µ
]2 − 2 z

µ
) we obtain a contribution arising from theφ2-term, describing the

interaction betweenartificial DH salt and wall. This does not mean that our theory would

be in contradiction with that of Netz, but instead our theorydoes not correctly describe the

κµ = 0 limit, because we have already assumed in the derivation that bulk salt is weakly

coupled, as was explained in the beginning of Sec. 2.1. Settingκµ → 0 would force the

bulk salt to be strongly coupled, and that is in contradiction with the assumptions.

Moreover, this DH salt term arising in this artificial limit of κµ → 0 is not perturbative

in 1/Ξ, but is of the same order as the zeroth order result, giving the most significant

contribution to first order ion densities. By comparing Eq. (2.45) to the leading order

counterion density Eq. (2.29), we get a criterion for the validity of this expansion

z/µ≪ 11

3
, (2.46)

being much more restrictive than the criterion predicted bythe SC theory, i.e.,z/µ ≪
Ξ1/2.
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From the final density expressions it is also seen that the contribution arising from the

DH interaction decreases the positive ion densities close to the wall compared to the zero

salt case, but increases the negative ion density. The decrease is strongest for multivalent

positive ions, typically the counterions with valenceqc much larger than the valence of

salt ions. This means that we do not get overcharging in the artificial limit of κµ → 0,

but instead more negative ions close to the wall as compared to zeroth order densities.

The validity of the first order expansion for finite but smallκµ is obtained by comparing

the next-leading ion densities to the leading order one, i.e.

|ρ1
α| ≪ |ρ0

α|, (2.47)

which translates such that what is inside the curly bracketsin Eqs. (2.37), (2.38) and

(2.39), needs to be much smaller than unity. Because of the complexity of the equations,

we only compare the lowest-order terms inκµ from Eqs. (2.37), (2.38) and (2.39) to the

leading-order densities Eqs. (2.20) and (2.21).

In the limit Ξ → ∞ to the first order inκµ, we get

ρ1
c(z) =

1

Ξ
e−z/µ{(1

2
z2−z/µ)−κµ([

z

µ
]2+z/µ+1)}+

3qαΞ

8qc
(z/µ−1)+O([κµ]2). (2.48)

This shows once more that in the artificial limitκµ → 0, we do not get exactly the zero-

salt results of Netz to the first order, but instead we have a large correction term arising

from ion correlations between reservoir counterions and wall, being of the same order of

magnitude inΞ as the zeroth order density. In addition, Eq. (2.48) shows that the meaning

of ion-ion correlations is to decrease the ion densities close to the wall compared to the

counterion only case calculated by Netz et al. [51], and increase them in bulk.

Based on these results, we can conclude that our formalism does not correctly reproduce

theκµ → 0 limit, because the approximations done in Articles I and II in the derivation

of the theory force the bulk salt to be weakly coupled to the wall, and we should carry

out the resummation of all the terms in the virial expanded partition function to make
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the formalism work right. However, the result that the zeroth order density of our theory

agrees with that of Netz’s SC theory, suggests that some kindof a variational method

applied for the salt ions might have a well-defined zero salt limit. However, this work is

outside the scope of this Thesis, and will be carried out in the future.

(ii) Strong Coupling with Weak Salt limit: Overcharging?

Here we introduce a regime that is important while considering the phenomena of over-

charging. In this regime, it turns out that only multivalentions are strongly coupled to the

wall, but salt ions become decoupled from the wall. This means thatin the SC-DH limit,

the assumptions used in the derivation of the theory become justified. Due to the fact that

in the SC theory the first layer already neutralizes the wall,the second layer of ions does

not feel a strong interaction with the wall. However, since the first order density is mainly

responsible for the formation of the “second layer”, all theions in the second layer are

still strongly coupled to the “first layer” of atoms, and to all the neighboring atoms.

To put this idea into mathematical form, we use the approximation that the single particle

interaction energy with the wall in Eq. (2.19)

e−κz/κµ≪ 1. (2.49)

Because the minimum distance between the ions in the second layer and the wall is two

times the ion radius2a, the criterion Eq. (2.49) in fact translates to

e−κ2a/κµ≪ 1. (2.50)

Furthermore, we assume that the interaction between the ions is large even when it is

described using the DH potential energy. This gives acriterion for the validityof the

decoupling regime, and at the same time for thewhole SC-DH theoryused in this Thesis

as

qcq−
lB
2a
e−κ2a ≫ 1, together with e−κ2a/κµ≪ 1, (2.51)
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where we have assumed thatqc is the largest valence of the positive ions. This, as a

consequence, gives a minimum requirement for the decoupling regime as

2a

q2
±lB

≪ κµ, (2.52)

which is opposite to the criterion obtained in the zero-saltlimit of Eq. (2.42). Thus,

Eq. (2.52) seems toset the lower limit of the validity of our SC-DH expansion. The

decoupling approximations (2.50) and (2.51) mean that the ions in the second layer are

weakly coupled to the wall, but strongly coupled to the otherions, especially to ions in

the first layer.

The interaction integral in Eq. (2.34) between the ion species can be written in this limit

as

Iα,β(z) =
ρ0

α(∞)

q2
c l

2
B

[g1±(z, 2a, qα, qβ) +
qαlB
κ2µ

g2(z, 2a, qα, qβ)] +
1

6
ρ0

α(∞)z3, (2.53)

where we have defined the auxiliary functions

g2(z, 2a, qα, qβ) =
[

z3e+κz+qαqβlB/z − (2a)3e+κ2a+qαqβlB/2a
]

|z≥2a

+ (2a)3e−κ2a+qαqβlB/(2a),
(2.54)

and

g1±(z, 2a, qα, qβ) =
[

(2a)e±qαqβlB/2a − z5e±qαqβlB/z
]

|z≥2a. (2.55)

By applying these results to the ion densities, we obtain thecounterion density as

ρ1
c(z) = ρ0

c(z)

{

Λ1
c/Λ

0
c + 2π

1

2

[

Λ0
ce

−1/κµ + Λ0
+e

−q+/qcκµ + Λ−
c e

+q−/qcκµ
] z3

3

+2π
q−Λ0

−e
+q−/qcκµ

q−q2
c l

2
B

g1+(z, 2a, qc, q−) − 2π
q+Λ0

+e
−q+/qcκµ

q+q2
c l

2
B

g1−(z, 2a, qc, q+)

−2π
qcΛ

0
ce

−1/κµ

q3
c l

2
B

g1−(z, 2a, qc, qc) −
κ2

4lB
IDH(qc, z)

}

.

(2.56)

This means that the contribution arising from interactionsto ion density is large only for

z ≥ 2a, since thez3 andIDH(qc, z) terms are small compared to zeroth order density, and

also much smaller than ion-ion interaction terms describedby usinggα functions. This
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is the same as saying that first order density contributions become important only in the

second layer of atoms.

In the same way we also find the salt ion densities as

ρ1
+(z) = ρ0

+(z)

{

Λ1
+

Λ0
+

+ 2π
1

2

[

Λ0
ce

−1/κµ + Λ0
+e

−q+/qcκµ + Λ−
c e

+q−/qcκµ
] z3

3

+2π
q−Λ0

−e
+q−/qcκµ

q−q2
c l

2
B

g1+(z, 2a, q+, q−) − 2π
q+Λ0

+e
−q+/qcκµ

q+q2
c l

2
B

g1−(z, 2a, q+, q+)

−2π
qcΛ

0
ce

−1/κµ

q3
c l

2
B

g1−(z, 2a, q+, qc) −
κ2

4lB
IDH(q+, z)

}

,

(2.57)

and

ρ1
−(z) = ρ0

−(z)

{

Λ1
−

Λ0
−

+ 2π
1

2

[

Λ0
ce

−1/κµ + Λ0
+e

−q+/qcκµ + Λ−
c e

+q−/qcκµ
] z3

3

+2π
q−Λ0

−e
+q−/qcκµ

q−q3
c l

2
B

g1−(z, 2a, q−, q−) − 2π
q+Λ0

+e
−q+/qcκµ

q+q3
c l

2
B

g1+(z, 2a, q−, q+)

−2π
qcΛ

0
ce

−1/κµ

q3
c l

2
B

g+(z, 2a, q−, qc) −
κ2

4lB
IDH(q−, z)

}

.

(2.58)

In the regime of validity of Eq. (2.52) the terms depending ong1± dominate over the ones

depending ong2, for z > a⊥/(qcκµ). In the case2a > a⊥/(qcκµ) this criterion holds in

the second layer, meaning thatg1± gives the dominant contribution to densities.

From these mathematical considerations, and especially from the approximations to final

ion densities of Eqs. (2.56), (2.57) and (2.58), one can figure out the physical mechanism

behindovercharging. If we neglect the positive salt ions for a moment, we can make

this more understandable. The most dominant term in the firstorder counterion density

Eq. (2.56) is the interaction termIDH(q−, z) with the negative ions depending on theg1+-

function, and having a prefactor equal to the zeroth order bulk charge density of negative

salt ions. In the same way, the largest contribution to the negative ion-density Eq. (2.58)

comes from the interaction integral with counterions and depends also on the function

g1+, but having a prefactor equal to the zeroth order bulk chargedensity of counterions,

or surplus of counterions not needed for the neutralizationof the charged wall. Due to the

bulk electroneutrality of zeroth order, the prefactors arealmost identical differing only by
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a constant, being1/q− for counterions and1/qc for negative ions. This has a very simple

physical interpretation. In the second layer of ions, all the negative ions stick to positive

ions in the first layer, whereas positive ions in the second layer stick to negative ions in

the first layer. According to the SC theory, it is already the first layer of ions that makes

the surface electroneutral, or more precisely both surfaceand bulk electroneutral, since

all the normalization equations separate into bulk and surface parts, see Sec. 2.1. This has

the consequence that the second layer has a charge equal to

Q1 = qcN
0
− − q−N

0
c , (2.59)

whereNc andN− are the number of bulk counterions and bulk negative ions in the first

layer, respectively. Due to the electroneutrality of the first layer we have the relation

q−N− = qcNc. By inserting this into Eq. (2.59), one can write the total amount of charge

in the second layer as

Q1 = qcN
0
− − q2

−

qc
N0

− ≡ (q2
c − q2

−)N0
−/qc > 0, (2.60)

if qc > q−, which is the case in the SC limit, meaning that we obtainovercharging or

positive apparent surface chargeat certain distances from the wall. By developing the

same idea as here, one can easily see that thethird layer of ions is negative, but the charge

of the third layer is actually smaller than the charge in the second layer, meaning that the

overall charge of the first, second and third layer is still positive. This reasoning can be

continued for layers more distant from the wall, such that finally the sum of all ion layers

is zero. Using the same logic, one can argue that the maximum of the integrated charge

happens exactly at the distancez = 4a.

Now we could give the approximate solution to the normalization Eqs. (2.17) in the SC-

DH regime, but these expressions are not very instructive. Instead we show plots of the

full second order ion densities solved numerically for differentκµ in Fig. 2.3, and also

the integrated charge, orapparent surface charge, in Figs. 2.2 defined as

Qint(z) = −σs ±
∑

α

qα

∫ z

0

dxρα(x), (2.61)
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where all the ion densities are given by the second order result in virial limit, i.e., Eqs. (2.14)

and (2.15). On top of the bulk salt concentrationκµ, these all depend basically on 6 rel-

evant parameters: ion radiusa, counterion valenceqc, positive salt and negative salt ion

valencesq±, surface charge densityσ, andlB. Since we are mainly interested in the SC

limit whereΞ → ∞, we fix the surface charge density to a large but physically reasonable

valueσs = 0.095nm−2, and use the Bjerrum length of water, which islB = 0.71 nm.

In Figs. 2.2 we show the integrated charge as a function of thesalt concentration for fixed

valences and ion radius. The most dramatic conclusion is that for fixed z, the integrated

charge is a non-monotonic function ofκµ. For small but finiteκµ, the integrated charge

increases when bulk salt is increased. However, for each setof parameters our numerical

results predict that for very large values ofκµ ≥ 1, it finally turns to a decreasing function.

This means that there has to be a crossover value ofκµ, where the physically interesting

overcharging seems to take place.

In Fig. 2.2(d), we show the integrated charge for a fixed ion radius and bulk salt con-

centration, but varying valence of counterions. Here it is also assumed that bulk salt is

monovalent, i.e.q± = 1. It is seen that for fixeda andκµ the integrated charge is a mono-

tonically increasing function ofqc. For{a = 0.5Å, κµ = 0.5}, we see that the integrated

charge is greatly amplified whenqc varies between{2, 10}. Whenqc = 2, one does not

see overcharging, whereas forqc = 4 andqc = 10 there is a clear overcharging. For the

case{a = 2Å, κµ = 0.1} the maximum of the integrated charge increases as a function

of qc, too, but here only the caseqc = 10 is overcharged, and by only a few per cent. In

case{a = 0.5Å, κµ = 0.5}, it is seen that the magnitude of the integrated charge depends

also onz, and forz ≤ 2Å the integrated charge is larger forqc ∈ {2, 4}, compared to

qc = 10, whereas for larger values ofz the situation is reversed. Altogether, this shows

that the contribution of counterion valence to integrated charge depends on the ion radius,

bulk salt concentration and especially on the distance fromthe wallz.

In Figs. 2.3 and 2.4 we show the first order total positive ion densitiesρ1
c/ρ

0
c(z)+ρ

1
+/ρ

0
+(z)
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Figure 2.2: Integrated charge for different counterion valences. (a)qc = 10, (b) qc = 4,
(c) qc = 2, (d) Integrated charge for fixed salt concentration and ion radius, but varying
counterion valence.
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and negative salt ion densitiesρ1
−/ρ

0
−(z) that are normalized by the zeroth-order ion den-

sities. All the ion densities behave very similarly to the integrated charge itself, since the

total integrated charge is nothing but the sum of all the charges. However, for smalla or

largeqc it seems that the first-order ion densities become larger than the zeroth order ion

densities, implicating the breakdown of the whole theory. Mathematically the SC theory

breaks down for those values ofz for which the normalized first-order densities exceed

unity in Figs. 2.3 and 2.4. However, it is also seen that for all salt concentrations the nor-

malized ion densities approach zero quickly. Even in the worst case of{qc = 10, a = 2Å}
the normalized ion densities are smaller than unity alreadyfor z > 2Å, obeying the cri-

terion of the validity of the SC expansion Eq. (2.47). It is also seen from Fig. 2.3 that for

parameters{qc = 2, a = 2Å} the normalized ion-densities are much smaller than unity,

thus satisfying the SC criterion Eq. (2.47) for allκµ and for allz.

The breakdown of the SC expansion for small ion radii does notseem problematic for

the realistic applications. In water the small positive (negative) ions create a hydration

shell around them, such that for example hydrogen ion H+ appears as a hydronium H3O+

in water, and lithium shows up together with its four hydrated water molecules. These

ion-complexes have a size exceeding0.5Å at least by a factor of2, by comparing to the

diameter of the hydronium molecule being roughly1Å. Moreover, the more charged the

ion is, the bigger it is on average, and the larger the hydration shell. By comparing the

ion densities forqc = 4 with varying ion radius in Figs. 2.5, 2.6, it is observed thatthe

absolute value of the ion densities decays by a factor between 10 and100, when the ion

radius is increased froma = 0.5Å to a = 1Å, but changes only slightly from1Å to

4Å, see Figs. 2.5 and 2.6. This certainly means, that the results predicted by the theory

are wrong in the case{a = 0.5Å, κµ = 0.1}, see Figs. 2.5(a) and 2.6(a). The case

{a = 0.5Å, κµ = 0.5} seems to be a borderline, since even the normalized positiveion

density exceeds unity only for the first two data points in Figs. 2.5(b) and 2.6(b), i.e. for

very short distances from the wall. However, in case{a = 0.5Å, κµ = 1}, the results

shown in Figs. 2.5(c) and 2.6(c) are valid for all distancesz from the charged wall. This

highlights the fact that it is a combination ofa, κµ andΞ that sets the limit to the validty
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of our theory, see Eq. (2.52).

These results reveal that one cannot talk about the SC expansion only in terms ofΞ, but

that also the ion radiusa as well as the bulk salt concentrationκµ play a big role. Since the

ion-ion correlations show up through the second virial coefficient, they strongly depend

on the exponential oflB/2a ∝ Ξ/ã. This means that while the ion densities become

smaller at large distances from the charged wall for increasing Ξ, they are also magnified

at small distances through the Mayer-function interactions. However, as was explained

before, the realistic ion radius together with its hydration shell typically exceeds1Å,

meaning that the theory becomes rather indipendent of the hardcore radius chosen.

(iii) Excess salt limit

It is shown in Article II of this Thesis that in the limitq2
c lBe

−κ2a/2a ≪ 1 the Mayer

functions can be re-expanded as1 − e∓vDH(r) = ±vDH(r) ≈ Ξ
(κµ)2

δ(r). This typically

happens only under conditions of excess salt, such as1M of sodium chloride, correspond-

ing toκ−1 ≈ 3.3nm−1, but clearly depends also ona andlB. It is even more important to

realize that the criterion for this to happen is

(κµ)2

Ξ
≫ 1. (2.62)

To put this into more formal language, let us expand the interaction terms in first order

ion densities as

I =

∫

dr′ρα(r′)[1 − e∓qαqβvDH(r−r)] → ±qαqβlB
κ2

ρα(∞)e−κz, (2.63)

which immediately implies that for the first order ion densities we get a simple expression

ρ1
α(z) = ρ0

α(z)

[

Λ1
α

Λ0
α

− κ2

4lB
IDH(qα, z) ±

lB
κ2

(q−ρ
0
−(∞) − q+ρ

0
+(∞) − qcρ

0
c(∞))e−κz

]

≡ ρ0
α(z)

[

Λ1
α − κ2

4lB
IDH(qα, z)

]

,

(2.64)
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Figure 2.3: Normalized positive ion density for different counterionvalences. (a)qc =
10, (b) qc = 4 , (c) qc = 2, (d) Normalized positive ion density for fixed salt concentration
and ion radius, but varying counterion valence.
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Figure 2.4: Normalized negative ion density for different counterionvalences. (a)qc =
10, (b)qc = 4 , (c) qc = 2, (d) Normalized negative ion density for fixed salt concentration
and ion-radius, but varying counterion valence.
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Figure 2.5: Normalized positive ion density for different ion radii. Counterion valence
is fixed toqc = 4, and the added salt is monovalent in all cases, i.e.q+ = q− = 1. The
“jump” in the ion densities that takes place atz = 2a, is due to the lack of enough data
points. Positive ion densities decrease strongly afterz = 2a, but they are continuous
functions ofz.
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Figure 2.6: Normalized negative ion density for different ion radii. Counterion valence
is fixed toqc = 4, and the added salt is monovalent in all cases, i.e.q+ = q− = 1. The
“jump” in the ion densities that takes place atz = 2a, is due to the lack of enough data
points. Negative ion densities increase strongly afterz = 2a, but they are continuous
functions ofz.
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where the last equality follows from the electroneutralityof the zeroth order densities.

In this limit the zeroth order ion densities read as

ρα(z) = ρ0
α(∞)[1 ± qα

qcκµ
e−κz]. (2.65)

This result, in fact, is the same as the leading order counterion density in the DH limit, i.e.

in the presence of excess salt. However, one should not believe that we have obtained the

DH limit rigorously, because these two theories have their own regimes of applicability,

namely given by the next-leading density term.

By plugging Eq. (2.65) into the first order density expression Eq. (2.64) we can easily

work out the normalization integrals in Eq. (2.17). The firstorder fugacities obtained this

way are

Λ1
c = − 1

8qc

[qcΛ
0
c + q2

+Λ0
+/qc + q2

−Λ0
−/qc]

[q+ + q−[q+/q−]2]
;

Λ1
+ =

1

8

[qcΛ
0
c + q2

+Λ0
+/qc + q2

−Λ0
−/qc]

[q+ + q−[q+/q−]2]
;

Λ1
− = −1

8

[qcΛ
0
c + q2

+Λ0
+/qc + q2

−Λ0
−/qc]

[q+ + q−[q+/q−]2]
,

(2.66)

whereΛ0
α are given by Eqs. (2.24), (2.25) and (2.26). This shows that in the excess salt

limit the first order correction to ion densities is of the same order of magnitude inΞ and

κµ than zeroth order. However, the numerical prefactor in front of the fugacity is about

one order of magnitude smaller, implying that this expansion is converging. Finally we

can write the first order ion densities in the excess salt limit as

ρα(z) = ρ0
α(∞)Λ1

α/Λ
0
α ± qαρ

0
α(∞)

qcκµ
e−κz[Λ1

α/Λ
0
α +

1

4
κz − 1

8
]. (2.67)

Furthermore, if we count the next order in ion-ion interaction terms, we get terms of order

Ξ/(κµ)2, in agreement with the criterion Eq. (2.62). These results mean thatin the excess

salt limit the SC-DH theory becomes valid for all values ofz.
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2.2 Conclusions and Summary

In Articles I and II of this Thesis, we have derived a general field theory for both counte-

rion and coion distributions around an arbitrary macroscopic charged object. This theory

assumes implicitly that bulk salt ions are electrostatically weakly coupled to the charged

wall, whereas the counterions are strongly coupled. Thus, in the limit of an excess amount

of bulk salt, our theory becomes exact. Mathematically the assumption about weakly cou-

pled salt shows up in the field-theoretic propagator that is assumed to be of the DH form.

In Article I we calculated the zeroth-order ion densities, and analyzed that case com-

pletely. One of the main results was that our theory has a smooth limit κµ→ 0 to the SC

theory of Netz [51]. In Article II we considered the first order correction to this theory

via a second order virial coefficient. Here it turns out that the bulk salt ion correlations

with counterions give a significant contribution to counterion density being of the same

order of magnitude inΞ than the zeroth order ion densities. In the exactκµ → 0 limit

this theory becomes incorrect, giving right predictions only at very small distances from

the charged wall. However, in the opposite limit ofκµ → ∞, our theory becomes exact,

and as it was shown in Article II, to the leading order it givesthe same results as the DH

theory. The lack of the proper zero-salt limit of our theory is due to the perturbative sub-

traction of the exponential of theφ2 terms in the grand-canonical partition function. In the

limit κµ → 0, these terms become the dominant ones, thus invalidating the assumption

thatφ2 is small.

By expanding around the excess salt limit, we can also interpolate to the finite values

of κµ. Most interestingly, we can show that at certain regime of bulk salt concentration

described by Eq. (2.51), one observes the formation of ion layers that is a combination of

both finite ion size and the strong attraction between oppositely charged ions. It is also

argued that this layer formation seems to be the physical reason behind overcharging.

One of the consequences of this interpretation of overcharging is that the maximum of

the integrated charge should be at the distance of two ion diameters from the wall, which
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is in agreement not only with our numerical findings, but alsowith recent simulation

results for strongly charged colloidal particles [38, 45–47].

To demonstrate the usefulness of our formalism, we have obtained explicit results for the

case of a single charged plate in the presence of counterionsand a finite concentration of

bulk salt. The main results are the density distributions for all ion types as a function of

the distance from the plates. As a consequence, we also calculated the total integrated

charge as a function of distance, sometimes called apparentsurface charge. Our results

reveal that for a certain distance from the wall and for a limited regime of bulk salt, the

integrated charge changes sign from negative to positive, and we obtain what is called

charge inversionor overcharging[38, 39, 47, 62, 67, 69].

The magnitude of overcharging, as well as the magnitude of first order ion densities,

depend non-monotonically on bulk salt concentrationsκµ, but increases monotonically

as a function of counterion valence. By explicitly calculating the ion-densities in the

ill defined κµ → 0 limit, we see that overcharging always vanishes, and total charge

density is decreased close to a charged wall. Furthermore, in the excess salt limit we

find agreement with the DH theory, showing that overchargingis a decreasing function of

the bulk saltκµ. Our numerical solutions for first order ion densities reveal that for ion

radii smaller than or equal to0.5Å, the ion densities increase strongly giving results not

consistent with the assumptions of our theory. However, foran ion radius larger or equal

to 1Å, the ion densities are by and large insensitive to the magnitude of the ion radius, as

one might assume based on quantum mechanical considerations. However, the larger the

counterion valence is, the larger the radius of the ion should be for the SC expansion to

be convergent.
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3 DNA Overstretching Transition: Ionic Strength

Effects

In this Chapter we extend our goal of considering charged biomolecules to concern not

only electrostatic degrees of freedom as in Sec. 2, but also elastic and internal degrees

of freedom. The motivation to do this is to consider a structural phase transition that

takes place when DNA is stretched from one end with certain force by using for example

atomic force microscopy or optical tweezers. Due to the recent development of these

single-molecule manipulation techniques [8, 73], it is nowadays possible to study elastic

properties of DNA, and its stability against force-inducedoverstretching transition, or B-

to-S transition. These studies all focus on how double-stranded B-DNA is stretched and

bend, and how, at some critical force of approximately 70 pN,it will give way to a new

conformation, here for simplicity denoted as S-DNA.

The nature of force-induced denaturation of DNA puts severeconstraints on theoretical

modeling: the passage from B-DNA to S-DNA involves mesoscopic elastic deformations

as well as more localized processes, notably breaking of base pairs. A reasonable over-

stretching and denaturation model must, therefore, contain two distinct, but coupled, sets

of state variables for elasticity and breaking of base pairs, respectively.

Traditionally one describes DNA as a semiflexible polymer chain, being a one-dimensional

solid object that can be stretched, bent or twisted. If DNA isalso stretched by external

force from one end, one can describe it in the rod-like limit,showing only small tem-

perature fluctuations around straight configuration. The free energy of this semiflexible

rod-like polymer is reviewed in Sec. 3.1.

On top of the elastic degrees of freedom, DNA has also internal structure. DNA is

composed of two single strands coupled together into doublehelix by hydrogen bonds
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between the bases in opposite strands. Being a highly nonlinear many-body quantum

mechanical problem, the hydrogen bonding cannot be put intoour statistical mechanics

model microscopically, but one has to resort to a phenomenological description. Here

we take a point of view that DNA is composed of domains of base pairs being either

bonded to each other or separated. These domains are then separated by artificial junc-

tions, which are energetically unfavorable. It can be shownthat this kind of description

leads to an Ising model, where the spin variables present thejunctions. This description

was first introduced by Cluzel et al. [10].

Models along these lines to describe the B-to-S transition have been proposed by Ahsan

et al., Rouzina et al. [1, 63], and more recently by Metzler etal. [20]. Ahsan et al.

[1] proposed a faithful model of denaturation (Ising-type), which is coupled to the meso-

scopic elastic degrees of freedom in an elegant way, and which also seems very appealing

for introducing salt into the description. However, all these existing models of the B-to-S

transition have ignored the salt dependence of this transformation, which raises at least

two interesting questions.First, one wonders if the electrostatic component of the B-to-S

transition is already taken into account by the mesoscopic elasticity, or whether other (lo-

cal or global) effects are involved.Secondly, one can ask how well the data conform to the

much invoked Manning condensation theory [42], which predicts the effective separation

between charges along DNA-chain after condensation has taken place.

In what follows, I will briefly present our hybrid model whichcombines the Ising-model

approach of Ahsan et al. [1] and the elasticity theory by Podgornik et al. [56]. A statistical

mechanics analysis of the hybrid model allows us to compute force-extension curves

which depend on (phenomenological) electrostatic, Ising,and elastic parameters, and

which fit the experimental data by Wenner et al. [70] very well.
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3.1 DNA Elasticity

Mechanical properties such as bending, stretching and twisting and their respective elastic

moduli determine conformations of DNA in mesoscale. In the terminology of physics,

DNA is a semiflexible charged polymer or polyelectrolyte. Polyelectrolytes, a class of

polymers, are charged macromolecules, which contain a large number of watersoluble

ionizable ionic groups. In solutions polyelectrolytes show up with neutralizing, diffusing

counterions. In the presence of bulk salt, counterions and bulk salt ions partly screen

the electrostatic interaction between the monomers, as wasseen in Sec. 2. In the case

of DNA, the negatively charged phosphate groups are responsible for its polyelectrolyte

nature, and for non-zero salt concentrations we can think that these phosphate groups

interact repulsively in the screened Coulombic interaction, i.e. DH interaction. In what

follows, I present an elastic model for DNA in the rod-like limit, which is a natural starting

point in the case of external stretching field.

3.1.1 Model for Semiflexible Chain

The starting point in presenting a theory for a self-interacting polymer chain is the for-

mulation of the elastic mesoscopic Hamiltonian. It is assumed that in the limit of high

external field, deformations away from the rodlike configurations are small. One should

notice that also in the limit of vanishing bulk salt concentration the chain is rodlike, since

the unscreened Coulomb interaction straightens the polyelectrolyte. Thus we consider a

self-interacting chain in the highly stretched, small deformation limit in the Monge-like

parametrizationr(s) = (z, ρ(z)), wheres is the arc length along the chain. The chain

is described as a one-dimensional solid, so a sufficient representation is obtained by a

deformation tensor with only one nonzero component, chosento be in thez direction

uzz =
∂uz(z)

∂z
+

1

2

(

∂ρ(z)

∂z

)

. (3.1)
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Hereuz(z) is the internal phononlike field describing the stretching of the chain. The

bending fieldρ(z) is in the direction perpendicular to the local tangent of thechain, thus

|ρ| is the radial distance from thez axis. This result can be derived straightforwardly from

the form of the line element along the chain:ds(z)2 = [(dz + duz)
2 + (dρ(z)2], leading

to the lowest order in the deformation field to

ds(z) = dz

[

1 +
∂uz(z)

∂z
+

1

2

(

∂ρ(z)

∂z

)2
]

+ ... (3.2)

By using Eq. (3.1) we can write the Hamiltonian of a self-interacting semiflexible chain

as

βH[r] = βHel[r] + βHstiff [r] + βHint[r]

=
1

2
λ

∫

ds(z) [uzz(z)]
2 +

1

2
KC

∫

ds(z)

[

∂2ρ(z)

∂z2

]2

+

∫ ∫

ds(z)ds(z′)vDH(|r(s) − r(s′)|) +
1

2

∫

ds(z)ṙ(s) · f .

(3.3)

Heref is the external force stretching the chain inz direction,λ is the stretching modulus

andKC is the bending modulus related to the persistence lengthlp asKC = kBT lp

[23, 54]. The DH interaction potential has the usual form ofvDH(r) = lBe
−κ|r|/|r|, and

κ is the inverse Debye screening parameter defined in Eq. (2.7).

The free energy is now obtained by integrating over the fluctuating fieldsuz(s) andρ(z).

However, straightforward integration does not work, due tothe interaction potential which

in general is not harmonic. One can resort to variational approximation [53], or the so-

called1/d-expansion [23],d being the dimension of the embedding space. In this way

one obtains the approximate free energy that becomes correct on the largest scales. From

such a formulation the equation of state, i.e. the force-extension relation, follows as

z

L
= 1 − kBT

2
√

KR
C f

+
f

λR
. (3.4)

Here, instead of the original elastic constants, one obtains renormalized (shown by super-

scriptR) elastic moduli. Their dependencies on the parameters in electrostatic potential
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are given by the following relations [56]

λ(R) =λ− kBT lB
∆2c2

(eκb − Ei(−κb)),

K
(R)
C =KC +

kBT lB
4∆3(κc)2

,
(3.5)

whereKC andλ are the bare values of elastic parameters corresponding to alimit of in-

finite concentration of salt, andc ia the salt-renormalized separation between charges. In

addition,Ei(x) is the standard exponential integral function and∆ is the local stretching

parameter introduced as∆ =
(

λ+f
λ(R)

)

.

We can straightforwardly calculate the free energyGel(f, L) of the chain related to the

external force by−∂Gel(f,L)
∂f

≡ x, which is the condition of mechanical equilibrium in a

fixed force ensemble. This can be easily integrated to give

Gel(f, L) = L





f 1/2

β

√

K
(R)
C

− f − 1

2

f 2

λ(R)



 ≡ Lg(f), (3.6)

whereβ = 1/kBT . Equation (3.6) provides the elastic free energy of a charged semi-

flexible chain under external forcef . This expression for the free energy can be taken

as a starting point when a model for the DNA overstretching transition is developed in

Sec. 3.2.

3.2 Overstretching Transition

Sec. 3.1 described the properties and behavior of the semiflexible polymer chain under

external forcef , and showed how the elastic parameters are renormalized under the elec-

trostatic interaction between the monomers. It also explained how the salt dependence on

these parameters can be found in the regime of moderate extension. In this Section, our

aim is to concentrate on the behavior of the DNA chain when theexternal force exceeds

a limit where the internal structure of the chain starts to respond to this stretch.
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It has been shown in many experiments [29, 37, 70, 73–75] thatwhen a double-stranded

DNA is stretched beyond its B-form contour length, it shows ahighly cooperative over-

stretching transition. It seems that the DNA molecule abruptly increases its length by a

factor between 1.5 and 2 when the external forcef exceeds a threshold in the range of

60 – 70 pN. This phenomenon is recapitulated in Fig. 3.1. At this point the DNA molecule

suddenly extends with little additional force. After this point, the force again rises rapidly

with a slope that depends on the stretching rate [3, 70].

To describe the overstretching transition theoretically,one cannot use the simple elasticity

theory presented in Sec. 3.1, since for large stretching forces the chain internal structure

starts to break, and it does not respond linearly to increasing force. Instead, one needs

to introduce artificial degrees of freedom to describe the hydrogen bonding of the two

single strands. From the microscopic point of view, this would clearly require solving

the quantum mechanical Schrödinger equation with all atomsincluded explicitly, but due

to the number of atoms included into problem, this becomes impossible. A common

classical approach first introduced by Cluzel et al. [10], isto use atwo-state model, in

which the DNA-chain is composed of interacting segments being either in the B-state

or the S-state. The microscopic interpretation is that in the B-state there exists a bond

between the bases in opposite single strands, and in the S-state this bond is broken. This

kind of description leads to anIsing modelfor the spin variablesdescribing the phase

boundaries, or junctions, between the B- and the S-state domains. However, the Ising

description can also be interpreted such that in S-state theseparation between nearest

bases along the chain is increased such that on average the chain has elongated by a

factor of 1.7. This would allow still another denaturation transition totake place for

higher forces shown by experiments [30].
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3.2.1 Two-state Model

To define the two-state model more precisely, we divide the DNA chain into a sequence

of short segments of lengtha0 such that every segment can be said to be either in the B or

S state,σi. The state of a “B segment” is denoted by spin up (↑) andσi = +1, while that

of a “S segment” by spin down (↓) andσi = −1. The easiest possible description of this

kind of system is provided by a nearest neighbor one-dimensional Ising model, in which

the energy spectrum takes on four different values:∆E(↑↑), ∆E(↑↓), ∆E(↓↑), ∆E(↓↓),
depending on the state of two neighboring segments. Assuming a symmetric spectrum

around the middle level∆E(↑↓) = ∆E(↓↑), this spectrum can be parametrized by two

quantitiesJ andH as

∆E(↑↑) = 2H + 4J (3.7)

∆E(↑↓) = ∆E(↓↑) = 2H (3.8)

∆E(↓↓) = 2H − 4J. (3.9)

The Hamiltonian for this kind of nearest neighbor Ising model can be written as

Hint = −J
N
∑

i=1

σiσi+1 −H
N
∑

i=1

σi. (3.10)

The quantitiesH and J describing the internal degrees of freedom of DNA must be

determined either by molecular modeling or by taking them asfitting parameters to be

determined by comparison with experiments. Physically,2H can be identified as the zero-

tension free-energy difference per segment between the B and S states. The parameterJ

measures the correlation energy between adjacent segments, and by analogy to the Ising

model we can interpretexp (−4J/kBT ) as a measure of the degree of cooperativity.

Ahsan et al. proposed later atwo-state Worm Like Chain (WLC), which is a combination

of the two-state model and the elasticity theory of the semiflexible chain free-energy given

by Eq. (3.6) in the caseλ = ∞ [1, 18]. Ahsan’s idea was to include an additional param-

eterδ into this model, describing the fractional elongation of the S state over the B state.
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Though one assumes here that the elastic bending energies ofS and B states are identical,

we will show later that relaxing this constraint makes it possible to include the description

of force-induced melting transition into the picture. Finally, the global coupling between

the internal structure and chain conformation is provided by the constraint:

L({σi}) = L0

(

1 − δ

2N

N
∑

i=1

(σi − 1)

)

, (3.11)

with L0 being the length of the chain in the pure B phase,N ≫ 1 the number of the

segments anda0 = L0/N the structural segment length. Thus we see that the chain

lengthL has become a statistical variable whose expectation value has to be determined

over the canonical distribution of energy states. From Eqs.(3.10) and (3.6) we can write

the total effective Hamiltonian asHeff = Hint + Lg(f). By using this simple description

of the tension-induced B-to-S conversion, it is possible toanalytically obtain a new force-

extension relationship. The derivation was first made by Ahsan et al. [1], and the details

are given in Appendix A in article III. Furthermore, the equation of statey(f) = x/L as

derived by Ahsan et al. is given by Eq. (3.4) using the bare values of elastic parameters.

Ahsan et al. [1] applied this model in the case of zero stretching modulus over the force-

extension data by Cluzel et al. [10], and found good agreement with that. Thus, we tried

to use the same theory, but instead of the bare elastic moduli, we use the salt renormalized

elastic moduli according to Eq. (3.5). Then we tried to fit thepresent description to the

experimental data of Wenner and Williams [70] for differentsalt concentrations. We used

the same values for the Ising parametersH = 1.75 andJ = 1.25, and for the elongation

parameterδ = 0.78, as Ahsan et al. [1]. The segment length of DNA was taken to be

a0 = 0.34 nm corresponding to one base pair. By plotting the resultingtheoretical curves

against experimental results, we found that this kind ofdescription does not reproduce the

change in the overstretching forceaccording to the experiments of Wenner and Williams

[70], as the salt concentration is varied.
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3.2.2 Change of Elastic Moduli During the Overstretching Tr ansition

One can speculate that the approach above failed because theelastic energies of B and

S segments were treated as equal. This idea is supported by experiments. It has been

shown that the force required to stretch the chain rises again after the plateau in the force-

extension curve, with a slope that depends on pulling rate. The rise continues up to about

140 pN, where thef–x curve of double-stranded DNA (dsDNA) then matches that of

single-stranded DNA (ssDNA) [9]. As we pointed out in Sec. (3.1), the elastic moduli of

ssDNA differ significantly from those of dsDNA [68]. Thus, one is tempted to conclude

that models where elastic parameters along DNA are treated as constants are not adequate.

Rather, it would be justified to aim for a full description of the force-extension curve

through a model in which the elastic parameters are allowed to change along DNA over

the transition.

As an improvement to the model described in Sec. (3.2.1), we proposed a model where

an internal structural state of the DNA molecule is described by segments in the B-state,

or double-stranded state, and segments in the S-state, or the denatured state. We model

the segments in the S-state as two slightly separated, but parallel strands still coupled

together electrostatically, in the sense that they interact electrostatically in a way similar

to segments in the B-state. In other words, we do not make distinction between an over-

stretched DNA molecule and one that is fully in the denaturedstate. This assumption

is consistent with the experimental finding [9, 70] that the behavior of a DNA molecule

stretched beyond the overstretching plateau is close to that of a ssDNA molecule.

We then construct the following ansatz for the effective free energy associated with an

internal structural state of a WLC under a constant force:

HWLC =
L

N

N
∑

i=1

[δσi,+1 gds(f) + δσi,−1 gss(f)] , (3.12)

where Kronecker symbolsδσi,±1 have their usual mathematical meaning. Heregds(f) and

gss(f) are free-energy densities corresponding to a pure B-state (double-stranded state)
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and a pure S-state (denatured state) DNA molecule, respectively. They have the same

functional dependence on the applied forcef as that described in Eq. (3.6), but involve

different renormalized elastic moduli, corresponding to the B-state and the S-state DNA,

respectively.

Our model ansatz provides a simple, minimal remedy for the limitation of the linear-

combination model description of the elastic properties. This point can be made clear if

we re-express the total free energy – the sum of Eq. (3.10) andEq. (3.12) – associated

with an internal state in terms of the internal state variables,σi’s. With very little algebra,

we arrive at the following explicit form:

Heff = − J
N
∑

i=1

σiσi+1 − H̃(f)
N
∑

i=1

σi

− L0δ

4N2
[gds(f) − gss(f)]

(

N
∑

i=1

σi

)2

+
L0

2
(1 +

δ

2
)[gds(f) + gss(f)],

(3.13)

where the effective external field̃H(f) is given byH̃(f) = H− a0

2
[gds(f)−(1+δ)gss(f)].

It is easy to see that the second line in Eq. (3.13) indeed describes a global, or infinite

range, coupling between the internal state variablesσi’s.

We can try to justify the form of our ansatz as follows. First,it assigns the WLC free

energy the property of extensivity as a function ofL. Second, it reduces to the two right

limiting cases corresponding to the B- and the S-state. Third, within the framework of

Ising model, the ansatz in Eq. (3.13) is the simplest possible long-range coupling between

the B-state and the S-state. The strongest argument, however, is the physically meaningful

fitting to the experimental data, which is explained in Sec. 3.3.

As a word of warning, our ansatz Eq. (3.12) treats each segment of lengthL/N as if it

were a semiflexible polymer described by stretching and bending moduli. In the case of

DNA, the segment length is equal toa0 = 3.4Å, which is very short. As a remedy, we

have noticed that if the coherence length for both B-state and S-state segments is longer

than the persistence length in each state, respectively, the ansatz used is meaningful. We
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have checked that for the parameters we consider this is in fact the case.

Given the effective “Hamiltonian” associated with a singleinternal structural state of the

DNA molecule, Eq. (3.13), we performed the statistical ensemble average over all possi-

ble internal states and evaluated the partition function and calculated the force-extension

relation, shown in Appendix 1 of Article III. Using the final interpolation formula for

the force-extension curve Eq. (21) in Article III, we may nowcompare our theory with

experimental data.

3.3 Comparison with Experiments

In principle, the fitting involves two effective charge separations, one for the B- and one

for the S-state. It turns out that numerically only one of them can be fitted accurately,

namely the charge separationc in the S-state. This means that the two chains are elec-

trostatically coupled such that the effective charge separation is determined by theover-

stretched strandsof DNA. The salt dependence of the fitting parametersJ , H, c, andδ

are determined by a nonlinear least-squares fitting method using all the data measured by

Wenner and Williams [70]. This set of experimental data was chosen for comparison be-

cause, to our knowledge, it is the most comprehensive one in terms of the salt dependence

of the overstretching transition.

In the fitting procedure, the bare elastic moduli are given inthe B-state by Wenner et al.

in 1 M case [70], i.e.λds = 1256 pN andKds/kBT = 46 nm. In the single-stranded

state we fixed the bare values of elastic moduli to be such thatour theoretical force-

extension curve interpolates between the experimental results for dsDNA and the ssDNA

f–x curve to minimize the error [9]. These bare values are given by λss = 920 pN and

Kss/kBT = 0.75 nm. Later, the salt dependence of elastic moduli in both ds- and ss-state

are given by Eq. (3.5). The salt dependence of the remaining adjustable Ising structural

and electrostatic parameters are adjusted close to the overstretching plateau in an almost
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Figure 3.1: Room temperature force-extension curves for a single dsDNA molecule in
different salt concentrations. The solid lines correspondto theoretical curves calculated
using the global coupling theory developed in this work. Experimental data is by Wenner
et al. [70]. A) Data over all regimes showing the complete force-extension curves. B)
The same data showing only the overstretching portion.

unique fashion. Overall, we found that it was not possible toprepare two equally good

fits with different sets of values for the structural and electrostatic parameters.

The parameter values corresponding to the optimal fitting are given in Table 1 of Article

III. Based on these values, as depicted in Fig. 3.1, the theoretical model developed here

describes the experimental data of Wenner et al. notably well for all salt concentrations.

Having found that the present theory describes experimental data very well, let us discuss

the conclusions we can draw based on this work. The main conclusion of the numerical

study is that the whole force-extension curve can be fitted tonumerical data only if the

salt dependence of the effective charge separationc is taken into account. All the other

parameters remained by and large constant, as can be seen from Table 1 of Article III.

Importantly, we further find thatc interpolates between the structural lengtha0 of 0.17 nm

at high salt (no effect of electrostatics) and the Bjerrum length lB of 0.74 nm in water in

the no-salt limit (strong electrostatic coupling). These results are consistent with Manning

and Poisson-Boltzmann theories for thin polyelectrolyte rods [4, 42]. In that case, it is
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shown that if the linear charge densitỹR = qclB/c exceeds the critical value 1, then

the fraction1 − 1/R̃ of counterions condenses onto polyelectrolyte. Here the counterion

valencyqc = 1, since we are considering DNA in 1:1 electrolyte. The problem is how to

determinec([Na+]). In the limit of infinite salt, however, all the electrostatic effects are

washed away, and the renormalized distance between the charges along polyelectrolyte is

just the structural lengtha0. On the other hand, in theκ→ 0 limit all the counterions are

condensed, and the distance between a unit charge along the polyelectrolyte close to it is

equal to the Bjerrum length. We discuss the significance of these findings below.

The first question about the validity of our ansatz Eq. (3.12)concerns the non-linear ef-

fects of electrostatics in the low salt regime into the overstretching transition. For low salt

concentrations, the interaction strength parameterJ varies slightly, see Table 1 in Article

III. This is mainly due to the fact that the elasticity theoryof Podgornik et al. breaks

down in the zero-salt limit [56], but also partly due to lack of long-range interactions

in the Ising model description of hydrogen bonds. In other words, the approximations

used in Eq. (3.12) may break down, if the (electrostatic) interaction is strong enough (low

salt), or if the Hamiltonian includes many-body effects nottaken into account by the Ising

model. The latter is true, in fact, for the so-called base-stacking of DNA, and may give a

significant contribution to the total interaction energy [2].

To characterize the cooperativity of the B-to-S transition, we used a similar analysis as

introduced already by Rouzina and Bloomfield [63]. In order to justify our free energy

ansatz Eq. (3.12), we have to guarantee that the average sizes of both B- and S-clusters

are larger or of the order of the persistence length. By usingthe formulas given in Ref.

[63] we found that the average number of base pairs in both type of clusters is roughly

30. For the S-DNA this is clearly larger than its persistencelength 1.5bp. However, for

B-DNA 30 correlated base pairs is smaller than its persistence length of about 150bp.

However, the number of base pairs changes very rapidly with force, meaning that already

at the turning points of the plateau, the number of base pairsexceeds the critical value

150, beingkss = kds ≈ 180 bp at 1M of salt, andkss = kds ≈ 300 bp, for 10mM case.
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We also studied the dependence of the overstretching transition on the salt concentra-

tion. As we can see from Fig. 3.1, the increase in the overstretching force is correctly

reproduced by our final force-extension curve. This seems torule out the need for any

logarithmic corrections in the free energy to explain the change in reference state used by

other groups [63, 64, 70]. In fact, by expanding the renormalized stretching parameterλR

aroundκb ≪ 1, one can see that the overstretching force depends logarithmically onκb.

To better understand the changes that take place during DNA overstretching, we can use

our analytical results to predict the explicit [Na+] dependence of the overstretching force.

A good estimate of the overstretching force may be given by the force value, at which the

renormalized external field̃H changes sign from positive to negative. Mathematically,

this is defined by the following equation:

H̃(f) = H − a0

2
[gds(f) − (1 + δ)gss(f)] = 0. (3.14)

Thus, for all values of the salt concentration we have an estimate for the overstretching

force. Clearly, for low ionic strengths this equation agrees with the logarithmic form

given by Wenner et al. [70]. In the regime of high salt concentrations, our model achieves

more than that used by Wenner et al. [70], and can be linearized to give the leading order

salt dependence as

fov = f 0
ov + ∆fov ≃ 81.7 pN − 4.29

(κa)2
pN − 0.477 h(κb) pN, (3.15)

whereb is the microscopic cutoff, often assumed to be of the order ofthe thickness of

DNA, i.e. 1nm, andh(x) is defined byh(x) = ex − Ei(−x). Equation (3.15) provides

a reasonably good approximation for the overstretching force with salt concentrations

higher than 100 mM. In addition, one can notice that the logarithmic dependence of over-

stretching force onκb comes out automatically in the limitκb ≪ 1.

3.4 Conclusions

Article III deals with the salt dependence of force-inducedoverstretching transition of

DNA, with a focus on two major questions, namely, (i) whetherthe electrostatic com-
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ponent of the B-to-S transition is a manifestation of effects already accounted for in the

mesoscopic elasticity, or whether other (local or global) effects are involved, and (ii) how

well the data analyzed conform to the much invoked Manning condensation theory [42].

To address these questions theoretically, we have developed a model which combines the

Ising model description of internal structure used by Ahsanet al. [1] and the elasticity

theory by Podgornik et al. [22, 56]. Furthermore, we have extended the model to account

for effects of electrostatics (salt) on structural and Ising parameters, by fitting our force-

extension relation to experimental data.

Based on the theoretical model, we have predicted the force–extension relation (or curve)

as a function of the relevant parameters, which in turn depend on the salt concentration.

We have then fitted the theoretical prediction with the available experimental data, and

from the fitting determined the numerical values of the modelparameters as functions of

the salt concentrations.

The main conclusion of the study are:

(a) One has to include the change of bare elastic moduli for each segment during the

overstretching transition into theory, in order to get successful fitting. A minimal

model to describe this effect is given by Eq. (3.12).

(b) The fitting between the theoretical prediction and the experimental data works

remarkably well for all of the salt concentrations investigated. Moreover, the fit-

ting reveals that the parameter that is most sensitive to thesalt concentration is

the effective length of charge separation. As shown in Table1 of Article III,

the salt-dependence of the effective charge separationvaries consistently with

Poisson-Boltzmann and Manning condensation theories for thin rods, i.e., from

about 0.67 nm at low 1 mM (monovalent) salt, to 0.17 nm at 1000 mM salt. These

results show that the fit between our model prediction and theexperimental data
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is not only of good numerical quality, but is also physicallymeaningful.

(c) Within the range of validity of the theory, corresponding roughly to salt concentra-

tions exceeding physiological salt concentrations (100 mMfor monovalent salt),

the Ising structural constantsJ andH have no salt dependent electrostatic com-

ponents.

Based on these results, we may draw the conclusion that our model is successful in in-

terpreting the experimental overstretching data, despiteof its crudeness. The good fit

between our theory and the experimental data suggests that this simple effective approach

may have captured in a nontrivial way the most essential aspects of the complex electro-

static interactions.

The only thing our theory does not predict explicitly is the salt-dependence of the effec-

tive separation between unit charges along the DNAc([Na+]). Basically, this could be

obtained by first solving the counterion distribution around the chain like in Sec. 2, and

then integrating the amount of bound counterions on the surface of the chain. To include

this effect into the model, one has to use a SC-model for electrostatic interaction energy to

account for nonlinearities. Anyhow, the theoretical framework of Manning condensation

works beautifully in the limit of large salt concentration,where the nonlinearities are less

significant. Thus, our hybrid theory works very well for saltconcentrations exceeding the

physiological salt concentration 100 mM.
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4 Scaling Analysis for the Sedimentation of

Polymer

In the previous Sections we have been developing tools how todescribe the electrostatic,

elastic and internal degrees of freedom of the DNA molecule.However, the dynami-

cal aspects have not been of interest yet, since we have only considered the equilibrium

distribution of ions around DNA, and equilibrium shape of DNA under traction.

Here we want to study the sedimentation of a semiflexible interacting polymer chain,

such as the DNA, but in the presence of a large concentration of salt, such that the role

of electrostatic repulsion between the monomers is mainly to prevent the monomers of

collapsing onto each other. In other words, we consider a chain of monomers interacting

through the excluded volume interaction, where the role of electrostatic repulsion is to in-

crease the excluded volume compared to the absence of electrostatics, and to renormalize

the elastic moduli, as in Sec. 3. Also, we consider the properties of a polymer chain in

the largest scales, where the biggest contribution to the elastic energy becomes from the

stretching of the chain, i.e.,He ∝ 1
2
λṙ(s)2.

The sedimentation of DNA has become very interesting lately, due to the development

of the ultracentrifugation techniques for separation and characterization of biomolecules

like proteins [24]. Here the most interesting aspect is to find out the relationship between

the conformation of the sedimenting biomolecules and its limiting sedimentation veloc-

ity vlim, since the separation between the components of the sample depends only on the

limiting velocity of the molecule. It has been shown both experimentally [7, 65] and theo-

retically [76] that for a long DNA in dilute solution, the sedimentation velocity decreases

by increasing the rotor speed. This is a consequence of the hydrodynamic shielding of

the interior of DNA, which causes the drag reduction for the core part compared to the

coil exterior. Thus, the chain ends that are located at the coil exterior, lag behind due to
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increased friction, and the chain extends. Later, it has been shown through hydrodynamic

simulations [66] that in the limit of zero Reynolds number the polymer chain consists of

a compact leading part and a stretched trailing part. This picture seems to be consistent

with experiments, though these simulations neglect the effect of inertial forces.

The sedimentation of rigid bodies such as spheres and spheroids and rods is well under-

stood in dilute limit. However, at finite volume fractions even the dynamics of simple

spheres is highly nonlinear. While considering a polymer chain, one has a many-body

object with complicated elastic and internal interactionsthat we considered in Sec. 3.

Thus it is easy to believe that the dynamics of a sedimenting polymer contains very rich

physics at different length and time scales.

In studying the dynamics of polymers generally, there are two key quantities one should

pay special attention for. The first is the radius of gyration, a measure of the volume the

polymer occupies. It is defined as

RG ≡

√

√

√

√

1

N

N
∑

i=1

〈(ri − RCM)2〉, (4.1)

whereN is the number of monomers,{ri} are the positions of the monomers, andRCM

is the center of mass (CM) of the polymer, i.e.RCM = 1
N

∑N
i=1 ri. This is a purely

static quantity, but it is also the most interesting one, since it characterizes the size of the

polymer.

The second important quantity is the CM diffusion coefficient

DCM ≡ lim
T→∞

∫ T

0

dt〈δvCM(t) · δvCM(0)〉 (4.2)

and it is more interesting from the dynamics point of view, since it describes how small

fluctuations in the velocity of the CM of the polymer decay as afunction of time.

In the symmetric problem the radius of gyration and the CM diffusion coefficient scale as

a function of the monomers asRG ∝ Nν and diffusion coefficient asD ∝ NνD , whereν
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andνD areuniversalscaling exponents.

However, in the case of a sedimenting polymer chain, there exists a symmetry breaking

force field, namely the gravitational force. Clearly, it pushes all the monomers in the

direction of sedimentation that we will call the parallel direction. This has dramatical

consequences, since it changes the shape of the polymer suchthat the traditional scaling

does not hold anymore, but instead the polymer deforms slightly in the direction of sed-

imentation. The polymer chain has two characteristic sizes, in the parallel direction to

sedimentationRG,‖, and in the direction perpendicular to sedimentationRG,⊥, so that the

scaling law should transform into

R⊥ ∝ N−ν⊥;

R‖ ∝ N−ν‖ .
(4.3)

As a consequence, also the scaling of diffusion coefficient separates into two components:

D⊥ ∝ N−νD,⊥;

D⊥ ∝ N−νD,⊥.
(4.4)

The very intriguing problem here is to develop a theory to describe the dynamics of a

polymer under the gravitational force, and to predict the scaling exponents and their de-

pendence on the limiting velocity and the Reynolds number.

In Article IV we model quantitatively the steady-state sedimentation of a single polymer

chain in a good solvent. Here, we explain partly those findings, but we also show new

theoretical results obtained more recently [58]. We study the scaling of the radius of gy-

ration and the velocity fluctuations under steady state, by using analytical derivations for

the velocity field around the falling polymer, and the probability distribution function of

the chain. Based on these considerations, we propose scaling arguments for both compo-

nents of radius of gyration, and for the chain diffusion coefficient as well, that are in good

harmony with our numerical findings.
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4.1 Model

The model system we simulated in this work is described in Section 3.3 of Article IV of

this Thesis. Basically it contains a continuum descriptionfor the solvent that is modeled

using the incompressible Navier-Stokes (NS) equation, coupled through no-slip boundary

conditions to the polymer molecule. Polymer is described using the standard bead-spring

model, with a repulsive Lennard-Jones type pair potential between all beads to prevent

overlapping, presenting excluded volume interactions, and a spring type FENE potential

between adjacent segments, describing the stretching energy. In this model, there are no

thermal fluctuations, meaning that the particles are non-Brownian, with an effective tem-

perature ofT = 0, or infinite Péclet number. Consequently, this means that entropy does

not play any role here, while considering the equilibrium configurations of the polymer.

To develop a theoretical model for this kind of a system, one needs to consider the NS

equations coupled to the motion of beads or monomers of the polymer. In mathematical

terms the NS-equations read as

ρ(∂tv + v · ∇v) = −∇P + η∇2v + f , (4.5)

together with the incompressibility condition∇ · v = 0. Eq. (4.5) can also be written

in a dimensionless form such that the only parameter that is left is the Reynolds number,

defined as

Re =
ρUL

η
, (4.6)

whereU andL are typical velocity and length scales of the problem, respectively,η is the

bulk viscosity andρ the density of the fluid.

In the case of an asymmetric polymer chain, one actually has two characteristic Reynolds

numbers; one for the direction of the gravity, and one perpendicular to it, characterized by

R‖ andR⊥, respectively. The characteristic velocity field is naturally the settling speed

of the chain.
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In the level of linearized hydrodynamics, the velocity of each monomern is assumed to

be given by the Oseen tensor [59]

vn =
∑

m

H(rn − rm) · (−∇nU({rn})) , (4.7)

whereH(r − r′) is the Green’s function of Eq. (4.5), in the caseRe = 0. This allows

one to write the velocity field more generally at an arbitrarypoint in space as a linear

combination of forces acting on it

v(r) =

N
∑

n=1

∫

dr′H(r − rn) · fn. (4.8)

However, in this study we were not interested in theRe = 0 limit, but actually we wanted

to consider the effect of a non-zero Reynolds number on the conformation of the sed-

imenting polymer chain. The focus is on finding the steady-state equilibrium averages

for radius of gyration and diffusion coefficient. The problem is that in the simulations of

Article IV T = 0, and one basically does not have a canonical distribution with respect

to temperature. However, in the problem of sedimenting polymer the configuration of the

polymer chain is changing continuously, inducing also continuous velocity fluctuations

into NS fluid. Thus we can define an effective temperature using Green-Kubo theory [21]

as

kBTeff =
1

V η

∫

dt〈Πα,β
0 (t)Πα,β

0 (0)〉, (4.9)

whereV is the volume of the system, andΠα,β
0 is the off-diagonal element of the Fourier

transformed viscous stress tensor in the limitk → 0. In real space the viscous stress

tensor is defined as

Πα,β(r, t) = δα,βP (r, t) − η

(

∂vα(r, t)

∂rβ
+
∂vβ(r, t)

∂rα

)

+
2

3
ηδα,β∇ · v(r, t) (4.10)

where{P (r, t), )v(r, t)} is the solution to Eq.(4.5).

Assuming close-to-equilibrium conditions gives us an effective way to calculate canonical

averages of monomer coordinates and monomer momenta over the distribution function

ψ(pn, rn) =
e−βeff

P

n[
p2

n
2m

+U({rn})]

Z , (4.11)
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whereZ is the canonical partition function for the system, defined as

Z =
N
∏

n=1

∫

dpndrne
−βeff

P

n[
p2

n]

2m
+U({rn})], (4.12)

andβ ≡ (kBTeff)
−1. Typically one integrates the canonical momenta, but here we argue

that it cannot be done in our case, sinceβeff andδvCM are related to each other, and are

both functions of the radius of gyration of the polymer chain. Our strategy is to solve

the velocity field from the NS equation (4.5), and obtain an effective kinetic energy that

depends only on the monomer coordinates.

4.2 Results

Here we present our numerical and theoretical results for the radius of gyration and the

diffusion coefficient of the sedimenting polymer chain. Themain achievements are ex-

plicit expressions for the scaling exponents of radius of gyration and diffusion coefficient

in both directions, parallel and perpendicular to the gravitational field. These are given in

Secs. 4.2.2 and 4.2.3.

4.2.1 Radius of Gyration

Starting from an initial state with zero velocity, it takes the polymer chain typically less

than about 1500 single particle Stokes times to reach its steady state distribution. In the

steady state, we determined the components of average radius of gyration from Eq.(4.3).

Without loss of generality, we have chosen the coordinate system such that the gravita-

tional force points towards the negativez axis. Thus,z axis is the direction parallel to the

flow (‖), and thexy plane is perpendicular (⊥) to it. In Fig. 4.1 we show a time series of

behavior of the two components of the radius of gyration forN = 32. The steady-state

is characterized by large fluctuations in the size of the polymer, and the overall radius
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of gyration is larger perpendicular to the flow for this valueof N . It is interesting to

notice that the polymer seems to have two characteristic shapes, where the polymer is

either extended along the flow (with largeRG,‖) or in the plane perpendicular to it (large

RG,⊥). Furthermore, the extended configuration relaxes quicklyback to thexy plane,

but the motion in the plane perpendicular toz happens much more slowly. The minima

and maxima for these two components ofRG are temporally out-of-phase, as expected.

These observations are in accord with the experimental and numerical results which have

indicated that rods and spheroids happen to align themselves perpendicular to the grav-

itational field, when the Reynolds number is non-zero [33]. This is the total opposite to

the case of vanishing Reynolds numberRe = 0, where these objects keep their initial

conformation, which is due to time reversability of the Stokes equation.
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Figure 4.1: Raw data for the components of the radius of gyration withN = 32 in the
steady-state. The vertical lines indicate the average value of the respective component,
calculated from the whole simulation data, of which only a small part is shown in the
figure.

In Fig. 4.2 we show snapshots of typical configurations corresponding to two different

conformations. We also show how the transition occurs between these two different con-

formations. First, self-avoidance extends the polymer in the direction perpendicular to

gravity. Then, the end of the chain lacks behind due to the higher friction in the exterior

of the polymer coil. As a consequence, the polymertail is elongated in the positivez di-

rection, to a rod-like configuration, which quickly relaxesback onto thexy plane. The tail
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part is pulled down by the gravitational force caused by the head part, due to difference

in the friction felt by these two parts of the polymer. Finally, the self-avoiding effects

extend the relaxed chain in the perpendicular direction, and the polymer returns back to

its original horizontally extended state.

Figure 4.2: (Color online) Snapshots of typical configurations of a settling polymer with
N = 32 in the steady-state. The polymer is elongated in the horizontal direction (a). The
loose end of the polymer feels higher friction, and the polymer end lacks the head part of
the chain in the vertical direction (b). The gravitational force of the head part pulls the
part that is left behind, and the polymer collapses into a globular shape (c), which then
expands due to self-avoidance leading back to a shape of the type in (a).

We also noticed that the time series data indicate a perfect correlation between the poly-

mer’s CM velocity andRG,⊥(t). This is in qualitative agreement with the Stokes friction

formula that the limiting velocity should be inversely proportional to the component per-

pendicular to flow of the radius of the object, namelyv‖ ∝ F/RG,⊥, whereF is the

gravitational force acting on the CM of the polymer, i.e.F = Nmge‖. We will use this

result in Sec. (4.2.2) to justify the velocity decomposition.

In Fig. 4.3 we show the actual distributions forRG,‖ andRG,⊥ for chains of lengthN =

16, 28 and32. These distributions are quantitatively different from the usual distribution

of RG in equilibrium. The spatial symmetry-breaking induced by gravity is also clearly

seen.

In Article 4 of this Thesis we found that power-law scaling for both components of radius

of gyration is well satisfied, and givesν‖ = 0.79 ± 0.02 andν⊥ = 0.45 ± 0.01. For

comparison, we also calculated the scaling of the total radius of gyrationRG ∼ Nν ,

with ν = 0.50 ± 0.01, indicating that the perpendicular component of radius of gyration
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determines the size of the polymer, for the recent parametervalues. All these values

are clearly different from the 3D self-avoiding walk exponent in equilibrium, which is

νe = 0.588 [12]. The larger scaling exponent of the parallel componentindicates that

the ratioRG,‖/RG,⊥ actuallygrowswith increasingN , and thus the parallel component

becomes eventually larger than the perpendicular one for long enough chains assuming

that the present scaling holds for larger values ofN as well. This result can be interpreted

as follows; the tail-head structure of the polymer becomes the more pronounced the longer

the chain is. Then finally, at some critical value ofN , the friction of the elongated polymer

finally decreases below the friction felt by the head of the polymer, after which the chain

is fully elongated. We suppose the small head regime still stays for infinitely long chains

as well. These numerical findings are in qualitative agreement with a recent numerical

study of polymer sedimentation withRe = 0 [66].

4.2.2 Generalized Flory Argument

For a polymer chain in thermal equilibrium, the classic Flory mean-field argument [12]

gives a very good approximation of the true scaling exponentfor RG(N). In order to

explain the numerical scaling results in the previous section, we present here a general-

ization of the Flory argument for the present case of a polymer chain in a steady-state

flow. We assume that the equilibrium distribution function is given by Eq. (4.11), and

then we further calculate the polymer distribution function as a function of the end-to-end
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Figure 4.3: The distributions of the two components of the radius of gyration: (a) in the
direction parallel to gravity, and (b) in the direction perpendicular to gravity. The chain
lengths are indicated in the figures.

distance and the CM momenta [12] as

Ψ(R,P) =
∏

n

∫

drn

∫

dpnψ({rn}, {pn})δ(R−
∑

n

[rn − rn−1])δ(P −
∑

n

pn)

≡ 〈e−βeff [U({rn})+EK({pn})]δ(R−
∑

n

[rn − rn−1])δ(P −
∑

n

pn)〉

= 〈e−βeff [U({rn})+
1
2

P2

Nm0
]
δ(R −

∑

n

[rn − rn−1])〉

≥ e
−βeff 〈

h

U({rn})+
1
2

P2

Nm0

i

〉

≡ e
−βeff

h

U(R)+ 1
2

P2

Nm0

i

,

(4.13)
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where the inequality follows from the variational principle of Feynman [14]. Later, the

CM momentumP is to be calculated in what follows from the NS equation. It will be

shown that it depends only on the polymer radius of gyrationR‖. Thus, the total free

energy of the polymer chain consists of the spring forces between the monomers, the

self-avoidance and the kinetic energy contribution, and can be written as

Ftotal = − 1

βeff
log Ψ(P,R)

≤ Eharmonic + ESAW + Ekinetic

≤ 1

2

k

N
R2

G +
1

2
νc2R3

G +
1

2
(m0N)vcm(RG)2,

(4.14)

whereN is the number of monomers,k is the spring constant between two monomers,

m0 is the mass of one monomer, andc ≃ N/R3
G is the concentration of monomers per

volume. Furthermore,vcm(RG) = P/Nm0 is the velocity of the center of mass for a

given radius of gyrationRG. The kinetic term describes non-equilibrium behavior, and

setting it to zero recovers the equilibrium scaling limit ofFlory [15]. If we assume that

the velocity field adapts infinitely fast to configurational changes of the chain, we can say

thatvcm ≡ vcm(RG).

Next we try to calculate the average kinetic energy of the polymer CM. We make a crude

approximation that the velocity of the polymer chain reminds that of a sphere. This is

based on the observation that on average the polymer stays onthexy plane perpendicular

to gravity, and it has a quasi-spherical shape described byR⊥. However, the chain ends

tend to elongate upwards like in Fig. 4.2, and then they reverse quickly back to thexy

plane. This suggests that the average size of these elongated chain ends isR‖. Later,

we think that the CM velocity can be divided into an average limiting velocity vlim,

describing the settling of the head of polymer chain, and a fluctuation part. The fluctuating

part describes the average velocity difference between thehead of chain and the elongated

chain end. These tail fluctuations are caused by the gravitational force of the head part,

mediated via the internal friction.
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It has been shown that in the limitRe = 0, the vertical velocity of a sphere [72]

vlim → Mg

6πηRG,⊥
. (4.15)

However, here we want to extend Eq. (4.15) to take into account the effects of inertia as

well. In Article IV we showed that one can write the connection between the limiting

sedimentation velocity and number of monomers as a power-law:

vlim ∝ Nβ−ν⊥, (4.16)

where the exponentβ reduces to1 in the limitRe→ 0, and on the other handβ → 0.5 in

the limit of large Reynolds numberRe≫ 1.

To consider velocity fluctuations, we used the following strategy: In the NS-equation

Eq. (4.5) we divide the velocity into two parts, the limitingvelocityvlim, and the fluctua-

tion partδv. The limiting velocity is now just a constant given by Eq. (4.16), and it only

couples to the fluctuation part through the convective term of the NS equation, Eq. (4.5).

The fluctuation part describes changes in the velocity field,and is assumed to be caused

by the fluctuating tail of polymer chain. Furthermore, the crude approximation here is

that velocity fluctuations obey the linearized Navier-Stokes equation as

ρ(
∂δv

∂t
+ vlim · δv) = −∇P + η∇2δv + fint, (4.17)

where we have linearized the non-linear convective part.

The next step is to consider thevelocity of the tail relative to the headin the fluid generated

by falling polymer. TheCM velocity of the tailis obtained in the limit oft→ ∞ as

δvCM,tail =
1

Ntail

Nhead
∑

n=1

v(rn)

=
1

Ntail

Ntail
∑

n=1

Nhead
∑

m=1

H(n,m) · fm,
(4.18)
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whereH(n,m) is the pre-averaged Oseen tensor of Eq. (4.17) in the limitt → ∞, and it

can be written as [12, 59]:

H(n,m) = 〈 1

(2π)3

∫

d3k
e−ik·(rn−rm)

[ηk2 + iρk · vlim]
(I− k̂k̂)〉, (4.19)

where brackets mean averaging over monomer coordinatesrn,m. In Eq. (4.18) we ex-

plicitly highlight that thevelocity fluctuations of the tail are driven by the head part. To

consider this internal fluctuation, we neglect all the forces due to internal interactions,

and assume that the force is caused by each monomer in the headpart, being equal to the

gravitational force−m0g.

Later, one needs to average the Oseen tensor of Eq. (4.19) over the monomer coordinates.

As was shown in [59], a reasonable approximation is given by aGaussian monomer-

monomer distribution functionΨ(rn − rm), with a variance corresponding toa0|n−m|ν ,

a being the segment length. Here, of course, the distributionfunction separates into

parallel and perpendicular parts that have variances equalto a|n − m|‖,⊥, respectively.

The calculation of the preaveraged Oseen tensor is pretty lengthy, but straightforward. It

can be shown that in the presence of the “limiting velocity field”, even the pre-averaged

Oseen tensor remains with non-zero off-diagonal components, which vanish if we set the

limiting velocity field to zero [12, 59]. This has a consequence that the force variation in

z direction causes a fluctuation of the velocity field also on thexy plane.

In the limitα ≡ R⊥/R‖ ≪ 1, one obtains to the leading order that

Hnm,zz =
log (|n−m|ν‖−ν⊥)

4πηa0|n−m|ν‖ g1(Re‖,eff , α), (4.20)

which is the same as the zero Reynolds number result for a homogeneous rod, except that

now the scaling functiong1 is more complicated, and depends both on the ratioα, and the

effective Reynolds numberR‖,eff = a0|n−m|ν‖. In thexy plane we found surprisingly

a very different result, showing1/R2
‖ dependence on radius of gyration, instead of the

usual1/Rperp:

Hnm,⊥z =
log (|n−m|ν‖−ν⊥)

2π2ηvlima
2
0|n−m|2ν‖

g2(Re‖,eff , α). (4.21)
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In Eq. (4.20) and (4.21), the scaling functionsg1,2 depend on the effective Reynolds num-

ber in thez direction andα, implying that actually the previous equations hold only

asymptotically in the limitα→ 0.

Finally, the CM velocity of the polymer is obtained from Eq.(4.18) by summing over

n andm, and noticing that only the head part of the polymer contributes to forces on

average. After a tedious calculation one obtains

δvCM,tail,‖ ∝
Nhead log (Nhead)

4πηR‖
;

δvCM,tail,⊥ ∝ Nhead log (Nhead)

2π2ηR2
‖

,

(4.22)

which is the result we were after. It clearly shows that in thethermodynamic limit the

fluctuations in the perpendicular direction vanish quickerthan in thez direction. One

should realize that in thermodynamic limit the head part becomes very small compared

to the tail part, and in fact also the fluctuations in thez direction vanish as1/R‖, as they

should.

The limiting velocity of the chainvlim is independent of the fluctuatingRG. Clearly

the velocity fluctuations, scaling asNhead/R‖ are smaller in magnitude compared to the

limiting sedimentation velocityvlim ∝ Nβ−ν⊥
head . This means that the crossterm2vlim ·

δvCM gives the largest contribution to theRG dependence of the kinetic energy Eq. (4.14),

being of the order

1

2
Mv2

CM ∝M
|vlim|Nhead

R‖

=
NtailNhead|vlim|

R‖

.

(4.23)

Plugging Eq. (4.23) into Eq. (4.14), we get the free energy ofthe polymer chain from

Eq. (4.13) asFtotal = −kBT log Ψ(R,P), as a function of radius of gyration:

Ftotal ∝
1

2

k

N

(

R2
G,⊥ +R2

G,‖

)

+
1

2
ν

N2

R2
G,⊥RG,‖

+
1

2
(m0Ntail)

|vlim|Nhead

RG,‖

.

(4.24)
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Here we have discarded the quadratic term invlim, being independent ofRG, and the

logarithmic prefactor of velocity fluctuations, not givingany contribution to scaling laws.

Also, we assume that in the scaling regimeNtail ≈ N ≫ Nhead, such that the size of the

head becomes almost independent ofN . The equilibrium is obtained by minimizing the

free energy with respect to bothRG,⊥ andRG,‖ separately, and using the limiting velocity

given by Eq.(4.16). The derivation is shown in Article IV, and here we mainly state the

final result, which is the scaling of the parallel and perpendicular components of radius

of gyration:

〈RG,‖〉 ∝ N (15+12β)/33; (4.25)

〈RG,⊥〉 ∝ N (7−β)/11. (4.26)

It should be noted that for a large Reynolds number, theN dependence of the terminal

velocity is of the form|vlim| ∝ N0.05 using our numerical result forν⊥ ≈ 0.45. In other

words, in this limit theN dependence ofvlim becomes very weak.

4.2.3 Velocity Fluctuations and Effective Diffusion,

A direct consequence of the random velocity fluctuations around the steady-state limit

is that in analogy to thermal systems, such fluctuations leadto the existence of finite

transport coefficients [32, 34–36]. In particular, using the Green-Kubo response function

formalism [16, 31] the effective diffusion coefficient for the CM of the polymer chain can

be defined as in Eq. (4.2). In thermal equilibrium, the equilibrium diffusion coefficient

of a polymer chain in a good solvent is known to scale asD ∝ N−νD whereνD = 1 for

the Rouse model, andνD = νe for the Zimm model. In the case of sedimenting polymer,

we expect this scaling law to generalize to two independent relations as was anticipated

in Eqs. (4.4).
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In Fig. 4 of Article IV we show the scaling of the components ofD for this range of

chain lengthsN ∈ {16, 20, 28, 32}. The surprising result here is that we find for this

range of values ofN that both diffusion coefficients actuallyincreasewith increasingN ,

in contrast to the thermal case. Here one should also remember that our model does not

include thermal fluctuations, so we don’t get the thermal limit even by setting gravitational

field to zero. Best fit to the data givesνD,⊥ = −0.22±0.11 andνD,‖ = −1.0±0.2. From

Eq. (4.18) we can calculate the magnitude of velocity fluctuations in the opposite limit to

the scaling regime of radius of gyration, namelyα = R⊥ ≫ R‖, which is in fact true in

the parameter regime of our simulations, see Fig. 4.1. The velocity fluctuation of the tail

scales as

δvCM,tail,‖ =
Nhead log (Nhead)

4πηR⊥
;

δvCM,tail,⊥ =
Nhead log (Nhead)

2π2ηvlimR
2
⊥

,

(4.27)

which is the same as Eq. (4.22), but here the perpendicular component of radius of gy-

ration is the largest dimension of the polymer, and is mainlyresponsible for the friction.

In the same way we get a very rough approximation for diffusion coefficient of the chain,

being proportional to the square of the velocity fluctuations, as

D‖ ∝
N2

head

R2
perp

= N2(1−ν⊥) ≈ N1.1;

D⊥ ∝ N2
head

R4
perp

= N2(1−2ν⊥) ≈ N0.2,

(4.28)

where we used the numerical resultνperp ≈ 0.45, and the approximationNhead ∝ N . The

empirical predictions of Eq. (4.28) give a reasonably good agreement with our numerical

results. However, one should notice that these results apply only in a very limited range

ofN values, since finally the size of the parallel component of radius of gyration exceeds

the perpendicular one, indicating a transition to the scaling regime covered by Eq. (4.22).

In scaling regime, it should happen that the fluctuations start to decrease, meaning that

one should see a crossover in the behavior of diffusion coefficient as a function ofN .

In scaling regime the functional dependence of the velocityfluctuations inz direction on

radius of gyration is the same as in thermal diffusion, namely δvcm ∝ 1/R‖. However,

the driving force is still the gravityg, and notkBT as in thermal diffusion.
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4.3 Summary and Conclusions

In Article IV we examined the behavior of a coarse-grained polymer chain in steady state

sedimentation due to gravity. Under these conditions the chain reaches a steady state,

in which it continues to fluctuate irregularly through a series of configurations which

include vertical and horizontal straightening and collapsing back to a globule. Despite the

irregularity, it is seen that the polymer spends most of its time in the plane perpendicular

to gravity. However, the shape fluctuations in the directionof gravity tend to magnify as

a function of monomerizationN , at least in the regime of simulations.

To explain these results, we developed a generalization of the Flory scaling argument

for the case of steady state sedimentation. It predicts thatthe inertial forces induced

by the head tail structure of the polymer in non-equilibriumflow alter the configuration

probabilities radically.

In Sec. 4.2.2 we explained the physical mechanism driving the polymer chain into a state

of asymmetric size distribution and diffusive motion. Thisis all caused by the convective

motion in the direction of gravity, included approximatelyin the NS equation through

the linearized convective term. Convection gives rise to increased tail fluctuations into

direction of gravity, making the chain elongated. Also, it predicts a non-zero contribution

from the gravitational force into motion of perpendicular component, being absent in the

symmetric case. This also reveals that the diffusion coefficient scales very differently in

parallel and perpendicular directions.

However, in order to quantitatively consider the asymmetrybetweenR‖, R⊥ andD‖, D⊥

in the thermodynamic limitN → ∞, an extended set of simulations is needed. In partic-

ular, it is not clear howD depends on the overall sedimentation velocity of the polymer

through the non-linear convective term, and how the chain conformation crossover from

perpendicular plane into direction of gravity happens. Also, it would be important to

verify numerically whether the velocity ansatz of Eq. (4.17) holds even qualitatively.



93

5 Summary

In this Thesis we have studied the electrostatic propertiesof strongly charged biomolecules,

the conformations of highly stretched and charged biopolymers, and dynamics of sedi-

mentation of long biopolymers in the presence of large amount of added electrolyte. The

final statement means that in all applications the interactions between different biomolecules

and ions under study have a finite range and at large distance from each other they can be

considered as non-interacting.

In Sec. 2 we considered the distribution of counterions and coions around a very strongly

charged surface of the biological macromolecule. Here the idea was to develop a for-

malism to calculate the free energy and electrostatic potential of a system composed of

a few charged macromolecules, surrounded by a reservoir of oppositely charged counte-

rions and similarly charged coions. This electrostatic potential can be used as an input

to study systems in larger length scales, where the individual ion properties do not have

much importance, like in DLVO theory. Both the free energy and the electrostatic poten-

tial are straightforwardly related to the ion densities of different ion types in surrounding

medium. The theory developed here predicts these ion-densities in the limit of moderate

or large amount of reservoir salt or electrolyte.

As an application of the electrostatic theory developed in this Thesis, we studied a bench-

mark case of one infinite charged wall surrounded by counterions and coions. Here we

were interested in calculating also the so-calledapparent surface chargethat is equal to

the total amount of charge inside a given distance from the wall, composed of the wall

charge and all the charged ions inside this distance. We wereable to show that under cer-

tain concentrations of added electrolyte the apparent charge changes sign from negative

to positive, which is typically taken as an indication of overcharging/charge reversal. The

magnitude of the integrated charge depends non-monotonically on the added electrolyte,

valency of the counterions, and also ion radii. This result is in agreement with a large
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number of experimental and simulation studies [38, 45–47, 69]. Also, we argue that the

mechanism behind overcharging is layer formation, where the ions in the second layer

behind the condensed layer stick to the ions in the layer nextto the macrocharge. Our

theory also predicts that the maximum of overcharging should happen at a distance of

two ion-diameters from the charged wall, in accord with the previous simulation results

for charged colloids [38].

In Sec. 3 we studied the statistical conformations of DNA under external stretching force.

Here the interesting question is to find a relationship between the force required to pro-

duce the overstretching transition as a function of the electrolyte cooncentration. We

developed a formalism that combines the one-dimensional description of the internal

structure of DNA [1], i.e., hydrogen bonding, and the mesoscopic elasticity theory for

the DNA-backbone [56]. The new piece of the theory is that we used a so-called global

coupling between the elasticity and Ising variables, whichinduces the change of the elas-

tic parameters along the overstretching transition. This coupling can be seen as a minimal

model to create interaction between the different parts of the chain.

The theory predicts the force required to stretch the DNA a certain amount, i.e., the force-

extension relation. We used this force-extension relationas a fitting function with un-

known Ising structural parameters and renormalized separation between the charges, to

be determined from fitting to the experimental data [70]. Themajor result is that despite

of the very complicated form of the data curves, the fitting can be done with just one ad-

justable paramter, which turns out to be the renormalized separation between the charges.

Moreover, the value of this separation varies between the structural separation and Bjer-

rum length, in qualitative agreement with Manning condensation theory. We also showed

that other fitting parameters have barely any salt dependence, and for the given data they

can be taken as constants. This also demonstrates that the necessary electrostatic interac-

tions are mediated via elasticity, and there is no need to introduce any other terms into the

free energy.
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Finally Sec. 4 considered the sedimentation dynamics of very long biopolymers, such

as DNA, under the gravitational field. Here we developed an effective theory to take

into account non-zero Reynolds number contributions to thesedimentation velocity, to

the size and the shape, and to the diffusion coefficient of thepolymer. The theory is

based on the hypothesis that the velocity of the sedimentingpolymer can be divided into

two parts, consisting of the average sedimentation velocity and fluctuations described by

linearized NS equations. Furthermore, we took into accountthe convection of the velocity

in the direction opposite to the sedimentation by linearized convective term. However, all

the nonlinearities are assumed to be described by the average sedimentation velocity,

being given by the empirical formula fitted from experiments. The theoretical model was

compared to the simulation data in Article IV giving very good agreement in the regime

of simulation parameters.

The main results here are that the polymer is driven to a non-equilibrium steady-state,

where it keeps on fluctuating between vertically fully elongated and compacted confor-

mations. The velocity fluctuations are mainly due to this internal motion of polymer, and

seem to be magnifying as a function of monomerization in the regime of simulations. We

argue theoretically that for longer polymers the chain should go through a crossover from

horizontal configuration into elongated one, suct that finally the chain is fully elongated,

and the horizontal head part of the polymer vanishes. From the dynamical point of view,

this shows up in the velocity fluctuations that first keep on increasing up to the crossover,

after which they start to decrease when the length of the chain is increased further. It is

remarkable that the scaling theory developed here predictsthe chain properties on both

sides of the crossover.
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