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1. Introduction 

1.1. Background and Motivation 

Networked control systems (NCS) are feedback control systems wherein the control loops are 
closed through a real-time network [60]. The different components of NCS exchange information 
via a shared medium, a digital data network. The main motivations for using networks for data 
transmissions in control systems are reduced system wiring, ease of system diagnosis as all 
information is available everywhere in the system, and increased system agility [95]. After the 
breakthrough of Internet and the preceding development of computer networks in general, there 
are several cheap and reliable network technologies available. Because of these reasons networks 
are and will be even more popular in transferring real-time control data [43]. 

Networks, especially wireless ones, have already changed the consumer markets. Handheld 
computers with wireless links through which the computers can communicate, and sensors, such 
as cameras, are all around us. In the industry, though, the use of wireless technology is at a very 
early stage, although it would bring obvious benefits, because wireless networking extends the 
possibilities of NCS even further. Industrial applications having mobile subsystems, or just savings 
in cabling costs, motivate the use of wireless technologies. The wireless solutions also provide more 
flexibility. Sensors can be rearranged when and where needed and they can be installed in new 
positions in processes, where wired sensors would not be suitable, for example, on rollers. 

Wireless sensor networks (WSN) have been extensively researched for over a decade, because they 
provide appealing possibilities for distributed, flexible and ubiquitous sensing applications, where 
each node in the network performs sensing, data processing and communication functions. The 
highly distributed nature of WSN makes them fault tolerant and adaptive to dynamically changing 
environments. Even though one node in the network experiences problems and is shut down, 
networking protocols and both sensing and data processing algorithms could adapt to the changed 
situation. Hence packets would not be delivered through the faulty node, routes would be re-
established and data processing would adapt to a missing source of measurements. Automatic route 
establishment and other self-healing properties of networks are required in order to execute control 
tasks over wireless networks. Often the industrial applications pose stringent timing and reliability 
requirements, and with wireless solutions these are more difficult to meet than with wired due to 
the adverse properties of the radio channels [88].  
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The shared communication medium in NCS with communication faults that are frequent 
especially in wireless networks poses new challenges for control design and analysis. The 
traditional control theory is based on the assumption of uniform sampling of variables and it does 
not completely cover the cases with varying time-delays or lost and intermittent measurements. 
The shared medium may be reserved at the time of sampling or there might be collisions of 
packets. Therefore the nodes might have to wait indefinitely before retransmission. The distributed 
nature of networks makes it sometimes hard to share common timing information, and due to 
drifting of local clocks the nodes are more or less asynchronic. In addition, there are various 
computing tasks in NCS, and depending on the extent of the tasks and scheduling policies of the 
microcontrollers, the computational times may vary significantly [43], [60], [95]. Unmodeled and 
varying time-delays may yield instability in a closed-loop control system and hence the major 
challenges for control design in NCS are varying time-delays and packet loss. 

During recent years the research of NCS has been rapidly growing and several solutions to cope 
with varying time-delays and packet loss have been proposed. Currently, it seems that there are a 
few main streams or methodologies that are under specific investigation. A networked control 
system could be modeled as a linear discrete-time state-space system with varying time-delays in 
the control and/or output signals. Once the control law is defined, Lyapunov-like stability criteria 
are applied and the conditions for the corresponding LMI (Linear Matrix Inequality) problem are 
presented (e.g. [58], [66]). The LMI is then solved using an efficient numerical solver. Another 
quite common way is to develop observers that act on the intermittent and delayed measurements 
and to apply LQG (Linear Quadratic Gaussian) design on top of that (e.g. [44], [74]). In all these 
approaches the practical applicability is questionable, since the calculations are computationally 
demanding and an industrial control engineer might feel uncomfortable in applying these 
mathematically challenging solutions in practice. The computational issues play an even more 
important role in the case of wireless control systems. The computations should be run on a 
wireless node that needs to have low power consumption and has a very limited computational 
power and memory available. This motivates developing computationally light controllers for NCS 
and analyzing how the deficiencies of the networks could be overcome by the correct choice of the 
controller structure and tuning parameters. 

This thesis discusses the control design aspects of NCS and focuses on the PID (Proportional-
Integral-Derivative) controller, its design and tuning. The PID controller is a widely applied 
control algorithm in wired control systems, and there is no clear reason why it would not be so in 
NCS or wireless automation applications. The use of PID in NCS has been researched relatively 
little, although the choice of its structure and its tuning turn out to be crucial for it to be applied in 
NCS. The PID controller is sometimes discussed in the literature in connection with NCS (e.g. 
[83], [101]), but quite rarely the characteristics of the networks are taken into account in any way 
in the controller tuning. Nevertheless, by tuning the PID appropriately, it can be made very robust 
against varying time-delays and packet loss. To evaluate the stability of a PID controlled system 
with uncertainties, such as varying time-delays, robust control techniques can be used. For 
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example, the robustness of different PID tuning methods for a case process with parameter 
uncertainties has been investigated in [72]. 

This thesis discusses the PID controller design and tuning in NCS, but also some practical issues 
are considered, such as software tools for PID tuning and remote NCS environments for verifying 
the results of the control design. 

1.2. Objectives 

The main objective of this thesis is to develop tuning methods for the PID controller such that it 
could maintain the stability of the control system even though the measurements would be 
affected by the challenges faced in networked control systems such as varying time-delays (jitter) 
and packet loss. On the other hand, the performance of the control system should be kept 
adequate despite the robust controller tuning. The primary focus in the thesis is on developing the 
methods and tools for PID tuning, but also tuning rules have an important role. Hence another 
objective of the thesis is to find PID tuning rules for varying time-delay systems, so that the rules 
could be applied with ease for a wide range of processes in the NCS setting. 

Besides investigating the performance of the PID controller, other relatively simple control 
algorithms are also considered in the thesis. The objective here is to examine if certain other 
computationally light algorithms would have remarkable benefits over the PID controller in NCS 
or in varying time-delay systems. The aim is to justify the choice of the PID controller structure for 
NCS by comparing the performance from the reference tracking, robustness to delays, and 
robustness to disturbances and noise perspectives. 

1.3. Summary of the Publications 

This doctoral thesis is an article dissertation composed of a summary and eight publications. In 
most of the publications (6/8), new controller tuning methods or PID controller tuning rules are 
proposed for NCS or more generally, for varying time-delay systems. In addition, the performance 
of simple controllers in NCS is compared in [P8], a PID controller tuning tool for NCS is 
proposed in [P1] and a platform for experimenting with NCS and verifying the control design 
methods is presented in [P3]. An extended summary of the publications is given in Chapter 4, but 
the main results are also briefly reviewed in this section. 

In [P1], a PID controller tuning tool for NCS is proposed. The tool provides a graphical user 
interface implemented in MATLAB with various options regarding plant and network modeling. 
With the tool, it is possible to tune the controller manually or automatically using optimization 
with the aid of simulation. The network dynamics are also taken into account by providing the user 
the possibility to define the probability distribution of the network delay. The tool also implements 
certain automatic tuning functions that can be used to optimize the controller performance with 
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respect to the selected criterion and robustness constraints. The tool implements the tuning 
method presented in detail in [P2]. The tuning method is based on simulating the plant with 
varying output delays and on controller parameter optimization, where the step response 
performance of the closed-loop system is maximized while robustness to delays is provided by 
guaranteeing the desired gain and phase margins with different values of delays. The desired gain 
and phase margins are used to constrain the optimization problem to obtain delay-tolerant tuning 
parameters. It is also possible to simulate load disturbances and measurement noise with the tool, 
so that the controller performance under the less than ideal circumstances of real-time operability 
can also be tested. 

Simulation and optimization are also used in the tuning method presented in [P4], where the 
tuning is based on the minimization of a maximum cost over several step responses. This is done, 
because different realizations of the varying time-delay are used in the simulations, and 
minimizing the worst-case cost should yield to robust tuning. Both tuning methods presented in 
[P2] and [P4] are developed for a discrete-time PID controller, which is the obvious choice in 
NCS due to sampling and the digital networks used for communication. The difference is that in 
[P2] only varying process output delays are considered, whereas in [P4] the setup is fully-
distributed with both process output delays and controller output delays. 

The MoCoNet system is presented in [P3]. It is a platform for testing control over networks with 
simulated or even real processes. Using the rapid control prototyping tools [32], the 
implementation of any control algorithm on real processes and networks is straightforward in the 
simulation environment. Many of the methods proposed in the thesis have been tested and verified 
with the MoCoNet platform or its successor, the PiccSIM platform (see [56], [57]). The MoCoNet 
platform contains a network simulator that can be used for simulating the performance of NCS 
realistically. Hence, it is possible to test the controller performance with real processes in a NCS 
setting by simulating the desired network type. The platform also supports using real networks in 
the experiments. For example, the platform has been used for control over Internet, when the 
plant at the Helsinki University of Technology, Espoo, Finland, was controlled with a PID 
controller at the Royal Institute of Technology, Stockholm, Sweden. The controller was tuned 
according to the method in [P4], see [69] for details. 

Publications [P5], [P6] and [P7] focus not only on developing PID tuning methods, but also take a 
step further and present tuning rules that are based on the methods discussed in the articles. Since 
the objective was to derive tuning rules, the analysis was decided to be performed in continuous-
time, so that the controllers would be independent of the sampling time. To be applied in NCS, 
the controllers obtained by the proposed rules need to be approximated with their discrete-time 
equivalents with small enough sample times to ensure insignificant discretization error. The 
tuning method proposed in [P6], which was also used in [P5], is based on constrained multi-
objective optimization. The optimization problem considers step response performance, 
robustness to delays and robustness to disturbances and noise, simultaneously. This is achieved by 
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formulating different objectives and constraints for the problem and using multi-objective 
optimization methods. The tuning method is essentially the same in these two papers, but in [P6] 
stable processes are considered and the tuning rules are based on the FOTD (First Order System 
with Time-Delay) approximation of the plant (a.k.a. KLT model [102]), whereas in [P5] the focus 
is on marginally stable integrating processes and the FOLIPD model (First Order Lag plus 
Integrator plus Delay). In [P6], the tuning method is applied for a process batch with different 
time-constants and nominal delays, and the tuning rules are based on surface identification of the 
optimized parameters. In [P5], a similar approach is taken and the tuning rules for a very wide 
range of processes with different time-constants and nominal delays are found. In both cases, the 
performance of the tuning rules is compared with other recently proposed rules. Furthermore, the 
tuning rules in [P5] are also verified with an agricultural case process. The tuning method 
proposed in the publication has been later extended to cover the packet loss case in NCS [16]. The 
simulations verify the performance of the proposed extensions. 

Additionally, in [P5], as a result of the thorough analysis of the delay-robustness of the control 
system, an alternative way of setting the controller parameters is proposed. The advantage of this 
method is that the desired jitter margin [9] (a measure of how much additional delay the control 
loop tolerates) can be given into the tuning rules as an input parameter, which makes the use of 
the rules easy. In [P7], the objective is also to design such tuning rules, where the jitter margin can 
be given as an input parameter. In this case, stable processes are considered instead of integrating 
ones. The analysis in [P7] is based on approximating the process with the KLT model and on the 
AMIGO (Approximate M-constrained Integral Gain Optimization) tuning rules [103]. Using the 
measurement filter re-design rules and the extended plant approach proposed in [P7] it is possible 
to tune the PID controller according to the desired jitter margin. The design methodology and its 
applicability are illustrated with comparisons to the AMIGO tuning in varying time-delay systems. 

Finally, in [P8], altogether five different discrete-time controllers are designed and compared in 
varying time-delay systems. The study also presents a controller tuning method that is applied for 
all the controllers in the comparison. The objective of this investigation is to find out if the PID 
controller could be easily outperformed by some other low-complexity controller that would be 
more suitable for NCS. The paper also discusses other, a bit more complex, but still relatively 
simple controllers, such as the fuzzy gain scheduling and model based delay-adaptive controllers, 
and compares their performance with the traditional PID controller. The results indicate that the 
PID controller is a good choice for NCS or other varying time-delay systems, as far as the delay 
variance and packet loss are taken into account in the controller tuning phase, using, for example, 
the tuning methods or rules developed in this thesis. 

1.4. Contributions of the Thesis 

The contributions of the author presented in this thesis can be summarized as follows: 
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• Development of four different tuning methods for PID controllers in NCS and 
varying time-delay systems in general. The tuning methods use single or multi-
objective optimization and different objective and constraint functions to provide 
good performance, robustness to varying time-delays and robustness to disturbances 
and noise. The tuning methods are presented in [P2] (also applied in [P1]), [P4], 
[P6] (also applied in [P5]) and [P8]. 

• Development of two new sets of PID controller tuning rules for stable processes 
[P6], [P7] in varying time-delay systems. Both tuning rules take the Ziegler-Nichols 
approach in the sense that they are based on the FOTD model, which may be 
obtained by a simple step response experiment. In [P6], the closed-loop 
performance and the delay-tolerance are maximized, while certain robustness to 
disturbances and noise levels are maintained via constraints on the sensitivity and 
complementary sensitivity functions. In [P7], the tuning rules take the advantage of 
the AMIGO tuning proposed by Åström and Hägglund [103]. By re-designing the 
measurement filter, it is possible to derive tuning rules that depend on the desired 
jitter margin. This is significant for the applicability of the rules as, for instance, the 
maximum network delay may be an input to the rules and the plant parameters give 
the rest of the PID gains. 

• Development of two new sets of PID controller tuning rules for marginally stable 
integrating processes [P5] with varying time-delays. One of the two sets of tuning 
rules emphasizes robustness to disturbances and noise, and the other focuses on 
providing the desired jitter margin. The analysis made of the jitter margin and 
controller performance relationship enables tuning the controller optimally in the 
performance sense such that a given jitter margin is satisfied. Here too, the desired 
jitter margin may be given as an input parameter to the tuning rules. 

• Comparison of simple controller algorithms in varying time-delay systems motivated 
by the limited computational resources available, for example, in wireless sensor 
and actuator networks. Variations of IMC (Internal Model Control) controllers and 
fuzzy gain scheduling are developed for varying time-delay systems. The 
contribution is also in showing the applicability of the PID controller for varying 
time-delay systems as far as its tuning is done properly. 

• Development of a MATLAB-based PID tuning tool for NCS that can be used to 
tune the controllers automatically by optimization or manually. With the tool, it is 
also possible to generate optimal parameter surfaces for a range of processes, and the 
surfaces can then be used for generating tuning rules. 

• Design and development of the MoCoNet platform for remote laboratories and 
NCS research experiments. The platform provides tools for verifying the 
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performance of the developed tuning methods and rules in a realistic NCS setting 
with real processes. 

1.5. Structure and Organization of the Thesis 

The thesis is organized as follows. Chapter 2 discusses the NCS and presents the main challenges 
for control design. The chapter also reviews the related work focusing on the NCS stability and 
control design research in the literature. Chapter 3 discusses the control design and tuning 
methods that are applied in the publications of the thesis. Many of the sections are devoted to the 
PID controller, its properties, tuning methods and design in NCS, because the methods developed 
in the thesis are mainly for the PID controller. Chapter 4 summarizes the results of publications, 
and conclusions with a discussion of further research are given in Chapter 5. 
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2. Networked Control 

This chapter gives an overview of the general structure of networked control systems (NCS) and 
describes their different components. The NCS are discussed from the control design point of 
view. The related research is also reviewed in this chapter. 

2.1. Networked Control Systems 

NCS are distributed real-time control systems consisting of the plant, sensors, controllers, actuators, 
and a shared data network that is used for communication between the components of the system 
[60]. A general NCS layout is depicted in Figure 1. The use of data networks in closed-loop 
control systems is mainly motivated by reduced system wiring, price, flexibility and modularity of 
implementation, and the possibility of having plug and play devices [6], [60]. For example, in the 
car industry, the CAN bus (Controller Area Network) has become very popular, because the 
measurements from numerous sensors can be transmitted over a single bus instead of wiring each 
sensor with its own cable. Nowadays, a car can have three CAN buses with different speeds; one for 
electronic stability control and the anti-lock braking system (high-speed), another for the driver’s 
information management (navigation system, radio; medium speed) and a third one for the central 
locking system and other low-speed functions. Whereas cars are small in size, industrial processes 
are large and the savings in cabling can be dramatic when using a fieldbus instead of traditional 
cables and wires. Besides fieldbuses, Ethernet is being used in industrial environments for 
automation and production machine control. Ethernet provides a high-speed network and it can 
be implemented with standard devices such as access points, routers and hubs that are commercial 
off-the-shelf (COTS) equipment and thus inexpensive. 

Generally, the controlled plant in NCS is assumed to be continuous-time, and thus the actuator 
implements zero-order hold (ZOH) holding the last control until the next one arrives or until the 
next sample time. Since networks are used for transmitting the measurements from the plant 
output to the controller, the plant has to be sampled (sample time h), which motivates the use of 
discrete-time controllers. The controller may be physically placed in a different location from the 
plant, actuators and sensors, resulting in a distributed control system. The controller can be time-
driven or event-driven, so it can calculate the new control signal at discrete time instants with a 
constant sample time or it can calculate the control signal immediately once it gets a new 
measurement from the sensor. In addition, the actuator can be time or event-driven. 
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Figure 1. The NCS model (modified from [6] and [60]). 

The network induces delays in the signals: sc
kτ  in Figure 1 denotes the sensor-to-controller delay 

and ca
kτ  the controller-to-actuator delay at time k. The controller computational delay c

kτ  can be 
included into sc

kτ  or ca
kτ  without loss of generality [6]. Depending on the communications protocol 

used, these delays can be constant, time-varying or random. Delay modeling is further discussed in 
Section 2.3.1. 

The selection of the sample time plays an important role in NCS. Traditionally, a small sample 
time is chosen to approximate the continuous-time plant as closely as possible and to enable 
accurate control. Nevertheless, in NCS, a small sample time causes high network load and an 
increasing risk of network congestion, which results in longer delays and hence lower 
performance. Thus the network delay and the sample time are coupled, and finding an optimal 
balance between the two is a core requirement for achieving well performing and stable NCS [6]. 

The major drawback of NCS is that the network dynamics affect the stability of the control system 
due to the additional network delays. These delays are caused, for example, by the limited 
bandwidth and overhead in the communicating nodes and in the network [60]. Due to the shared 
medium, the nodes are unable to transmit packets simultaneously, and hence medium access 
control is required. There are several multiple access schemes available that differ in many 
respects. First of all, the access scheme can be either coordinated by a network coordinator or then 
distributed among the network nodes. In the former case, different nodes may transmit at a given 
time (Time Division Multiple Access, TDMA) or frequency (Frequency Division Multiple Access, 
FDMA), or then coding can be used to differentiate the signals of each transmission pair (Code 
Division Multiple Access, CDMA). In the distributed case, without the network coordinator, the 
medium access is based on first listening to the carrier wave and then transmitting if the channel is 
free (Carrier Sense Multiple Access, CSMA). CSMA can be complemented with collision 
detection (CSMA/CD), where packet collisions are detected and exponential backoff times are 
used before retransmissions. If collision detection is not possible, that is, if the transmitters cannot 
sense while transmitting, which is the case, for example, in IEEE 802.11 based WLAN’s, collision 
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avoidance (CSMA/CA) can be used. In CSMA/CA, if the channel is idle and a node wishes to 
transmit, it first sends a signal telling other nodes not to send so that collisions would not occur 
during the transmission of the actual signal. Obviously, in the CSMA cases randomness related to 
timing is unavoidable and this results in varying time-delays in the network. In wireless multihop 
networks, the routing of packets also affects the end-to-end delay, which is varying according to the 
number of hops from source to destination. The multiple access schemes are discussed in more 
detail, for example, in [15] and [25]. 

Although the plant would be sampled at discrete time instants at a constant rate, the distributed 
and asynchronic nature of networks makes the delays time-varying, often in random fashion. 
Besides the constant delay of the process (though this delay could also be time-varying), the control 
loop experiences varying time-delays induced by the network. In the literature, these varying delays 
are often referred to as jitter. Many traditional control design methods are based on the assumption 
of constant time-delays, but this is rarely the case in NCS. Thus new control schemes are needed 
for NCS, where jitter is present. Therefore the field of networked control systems has lately been 
researched widely. Recent control design methodologies for NCS are presented, for example, in 
[82], and the different design approaches will also be reviewed in Section 2.3.2 including more 
recent results. 

Another problem related to NCS is packet loss. Some of the packets get lost in the network due to 
interference, noise, node failures and packet collisions. Depending on the protocols used, a lost 
packet is either retransmitted or not. For example, consider the two transport layer protocols used 
in IP networks. In TCP (Transmission Control Protocol) messages are retransmitted in the case of 
lost or erroneous packets, but in UDP (User Datagram Protocol) there are no retransmissions. 
There is a significant difference in these two protocols with respect to how much they congest the 
network, but also with respect to the reliability of the connection. In the TCP, acknowledgements 
from the receiver to sender, indicating that the messages are received, need to be sent. This 
increases the network load. On the other hand, in the TCP the data arrive in correct packet order 
and all the data finally go through, if the network is up and running. In the UDP the packets may 
arrive in out-of-sequence, and there are no retransmissions. The UDP is therefore much faster than 
the TCP, but it is also more unreliable [24]. 

The computational times of the controllers may also vary depending on the complexity of the 
control algorithm and the number of tasks given to the microcontroller performing the 
computations. The computational delay may become a severe problem, if very fast dynamics are 
controlled, for example, a fast motor. If the sample times are in the millisecond range, low-
performance microcontrollers that are often used in commercial products in embedded systems 
may have insufficient time for calculating the control law, especially, if the same microcontroller 
has to also perform other tasks such as networking. The performance of the control system may be 
improved by assigning the control task a high priority by a proper scheduling policy in the 
microcontroller. Alternatively, the computational times of the controller may significantly vary, if 
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more sophisticated control algorithms are used. An example of this is the model predictive 
controller (MPC), in which the control action is based on optimizing the control signal in the 
control horizon. Depending on the constraints and the operating point of the plant, the 
optimization problem may become very difficult to solve, which may result in unpredictable 
computational times [48]. If the computation takes too long, say longer than the sample time, it 
has to be stopped, and the previous control is applied during the next sample time. This 
corresponds to having varying controller output delays. 

Before discussing the stability analysis, a general NCS model is presented. The model can be used, 
for example, in the stability analysis of NCS. The plant model is given as 

 ( ) ( ) ( )x t Ax t Bu t= + , (1) 

where ∈ nx  is the state vector, ∈ mu  the input signal, and A and B the state and input matrices 
with compatible dimensions. If state feedback is used as the control law, the discrete-time 
controller is 

 = − =( ) ( ),      0,1,2...sfu kh K x kh k , (2) 

where Ksf is the state feedback gain matrix. Since the control law is fixed here, the network delays 
can be combined for analysis purposes: sc ca c

k k k kτ τ τ τ= + + . This is the delay of each sample and the 
subscript k refers to sampling instant. Assuming a time-driven sensor, an event-driven controller 
and that the delay is less than the sample time, i.e. τ <k h , the system equations can be written as 
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where y is the output, C the output matrix and u(t+) a piecewise continuous signal that only 
changes its value at τ= + kt kh . As the system is sampled with sample time h, the discrete-time 
system model becomes 
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and Φ , 0Γ  and 1Γ  are the matrices of the discrete-time state-space model. Using an augmented 
state vector +⎡ ⎤= − ∈⎣ ⎦( ) ( ) ( )

TT T n mz kh x kh u kh h , the closed-loop system can be represented as 
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 + = Φ( ) ( )z kh h z kh , (6) 
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is the state matrix of the closed-loop system. If the delay is constant, i.e. kτ τ=  for all k = 0,1,2…, 
the system analysis is further simplified as the system becomes time-invariant. This is the case with 
certain network protocols such as token-ring scheduling (IEEE 802.5). If the delay is longer than 
the sample time, the derivation of Φ  is more complicated, since it is time-varying and depends on 
the exact schedule of the receipt of the control inputs [6], [96]. 

2.2. Stability of NCS 

The stability of a closed-loop control system should always be the first concern when designing 
controllers. As discussed in the previous section, the varying time-delays induced by the network 
are the major source of instability in NCS. This section reviews some of the stability criteria 
proposed for NCS and also, in general, for varying time-delay systems. 

The stability analysis of varying time-delay systems falls into several subcategories depending on the 
scenario. The delay can be known or unknown and its maximum value bounded or unbounded. 
The plant and the controller can be either continuous-time (CT) or discrete-time (DT), and also a 
mixed case (CT plant and DT controller) is considered in [6] and [36]. If the delay is known, the 
stability criterion may make use of the lengths of delays. Thus the delay-dependent criteria are 
presumably less conservative than the delay-independent criteria [91]. Most of the available 
stability criteria for unknown and varying time-delays are given in the time domain (e.g. [7], [18], 
[35], [42], [58], [66], [91]), but there are also frequency domain criteria such as [20] and [36].  

In NCS, it is reasonable to assume that some upper bound for delay variation can be defined. 
Nevertheless, if the delay of a single packet exceeds the upper bound, the packet should be 
abandoned, but this requires considering the effect of packet loss. If most of the packets exceed the 
upper bound, the control system should probably be halted. For a system with time-varying but 
bounded delay it might be tempting to use the maximum value of the delay to design a worst-case 
controller, and hope that the system would be stable. It has been proved, though, that the worst-
case delay design does not guarantee stability if the delay varies. Using a first order system with a 
varying time-delay, it is shown in [29] that in certain cases the stability region of the system is 
smaller with the varying time-delay than with the constant maximum delay. This indicates that a 
control algorithm designed for a fixed maximum delay does not necessarily stabilize a system when 
the delay varies between its minimum and maximum values [61]. 
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2.2.1. Preliminaries 

The stability criteria for time-delay systems are often proven using the Lyapunov-Krasovskii or the 
Razumikhin theorem. Most of the existing stability results for systems with varying time-delays are 
based on these two theorems [36]. Before these theorems are introduced, some required 
definitions are given. 

Norms 

A norm, denoted as ||  ||, is a distance-measuring device that can be applied on vectors, matrices 
and functions. A norm of x satisfies the following assertions about ||x|| (e.g. [5], [39]): 

 1) ≥ 0x , and = 0x  if and only if x = 0 
 2) for any scalar α and vector x, α α=x x  
 3) + ≤ +x y x y  

Since any operator that fulfills the above assertions is called a norm, there are several definitions 
for norms. For example, in the case ∈ nx  is a vector, the p-norm is defined by  
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Quite often p has one of the values p = 1 (l1-norm) or p = 2 (Euclidean or l2-norm). In addition, 
the norm ∞x  (l∞-norm) is frequently used in computations. The latter is defined by 

 ∞ = max ii
x x . (9) 

A function norm similar to (8) may be defined as follows. Let E be a set and μ a measure on E. 
Define the linear space Lp(E, μ), ≤ < ∞1 p , to be all equivalence classes of functions that are 
measurable and pth-power summable on E. Then the p-norm of function f may be defined by 
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For a more detailed definition of the norm (10), see [5], p. 115. 

Stability 

There are several definitions of stability, which is a fundamental property of a system. By stability, 
we usually mean that a stable system remains under control and reacts to its inputs with reasonable 
output. Conversely, it is difficult to observe apparent relation between the input and the output of 
an unstable system. The stability of a linear time-invariant (LTI) system (model) may be analyzed 
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by bounded input, bounded output (BIBO) stability. For nonlinear systems, the Lyapunov 
techniques are more appropriate. 

The stability definitions below consider an autonomous dynamical system which satisfies 

 0 0( , ),      ( ) ,     nx f x t x t x x= = ∈ . (11) 

BIBO stability: A system is bounded input, bounded output stable, if, for every bounded input, the 
output remains bounded for all time. A LTI system is BIBO stable, if the roots of the system’s 
characteristic equation lie in the left half of the s-plane [68]. For nonlinear systems, however, 
BIBO stability is not an adequate definition for stability. Hence the following generalized stability 
definitions are briefly discussed here. 

Lyapunov stability (local stability): Consider the dynamical system (11) in an initial state x0  
(at t = t0) near to an equilibrium state xe. In the Lyapunov sense, xe is stable, if for any ε > 0 , there 
exists a 0( , ) 0tδ ε >  such that δ− <0 ex x  results in ( ) ex t x ε− <  for all > 0t t  [68]. Here  refers 
to the Euclidean norm. This definition of stability basically says that if an equilibrium state is 
Lyapunov stable and the initial state is close to it, the trajectory of the state will remain within a 
given neighborhood of the equilibrium. 

Uniform stability: The Lyapunov stability is defined at a time instant t0. In order to have a 
uniformly stable equilibrium state xe, we insist that δ  is not a function of t0, so that the stability 
definition above applies for all t0 [53]. 

Asymptotic stability: The equilibrium state xe of the dynamical system (11) is asymptotically stable, 
if it is Lyapunov stable, and in addition, there is a 0( )tδ  such that every motion starting at t0 in the 
δ  neighborhood of xe, i.e. 0( ) ex t x δ− < , converges to xe as → ∞t  [53], [68].  

Uniform asymptotic stability: For xe to be a uniformly asymptotically stable state, xe needs to be 
uniformly stable and there must exist a δ  that is independent of t0 so that the asymptotic stability 
holds for xe. Further, it is required that the convergence in the definition of asymptotic stability is 
uniform. Note that uniform stability is only important for time-varying systems, because for time-
invariant systems, stability implies uniform stability and asymptotic stability implies uniform 
asymptotic stability [53], [68].  

Global stability: An equilibrium state xe is globally stable, if it is stable for all initial conditions 

0
nx ∈ . Uniform and asymptotic global stability are defined similarly as above in the local stability 

definitions, but instead of only stable xe it is required that the equilibrium state is globally stable 
[53], [68].  

The stability of a system can be investigated using the Lyapunov methods. In the direct method of 
Lyapunov, it is possible to determine the stability without integrating the system differential 
equations (11). The method is based on defining a Lyapunov function V, which in some sense acts 
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as an energy measure of the system. Observing the rate of change of the energy of the system allows 
ascertaining the stability of the system. This approach is applied in the Lyapunov-Krasovskii and 
Razumikhin theorems that are briefly reviewed in Sections 2.2.2 and 2.2.3. The detailed discussion 
of the Lyapunov methods is omitted here, see for example [20], [53], [68] for details. 

Linear matrix inequalities 

Many NCS stability criteria based on the Lyapunov-Krasovskii and Razumikhin theorems are 
given in the form of LMIs (e.g. [35], [66]). This is justified, since there are efficient computational 
methods available to solve them. LMIs have the general form 

 
=

= + >∑0
1

( ) 0
m

i i
i

F x F x F , (12) 

where ∈ mx  and ×∈ n n
iF . The inequality F(x) > 0 means that F(x) is a positive definite matrix. 

The symmetric matrices Fi, i = 0,1,2…,m are fixed and x is the variable. The problem is to find 
whether or not there exists x such that inequality (12) holds or not [20], [84]. The LMIs can be 
applied, for example, for finding a positive definite function of the system states, whose derivative 
with respect to time is negative definite. This problem arises from proving the stability of a linear 
system via the Lyapunov method. 

Retarded functional differential equations 

Time-delay systems can be described by retarded functional differential equations (RFDEs) that 
are generally given as 

 ( ) ( , )tx t f t x= , (13) 

where ( ) nx t ∈  is the system state variable and f describes the evolution of the states in time t. The 
derivative of the state depends on time, but also on x(θ) for δ θ− ≤ ≤maxt t , where maxδ  is the 
maximum delay of the system. The evolution of the states thus depends on the past values of the 
state xt defined by 

 θ δ θ= + − ≤ ≤max( ),  0tx x t . (14) 

The initial value of the state variable in a time interval of length maxδ  from t0 – maxδ  to t0 is defined 

 0 max( ) ( ),  0x t θ φ θ δ θ+ = − ≤ ≤ . (15) 

Let y(t) be a solution of (13). For system stability considerations it is important to study the system’s 
behavior when x(t) deviates from the solution y(t). For these investigations it is reasonable to 
assume that (13) has the trivial solution x(t) = 0. If the stability of a nontrivial solution needs to be 
examined, the variable transformation z(t) = x(t) – y(t) gives the RFDE, which has the trivial 
solution [20]. 
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2.2.2. Lyapunov-Krasovskii Theorem 

The Lyapunov-Krasovskii theorem uses the following definition of norm of the function 
[ ]( ), , nC a bφ ∈ , where C is a set of n -valued continuous functions on the closed interval [a, b]. 

The continuous norm of the function φ  is defined 

 max ( )c a bθ
φ φ θ

≤ ≤
= , (16) 

where the vector norm ||  || represents the 2-norm [20]. 

Consider the function f in (13), and suppose that u, v and w are continuous nondecreasing 
functions, where additionally u(p) and v(p) are positive for p > 0, and u(0) = v(0) = 0. If there exists 
a continuous differentiable functional V such that 

 ( ) ( )(0) ( , ) cu V t vφ φ φ≤ ≤ , and (17) 

 ( )( , ) (0)V t wφ φ≤ − , (18) 

then the trivial solution of (13) is uniformly stable. If w(p) > 0 for p > 0, then it is uniformly 
asymptotically stable. If, in addition, ( )u p → ∞  as p → ∞ , then it is globally uniformly 
asymptotically stable. The proof of the theorem is given, for example, in [20]. The functional V 
here measures in some sense the deviation of the system states from the trivial solution. 

2.2.3. Razumikhin Theorem 

The basic idea of the Razumikhin theorem is that function V(x) in some sense measures the size of 
x(t). Let the function 

 ( )
max[ ,0]

( ) max ( )tV x V x t
θ δ

θ
∈ −

= +  (19)  

serve as such measure of the size of xt. In order to ensure that ( )tV x  does not grow, it is only 
necessary that ( ( ))V x t  is not positive whenever =( ( )) ( )tV x t V x . More formally, the Razumikhin 
theorem is given as follows. Let f, u, v and w be defined as in Section 2.2.2, but, in addition, v is 
strictly increasing. If there exists a continuously differentiable function V such that 

 ( ) ( )( , ) ,  ,  nu x V t x v x t x≤ ≤ ∈ ∈ , (20) 

and the derivative of V along the solution x(t) of (13) satisfies 

 ( ) ( ), ( ) ( )V t x t w x t≤ −  whenever ( ) ( ), ( ) , ( )V t x t V t x tθ θ+ + ≤  (21) 

for [ ]max ,0θ δ∈ − , then the system (13) is uniformly stable [20]. Asymptotical and global stability 
can be proven by more strict conditions, but these as well as the proof of the theorem are left out of 
the presentation here (see [20] for details). 
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The results based on the Lyapunov-Krasovskii theorem usually prove the stability of a time-delay 
system, where the delay is bounded both in length and variation [36]. The variation of the delay 
parameters may be bounded, for example, by 1δ <  [20]. Some new results show that the stability 
can be proven with the Lyapunov-Krasovskii theorem without the limitation for delay variation 
[18], [58]. On the other hand, the Razumikhin theorem can be used for proving the stability of a 
time-delay system, where the delay is bounded, but arbitrarily fast varying (see e.g. [7], [42]). The 
conservativeness of the stability criteria is considered and compared in [18].  

2.2.4. Frequency Domain Approaches 

Whereas the stability theorems discussed in the previous sections deal with functions of time, this 
section reviews some of the recently proposed frequency domain approaches for the stability 
considerations of varying time-delay systems. In [20] and [36], the stability criteria are based on 
modeling the varying time-delay as an uncertainty in the feedback loop, and on the use of the 
small gain theorem [94]. The small gain theorem states that if S and Δ are interconnected systems 
as in Figure 2a, and they are both causal, linear, and BIBO L2-stable, then the S-Δ –loop is BIBO 
L2-stable if 

 Δ <2S 1. (22) 

In [20], the following continuous-time system is considered 

 
( )δ

δ δ δ
δ ρ ρ

= + −
< ≤ ≤

≤ ≤ <

0 1

min max

( ) ( ) ( ) ( ) ( ) ,
0 ( ) ,

( ) ,   0 1.

z t A t z t A t z t t
t

t

 (23) 

Here A0 and A1 are the system state matrices, and the delay function ( )tδ  is bounded between the 
minimum and maximum values, minδ  and maxδ . The derivative of the delay is bounded so that the 
delay cannot increase faster than time. Since the delay variance is small, it is reasonable to separate 
the system such that the forward part (S in Figure 2a) only has a constant delay whereas the 
feedback part (Δ in Figure 2a) includes the time-varying delay. Using the small gain theorem the 
BIBO stability of the system can be proven. 
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Figure 2. a) Feedback interconnection, b) Control system with a controller output uncertainty. 
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In [36], quite general stability results of linear control systems with varying time-delays are given. 
The stability criteria are derived for the similar setting as in Figure 2b, where G is a process, C is a 
controller and Δ is a varying time-delay. The stability criteria are derived for three different setups: 
1) process and controller being CT, 2) process being CT and controller being DT, and 3) process 
and controller being DT. In all the cases the stability criteria are somewhat similar, but here the 
result is presented only for the CT-CT case, which is also used in certain publications of this 
thesis. Assuming that the closed-loop system in Figure 2b is stable for zero delay (delay caused by 
Δ-block), it is also stable for all varying time-delays defined by 

 ( ) max( ) ( ) ,  0 ( )v v t t tδ δ δΔ = − ≤ ≤ , (24) 

if 

 [ [
max

( ) ( ) 1
,  0,

1 ( ) ( )
G j C j

G j C j
ω ω ω

ω ω δ ω
< ∀ ∈ ∞

+
. (25) 

In (24), Δ is the delay operator, which delays its incoming signal v by the delay δ(t). The delay is 
bounded by its minimum value 0 and maximum value δmax, and in (25) ω is the frequency. The 
delay variation is not constrained in any way in this or the other criteria proposed in [36], which 
together with the rather simple form makes them very usable. Nevertheless, the criteria are only 
sufficient but not necessary conditions for stability, and hence in some conditions they may 
become conservative. Visualization of (25) is useful for the interpretation of the criterion. Notice 
that the left side of (25) is the closed-loop frequency response magnitude, which is bounded by a 
curve (right side of (25)) that is inversely proportional to the frequency. The bounding effect of δmax 
can be clearly seen if these two curves are drawn with respect to the frequency on a logarithmic 
scale, see [P7], Fig. 2.  

Based on the CT-DT version of (25), also derived in [36], Cervin et al. [9] have defined the 
concept of jitter margin, which is extensively used in this thesis. Given the system in Figure 2b, the 
jitter margin is defined as the largest number δmax(τ), for which closed-loop stability is guaranteed 
for any time-varying delay [ ]max, ( )τ τ δ τΔ ∈ + , where τ is a constant delay. As discussed in [9], the 
possible constant delay part of Δ should be included in G(jω), the plant model, to avoid 
unnecessary conservativeness of the condition (25). In this thesis, it is assumed that all constant 
delays are part of the process. In the continuous-time case, we may define the jitter margin as the 
greatest lower bound δmax, for which the condition (25) still holds. 

 
[ [ω

ω ωδ
ω ω ω∈ ∞

+=max 0,

1 ( ) ( )
inf

( ) ( )
G j C j

j G j C j
 (26) 

As discussed above, (25) and other stability criteria proposed in [36] are conservative and 
discussions on their conservativeness have arisen in the literature, even though it is shown in [36] 
that the criteria are not very conservative. Nevertheless, the criteria have been further developed to 
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improve the performance aspect. The way to do this is to have certain assumptions of the delay 
dynamics, so that they can be taken into account in the criteria. An example of such modification 
is Mirkin’s lemma [49], which shows that the jitter margin criterion can be made 57 % less 
conservative, if the delay has the sawtooth shape. This corresponds to a varying sampling interval or 
the packet loss case in NCS. The sawtooth delay has the following characteristics: 

 [ )1 1 max( )  , ,    k k k k kt t t t t t t tδ δ+ += − ∀ ∈ − ≤ . (27) 

The shape of the sawtooth delay is depicted in Figure 3. On the vertical axis, the delay is shown in 
sample times, and the horizontal axis represents the time in samples. In the figure, 70 % random 
packet loss is assumed and the figure shows how the delay changes from sample to sample in such 
a lossy communication link. Obviously, in the figure, only one possible realization of the delay is 
represented, but the shape and behavior of the sawtooth delay are clearly seen. 

Mirkin’s lemma is useful in the control design of wireless networked control systems, where packet 
loss is a major concern. The case study in [16] (extended version of [P5]) demonstrates the use of 
the lemma when tuning a PID controller for maximum performance while the stability of the 
closed-loop system is guaranteed for a maximum of ten consecutive lost packets. 

2.3. Control Design in NCS 

This section discusses the recent advances in the control design of NCS, and presents some of the 
proposed approaches to deal with the challenges of NCS. It should be noted that the NCS are 
generally approached from two directions, either from communications and networking or control 
points of view. The review presented here considers only the control design approaches. 
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Figure 3. An example of the sawtooth delay. 
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First, network modeling is discussed, since the models have an important role in many control 
design approaches, and then the different design methodologies are reviewed. One section is 
devoted to wireless sensor and actuator networks, because they are currently under extensive 
research. 

The literature on control design in NCS often focuses on the network-induced delay, and 
numerous methods for dealing with the delay have been proposed. The network delays are the 
main source of performance degradation and instability in NCS, and thus the research is well 
justified [82]. There are also a high number of papers discussing control over packet-dropping links 
(see e.g. [21]), and packet loss is indeed the other major concern in NCS. Some papers deal with 
both above mentioned problems simultaneously (e.g. [78]). 

The controllers proposed in this field differ in many respects and there is no standard solution that 
could be used. One important issue is the choice of controller architecture. Certain controllers use 
observers to compensate for the delays and losses, but others act directly on measurements that are 
in some cases first filtered. The controllers discussed in this section represent different 
architectures and are based on a variety of control design methods. Quite rarely, though, the 
design of PID controllers or their robust tuning for NCS is discussed in the literature. These are 
highly relevant issues because of the simplicity of the PID algorithm, which especially in wireless 
automation applications is favorable due to the limited resources of computation and 
communication. The state-of-the-art PID design for NCS will be discussed in Section 3.4 after 
presenting the PID algorithm in detail. 

2.3.1. Network Delay Models 

There are several sources of delays in NCS. Not only the network dynamics affect the total delay, 
but also the signal processing and computational delays that depend on the scheduling policies 
should be taken into account. The network could also be exposed to failures, which would 
increase the delay variance. Furthermore, if all the components of the NCS are time-driven, there 
is an additional synchronization delay, because the components have to wait until the next sample 
instant until they can act [6], [70]. For example, the controller might receive a measurement from 
the plant 0.1h after the measurement is made, but it would have to wait until the next sample 
instant until the control signal would be transmitted to the actuator, which again would wait until 
the next sample instant before actuation of the control command. 

Network modeling is in many cases a prerequisite for control design. There are several models 
available for network delays depending on the network type and protocols used. Generally 
applicable network delay models are considered in [60], where three different models are 
discussed. These are: 1) constant delay, 2) random delay that is independent from transmission to 
transmission, and 3) random delay with probability distributions governed by an underlying 
Markov chain. It is also suggested that the computational delays could be embedded in these delay 
models. 
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The constant delay model is good for cases, where the process dynamics are much slower than 
those of the networks and network delays are significantly smaller than process time-constants and 
delays. In this case, the network delays might always be less than the sample time and if the system 
is time-driven, the variance of the delay has no effect. The network delay experienced by the 
controller or the actuator would always be one sample time in such a case. 

The independent random delay model is justified, because there are several events in the network 
that can cause asynchronic behavior for communication. Under the shared medium, not all the 
nodes can transmit simultaneously and thus sometimes they might need to wait for the network to 
be idle. In the case of packet collisions, there could be a random backoff time after which the 
nodes would try to transmit again. Altogether these properties make the delays vary in a random 
fashion, possibly according to some probability distribution. 

The independent random delay models do not capture the effect of a high network load that often 
leads to correlated random delays, meaning that a delay value is actually dependent on the 
previous value. If the network is experiencing heavy traffic, it is probable that all packets suffer 
from long transmission delays until the load decreases. If varying network queues or network load 
need to be modeled, one can use delay distributions that are governed by a Markov chain [60]. 

Some studies consider the modeling of Internet delays. Quite often in these studies there are two 
computers involved, ping commands are executed and round trip times are recorded over a period 
of time. The delay distributions in such cases resemble exponential distributions for relatively short 
distances and Gaussian distributions for relatively long distances. The latter distribution can be 
explained by considering each node in the Internet as a FIFO (First In, First Out) queue with 
random arrivals and exponential service time. As the distances become long, there are several 
queue processes on the way, and the total delay is a sum of a large number of exponentially 
distributed independent random variables, resulting in Gaussian distribution. The parameters of 
the distributions need to be measured frequently, because of the huge growth and development of 
the Internet [61]. The generalized exponential distribution has also been proposed to model IP 
network delays [83]. 

2.3.2. Control Design Methodologies 

In [82], the recent control design methodologies for networked control are reviewed. Despite the 
methodology chosen, the objective is to control the NCS so that stability is guaranteed while 
providing good performance for the closed-loop control system. The basic concepts of the control 
algorithms are presented here. The naming of the different methodologies is according to [82]. 

The augmented deterministic discrete-time model methodology [23] is based on discrete-time state-
space models. The controller uses j past measurements z(k) = y(k - i), i = {1,…,j} to calculate the 
control signal at k. The network delays are handled by augmenting the delays into the full system 
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state model, and the stability for periodic delays is proven based on the eigenvalues of the 
augmented system state transition matrix. 

The basic idea of queuing methodology is to use observers and predictors to compensate for the 
delay and hence to make the NCS time-invariant. The methodology is based on queuing 
mechanisms that are used to reshape random network delays to deterministic delays. The approach 
presented in [47] uses an observer to estimate the plant states and a predictor to compute the 
predictive control based on past output measurements. The control and past output measurements 
are stored in FIFO queues and shift registers, and these are located before and after the controller 
in the control loop. First, the past measurements are used to estimate the plant state at k – θ + 1, 
where θ is the size of the shift register between the sensor and the observer. Next, using the 
previous estimate, the plant state is predicted at k + µ, where µ is the size of the register after the 
controller. The predictive control signal u(k + µ) is then calculated and stored in the shift register. 
Since both the observer and the predictor are model-based, the performance of the system highly 
depends on model accuracy. 

Nilsson [60] developed an optimal stochastic control methodology for NCS. In this work the delay 
was assumed to be random, but less than one sample time. Later Lincoln [43] extended the 
optimal control methodology for delays that are longer than one sample time. The basic idea of 
this approach is to formulate the problem as a LQG problem. The system dynamics are given in 
state-space and the optimal controller gain is solved from the formulated LQG problem using 
dynamic programming. Solving the problem requires past delay and full state information, and for 
the latter the Kalman filter may be applied. 

The perturbation methodology [87] considers the difference between the current plant output 
values and the most recently transmitted plant output values as a perturbation to the system and 
searches for limits to this error. The stability is proven using the Lyapunov approach on the 
dynamics of the error. Several assumptions are made, including error free communications, fast 
sampling and noiseless observations, but the plant and the controller may be nonlinear and time-
variant. In this framework the network resides only between the sensor and the controller, not 
between the controller and the actuator. 

The sampling time scheduling methodology can be used for determining the sensor sample times of 
NCS based on the delay sensitivity of each control loop in the network. The sensitivity to delay is 
first analyzed using general frequency domain analysis on the worst-case delay bound. Under 
certain conditions this methodology leads to optimal network utilization [82]. 

In robust control methodology the network-induced delays are treated as perturbations to the 
nominal system, and the control design is performed in the frequency domain using robust control 
theory. A major advantage of this approach is that there is no need to know the exact delay 
distributions in advance. In [22], the network delays are assumed bounded and they are modeled 
as simultaneous multiplicative perturbations. Using the Padé approximation, the H∞/µ-synthesis 
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may be applied and certain multiplicative uncertainty weights are chosen so that the uncertain 
delays are covered by the controller. Robust performance for randomly time-delayed systems may 
be achieved using this methodology. 

Fuzzy logic modulation methodology takes an advantage of fuzzy logic to update the controller 
gains based on the error signal between the reference and the actual output of the system, and the 
output of the controller [3]. This approach is somewhat similar to the fuzzy gain scheduler 
presented in [P8]. Nevertheless, in [3], updating the gain of a single PI controller based on the 
error and controller output is considered, whereas the scheduler in [P8] updates the weighting of 
several PID controllers and computes the weighted sum of controller outputs based on the current 
delay value. The fuzzy logic modulation methodology includes online and offline membership 
function design by optimization. 

Event-based methodology uses the system motion as the reference of the system instead of time. For 
example, the distance traveled by an end-effector of a robotic manipulator y(t) could be converted 
to a motion reference s by a certain mapping. A planner uses the motion reference as an input to 
calculate the reference r(s), which is used in system control. In a way, the event-based 
methodology maps the time space into event space and the system stability no longer depends on 
time. Thus the network-induced delays will not destabilize the system [82]. 

End-user control adaptation methodology is based on the ability to measure the traffic conditions of 
the network, and the controller parameters are adapted accordingly. In this methodology, the 
controller can request and update the Quality-of-Service (QoS) conditions from the network, and 
if the desired QoS requirements cannot be met, the controller parameters are adjusted aiming for 
the best possible performance [81]. 

Besides the above mentioned methodologies, there is a common approach to design controllers for 
NCS based on modeling the system as a delay-differential equation. The stability of the system is 
proven using either the Lyapunov-Krasovskii (e.g. [54], [66], [78], [99]) or the Razumikhin (e.g. 
[7], [42]) theorems. Often the control law is the state feedback requiring an observer. The most 
common approach is to use Kalman filters for state observers. Kalman filtering for wide, highly 
distributed, wireless sensor network applications is discussed in [73], where a critical value for the 
required rate of observation arrivals to the filter under unreliable communication conditions is 
derived. 

There are a number of LQG controllers developed for networked control. Often the studies 
consider either the problem of varying time-delays or packet loss, but rarely both at the same time. 
Nilsson [60] considered the problem of controlling a continuous-time linear plant sampled at a 
constant rate over a network with sensor-to-controller and controller-to-actuator delays. The 
actuator was assumed to be event-driven and a LQG controller was developed for the case where 

sc ca
k k hτ τ+ <  (the optimal stochastic control methodology). Thus the order of the measurements is 

not corrupted in the network, which simplifies the problem. Lincoln and Bernhardsson [44] solved 
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the problem for bounded stochastic time-delays that are longer than the sample time assuming the 
delay distributions to be known. They also showed that the Kalman filter is an optimal observer in 
such a scenario and that the separation principle holds. Thus the observer and the controller may 
be designed separately. 

Gupta et al. [21] developed a LQG controller for a single packet-dropping link between a sensor 
and a controller. They assumed a discrete-time linear plant and no network-induced delays in the 
loop. The controller does not require information on the statistical model of the packet-drop event. 
Both Imer et al. [33] and Sinopoli et al. [74] developed LQG control over unreliable 
communication links and compared the performance of the TCP and UDP protocols. Both 
studies modeled the packet losses between the sensor-to-controller and controller-to-actuator links 
as independent Bernoulli processes. In [33], it was shown that if the network supports 
acknowledgements (e.g. when TCP protocol is used), the optimal control law minimizing a 
quadratic performance criterion is linear. In networks not supporting acknowledgements (e.g. 
UDP protocol) the optimal control law remains linear if no observation noise is present. 
Furthermore, [74] shows that under UDP communication, the optimal control law is generally 
nonlinear, but if the state is fully observable and there is no observation noise, linear control law is 
obtained. For the TCP case, the bounds for packet arrival probabilities providing bounded infinite 
horizon cost function values are also derived. In the UDP case the separation principle does not 
hold, since the controller does not receive acknowledgements on whether the control packet has 
reached the actuator or not. This makes the controller design impractical, because closed-form 
solutions are in general unavailable. Since the performance of the controllers is somewhat similar, 
and UDP is much simpler to implement, designing suboptimal controllers for the general UDP-
like scenarios would be desirable. 

LQG control has also been developed for the case emphasizing the medium access constraints. 
Zhang and Hristu-Varsakelis [97] propose abandoning the ZOH and instead choosing to ignore 
those sensors and actuators that are not actively communicating. The study assumes a discrete-time 
MIMO LTI system with communication medium that cannot deliver all signals simultaneously. 
The plant is first extended with a communication sequence that is a time-varying matrix defining 
which sensors and actuators may communicate at time k. The control system is considered from 
the controller rather than from the plant point of view, which in a way disregards the ZOH 
functions in the system. This approach simplifies the analysis of the integrated communication 
and control systems, because communication sequences and feedback control may be designed 
separately. The choice of effective communication sequences is also discussed considering the 
controllability and observability aspects. The control design problem can often be formulated as a 
standard LQG problem for a periodic time-varying system. The periodicity arises due to the offline-
designed communication sequences that are periodic. 

An alternative approach is to take the bandwidth of the network into account and to design the 
controller so that the feedback loop information is maximized. This approach deals with encoding 
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the measurements into bits, determining the number of bits used, and how these affect the 
network load and delays, since they are all coupled. Studies on control over limited and shared 
communication medium can be found, for example, in [30] and [85]. In addition, [93] discusses 
decreasing the amount of communication required via distributed state estimation, and developing 
estimators for large-scale distributed control systems. In this case, the estimators are distributed 
among the nodes of the network, and control is based on local estimates. Only if the estimation 
error grows above certain limit, the actual state values are broadcast over the network. This 
framework relaxes the requirement of bandwidth, or alternatively, could lead to shorter 
communication delays as the network load is decreased. 

In [51], the concept of model-based networked control systems (MB-NCS) is considered, where 
the objective is to decrease the sample rates by effective estimation and prediction of the plant 
behavior during relatively long sampling intervals. The sampling time is not constant, and this is 
often the case in real world applications because of network congestion or nondeterministic 
behavior of the scheduler at the sensor end. The MB-NCS approach is motivated by the fact that 
upon using popular industrial network protocols, longer sample times reduce the need for 
bandwidth more effectively than reducing the number of bits per measurement (accuracy), since 
the number of overhead bits in communication does not decrease in the latter case. The number 
of transmitted packets is more important. The control design is based on state feedback law. 

In some cases of NCS, it might be justified to assume that the delay has slow dynamics. Then 
control schemes based on (constant) delay identification and compensation could be used. For 
instance, in multihop wireless networks the number of hops affects the mean delay although the 
delay variance could be quite large. The routing protocols and thus the routes in multihop 
networks are affected by network congestion, and end-to-end delay is roughly proportional to the 
number of hops. If the routes change only seldomly, adaptation to transmission delay might 
improve the control performance. One approach is to use delay-based gain scheduling and LQR-
output feedback control to ensure stability and performance in such conditions [59]. Alternatively, 
one can use the Kalman filter with a change detection algorithm to track the delay mean changes 
and to apply predictive control that, in addition, effectively attenuates the high frequency jitter 
[90]. 

The problem of time-delay identification has also been discussed in connection with other 
applications, because slowly varying time-delays are common, for instance, in chemical process 
control. The delay estimation can be based on time series models, where, in general, the 
numerator polynomial order and the delay are coupled. In [38], the delay estimation is based on a 
controlled autoregressive integrated moving average (CARIMA) model, and also a self-tuning 
controller for varying time-delay processes is presented. In [98], the delay is obtained by 
maximizing the cross-correlation function of the estimated plant output without the delay and the 
measured output. On top of this estimation scheme a fuzzy Smith predictor based controller is 
developed. The Smith predictor compensates for the constant delay, and the fuzzy controller is 
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used to adapt to other parameter changes in the system. In [77], two approaches for time-delay 
estimation in nonlinear processes are considered. Either the problem can be formulated as a 
nonlinear programming problem, or a neural network can be trained to estimate the delay. The 
first approach is based on the assumption that the delay can be split into integer and fractional 
parts, and the nonlinear programming problem is based on calculating the gradient of the output 
of the neural model describing the process with respect to the fractional part of delay. These 
approaches could, in some extent, be applied in NCS as well. 

2.3.3. Wireless Sensor and Actuator Networks 

Wireless sensor networks (WSN) have been researched with great interest during recent years. The 
development in micro-electro-mechanical systems (MEMS) technology and in wireless 
communications has provided us with cheap, customizable, embedded sensor systems capable of 
communicating wirelessly among each other. In many applications, the use of wireless technology 
is well justified because of savings in cabling and installation costs. The wireless nodes do not 
require extensive cabling to be able to intercommunicate [75]. If the network is fully connected, 
meaning that each node can reach any other node over one or several hops, the information 
collected in the network is available for all nodes. It is obvious that in WSN-based applications the 
amount of information is increased, the configuration of the measurement system is more flexible, 
the nature of the system is more distributed and the redundancy of sensors provides better 
tolerance against faults than in traditional wired applications. 

In order to perform automatic actions based on measurements, controllers and actuators are also 
needed. Wireless sensor and actuator networks (WSAN) are capable not only of observing the 
physical world and processing the data, but also of making decisions and performing appropriate 
actions based on these observations. The key features of WSAN include distributed sensing, 
actuation and the coordination of tasks and networking. Typical applications of WSAN are 
battlefield surveillance, microclimate control in buildings, home automation and environmental 
monitoring. The requirements of WSAN are far more demanding than those of pure sensor 
networks. The WSAN must support special characteristics such as real-time response and 
coordination among actuators [1]. WSAN enable the wireless automation applications that will be 
further discussed in Section 2.5. 

There are two main architectures for WSAN, namely automated- and semi-automated 
architectures, and these are illustrated in Figure 4. In the case of automated architecture there 
does not exist any centralized controller or coordinator, whereas in the semi-automated 
architecture there is a sink node (performing control and coordination tasks) that receives all the 
information and transmits the control actions to the actuators of the network. Sometimes the use of 
automated architecture is desired because of low latency and long network lifetime. In the semi-
automated architecture the central coordinator could reside several hops away from the active 
sensors and actuators, which would increase the delay considerably as all packets were sent back 
and forth in the network. This scenario would waste the energy of the nodes [1]. 
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Figure 4. Semi-automated and automated architectures in WSAN [1]. 

On the other hand, the central coordinator is easier to design and implement. In industrial setups 
the actuators often require a lot of energy to run, and they need to be wired to power supplies. 
Thus it is reasonable to integrate the controller nodes (computation unit) with the actuators and, 
in this case, there is no need to have a wireless link between the controller and actuator. 

One of the challenging problems in WSAN is to develop an efficient medium access control 
(MAC) protocol supporting the real-time requirements. MAC protocols are responsible for 
controlling the access of nodes to the shared medium, and hence deciding on which node may 
transmit, when and on which channel. This is definitely not a trivial task in a distributed and 
dynamically changing environment with events occurring all over the network. Besides the MAC 
protocol, delays in communications are due to routing. In WSAN, especially in semi-automated 
architecture, the source and destination nodes may be apart from each other and well out of each 
other’s radio range, and several hops may be required to transmit a packet from the source to the 
destination. Each hop in the network increases the total end-to-end delay of the transmission, and 
for several other reasons, including processing delays, random backoff times, and packet 
retransmissions due to errors and losses, the delays are varying. 

The wireless network is prone to packet losses, and there are a number of other problems related to 
the QoS in WSAN. The QoS requirements of wireless networks from the automation point of view 
are discussed in [15]. One way to improve the QoS of a wireless automation system is to design 
such a routing protocol that reduces delay and jitter, but also reliability is a key issue in control 
applications. It can be improved by choosing an appropriate multipath routing protocol such as the 
localized multiple next-hop routing protocol (LMNR) [55]. The basic idea of this routing protocol 
is that it finds multiple paths from source to destination, while only maintaining a single path at a 
time and thus avoiding the problem of packet synchronization at the destination node. Each of the 
source and intermediate nodes may choose from the multiple local paths to destination based on a 
cost function. On the node failure, this protocol has shown relatively good performance in 
adjusting to the changes in the environment (see e.g. [15]). It also seems to be an appropriate 
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candidate for WSAN control applications [57]. Compared to the well-known ad hoc on-demand 
distance vector (AODV) routing protocol [67], the LMNR recovers much faster from network 
failures and quickly finds the suitable routes. 

The control design approaches to overcome the deficiencies of wireless networking are similar to 
those reviewed in Section 2.3.2, since WSAN are a special subgroup of NCS. The main difference 
is that in WSAN control design the cross-layer optimization is emphasized more than in the 
traditional NCS research. This is because of the constraints on energy, communication, 
computational power and bandwidth. An example of such a design approach is given in [52], 
where the effects of time-varying fading channels on control performance are evaluated. Then a 
key performance measure parameter to overall feedback control performance over narrowband 
channels is derived. 

One important aspect of WSAN is time-synchronization. Implementing a highly accurate time-
synchronization protocol for WSAN is a great challenge. Due to clock drifts, WS(A)N are most 
often asynchronic systems and this needs to be taken into account in the control design phase. It 
should be noted that the design guidelines and the tuning rules proposed in this thesis are also 
applicable in WSAN (see e.g. [16]), and the proposed methods could solve some of the problems 
originating from the asynchronic behavior of the networks. 

2.4. Simulation and Experimentation of NCS 

In order to verify that the designed controllers actually work as they should, testing the 
performance by simulation before actual deployment is good practice. There are various simulators 
for control design and, on the other hand, several simulators for networking, but a limited number 
of co-simulation tools and environments. If NCS are considered, the interoperability of the 
networks and controllers needs to be verified, since the networks have a great impact on the 
control performance and vice versa. Having the two components adequately well modeled and 
implemented on a single simulator is not a straightforward task. 

This section discusses the simulation environments that are available to implement, test and verify 
the control designs for NCS. There are specific simulators developed for communications and 
control co-design, but there also exists a variety of remote laboratories that could be used for 
experimenting with the controllers in real NCS settings. First, the MoCoNet remote laboratory 
and NCS platform developed at the Helsinki University of Technology is presented, then other 
remote laboratories are discussed, and finally the simulators for NCS are reviewed. 

2.4.1. The MoCoNet platform 

MoCoNet [P3] is a platform for remote control experiments using real laboratory-scale processes. 
The platform also provides means for NCS control design and testing using network simulators 
running in real-time in connection with the processes. The process sensors and actuators can be 
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virtually distributed over any user defined network that is available in the platform. The user can 
set the parameters such as delay distributions of networks, number of hops in wireless scenario and 
probability of packet loss, or choose to use certain predefined networks. The platform provides 
remote access to any process in the laboratory that is connected to the system. The user can select 
controllers to be used in the experiments and tune the parameters or upload a self made controller 
to the system. Once the network is chosen (optional), the user can run experiments on the 
platform. All measurements are stored in a database, and during process runtime, the 
measurements are also sent to the user’s screen into a scope that updates in real-time. The platform 
has been used for both educational and research purposes with success, for investigating and 
prototyping the control schemes for NCS. 

The MoCoNet user interface is shown in Figure 5 and the architecture of the system is depicted in 
Figure 6. The processes in the laboratory are connected to the system through the “xPC Target” 
computer (see Figure 6), a regular PC with an I/O board running the control algorithms. The 
measurements are sent to the “NetSim” computer, which simulates the networks by inducing 
delays and dropping packets. The network simulator returns the packets to the xPC Target for 
using the measurements in control algorithms. The control signals may also go through the 
network simulator before they arrive at the actuators, which are controlled by the xPC Target. The 
“xPC Host”, which is the server computer, manages access to the system, takes care of the 
communications between the server and the clients, stores the measurements and sets up the 
experiments according to the user preferences. 

 
Figure 5. MoCoNet user interface. 
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Figure 6. The architecture of the MoCoNet platform [P3]. 

The methodology applied in the implementation phase of the controllers in the MoCoNet 
platform is rapid control prototyping (RCP, see e.g. [32]), which enables, among other things, 
automatic code generation from the control system simulator (running on the xPC Host in Figure 
6) to real-time operated controllers (xPC Target). The five steps taken in the RCP process are: 1) 
modeling the plant in the simulation environment, 2) model validation, 3) designing the control 
system, 4) simulating the control system, and 5) implementing the control system on the real plant 
directly from the simulation model using automatic code generation. At any point of the RCP 
process it might be required to go back to earlier steps and repeat the phases. 

The advantages of the RCP include the automated generation of the executable code from high 
level simulation software, where the controller is tested against the model of the plant in advance. 
This means decreasing the development time of the executable code, since no low-level language 
programming is required. Even better, human-made errors in the code can be avoided and the 
extensive testing phase of the implemented code is fully removed from the prototyping process. 

The development environments supporting RCP are many, for example MATLAB and LabView, 
and specialized hardware for the previous environments is provided by vendors such as dSPACE, 
Quanser and National Instruments. The MoCoNet takes advantage of MATLAB tools for RCP 
and hardware (I/O boards) provided by National Instruments and Advantech. 

2.4.2. Other Remote Laboratories 

The MoCoNet platform falls into the categories such as web-based education, remote laboratories 
and distance learning, but it also supports NCS experimenting. There are several remote 
laboratories offered from all around the world, all of them having some common, but also certain 
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unique features, and some of them are discussed in this section. Many of the remote labs provide a 
capability for controlling processes remotely and/or simulating the control systems over the 
Internet. To make the web-based control experiments more attractive, the user is often provided 
with various scopes showing measurements, live video or virtual reality illustrations either from 
simulations or actual processes. Remote labs offer good learning environments to students, but they 
also ease the implementation and experimentation for research case studies. Tools such as rapid 
control prototyping make the implementation of various controllers flexible and less time-
consuming than traditional programming. 

One of the remote laboratories relevant to MoCoNet is the Polytechnic University’s (Brooklyn, 
New York) Internet-based real-time control engineering laboratory environment [65], where the 
controller may reside on the client’s computer. This enables running the process over a real 
network, the Internet, and experiencing problems faced with high traffic. The network reliability 
issues and delays are also addressed. The philosophy in MoCoNet is different in this respect, as the 
networks are usually simulated. Nevertheless, experiments have also been conducted over the 
Internet such that the controller algorithm was run at the Royal Institute of Technology, Sweden, 
while the process was actuated at the Helsinki University of Technology, Finland [69]. The reason 
for simulating the networks is that the experiments can be repeated, which is not the case for live 
traffic. In addition, the parameters of the network are known, and this gives more information 
about the scenario and the reasons if the control algorithm fails. 

An Automatic Control Telelab (ACT) is provided by the University of Siena [8]. The features of 
ACT include an easy-to-use interface, a Simulink-based interface for controller design, predefined 
and user-defined controller types and reference signals, controller tuning, live video and online 
plots, a resource management system, and safety, combined with the simplicity of adding new 
processes. These features, despite the Simulink-based interface for controller design, are also 
implemented in the MoCoNet platform, which, in addition, extends the features by having tools 
for network definitions through the user interface. There are several processes available online in 
the ACT system, such as a dc motor, a water tank, and a magnetic levitation system. The number 
of processes available on the MoCoNet platform is currently limited mainly due to a lack of 
suitable processes for online access. 

Laboratory environments considering networked control are also available elsewhere. An 
undergraduate laboratory for networked digital control systems developed at the University of 
Maryland [31] combines digital control with networks and information theory. Although this is not 
a remote lab (over the Internet), in the typical setup there are six stations interconnected over a 
network. On one station with two computers and a process, the students can design controllers that 
act on processes over a shared medium. Issues related to NCS such as transmission delays, 
scheduling, and quantization as well as the choice of communication policies are taken into 
account in the controller design. 
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2.4.3. Simulation of NCS 

To verify the control designs developed for NCS, simulation results are often provided in the 
literature and there are several simulators that could be used for this task. For pure communication 
and networking simulations, the ns-2 (The Network Simulator, [79]) is the de facto standard 
simulator in the research community. It has been developed in various DARPA-funded projects 
mainly in different units of the University of California. It is an Open Source platform, and it 
supports several wired and wireless communication protocols, including IEEE 802.11x and IEEE 
802.15.4 that are frequently used in wireless sensor networks. For system level simulations, ns-2 
needs to be integrated with some other simulators, such as MATLAB/Simulink or Modelica, to 
also cover the plant dynamics and control algorithms in the simulations. The integration of ns-2 
and the process dynamics simulators is discussed in the following. 

Ns-2 has been integrated with the Modelica simulation environment, see [2]. Modelica is an 
object-oriented language for modeling large, complex and heterogeneous physical systems. Special 
emphasis has been put on multi-domain modeling, and for example, mechanical, electrical, 
hydraulic and control systems can easily be integrated in the models [50]. The integration of ns-2 
and Modelica is accomplished by implementing communication modules in both simulators so 
that each sensor and actuator is paired within the two simulators. The challenge in such 
development is to get the timing of the simulators to work so that they are synchronized. In this 
case, the synchronization is done such that ns-2 enslaves Modelica. Ns-2 can make the Modelica 
model to run for a specific time until the next event time, and hence Modelica’s simulation time 
will never exceed that of ns-2. In [2], the integration is demonstrated with simulations of a wireless 
power transmission system voltage control. 

A communications and control co-simulation platform that also takes the integration approach has 
been recently developed at the Helsinki University of Technology [56], [57]. This PiccSIM 
platform is based on the MoCoNet platform discussed above. The architecture of the PiccSIM 
platform is similar to the one shown in Figure 6, but the NetSim computer is replaced by the ns-2 
network emulator that can catch live packets and pass them through the ns-2 simulation models to 
simulate the user specified communication and network protocols. The key features of the 
PiccSIM platform are: 

• Support for powerful control design and implementation tools provided by MATLAB, 
Simulink and xPC Target Toolbox enabling automatic code generation from Simulink 
models for real-time execution 

• Synchronized simulation of process dynamics in Simulink and network models in ns-2 
• Real-time control experimenting of a true or simulated process over a user-specified 

simulated network 
• Capability to emulate any wired/wireless networks readily available in ns-2 
• Easy-to-use network configuration tool 
• Accessibility over the Internet, i.e., the platform supports remote experimenting 
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PiccSIM provides the means to run control algorithms and networking protocols in a single 
environment, either with a real process or by simulating the process model. The control system is 
designed and the plant defined in MATLAB/Simulink. The plant block in the Simulink model 
may be an interface definition for the real process or a regular Simulink subsystem (e.g. a transfer 
function). In the case of a real process, the control system and the process are run in real-time, and 
the measurements are taken at specified sample times. The packets are sent to the ns-2 simulator, 
which also runs in real-time, and it captures the live packets from the LAN network that is used to 
connect the control system and the ns-2 simulator. Pure simulations may be run faster (or slower) 
than real-time, in which case the synchronization is done by using Simulink as the master of time 
enslaving ns-2. 

TrueTime [27] is a well-known simulator for NCS developed at the Lund University. It is a 
MATLAB/Simulink-based simulator for real-time embedded control systems. Besides the blockset 
provided to build the simulation models of different networks including wireless networks [4], it 
supports simulating the temporal behavior of multi-tasking real-time kernels containing controller 
tasks and studying the effects of CPU and network scheduling on control performance. The user 
can define arbitrary scheduling policies for the CPUs. The development of TrueTime is motivated 
by the increasing interest for networked embedded systems. The TrueTime simulator can be 
integrated with the Jitterbug analysis tool [45], which calculates the control performance using a 
continuous-time quadratic cost function. With Jitterbug, it is possible to evaluate, for example, the 
effects of jitter, delays, lost samples, and aborted computations on control performance. 

Besides the above mentioned tools, there is a variety of other tools mainly intended for embedded 
control systems design and simulation. These tools emphasize the control and scheduling co-
design aspects. The scheduling of tasks at the controller affects the time of actuation of each 
control command, and in fact, also scheduling induces varying time-delays into the control loop. 
Thus some of the tools for embedded control design could be used for NCS simulations as well. 
Some of the alternative tools available are compared in a survey [28]. The survey compares the 
Jitterbug and TrueTime with AIDA and XILO (Royal Institute of Technology), Ptolemy II 
(University of California, Berkeley), RTSIM (RETIS Laboratory, Pisa), and Syndex and Orccad 
(INRIA, France). Detailed discussion of the tools is left out of the presentation here. 

2.5. Towards Wireless Automation Systems 

The use of wireless technology in automation systems could improve the performance through 
better data availability, increase the amount of information because more sensors would possibly 
be used in new locations, save cabling costs and increase fault tolerance via sensor redundancy. 
The current wireless communication protocols are evaluated in [14] emphasizing their 
applicability for data delivery in control systems. The differences of protocols are pointed out and 
why they can or cannot be used for control in wireless automation systems. It is also pointed out 
that currently many applications of wireless automation are related to monitoring rather than 
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feedback control. The end users are cautious in applying wireless for automation partly due to 
infeasible communication protocols and a lack of a theory for wireless automation. To make 
wireless a competing candidate for communications in industrial automation, the special 
requirements of wireless automation such as maximum delay, power consumption, maximum 
range and efficient use of frequency band should be better designed as a whole. 

The requirements of wireless automation are often very different from the ones faced in other 
applications of wireless networking. Typically the control systems do not require very high 
bandwidth for data, but reliable and secure data transmission. Additionally, retransmissions are 
generally not needed even though some packets were lost. This is due to the fact that the data in 
the feedback loop would be old at the time of reception of the retransmitted packet. The control 
algorithms can be tuned such that the control system tolerates packet losses and even varying time-
delays, but only up to a certain extent. 

The use of COTS equipment, the ISM (Industrial, Scientific, Medical) band and standardized 
network protocols offers such cost benefits that using resources for developing proprietary solutions 
for wireless automation does not seem reasonable. This will, though, yield to the use of suboptimal 
wireless networking solutions for automation. For efficient and reliable wireless automation, 
specialized frequency bands might have to be allocated to avoid interference, and specialized 
hardware and networking protocols might have to be developed, which would be both expensive 
and time-consuming. Hence, there is currently a strong trend in the industry to agree on the 
standards for wireless automation that are based on the available radio and networking protocols. 
Two the most important efforts in this direction are ISA100 [34] and WirelessHART [89]. ISA100 
is a general standard and it supports several fieldbus technologies, whereas WirelessHART is 
developed to support wireless communication between HART devices. ISA100 aims at monitoring 
and process control applications, where latencies of 100 ms or less can be tolerated. The standard 
defines six classes of applications (classes 0-5), from always critical to non-critical, based on the 
importance of the message timeliness. The classification is seen in Figure 7. 

Both ISA100 and WirelessHART are based on the IEEE 802.15.4 radio and time synchronized 
frequency hopping communication. To reduce the risk of packet loss, every node in the network is 
synchronized in time and allocated a time window in which the node can transmit. There is a 
network coordinator that takes care of the synchronization and the transmission schedules. 

The critical issue regarding wireless networking for real-time closed-loop control is how and how 
well the quality of service is guaranteed. There is still a lot of work to be done at the technology 
and networking levels, but on the other hand, also control design and, for example, the data fusion 
algorithms need further development. Applying wireless to non-critical applications is already 
possible and applications are many, but how long it will take to go a step further, all the way to the 
closed-loop control applications, is an open question. There are yet a lot of challenges related to 
the fundamental properties of wireless, before it will be applied on the large scale: the medium is 
open for all, meaning that adequate security and reliability need to be guaranteed. 
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Category  Class   Application  Description

Safety  0   Emergency action  (always critical)

Importance 
of message
timeliness 
increases 

Control
1     Closed loop regulatory control (often critical)

2   Closed loop supervisory control (usually non-critical)

3   Open loop control (human in the loop)

Monitoring 

4   Alerting Short-term operational consequence 
(e.g. event-based maintenance) 

5   
Logging and downloading /
uploading

  

No immediate operational
consequence (e.g. history 
collection, sequence of  
events, preventive  
maintenance) 

 
Figure 7. Application classification according to the criticality of the message timeliness, by ISA [34]. 

One important point of view when discussing the security of wireless solutions is that if short 
distance radio technologies are used in the wireless automation applications, the packets cannot be 
received outside the plant area if the physical dimensions of the plant are large. Of course, the 
communication may be interfered with from a distance by using high enough transmission power 
and channels could be jammed. If this is the case, wireless should not be used in critical 
applications, but still it may prove to be useful for secondary control loops. 

Wireless automation is definitely a growing area, which will change the way automation systems 
are operating. There are numerous opportunities that could be achieved, but also challenging 
threats exist for the researchers and industry to struggle with. Since a unifying (complete) theory 
does not exist for this multidisciplinary field of science, the gaps in the theory need to be filled with 
reasonable design tools such as the simulators discussed in Section 2.4.3. 
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3. PID Controller Design and Tuning 

This chapter discusses PID controller design and tuning and brings out the PID controller’s 
properties that are relevant in NCS. The PID algorithm is discussed in Section 3.1 and the basic 
variations of it are presented in continuous and discrete time domains. The controller tuning 
greatly affects the control system properties, such as robustness to disturbances and noise, 
performance and robustness to delays. Some popular PID tuning techniques are reviewed in 
Section 3.2, including the tuning schemes relevant to the methods applied in this thesis. In 
Section 3.3, some more advanced control schemes, such as Internal Model Control (IMC) and 
fuzzy gain scheduling, are discussed, since these can be useful techniques to complement the PID 
controller in NCS. By using these techniques, the PID controller tuning can be adapted online 
based on the delay measurement. Besides controller tuning, also the structure of the PID 
algorithm affects the performance in NCS. In Section 3.4, the structural perspectives of the PID 
controller with respect to NCS are discussed and an overview of PID tuning methods for NCS is 
presented. Section 3.5 presents the controller tuning method widely used in the thesis, the 
simulation based optimization of the controller parameters.  

3.1. PID Control 

The PID controller is the most common controller in control systems. For example, in the mid 
1990’s the PID controller was used in over 95 % of the control loops in process control [102]. The 
best features of the controller can only be achieved if the controller is well tuned. The tuning of 
PID controllers has been discussed in numerous papers and books, but seldom for systems with 
varying time-delays or for NCS. Some results exist, though, and [37] discusses the tuning of a 
continuous-time PID controller in state-dependent delay systems, whereas the discrete-time PID 
controller tuning is addressed in [70]. In [P2] and [P4], discrete-time PID controller tuning 
methods are presented that optimize the closed-loop performance and improve robustness in 
varying time-delay systems. [P6] and [P7] discuss the tuning of the PID controller for stable systems 
with varying time-delays and novel tuning rules are proposed. [P5] considers the tuning of a 
continuous-time PID controller in integrating processes with varying time-delays, whereas among 
other things, [P8] discusses the performance of time and event-driven PID controllers in the NCS 
framework. In addition, a PID controller tuning tool for NCS with varying time-delays is presented 
in [P1]. The literature on PID tuning for NCS is further reviewed in Section 3.4. 
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Figure 8. The classical feedback loop. 

Figure 8 represents the classical control system block diagram with feedback. The process G is 
measured with sensors Hm and controlled by controller C, and yr, e, u and y are reference, error, 
control and output signals, respectively. From here on, it is assumed that Hm = 1, but if needed in 
the analysis, the dynamics of the measurement system could be included in the process model G. 
An ideal continuous-time PID controller calculates the control signal u based on the error as 
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where the controller tuning parameters are K (proportional gain), Ti (integration time) and Td 
(derivative time) [107]. The controller is often presented in the equivalent form 

 
0

( )
( ) ( ) ( )

t

p i d
de t

u t k e t k e d k
dt

α α= + +∫ . (29) 

The tuning parameters kp, ki and kd, that are the proportional, integral and derivative gains, 
respectively, are related to those in (28) by 
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The Laplace transform of the control signal U(s) is given in (31) based on the Laplace transforms 
of the proportional, integral and derivative parts, or, P(s), I(s) and D(s), respectively, given in (32) - 
(34). Here one-sided Laplace transforms have been used assuming that the initial values of the 
variables are zeros. The approximation in (34) limits the gain of the derivative term at high 
frequencies in order to reduce the effects of measurement noise. 
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Here E(s) is the Laplace transform of the error signal and Td/N is a filtering time-constant. At low 
frequencies the approximation (34) is quite accurate, but at higher frequencies, where 
measurement noise occurs, the gain is limited. The integer N is typically chosen from the range 
between 3 and 20 [107]. 

In NCS, controllers run in discrete-time. The CT controller discussed above may be discretized as 
follows. The proportional part of the controller is static and requires no approximation, only 
sampling. The backward difference method can be used in the approximation of the integral and 
derivative parts. The DT PID controller algorithm is given in (35) - (38). 

 = + +( ) ( ) ( ) ( )u kh p kh i kh d kh  (35) 
 =( ) ( )pp kh k e kh  (36) 

 = − +( ) ( ) ( )ii kh i kh h k he kh  (37) 

 [ ]( ) ( ) ( ) ( )p dd

d p d p

k k Nk
d kh d kh h e kh e kh h

k k Nh k k Nh
= − + − −

+ +
 (38) 

3.2. PID Tuning 

PID controller tuning for NCS or varying time-delay systems is considered in [P1], [P2], [P4], [P5], 
[P6], [P7] and [P8]. This section discusses the PID controller tuning methods that are often 
applied in traditional control design in the industry. These PID tuning methods are based on some 
process parameters that are either obtained via process experiments or known a priori. There also 
exists adaptive tuning methods that de-tune the controller during the process runtime, but these 
are left out of the discussion. Most of the discussed tuning rules can be found among many others 
in [63], where PI and PID tuning rules are given for various process models, but only the most 
well-known and relevant PID tuning methods are reviewed here. For a more complete overview, 
see [62] and [63], where merely for the FOTD model, there are 27 different tuning methods listed. 

3.2.1. Ziegler-Nichols Methods 

The Ziegler-Nichols step response and frequency response methods are the classical tuning 
methods for PID controllers. They were presented already in 1942 [100], but they are still widely 
used in the process industry as the basis for controller tuning [102]. The step response method is 
based on an open-loop step response test of the process, hence requiring the process to be stable. 
The unit step response of the process is characterized by two parameters, α and τ. These are 
determined by drawing a tangent line at the inflexion point, where the slope of the step response 
has its maximum value. The intersections of the tangent and the coordinate axes give the process 
parameters as shown in Figure 9, and these are used in calculating the controller parameters. The 
parameters for P, PI and PID controllers obtained from the Ziegler-Nichols step response method 
are shown in Table 1. 



 40

Table 1. PID controller parameters in  

the Ziegler-Nichols step response method. 
Controller K Ti Td 

P 1/α   
PI 0.9/α 3τ  
PID 1.2/α 2τ τ/2 

Table 2. PID controller parameters in  

the Ziegler-Nichols frequency response method. 
Controller K Ti Td 

P 0.5Ku   
PI 0.4Ku 0.8Tu  
PID 0.6Ku 0.5Tu 0.125Tu 

0 2 4 6 8 10
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

α

τ

 

 
Step Response

Time (sec)

A
m

pl
itu

de

Step response
Tangent

 
Figure 9. Determining the process parameters in the Ziegler-Nichols step response method. 

The frequency response method is also based on describing the process with two parameters that 
are the ultimate gain, Ku, and the ultimate period, Tu. For determining these parameters, the plant 
is controlled with a P-controller, and its gain is increased until the system oscillates critically. The 
gain yielding marginal stability is the ultimate gain, and the ultimate period is the period of 
oscillation at this gain. The parameters for the P, PI and PID controllers obtained from the Ziegler-
Nichols frequency response method are shown in Table 2 [102]. 

3.2.2. Cohen-Coon Method 

The Cohen-Coon method’s [10] main objective is load disturbance rejection. The method is 
based on the FOTD model 

 ( )
1

p sK
G s e

sT
τ−=

+
, (39) 
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where Kp is the static gain of the process, T the time-constant and τ the delay. The model (39) 
needs to characterize the process dynamics adequately, so the process should be stable for the 
method to be applicable. The method attempts to position the dominant poles so that a quarter 
amplitude decay ratio is achieved. In the case of a PI or PID controller the integral gain ki = K / Ti 
is maximized, which corresponds to the minimization of the integral of error due to a unit step 
load disturbance [104]. Cohen and Coon derived the controller parameters based on the FOTD 
process model and analytical and numerical computations. The controller parameters are given in 
Table 3, where β = Kpτ / T is gain and κ = τ / (τ + T) is the relative dead time. 

3.2.3. IMC Tuning of PID Controllers 

Internal Model Control (IMC) is a model-based control method. The IMC method can also be 
used as a tuning method for the PID controller. Generally, the method is applicable for systems 
with constant delays, but in [P8], the IMC method is also applied for varying time-delay systems.  

Figure 10 represents the IMC principle. In the diagram, the process G is controlled with an IMC 
controller Q, G  is the process model, and disturbances are denoted with wy. The model output 
error y y−  is subtracted from the reference signal and fed into the IMC controller which 
calculates the control signal. 

Table 3. PID controller parameters according to Cohen-Coon method [104]. 
Controller K Ti Td 

P 1 0.35
1

1
κ

β κ
⎛ ⎞+⎜ ⎟−⎝ ⎠
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 Figure 10. The IMC structure (modified from [19]). 
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A CT IMC controller Q(s) is calculated so that the process model is first divided into two parts 

 ( ) ( ) ( )G s G s G s+ −= , (40) 

where ( )G s+  is the non-invertible part of the model including all unstable zeros and delays. The 
rest of the model is included in ( )G s− . The controller is given as 

 −
−= 1( ) ( ) ( )Q s G s R s , (41) 

where R is a low-pass filter transfer function of order n given as 

 
( )λ

=
+

1
( )

1 n
IMC

R s
s

. (42) 

The low-pass filter is required in order to have a causal controller and λIMC is the tuning parameter 
of the IMC method. The value of λIMC has a significant effect on the performance and robustness 
of the controlled system. There is a trade-off; a very fast and simultaneously very robust tuning is 
generally difficult to achieve. Especially in varying time-delay systems, where robustness with 
respect to delay variance plays an important role, the tuning of λIMC turns out to be crucial. The 
dependency between the jitter margin (26), the control system performance and the λIMC 
parameter is further discussed in [P8] in the case where IMC control is used in the NCS setup. 

When implementing the IMC controller, it is useful to recognize the dependency between the 
IMC controller (Q in Figure 10) and the controller in the classical feedback loop (C in Figure 8). 
The IMC control law in the classical control loop becomes 

 
( )

( )
1 ( ) ( )

Q s
C s

G s Q s
=

−
. (43) 

If the controller (43) is used, the process delays must be approximated with linear transfer 
functions in order to be able to calculate the controller. A constant delay of τ seconds corresponds 
to an exponential function τ− se  in the Laplace domain, and the delay can be approximated with 
the Taylor series expansion or the first order Padé approximation 

 1 1
2 2

se s sτ τ τ− ⎛ ⎞ ⎛ ⎞≈ − +⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

. (44) 

Although the IMC design often yields high order controllers, under certain assumptions it is 
possible to obtain the PID structure from the IMC design and thus get the tuning parameters for a 
regular PID controller. Consider the FOTD process model (39). Using the IMC design and the 
first order Taylor series expansion 1se sτ τ− ≈ −  with n = 1 (order of the low-pass filter), the 
controller C becomes [102] 
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1 1

( ) 1PI
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sT T
C s

K s K sTλ τ λ τ
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. (45) 

This has the PI controller structure with parameters 

 
( )

,  i
p IMC

T
K T T

K λ τ
= =

+
 or 

( ) ( )
1

,  p i
p IMC p IMC

T
k k

K Kλ τ λ τ
= =

+ +
. (46) 

If the Padé approximation (44) of the delay is used, the controller C becomes 
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which is a PID controller. This form of PID controller is actually the ‘interacting’ controller or the 
‘analog algorithm’ [63]. Comparing (45) and (47) reveals that 
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 (48) 

This is a PID controller of the same structure as (29). In the classical form of the PID controller 
(28) the parameters are given as 

 
( )

1 ,  ,  
2 2 2i d

p IMC

T T
K T T T

K T T
τ τ τ

λ τ τ
⎛ ⎞= + = + =⎜ ⎟+ +⎝ ⎠

. (49) 

The IMC tuning method for PID can be used with even higher order processes, but the first step is 
then to characterize the process with the FOTD model (39), after which the PID controller 
parameters are obtained similarly as above [102]. 

3.2.4. Lambda Tuning 

Lambda tuning has been a popular tuning method in the process industry, especially in the pulp 
and paper industries [64]. The Lambda tuning method is a special case of pole placement design 
and it was originally proposed by Dahlin in 1968 [11]. The tuning procedure starts with modeling 
the plant with the FOTD model and approximating the delay with Taylor series expansion or Padé 
approximation. The desired closed-loop system is defined as 
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where λ is a tuning parameter representing the speed of the closed-loop system. On the basis of an 
open-loop model and the desired closed-loop model, the controller can be solved 
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sT
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K s T eλ τλ −

+=
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. (51) 

It can be seen that the controller has integral action, since Cλ(0) = ∞. In order to derive the tuning 
rules, first consider the PI controller 
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If the integration time Ti is chosen equal to the process time-constant T, the controller will cancel 
the process pole. Using the Taylor series expansion for the delay the loop transfer function 
becomes 
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The characteristic equation of the closed-loop system 

 ( ) 0p ps T K K K Kτ− + =  (54) 

gives a pole ( )/p ps K K T K Kτ= − − , which should be equal to the pole of the desired closed-loop 
system in (50), λ= −1/s . This gives the following simple tuning rules for PI control [102], [104]  
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Similarly, the PID controller tuning rules can be derived using the Padé approximation for the 
delay. The tuning rules become [104] 
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3.2.5. AMIGO Tuning Rules 

The AMIGO (Approximate M-constrained Integral Gain Optimization) tuning rules [103], [104] 
proposed by Åström and Hägglund represent the recently developed tuning rules for the classical 
PID controller. These state-of-the-art tuning rules are derived using the step response test approach 
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for a batch of different process models, stable and marginally stable, in the spirit of the work done 
by Ziegler and Nichols. All the stable processes in the test batch are first characterized with the 
simple FOTD model. The use of techniques like robust loop shaping and thorough analysis of 
robustness, performance and closed-loop system properties described in [103] and [104] finally 
give the following tuning rules for stable processes. 

 
τ ττ

τ τ τ
+⎛ ⎞= + = =⎜ ⎟ + +⎝ ⎠

1 0.8 0.4 0.5
0.2 0.45 ,  ,  

0.1 0.3i d
p

T T T
K T T

K T T
 (57) 

Åström and Hägglund point out that the AMIGO tuning might be conservative especially for lag-
dominated (T >> τ) processes. The reason for this is that the largest time-constant of the plant 
usually maps into the time-constant of the FOTD model used to characterize the plant, but the 
smaller time-constants may be included in the delay parameter of the FOTD model. Thus the 
delay of the FOTD model may become unnecessarily large. Presumably, better modeling of the 
process and tuning rules based on a more complicated process model could improve the 
performance, but this would make the modeling and control design procedure less simple. The 
use of the step experiment as the basis of modeling restricts the complexity of the process model to 
that of FOTD. Higher order models would hence require more advanced identification 
procedures. 

Besides the controller gains, AMIGO tuning defines values for the set-point weights and the 
measurement filter time-constant. The following control algorithm, differing slightly from (28) and 
(29), is used. 
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Parameters b and c are the set-point weights and yf the measured and filtered process variable. The 
filtering in the previous algorithm affects all terms in the controller, on the contrary to use of the 
filter only in the derivative term as in (34). The Laplace transform of yf(t) is ( ) ( ) ( )f fY s G s Y s= , 
where 
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is the measurement filter with a time-constant Tf. The order of the filter n is typically one or two. 
The tuning rules for set-point weights and the filter time-constant are 
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 46

where gcω  is the gain crossover frequency. It is mentioned in [103] that the above choice of Tf 
reduces the phase margin of the system by 0.1 rad. Since the phase margin and the jitter margin 
(see (26)) are intuitively coupled, there is a good motivation for investigating the relationship of Tf 
and the jitter margin, when considering the use of AMIGO rules for NCS. It is shown in [P7] that 
Tf can be tuned based on the jitter margin requirement, which leads to tuning rules, where the 
desired jitter margin can be given as an input parameter to the rules. 

In AMIGO tuning as well as in the publications of this thesis, where controller (58) is used, the set-
point weight c = 0. This is due to the fact that in the CT case the derivative of a step-like reference 
signal is infinite at the time the step is applied. Unit steps are frequently used in the simulations as 
the reference and thus the set-point weight c needs to be zero. In the case 0.2κ ≤  the filter time-
constant is calculated based on the gain crossover frequency, which is the lowest frequency where 
the magnitude of the open-loop system becomes less than one. 

The AMIGO tuning also considers integrating processes, and the tuning rules for them are 
presented separately. The process model used is the integrator plus delay (IPD) 

 ( ) svK
G s e

s
τ−= , (61) 

where Kv is the velocity gain. The tuning rules for the integrating processes are 
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3.2.6. Robustness Perspective on Controller Tuning 

Robustness is an important quality of control systems and it characterizes how modeling errors, 
disturbances and noise or other variations affect the performance. The control system is robust, if it 
provides similar performance when exposed to variations than it would under nominal 
circumstances. Robustness analysis of linear systems is traditionally performed by using the 
sensitivity functions. In the following, the sensitivity and complementary sensitivity functions are 
defined and their characteristics discussed. A more detailed description of robustness of control 
systems can be found in textbooks, such as [13]. 

Consider Figure 11, where the control system is exposed to input (wu) and output (wy) disturbances 
and measurement noise (wz). The output of the system may be written as 

 ( ) 1
1 1 1r z u y

GC G
y y w w w

GC GC GC
= − + +

+ + +
. (63) 
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Figure 11. Control system with input (wu) and output (wy) disturbances and measurement noise (wz). 

Sensitivity Functions 

Let the loop transfer function be H(s) = G(s)C(s). Then the sensitivity function GS(s) and the 
complementary sensitivity function GT(s) are defined as 
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( ) ,      ( )
1 ( ) 1 ( )S T

H s
G s G s

H s H s
= =

+ +
. (64) 

Note that GS(s) + GT(s) = 1 for all frequencies. Using the sensitivity functions (64), the output of 
the closed-loop system in Figure 11 may be written in the form 

 ( ) ( )T r z S u yy G y w G Gw w= − + + . (65) 

It can be seen from (65) that in order to have good reference tracking performance, GS should be 
zero for all frequencies to prevent the disturbances affecting the output y. Since GS(s) + GT(s) = 1, 
the complementary sensitivity function would be one in this case. If measurement noise was not 
present (wz = 0), this combination would yield perfect control (y = yr). In reality, though, 
measurement noise is always present in some form. Typically, measurement noise occurs at 
relatively high frequencies, which means that GT can be made large at low frequencies, but it has 
to decrease at higher frequencies to dampen the effect of noise. This has the effect that GS has to 
grow at higher frequencies and hence the disturbances wu and wy will have a stronger effect there. 
Nevertheless, these disturbances typically occur at low frequencies, where GS may still be small. 

Now consider the control signal in the system: 

 ( )T
T u r z y

G
u G w y w w

G
= − + − − . (66) 

In general, the control signal should be kept as small as possible to avoid excessive use of energy. 
This objective may be attained according to (66) by designing such a controller that makes GT 
small for all frequencies. To conclude, the control design and tuning procedure of any linear 
controller should yield the sensitivity function GS (based on (65)) and complementary sensitivity 
function GT (based on (66)) that have small values for all frequencies to decrease the effect of 
disturbances and noise on the output and control signals. Nevertheless, both of the sensitivity 
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functions cannot be kept very small simultaneously, since the sum of their values at any frequency 
is, by the definition, equal to one. 

Sensitivity to Parameter Variations 

Above, the sensitivity functions were considered from the disturbance and noise compensation 
perspective. Equally important is to study the effects of process parameter variations on the 
performance. Referring to Figure 11, the closed-loop system transfer function Gcl may be written as 

 
1 1cl

r

y H GC
G

y H GC
= = =

+ +
. (67) 

The sensitivity of the closed-loop system to changes in G is obtained by derivation: 
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Hence the relative sensitivity of the closed-loop system with respect to G may be written in the 
form 
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+
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It is seen that if the sensitivity function GS is small, the changes in G have a relatively minor effect 
on the closed-loop system. 

Robust Stability 

Control design is often based on a simplified model of the true process. This is also a relevant 
assumption in this thesis as many of the developed methods are based on a simple model. 
Obviously, this assumption may result in relatively large modeling errors. Hence it is important to 
evaluate how much error in the model is allowed while still guaranteeing stability. This can be 
done by using the robust stability condition discussed below. 

Consider a model G  of the true process G and assume that the unmodeled dynamics may be 
described by additive perturbations GΔ  so that 

 G G G= + Δ . (70) 

Note that the control design is based on the model G  rather than the process G, and hence the 
loop transfer function is not H GC= , but H GC GC= + Δ . According to the Nyquist stability 
criterion, to have a stable closed-loop system, the loop transfer function should encircle (counter-
clockwise) the critical point (-1,0) as many times as the loop transfer function has unstable poles. 
Here the process perturbations are assumed to be stable, so that there are no additional right-half-
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plane poles that would require additional encirclements of the critical point. The distance 
between the loop transfer function H  and the critical point is 1 H+ . Even with the perturbations, 
stability is maintained, if 

 1C G HΔ < + , (71) 

which implies 

 
+ ΔΔ < ⇔ <1 1

T

GC G
G

C G G
. (72) 

Since (72) must hold for all frequencies on the Nyquist curve, the condition for robust stability 
may be written in the form 
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The condition of robust stability determines how much the process model may deviate from the 
true process. Large variations are allowed in the range where the complementary sensitivity 
function is small and only small variations are allowed in the range where TG  is large. Note that a 
conservative estimate of permissible process variations that will not lead to instability is obtained by 
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M-circle Criterion for Controller Tuning 

As seen above, both the sensitivity and complementary sensitivity functions should be small to 
achieve robustly stable controller tuning so that disturbances, noise and modeling errors would not 
affect the output or control signal. Since both functions cannot simultaneously be zero, it is still 
possible to aim at bounding the values for all frequencies. The AMIGO tuning (see Section 3.2.5) 
takes this approach and uses the so called M-circle criterion in evaluating the robustness against 
modeling errors, disturbances and noise. M-circle is a conservative criterion that bounds the 
maximum values of the sensitivity and complementary sensitivity functions. The following result of 
robustness defines the M-circle. If the Nyquist curve of the loop transfer function does not intersect 
a circle with center cR and radius rR defined as 

  
( ) ( )

22 2 1 2 1
,  

2 1 2 1R R
M M M

c r
M M M M

− + −= − =
− −

, (75) 

then the sensitivity function GS and the complementary sensitivity function GT are less than M for 
all frequencies [105]. Hence, robustness is captured by one parameter only, M. The value M = 1.4 
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was used in the AMIGO rule development, although finally the rules did not quite satisfy the 
constraint. For the process test batch a 15 % increase of M was reported (M ≈ 1.6). 

The M-circle robustness criterion was also employed in [P5], [P6] and [P7], where PID controller 
tuning rules were developed for stable and marginally stable integrating processes. The robustness 
criterion is illustrated in Figure 12, where an M-circle with M = 1.5 is drawn (the value used in 
[P5] and [P6]) together with various open-loop Nyquist curves. 

The open-loop Nyquist curves in Figure 12 are obtained by appending the process model (IPD + 
first order lag) with optimized PID controllers for a range of process parameters (see [P5] for 
details). It can be seen that the Nyquist curves at most touch the robustness circle, but they do not 
intersect it. Thus the sensitivity and complementary sensitivity functions of the systems are less 
than 1.5 for all frequencies, and controller tuning is robust with respect to the M-circle criterion. 

3.3. Complementary Control Techniques for PID in NCS 

The power of the PID controller can be strengthened by using other control techniques that 
support systematic adaption of the controller parameters based on a certain scheduling variable, 
which often in the NCS case is the delay. The techniques used in [P8], namely delay-adaptive 
IMC control and fuzzy gain scheduling, are briefly presented here. Although in [P8], the delay-
adaptive IMC controller is used as such, the same technique could be used as a PID tuning 
technique and tuning rules, such as (49), could be obtained. 
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Figure 12. Open-loop Nyquist curves and M = 1.5-circle [P5]. 
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3.3.1. The Delay-Adaptive IMC Controller 

If the delay is known, as can often be assumed if it is constant, the Padé approximation (44) of the 
delay can be used to design an IMC controller. If the delay varies, there are two possibilities: 1) if 
the exact delay of each measurement is known, one can recompute the controller at each sample 
time (DT controller) and update the delay parameter in the equations accordingly, or 2) if the 
delay distribution is known rather than the exact delay times, the expectation value of the delay 
can be used in the Padé approximation. In this case, the tuning of the λIMC parameter in the IMC 
controller has to be done so that the varying time-delays are tolerated (e.g. by guaranteeing the 
closed-loop system an adequate jitter margin, as is done in [P8]). 

In order to illustrate the two alternatives discussed above, an IMC controller is derived here for an 
example process. Consider the FOTD process model (39) with Kp = 1 and a delay of τ seconds. 
Using (40) - (43), the IMC controller can be calculated and changed into the form of the 
controller in the classical feedback loop (see Figure 8). If the delay approximation in (44) is used 
and the filter order is fixed to n = 1, the controller becomes 
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This is a continuous-time IMC controller. Its discrete-time equivalent can be derived using, for 
example, the Tustin approximation. In the time domain, the control signal of the DT IMC 
controller is calculated as 
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The controller (77) depends on τ that can either be updated as new measurements arrive, or an 
expectation value of the delay can be used giving a fixed control law. The performance of these 
approaches is discussed in [P8]. 

3.3.2. Fuzzy Gain Scheduling 

Fuzzy logic can be used to update the PID controller parameters online. In addition, fuzzy 
controller may be used as the primary controller in NCS applications so that the delays and packet 
losses are compensated by the fuzzy logic. A self-tuning fuzzy controller for NCS has been 
proposed in [80]. This controller has a two-level architecture, where the gains of the first-level 
fuzzy controller, which has the structure of a PID controller, are updated by the second-level fuzzy 
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controller. In [P8], a fuzzy gain scheduler is used for controlling a varying time-delay system and 
its performance is compared with different PID and IMC controllers, including those discussed in 
Section 3.3.1. The fuzzy gain scheduler determines the weighting of five PID controllers based on 
the delay measurement. The basics of gain scheduling and fuzzy logic are briefly reviewed below. 

Gain Scheduling 

The process dynamics may change depending on the operation point and conditions. If the effects 
of different conditions on process behavior are known, it is possible to adjust the controller 
parameters by monitoring the process operating conditions. This strategy is called gain scheduling, 
since it was originally used only for selecting the controller gains. In gain scheduling the controller 
parameters are changed during control in a predefined way. The technique can enlarge the 
operation area of linear controllers in nonlinear systems [86]. The strategy is especially useful in 
compensating the variations in process parameters or known nonlinearities of the process. 

In gain scheduling design the scheduling variables are first selected. These have to be measurable 
or estimated, since they are used for adjusting the controller parameters continuously. Typical 
scheduling parameters are the delays and time-constants of the process. Next, the controller 
parameters need to be calculated for different operating conditions using a suitable control design 
method. The stability of the control system is often investigated with simulations. Especially the 
transient behavior between different operating conditions must be examined in detail [106]. 

Gain scheduling for networked PI control over an IP network has been investigated in [83], where 
a gain scheduling method that uses real-time IP traffic conditions as the scheduling variable is 
proposed and discussed. Fuzzy logic can be used for estimating the state of the controlled process 
and for deciding on the gain(s) as seen in [P8]. 

Fuzzy Logic 

In a broad sense, fuzzy logic refers to all theories and technologies that employ fuzzy sets, which 
are classes with noncrisp boundaries. The core of fuzzy logic systems constitutes of four basic 
elements: 

• Fuzzy sets 
• Linguistic variables 
• Possibility distributions 
• Fuzzy if-then rules 

Fuzzy sets are sets with smooth boundaries and they allow partial membership. The values of the 
linguistic variables are both quantitatively and qualitatively described by a fuzzy set. If a variable 
belongs to a certain fuzzy set, the name of the fuzzy set gives the qualitative value of the variable, 
whereas the corresponding membership function describes the value quantitatively. Possibility 
distributions are constraints on the value of a linguistic variable imposed by assigning it a fuzzy set. 
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Thus the possibility distribution describes the possibility that a certain value of the linguistic 
variable belongs to a fuzzy set. Fuzzy if-then rules form a knowledge representation scheme for 
describing a functional mapping or a logic formula that generalizes an implication in two-valued 
logic. Mathematically, the fuzzy if-then rules can be viewed as an interpolation scheme, since they 
enable fusion of several fuzzy rules when their conditions are all satisfied to a degree [92]. 

During the last decades, fuzzy logic control has been successfully applied to industrial systems, 
which has also promoted the acceptance of fuzzy logic theory. Generally speaking, fuzzy logic 
control tries to combine the specifications of the system performance with its measurements and 
observations into a rule-based linguistic control strategy. In [92], the architecture of a generic fuzzy 
control system is discussed. The inputs of fuzzy logic control are the error signal and its derivative. 
The fuzzy logic controller calculates the increment on the previous control signal and thus 
implements integral action. This architecture resembles the PID control strategy, but the 
nonlinearities of the process can be taken into account in fuzzy logic and the operability range of 
PID control may be extended. 

3.4. PID Control in NCS 

This section briefly discusses the properties of the PID algorithm in control of NCS and points out 
some modifications that have been proposed to better tackle the network-induced delays and 
packet losses. When applying the ideal PID algorithm (28) in a control loop, where varying time-
delays are present, one can show by using the concept of jitter margin (26) that with a FOTD 
process the stability of the system cannot be guaranteed, at least in the sense of the jitter margin 
condition, for any additional delays. In such case the jitter margin is zero. It should be noted, 
though, that the jitter margin is a conservative criterion and only sufficient, so the zero jitter 
margin does not necessarily imply instability for additional delays. The reason for having zero jitter 
margin is that the complementary sensitivity function of the system does not have roll-off at high 
frequencies and in the frequency response plot, the closed-loop magnitude crosses the bounding 
curve that the jitter margin defines, see Figure 13. This can also be shown analytically, see [P7]. 
The problem can be easily solved by using a measurement filter, such as (34) or (59), which will 
saturate the gain of the controller derivative term at high frequencies. 

Figure 13 shows the advantage of using measurement filters in the PID controller from the jitter 
margin point of view. It is seen in the figure that without the filter the complementary sensitivity 
function of a PID controlled FOTD process hits the jitter margin bound and obviously the jitter 
margin is zero. When filtering is applied the jitter margin is positive, because the complementary 
sensitivity function remains below the jitter margin bound for all frequencies. Nevertheless, if the 
controller is not well tuned, the lines may intersect and the required jitter margin is not achieved. 
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Figure 13. Complementary sensitivity functions of PID controlled FOTD process,  

with and without the measurement filter, and the jitter margin bound for δmax = 0.5 [P7]. 

Packet losses cause undesired behavior in the signals of a PID-controlled system, if the losses are 
not considered in the controller design procedure. Under packet losses in communications, the D-
term of the PID controller is likely to cause spikes in the control signal [76]. This would happen 
when the communications are reestablished after a period of disconnectivity. The amplitude of the 
spike is determined based on how much the measured value of the process variable has evolved 
between the times of successful reception of packets (before and after the packet losses). It is 
pointed out in [76] that during the time of packet losses the control signal is a linearly changing 
function of error, since there is no new information available of the process variable. Thus the 
error is constant and the I-term integrates the error over time. The set-point and measurement 
signals are static functions of error, and as a result, a linearly increasing or decreasing control signal 
is obtained. This can endanger the stability of the process or cause undesired actions. It should also 
be noted that during packet losses there will be no information regarding actuator saturation and 
the possible anti-windup functions may fail. In addition, on controller output losses the actuator 
may experience bumps in the control signal. 

In [76], an enhanced PID algorithm for wireless control systems is proposed to overcome the 
problems of discontinuous communications. The integral and derivative parts of the controller are 
remodeled such that they are updated only on the arrival of new packets. The integrator is replaced 
by a filter that receives information about the actuator position at the same time as new 
measurement packets arrive. The filter output is calculated as 

 [ ]
Δ−⎛ ⎞

= − + − − − ⋅ −⎜ ⎟⎜ ⎟
⎝ ⎠

 

( ) ( 1) ( 1) ( 1) 1 Reset

T
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where O(k) is the new filter output, −( 1)O k  its previous value, −( 1)u k  the controller output for 
the last execution (based on the actuator position feedback), ΔT the elapsed time since a new value 
was communicated, and TReset a tuning parameter (integrator resetting time). The last 
communicated actuator position is used in the filter output calculation and hence this structure 
should be able to automatically compensate for any loss in the output of the controller.  

The derivative part of the proposed algorithm is basically an event-based version of the regular D-
term, and it is given as 

 
− −=
Δ

( ) ( 1)
( ) d

e k e k
d k k

T
, (79) 

where d(k) is the controller derivative term, kd the gain, and e(k) – −( 1)e k  the difference of current 
and previous error. The difference with respect to the normal PID algorithm is that the sample 
time is updated based on reception of measurement packets and thus the derivative action is 
smaller the longer the time interval between the two last packets. Note that the control law is 
updated only upon receiving new information. 

Event-based PID control has also been considered in [101], but from a different perspective. The 
basic idea of event-based control is to transmit sensor and command data only when needed. 
Especially in bandwidth limited systems, such as networked control systems, event-based control is 
desirable, because the communication medium is only used if something has happened since the 
last event [26]. Although the main motivation for developing the event-based PID controller in 
[101] arises from the field of embedded control systems and the problems faced with scheduling 
and control co-design, a similar controller structure is very usable in networked control systems (or 
even networked embedded control systems). In event-based control the execution of the control 
algorithm is not time-based, but the control law is updated upon certain variables exceeding 
predefined thresholds, that is, when events occur. Different criteria for event detection may be 
defined based on the process and the scenario. An event could occur, for example, if a measured 
variable would exceed a certain value, or relative changes of variables could be tracked. Sampling 
should also be performed at reference changes. The tracking of error signal rather than the 
measurement signal might be more effective, because on the sudden change of the reference 
signal the error changes immediately, whereas the measured variable reacts much slower. An event 
could be triggered if the absolute value of current error would deviate from the error at the 
previous sample more than a predefined threshold value. It might also be useful to set a maximum 
sample time after which sampling would occur even though none of the triggering events were 
activated. Event-based control may be very efficient from the CPU utilization and networking 
points of view, since presumably the control law is updated more rarely than in the case of time-
based control. The drawback of event-based control, however, is that the control system becomes 
more difficult to analyze [101]. 
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In the literature, the structure of the PID controller is sometimes discussed in the light of NCS and 
modifications such as presented above have been proposed to the algorithm. The tuning of the 
PID controller for NCS has not been comprehensively dealt with, even though it has a significant 
impact on robustness properties especially with respect to varying time-delays and packet loss. The 
discrete-time PID controller tuning problem is discussed in [70] in systems with random delays. 
The NCS is assumed to be fully-distributed and the tuning is based on simulation based 
optimization of the controller parameters for a specific process model. In [41], a dual PID 
structure is proposed to overcome the effects of load disturbances and to improve the dynamic 
performance and disturbance rejection in NCS. In addition, a relay auto-tuning method is applied 
for obtaining the process parameters, which are then used for determining the controller gains. 
The framework is based on certain simplifications of the NCS model, for example, the network 
delays ( sc

kτ  and ca
kτ ) are lumped together as a single delay. 

In [17], fuzzy logic is used to set the integral and derivative terms of the PID controller. For the 
proportional term, the paper suggests using a fuzzy immune algorithm that is based on the ideas of 
the biological immune system. The proportional term is modified so that the adaptive gain kp1 is 
calculated by 

 ( )1 1 ( ), ( )pk K f u k u kη= − Δ⎡ ⎤⎣ ⎦ , (80) 

where K is gain, η is an adaption speed parameter, f is a selected nonlinear function, which is 
approximated by a simple fuzzy logic scheme, and Δu(k) is the change of control signal u at k. The 
PID controller algorithm is implemented in the incremental form. 

Genetic algorithms (GA, see e.g. [12]) have been proposed to tune the PID controller, also in the 
NCS setup. The GA in [40] updates the given initial PID gains based on evaluating a fitness 
function that is a weighted sum of several performance criteria, including settling time, overshoot 
and normalized integral of square error (ISE) cost criterion (see Section 3.5.1). The experiments 
reported show that the delay in the Profibus-DP fieldbus setup that is used in the study varies 
between one and four sample times. The performance of a modified Ziegler-Nichols tuning and 
the proposed GA based PID tuning method is compared in the Profibus-DP fieldbus testbed. This 
GA based tuning procedure resembles those proposed in [P2] and [P4], but the optimization 
method is different. The idea is the same in the sense that the performance of the control system is 
evaluated in the presence of varying time-delays and the performance is optimized. If the 
optimization criteria are carefully chosen, these methods provide good performance and 
robustness against delays. 

3.5. Simulation based Controller Parameter Optimization 

In the publications of this thesis, the simulation and optimization based controller tuning 
technique was applied in several phases. The idea is to model the plant and the network, and to 
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build a simulation model of the NCS. With the simulation model it is possible to evaluate the 
control performance and adjust the controller parameters according to an optimization procedure 
such that the performance is improved. By adjusting the parameters, re-evaluating the 
performance, and iterating, the optimal controller parameters can be found. The technique is not 
dependent on the controller type or structure, but it requires that the controller structure is fixed 
and has adjustable parameters that affect the closed-loop system properties such as performance.  

3.5.1. Controller Performance Evaluation 

In order to evaluate the performance of a closed-loop control system, a cost criterion must be set. 
The integral of error functions are often used as such measures. The most common ones are ITAE 
(Integral of Time-Weighted Absolute Error), IAE (Integral of Absolute Error), ISE (Integral of 
Square Error) and ITSE (Integral of Time-Weighted Square Error). They are given, respectively, 
in (81) - (84), where the error signal is e(t) = yr(t) – y(t) [102]. 
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These cost criteria are well-known and it is easy to modify them to derive more suitable criteria for 
the control system concerned. To evaluate the performance of NCS different measures that also 
consider, for example, sensitivity to delays and packet losses should be defined to complement the 
ones above. One candidate measure for NCS is the jitter margin (26). In addition, it should be 
noted that the cost criteria above do not depend on the controller output, the control signal, at all. 
If the control signal use needs to be considered, the IERC criterion in (85) could be used (Integral 
of Weighted Sum of Square Error and Required Control Signal Error). 
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The weights w1 and w2, for which w1 = γ, w2 = 1 – γ and 0 < γ ≤ 1, define how much the error and 
the control signal use are weighted in the criterion. The larger γ, the less the control signal is 
weighted and vice versa. The process static gain Kp scales the control and the reference signals onto 
same level. Thus the difference yr(t) – Kp·u(t) equals zero, when the control signal is on the level 
that is required to have the process output on the reference signal level in stationary conditions. 
This criterion resembles the optimal control cost, but here also non-zero references are allowed 
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[32]. Note that the cost function (85) values might, for some values of γ, be very sensitive to small 
changes in the value of γ. In the thesis, the value of γ parameter is always fixed in advance and 
hence this effect of sensitivity is not considered as a major problem. 

3.5.2. Constrained Optimization Methods 

There are many methods for unconstrained optimization (e.g. steepest descent or quasi-Newton’s 
methods) that can be used for controller tuning, if the decision variables (controller parameters) 
are not constrained and there are no other limiting factors affecting the optimization. The different 
criteria that need to be fulfilled by the optimized controller can be expressed in the optimization 
problem either as objectives or constraints, which can greatly affect the optimization procedure 
and the choice of method used for solving the problem. For example, the jitter margin (26) could 
be considered in the controller parameter optimization as an objective function (as is done in [P5] 
and [P6]) or it could be formulated into a constraint function (as is done in [P8]). In the former 
approach, there is no need to set a specific target value for the objective, and the value of the 
objective function is simply optimized. In the latter approach, the constraint function must have a 
fixed target value that is known in advance. If the jitter margin has a specific target value, it 
depends on the application (e.g. the maximum delay of a certain network). Often in practice, there 
are limitations or requirements in the control system that can also be expressed as constraints to the 
optimization problem. 

A general constrained optimization problem can be expressed as 
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where J is the objective function to be minimized and x is the vector of decision variables. If single-
objective optimization is considered, J is a scalar-valued function. In the multi-objective case J is a 
vector. The feasible set of variables x is determined in (86) by the equality and inequality constraint 
functions or g(x) and h(x), respectively [46]. 

There are different methods for solving unconstrained and constrained optimization problems. 
One of the advanced methods for solving constrained nonlinear optimization problems is 
sequential quadratic programming (SQP). SQP has been used in solving the optimization 
problems in [P1], [P2], [P4] and [P8]. The SQP algorithm consists of three main phases. At each 
iteration the Hessian matrix of the Lagrangian function is first updated. The Lagrangian is given by 
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where λi and λj are the Lagrange multipliers and mi and mj are the number of equality and 
inequality constraints, respectively. Secondly, a quadratic programming subproblem is solved and 
the solution is used to calculate a new search direction. Finally, the step length and the next iterate 
are calculated using a proper line search method [48]. 

3.5.3. The Tuning Procedure 

As discussed above, the optimization problem can be given constraints regarding the closed-loop 
system performance, values of the controller parameters and the worst case delay of a network. 
Constraints can be formulated such that the robustness against delay variation and disturbances is 
taken into account. For example, in [P5] and [P6], in the proposed multi-objective optimization 
based controller tuning method the M-circle (75) is formulated into a robustness constraint as will 
be explained in more detail in Section 4.4.1. The constraints need to be satisfied in order to 
successfully terminate the optimization procedure. Figure 14 shows the typical steps in controller 
parameter optimization when simulation is used for evaluating the controller performance. This 
approach has been used in [P1], [P2], [P4], [P5], [P6] and [P8] for tuning the controllers. 

At the first step, the initial parameters of the controller are chosen. This turns out to be an 
important step for successful optimization. Here some engineering expertise is required, since it is 
important to be able to start the optimization with reasonable values. Well chosen initial values 
might avoid running the optimization into local, non-global minima, which is a risk for non-global 
optimization methods. 

Step 1: k = 0
Set the initial values for the

controller parameters: x0

Step 2: Simulate the closed-loop
system with the current controller
parameters and evaluate the cost

function J(k)

Step 5: k = k + 1
Update the controller parameters
using the optimization algorithm
to get the new parameters: xk+1

Step 3:
Check if optimum is reached

with feasible parameters

Step 6:
Optimal parameters: x*

TRUE

FALSE
Step 4:

Check if maximum number
of iterations is reached

TRUE

Step 7:
No feasible solution found

FALSE

 
Figure 14. The steps in controller parameter optimization (modified from [P1]). 
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The PID tuning tool proposed in [P1] is very useful in defining the initial values for the 
optimization as the response of the control system is illustrated in a scope on the user interface and 
updated as the tuning parameters are manually changed. Suitable initial parameters that 
qualitatively provide reasonable performance for the closed-loop system may usually be easily 
found. The optimization procedure may be started with the values obtained. Alternatively, the 
tuning may be initiated with values obtained by using some well-known tuning rules, such as the 
AMIGO rules (57). 

After the initialization step, the iterative part of the optimization procedure begins. At each 
iteration, the closed-loop system is simulated using the available controller parameters and the cost 
function is evaluated. Typically in the simulations, a step is applied to the reference input and the 
simulation is run until the time after which the output error remains at zero. At this point the 
integral cost criteria, for example those in (81) - (84), do not increase further and the cost function 
value can be evaluated. After that a termination test is performed in order to see if it is necessary to 
continue the iteration. If the test is not passed (Step 3 in Figure 14), the number of performed 
iterations is evaluated against the maximum number of iterations (Step 4). If the limit is not 
exceeded, the optimization algorithm updates the controller parameters based on the cost function 
value and optimization constraints. The iteration continues by simulating the system with the new 
controller parameters. If the test in Step 3 is passed, the iteration stops and the optimal parameters 
are available. The solution must satisfy all the constraints given for the optimization. If the number 
of iterations increases too high, the optimization procedure is terminated (Step 4) without feasible 
solution and the user must restart the procedure from different initial values. Depending on the 
constraints and objectives, it is possible that no feasible solution exists. 
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4. Summary of Publications 

In the publications of the thesis, several new tuning methods and rules for PID controllers in NCS 
and, more generally, in varying time-delay systems are proposed. This chapter summarizes the 
scenarios, methods and results of the publications. First, the control design approaches and tools 
used in the thesis are summarized in Section 4.1. In Section 4.2, the main ideas of each 
publication are briefly presented. Then the main results of the thesis are summarized by sorting 
them into three categories that are discrete-time PID controller tuning (Section 4.3), tuning rule 
development (Section 4.4), and design and tuning tools and platforms for NCS (Section 4.5). 

4.1. Control Design Approach and Tools Used in the Thesis 

The motivation for researching the PID controller in NCS lies in the simplicity of the 
implementation, the low computational resource and memory requirements, as well as the 
intuitive and familiar structure and low mathematical complexity of the controller. These 
properties are valuable especially in the resource constrained and new application area of wireless 
automation systems. There is a need to understand the effect of the PID algorithm structure on the 
robustness against network-induced delays and losses, and how robustness can be improved by 
tuning the controller parameters. The publications in the thesis approach the PID controller 
design and tuning problem from various points of view, and the objective of this work is to improve 
the performance and robustness of the closed-loop control system despite the varying time-delays 
and packet losses. Besides developing the tuning methods and rules for the PID controller, the 
thesis also presents a tuning tool that implements one of the tuning methods and an environment 
for NCS experiments that has been applied to test the performance of the proposed tuning rules 
and methods. This thesis focuses on the single input single output (SISO) PID controller design 
and tuning in NCS. 

Throughout the thesis it is assumed that the controlled plant is a continuous-time system. This 
assumption is justified since most of the plants in the process industry are in fact continuous-time 
systems. On the other hand, the tuning methods proposed in [P2] and [P4] and the comparison in 
[P8] consider discrete-time controllers, which again is justified since the controllers are most often 
implemented on computers. This is definitively the case when networked control is considered as 
the measurements are transmitted over a digital network. Nevertheless, in the tuning rule 
development ([P5], [P6], [P7]) the controllers are in continuous-time to make the developed rules 
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more general and independent of the sample time. Furthermore, the analysis in [P5] and [P7] is 
simplified when assuming that both the plant and the controller are in the same time domain (CT 
in this case). Based on the discussion in [36], it can be claimed that the error made when assuming 
continuous-time controllers in the analysis is insignificant, if a relatively small sample time is used 
in the controller.  

The tuning tool in [P1] supports both continuous-time and discrete-time controllers, but the 
tuning method proposed in [P2] that the tool also implements is only for discrete-time controllers 
due to the formulation of the constraints in the optimization problem. In [P8], the controllers are 
all in discrete-time, because one of the compared controllers is an event-based PID controller, 
which acts only upon receiving a new measurement packet. This has to be implemented in 
discrete-time and in order to have comparable results all other controllers are also implemented in 
discrete-time. In the case of discrete-time controllers the plant is sampled at a constant rate, but 
due to the varying time-delays of the network, the packets are received at the controller irregularly. 
In the thesis, the controller is usually time-driven except for the comparison in [P8], where also an 
event-driven version of the PID controller is considered. The actuators are assumed to be time-
driven and they implement ZOH. 

In most of the cases the methods proposed are based on the assumption of semi-distributed NCS, 
where the measurements are passed over the network to the controller, but the controller and the 
actuator are assumed to be located physically together ( 0 ca

k kτ = ∀ ∈ ). This is justified especially 
for considerations regarding wireless NCS, since typically the actuators require a lot of energy and 
they need to be wired by the power cables. Hence, it might be useful to have the controller (that 
also needs some energy) located in the same place as the actuator unless there is a specific need to 
fully distribute the controller, actuator and sensors. The fully-distributed case is considered in [P4], 
but the rest of the papers consider varying plant output delays or losses only in the sensor-to-
controller link. Such a scenario could also be relevant in the wireless automation applications, 
where the wireless sensor network would be used for collecting the data and passing them to the 
controller node that would be located in the actuator. The results obtained in this setup are also 
applicable, if the sensor-to-controller and the controller-to-actuator delays can be lumped together 
as ( ),sc ca

k k kτ τ τ τ= . This assumption is sometimes made in the literature to simplify the analysis (e.g. 
in [41] and [80]). 

The methods developed in the thesis do not generally require that the measurements would have 
time-stamps or that the network should be synchronized. The control is based on the received 
measurements from the output of the plant and the data are used by the controller as such. In [P8], 
some of the controllers do use the timing information to adapt the controller parameters based on 
the delay, but otherwise the proposed solutions do not require any knowledge of the measurement 
time or length of delays. This basic assumption has several advantages, since it allows very simple 
implementation of the methods into existing infrastructures. There is no need to develop any time 
synchronization algorithms in the control systems, which saves the burden of implementing such 
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algorithms and even spares some additional hardware. Additionally, the solutions may be applied 
for a wide range of varying time-delay processes and networked control systems. On the other 
hand, there has to be some logic to prevent very old measurements arriving at the controller, since 
most of the methods assume a certain maximum value of the delay. By some network protocols, 
the maximum delay can be guaranteed, but especially in wireless applications this is extremely 
challenging. A single measurement that is older than the maximum delay would be seen as noise 
by the controller and this would hardly destabilize the system, but compromising the delay limit 
continuously may yield instability. 

The architecture of the controller has a significant impact on the control system robustness against 
delays, disturbances and noise, sensitivity to modeling error and performance. The architecture of 
the controller refers here to its structure and components, that is, whether there is an estimator 
before the controller to compensate for the delays and losses, a filter that smoothens the 
measurement or simply a controller that acts on the raw data. In the thesis, the measurement 
filtering approach is taken. Besides removing the measurement noise, which is required in order to 
use the derivative term of the PID controller, the filter has a significant effect on the jitter margin 
of a control system (see [P7]), and by tuning the filter time-constant it is possible to manipulate the 
jitter margin. Use of an estimator, such as the Kalman filter, has been left out of the investigations 
in the thesis due to the desire to have as simple and general methods and tuning rules as possible. 
The Kalman filter might require a detailed model of the plant in order to be able to sufficiently 
well estimate the plant states. Recently, it has also been shown in [71] that the Kalman filter would 
not necessarily improve the performance of a control system suffering from jitter compared to the 
filtering approach. Further, if WSAN applications are considered, the computational aspects of the 
Kalman filter should be taken into account. The Kalman filter algorithm requiring (inverse) matrix 
computations might be relatively heavy to be calculated on a wireless sensor node. The node can 
usually only manage the basic math operations and it has a limited memory available. 
Nevertheless, in some cases, it could be possible to perform some pre-calculations so that the 
computation of the Kalman filter would be arranged in a manner that better supports running the 
algorithm with the scarce resources of a sensor node. 

Regardless of the analysis presented in [P5], [P7] and [P8] most of the results are based on 
numerous simulations and computations that have been run on MATLAB and Simulink. Some of 
the experiments have also made use of the MoCoNet platform [P3], which executes the algorithms 
designed in Simulink on the MATLAB-based xPC Target real-time operating (RTOS) system. The 
optimization routines provided by MATLAB have been extensively used throughout the thesis as 
in many cases the development of the tuning methods and rules is based on optimizing certain 
performance criteria. 

The classification of the key properties of the scenarios, tools and main results that were discussed 
in this section is shown in Table 4. In the table, the controller time domain rows indicate if a 
continuous-time or a discrete-time controller is considered in the publication.  
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Table 4. Classification of the scenarios, tools and results of the publications. 
 
Property 

Publication [P1] [P2] [P3] [P4] [P5] [P6] [P7] [P8] 

Continuous-time x    x x x  Controller time 
domain Discrete-time x x x x    x 

Semi-distributed x x x  x x x x Architecture 
Fully-distributed   x x     
D-term x x  x     PID filter 
Pre-filter     x x x x 
Tools x  x      
Tuning method  x  x x x  x 
Tuning rules  x   x x x x 
Analysis     x  x x 
Simulations x x x x x x x x 

Main results 

Experiments   x x x    

The architecture rows refer to the structure of the control system. In the semi-distributed case, the 
varying time-delay or the network is assumed to reside in the process output, whereas in the fully-
distributed architecture there is a varying time-delay or a network also between the controller and 
the actuator. The PID filter refers to the structure of the PID controller, whether it has the filter 
only in the D-term (see (34)) or if the whole output signal is filtered before assigning it to the 
controller (see (58) - (59)). The main results row characterizes the contributions of the 
publications, whether they involve developing tools, tuning methods and rules or if analysis, 
simulations and experiments are performed and reported. 

4.2. Abstracts of the Publications  

This section briefly presents the main assumptions and results of each publication. 

[P1] The publication presents a PID controller tuning tool that can be used for controller design 
and tuning in NCS. The tuning tool implements the tuning method for discrete-time PID 
controllers presented in [P2]. The tool can also be used for tuning continuous-time PID 
controllers and it supports tuning rule development as it can handle a batch of processes at once. 
Based on the optimized controller parameter surfaces produced by the tool, the dependencies of 
the process parameters and the optimal controller parameters can be found and tuning rules 
derived. The performance of the controller can be evaluated from different points of view as the 
delay type, noise and disturbance properties, and reference signals may be easily varied. 

[P2] The publication discusses the tuning of discrete-time PID controllers for NCS. The 
network is modeled by Gaussian distributed random delays. The tuning method is formulated as a 
constrained optimization problem with constraints on the gain and phase margins. The phase 
margin constraints are formulated based on the delay distribution. The system stability for a worst-
case delay is guaranteed also by a constraint. In the tuning, a unit step is used as the reference to 
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the simulated closed-loop system and the performance measure is the ITAE cost criterion (81). 
This is justified, since using the ITAE criterion in the optimization of controller parameters on 
stable or marginally stable plants typically results in well dampened responses. Qualitatively, this 
property of ITAE optimization is due to time-weighting in the criterion, which makes the cost 
function value significantly increase if oscillation or, in general, errors occur even a “long” time 
after the step. Additionally, the criterion allows for a slow response right after the step, since due to 
the time-weighting of the error, its values immediately after the step are relatively insignificant. 
Thus the response may initially change slowly, which also supports approaching the reference 
smoothly. This has a positive effect on the stability and robustness of the system. In the paper, the 
method is applied for an example FOTD system and the resulting optimal controller parameter 
surfaces are shown. They are also compared with the results obtained from solving the 
optimization problem for a constant delay case. The differences of the parameter surfaces are 
clearly seen in the results. 

[P3] The publication presents the MoCoNet platform that can be used, among other things, for 
testing NCS remotely. The platform has been designed to be used for both education and research 
of (networked) control systems. There is a network simulator in the platform through which the 
measurements and control signals can be passed during the process runtime. Thus networks with 
different properties (delay distributions, packet loss probabilities) can be simulated and, in 
addition, the simulated network can be attached to any real process available in the system. The 
performance of the designed controllers can be easily tested with real processes with the aid of 
simulated networks. The networks are modeled with different delay distributions, such as Gaussian 
and Gamma distributions, and the probability of packet loss. There are certain default settings for a 
few networks, but the users can also define their own networks, for example, by changing the 
parameters of the delay distributions. The platform provides a graphical user interface in the 
Internet, through which the experiments are configured and observed. It supports a webcam and 
live data from the process, and it stores all the experiments in a database for later investigations. 
The platform can be easily extended with new processes, and thanks to its flexible and component 
based architecture, different components can be replaced. As an example of the flexible 
architecture, the network simulator was recently replaced by the ns-2 simulator, which provides 
more realistic network models and an ability to implement, for example, routing protocols in 
wireless sensor networks [56], [57]. 

[P4] The publication discusses the tuning of a discrete-time PID controller for NCS. The 
tuning method is based on simulation assisted optimization as is the case in [P2]. The difference in 
these methods is that in [P4] different realizations of the varying time-delay are considered in the 
simulations and the optimization is applied on the worst-case delay realization, that is, the 
realization that causes the highest cost function value over several step responses. In the paper, the 
concept of relative cost variance is proposed as the measure of robustness of tuning. The relative 
cost variance basically describes the variance of the performance measure over several simulations 
with different realizations of the delay. Hence, if the tuning is very robust, the different simulations 
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differ only a little and the variance becomes small. Additionally, this allows comparing the results 
obtained with different sample times. 

Another difference to the work presented in [P2] is that in this publication the results are provided 
for the fully-distributed scenario of the NCS. The proposed tuning method is also compared with 
other PID tuning methods and the IMC method. The comparisons are made by simulations and 
with the MoCoNet platform using a case process and typical Internet parameters for the simulated 
network. The choice of a suitable sample time is also discussed, and it is concluded that the 
sample time should be chosen based on the delay distribution so that the delay experienced by the 
controller would most often vary as little as possible (one or two samples in this case). 

[P5] This publication discusses the PID controller tuning for marginally stable, integrating 
processes with varying time-delays. For the process model, the FOLIPD (First Order Lag plus 
Integrator plus Delay) structure is assumed. The paper shows that if a certain PID tuning rule 
structure is applied for the FOLIPD process model, the analytical jitter margin condition of the 
control system has a relatively simple form. Although the jitter margin cannot be solved 
analytically, it is solved numerically for a wide range of processes. By doing so and then by 
identifying the resulting jitter margin-controller gain surface, simple tuning rules are derived. The 
rules then depend on the required jitter margin, which is often desirable. In addition, the same 
tuning method that is proposed in [P6] is applied here to obtain an alternative set of tuning rules 
for integrating processes. The difference of these two sets of proposed rules is that the first set gives 
a maximum gain for the controller without considerations of the robustness to noise and 
disturbances, but the desired jitter margin can be given as an input parameter to the rules. In the 
second case, the obtained rules maximize the performance and the jitter margin simultaneously, 
and satisfy the M-circle robustness with M = 1.5 in the case of nominal plants. 

The tuning rules are tested in a case process involving an agricultural tractor (control over the 
CAN bus). The proposed tuning rules are also compared with other tuning rules found in the 
literature, and the simulation results indicate that the proposed rules have many appealing 
properties in varying time-delay systems. The methodology has later been applied in the control 
design of a wirelessly controlled DC motor (simulation case study, [16]). 

[P6] This publication focuses on developing new tuning rules for the PID controller in stable 
systems with varying time-delays. The tuning method presented is based on simultaneous 
optimization of the closed-loop system performance and the jitter margin. The goal attainment 
method is applied in solving the multi-objective optimization problem, and robustness of the 
controller is considered by bounding the maximum values of sensitivity functions by the M-circle 
(75) criterion. The simulation based optimization problem is solved for a range of processes, and 
based on the optimal values of the parameters, the tuning rules are identified. The proposed 
tuning rules are compared with the AMIGO tuning rules [103]. It is shown that compared to the 
AMIGO tuning, the proposed tuning may provide significant improvements in performance and 
robustness to delays in terms of ITAE-performance and jitter margin, respectively. 
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[P7] This publication first analyzes the performance of the AMIGO tuning rules in varying 
time-delay systems. The AMIGO rules are considered as the state-of-the-art PID tuning rules for 
process control and here their performance in systems with varying time-delays is evaluated. It is 
concluded that in order to have positive jitter margin, filtering is needed in PID control. The ideal 
PID controller does not have roll-off at high frequencies, which may result in zero jitter margin. 
Unless the process makes the magnitude of the complementary sensitivity function decrease at 
higher frequencies, filtering is required. A control system without the filter may still be stable, but 
there are no guarantees of stability in the sense of jitter margin, if additional delays are introduced 
in the control loop. The main result in the paper is the proposition of the extended plant approach 
for PID controller tuning in varying time-delay systems, where the process itself is assumed to be 
stable. The idea is to first design the measurement filter using the tuning rule provided that 
depends on the desired jitter margin, and then to filter the step response of the plant with the 
designed filter. Based on the filtered response the FOTD model parameters are determined and 
the AMIGO tuning is applied in order to have the controller gains. Using this approach, it is 
shown that the desired jitter margin is achieved relatively well for the process test batch including 
over 100 processes. The tuning rules are also compared in simulations with the AMIGO rules and 
the superiority of the proposed tuning in varying time-delay systems is clearly shown. 

[P8] In this publication, discrete-time controllers are compared in a networked control 
framework, where the network is modeled either as constant delay, random delay, or correlated 
random delay. There are altogether five different controllers compared in the study and there is 
also some novelty in the structure of the discussed controllers. Two of the controllers are PID 
(time-driven and event-driven), two IMC (regular and delay-adaptive), and one is a fuzzy gain 
scheduler of five PID controllers. The event-driven PID controller acts only upon receiving new 
packets, the delay-adaptive IMC controller updates the control law based on the measured delay, 
and the fuzzy gain scheduler calculates a weighted sum of the outputs of five PID controllers based 
on the delay value. For the controller tuning, a simulation based optimization technique is 
proposed, where the optimization constraints are formulated based on the desired jitter margin. 
Here again, only stable processes are considered. The comparison of the controllers is done by 
extensive simulations. The additional complexity of the delay-adaptive controllers does not 
necessarily improve the performance of the control system if varying time-delays are present. With 
the regular PID controller comparable performance may be achieved if the controller tuning is 
done as proposed in this paper. Furthermore, the differences in performance among the 
controllers vanish as the ratio of the delay amplitude and the process time-constant becomes small, 
and the delay range is clearly smaller than the time-constant of the process. 

4.3. Discrete-Time PID Controller Tuning 

One of the three main contribution areas in the thesis is the design and tuning methods for the 
discrete-time PID controller. The work presented in [P2], [P4] and [P8] is summarized in this 
section. In the publications, stable processes are considered, but some of the methods could be 
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extended to unstable processes as well. In [P2] and [P4], the tuning of a discrete-time PID 
controller is considered and the controller has the form seen in (35) - (38), where only the 
derivative term of the controller has a filter. On the contrary, in [P8], the discrete-time PID 
controller considered filters the process output and the filtered signal is used in all terms of the 
controller as in (58) - (59). In [P2] and [P8], we consider a varying time-delay in the process output 
due to, for example, wireless sensor network dynamics, but in [P4] the system is fully-distributed 
having two varying time-delays in the control loop. The tuning is based on optimizing the closed-
loop system performance using simulation and constrained optimization methods. 

Generally, the optimization problem is defined as in (86), where J(x) is the cost function, x is a 
vector of decision variables (controller gains), and g(x) and h(x) are the equality and inequality 
constraint functions. In [P2] and [P4], J(x) is the ITAE cost function (81), but in [P8] the IERC 
cost function (85) is used. Since the studies consider only stable processes, the use of ITAE is 
motivated, because in the case of stable processes the ITAE-optimized responses usually have little 
oscillation. In addition, the IERC cost function also considers the use of the control signal. In [P4], 
the cost function is the maximum ITAE cost of K simulations with different realizations of the 
delay. In all cases, the controller gains may be kept positive by a constraint x > 0. Equality 
constraints are not used here, but with inequality constraints different requirements for the 
parameters and for the control system are formulated. In [P2], the constraints are formulated such 
that the tuning guarantees adequate gain and phase margins for the closed-loop system with all 
possible constant values of the delay. In addition, the stability is guaranteed for a worst-case delay 
scenario, for which the discrete-time closed-loop system is stable. In [P8], the stability of the 
closed-loop system is guaranteed even if the delay varies within the allowed range by formulating 
the jitter margin condition (25) into a constraint function form for the problem. This is done by 
introducing a constraint function max 0( )xδ δ> , where 0δ  is the desired jitter margin defined by the 
application requirements and δmax( )x  is the jitter margin provided by the PID controller with 
controller gains x. In [P4], constraints are not used in optimization. 

The optimization problem (86) is solved by simulating the closed-loop system, evaluating the 
performance criterion J(x) for a unit step reference, and iterating the controller parameters 
according to the scheme discussed in Section 3.5.3. In [P2] and [P8], the process is modeled as a 
simple first order system. In [P4] the tuning problem is solved for a case process, which is of second 
order. In [P2] and [P8], the optimization problem is solved for a range of processes with different 
time-constants. In [P2], also the sample time is varied. As an example, the optimized PID 
parameters for the case with Gaussian distributed random delay with mean value μ = 1 s and 
variance σ2 = 0.1 s2 are shown in Figure 15 [P2]. Clearly, both the time-constant and the sample 
time affect the optimal gains, but the cost function values are almost constant for a fixed sample 
time regardless of the time-constant, although one would expect the cost function to increase at 
higher values of the time-constant. 
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Figure 15. Optimal PID controller parameters and ITAE cost function  

values for random Gaussian distributed (μ = 1 s, σ2 = 0.1 s2) delay [P2].  

This behavior shows that the sample time has a significant effect in varying time-delay systems as is 
also discussed in [P4], where the optimal sample time vs. the varying time-delay aspect is further 
elaborated. It is concluded that the optimal sample time has the characteristic that it makes the 
delay in sample times vary as little as possible (usually only one or two sample delays). In addition, 
in Figure 15, it is seen that the cost function dramatically changes at certain sample times. For 
example, at h = 1 s, the performance is clearly better than for h = 0.9 s. This could be explained by 
the fact that the mean delay and the sample time are equal at h = 1 s. Hence half of the 
measurements experience only one sample delay, whereas in the case h = 0.9 s more than half of 
the measurements experience a delay of more than one sample time (1.8 s or more). Especially the 
ITAE criterion considered here, increases rapidly due to delays. 

In addition to the PID controller tuning method, [P8] presents a comparison of discrete-time 
controllers in varying time-delay systems, where the main idea is to analyze if by using a slightly 
more complicated controller structure, high gains in performance or robustness would be 
achieved. In order to do this, a delay-adaptive IMC controller (Section 3.3.1) and a fuzzy gain 
scheduler (Section 3.3.2) are formulated for the control of varying time-delay systems. The tuning 
results and the analysis performed show that the optimal tuning of the IMC controller depends on 
the process dynamics and the required jitter margin. This is shown by simple calculations. 

The performance of the controllers is compared by extensive simulations in three scenarios with 
constant, random or correlated random delay in the loop. Correlated random delays are often 
encountered in NCS, since upon network congestion, the delay times typically increase and 
remain high until there is less traffic in the network. The investigations show that, in general, the 
increased complexity of the controllers provides some benefits over the regular PID controller, 
especially if the delay values are correlated (see Figure 16), but the gains in performance decrease 
as the delay amplitude becomes insignificantly small compared to the time-constant of the process. 
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Figure 16. Relative ISE and IERC cost function values for the correlated random delay case [P8]. 

In Figure 16, the relative performance of the compared controllers is evaluated for a first order 
system with correlated random delays. The performance criteria (ISE and IERC separately in the 
two diagrams) are scaled such that the controller with the highest criterion value equals one in the 
plots (lowest performance). The performance is plotted against the time-constant of the process. 
On the left, where the ISE criterion is shown, it is seen that the fuzzy gain scheduler performs the 
best for almost all values of the process time-constant. Also the delay-adaptive IMC controller is 
significantly better than the PID controllers for T > 1. The evaluation of the IERC criterion on the 
right reveals that the enhanced performance of the fuzzy gain scheduler in the ISE sense results 
from a very tightly tuned controller, which significantly uses the control signal. If the control signal 
is considered (as in the IERC criterion), the performance of the fuzzy controller is not very good. 
Nevertheless, the IMC controllers seem to perform well with respect to both criteria, and by 
adapting to the delay some additional benefits can be achieved. In any case, the regular PID 
controller that is tuned to be robust against varying time-delays performs adequately well in the 
scenario. 

4.4. Tuning Rules for PID Controllers 

In [P5], [P6] and [P7], the objective is to develop tuning methods for the PID controllers and to 
apply them for a wide range of processes in order to also derive tuning rules. The tuning rules 
should have a simple structure and they should be easily applicable for various process types. A 
desired property of the tuning rules for NCS is that the jitter margin would be an input parameter 
to the rules, so that the controller parameters would adapt directly to, for example, the network 
QoS characteristics (jitter, maximum delay). Another desirable property of the tuning rules is that 
they would provide robustness to noise and disturbances. These aspects are considered in the 
tuning methods and rules proposed in the thesis, and a short summary of them is given in this 
section. 
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4.4.1. Tuning Method 

The PID controller tuning method proposed in [P6] is based on simultaneous maximization of 
performance and jitter margin using simulation based optimization with constraints regarding the 
robustness to noise and disturbances. In [P6], the focus is on stable processes with varying time-
delays, and in [P5] the same tuning method is applied for marginally stable, integrating processes. 
In both publications, novel tuning rules for varying time-delay systems are also developed. 

The multi-objective optimization based tuning method is formulated as follows: 

 
max

1
ITAEJ J

δ
⎡ ⎤
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⎣ ⎦

, (88) 
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where ( ) ( ) ( )H j G j C jω ω ω=  is the loop transfer function frequency response and cR and rR are the 
M-circle (75) center point and radius. Here the objective functions are the ITAE cost for a unit 
step reference and the inverse of the jitter margin, which should be minimized. Hence we aim at 
maximizing the performance and the jitter margin simultaneously. The constraint function (89) is 
formulated such that the tuning should satisfy the M-circle robustness. This would guarantee that 
the tuning is also robust in the traditional sense, to noise, disturbances and modeling errors. 

In [P5] and [P6], the optimization problem is solved using the goal attainment method, which is 
one of the multi-objective optimization methods. The reason for using this method is that it allows 
specifying the goal values for the objective functions. For example, the goal value of the ITAE 
criterion can be easily set by calculating the criterion with some other tuning method, which has 
the desired and comparable performance. The goal value for the jitter margin depends on the 
application, but as it is concluded in [P6], for a FOTD process it might be reasonable to set the 
goal as T + τ (time-constant + delay), which corresponds to the effective dead-time (see [103]) of the 
process. In this case, the jitter margin would be relatively large compared to the total dynamics and 
speed of the process, and it does not matter if the process is delay-dominant (τ >> T), lag 
dominated (τ << T), or if it is a balanced lag and delay process (τ ≈ T). In [P5], the goal values are 
set similarly Tf + τ (filter time-constant + delay) for the same reasons. 

4.4.2. Stable Processes 

In [P6], the tuning problem (88) - (89) was solved for the FOTD process model with different 
process parameters (delay, time-constant) in the range , [0.1...10]Tτ ∈ . The reason for choosing 
the FOTD model was that it can be used to characterize processes with higher order dynamics, 
and the parameters of the model are obtained via a simple step response experiment. It is also the 
basis of many well-known PID tuning rules (e.g. AMIGO tuning [103], Ziegler-Nichols tuning 
[100]). In fact, the AMIGO rules were taken as the reference tuning, since they provide good 
robustness properties for processes with constant delays. Nevertheless, it should be emphasized that 
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the AMIGO rules are designed primarily for load disturbance rejection, but as seen in the 
definition (88), the proposed method focuses on tracking the changing reference signal. 

After solving the optimization problem, comparisons to the AMIGO tuning revealed that the jitter 
margin can be significantly improved without dramatic losses in either performance or robustness. 
The upper plot in Figure 17 presents the improvement of the jitter margin for different processes 
in percents compared to the AMIGO tuning, when the proposed tuning method is applied. The 
typical improvements to the jitter margin are around 50 – 150 %. At the same time, the 
performance (ITAE) of the closed-loop system has not decreased significantly, as can be seen in 
the lower plot of Figure 17. The graph presents the ITAE ratio of the AMIGO tuning with respect 
to the optimal tuning. Thus the values less than 100 % indicate that the performance of the 
proposed tuning is less than that of the AMIGO tuning. Although most of the dots are less than 
100 % indicating losses in performance, the values are not, however, dramatically lower than 
100 %. On the contrary, there are even cases where both the performance and the jitter margin are 
better with the optimal tuning. 

To further develop tuning rules for the PID controller, the optimal controller parameter values 
were plotted with respect to time-constants and delays to obtain a surface, from which the tuning 
rules were derived using a procedure that we here define as surface identification. This procedure 
involves first determining the structure of the tuning rule, which is a function prototype with 
unknown parameters, and then estimating the parameters based on the optimal controller 
parameter surface and the tuning rule structure. The parameter estimation is done using the least 
squares method.  
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Figure 17. Performance of the optimized controllers with respect to the AMIGO tuning. 
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The jitter-aware tuning rules proposed for varying time-delay systems are 
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Other controller parameters such as the filter time-constant and the set-point weights are chosen as 
in the AMIGO tuning (see (60)). For the pure FOTD process, the use of these rules results in 
improvements of approximately 100 % in the jitter margin and comparable performance, if the 
AMIGO tuning is used as the reference. The performance of the tuning rules is further discussed 
at the end of this section, where simulation results are presented. 

Alternatively, tuning rules for stable processes may be developed by approaching the problem 
analytically. The idea presented in [P7], which considers the so called extended plant approach, is 
based on the assumption that the closed-loop system frequency response magnitude can be 
approximated by that of the open-loop system (the high-frequency approximation) 
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If a FOTD process is controlled with an AMIGO tuned PID controller with an nth order filter and 
the approximation (91) is used, the jitter margin of the system becomes 
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If the infimum in (92) is solved by minimization with respect to frequency, the following tuning 
rules for the filter time-constant Tf are obtained. 
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Thus we may set the filter time-constant based on the jitter margin requirement, and using this 
filter in the control system should give the system the desired jitter margin. The steps in the tuning 
procedure to achieve jitter-aware tuning for the controller are: 
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1) Make a step experiment with the process 
2) Design the filter using (93) 
3) Extend the plant with the filter, i.e., filter the step response 
4) Approximate the FOTD model from the extended plant (using the filtered step 
    response) 
5) Use the FOTD parameters to calculate the PID gains based on the AMIGO tuning rules 
    except for the filter time-constant, which is already calculated 

The steps of the extended plant approach are illustrated in Figure 18. 

If these rules are applied, the resulting closed-loop system approximately satisfies the desired jitter 
margin that was used as the design parameter. There are certain limitations and modifications 
especially for delay-dominant systems (τ >> T), and these are discussed in detail in [P7]. The 
performance of the proposed method is depicted in Figure 19, where the jitter margin is evaluated 
for the process test batch discussed in [103] with over 100 processes. The extended plant approach 
is applied to the processes in the test batch such that the jitter margin parameter in the tuning rules 
(93) is set twice as large as the jitter margin provided by the AMIGO tuning for each process. The 
proposed tuning procedure is then applied and the relative jitter margin with respect to the 
AMIGO tuning is plotted in Figure 19. Thus the values in Figure 19 should be aligned at 100 %. 

In Figure 19, cases with the second and the third order filters are presented. As it can be seen, the 
performance of the method is relatively good despite the approximation (91) used in its derivation. 
In addition, some degradation of performance is observed when comparing the ITAE costs with 
the AMIGO tuning. 

The performance of the tuning rules discussed above is compared next. In the comparison, both 
delay-dominant and lag dominated processes are considered. The process models are 
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exp,1G  is a pure FOTD process and exp,2G  is the first one of P9-type processes in the test batch, see 
[103] for details. 
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Figure 18. The steps in the extended plant approach. 
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Figure 19. The jitter margin of a process test batch when using the extended plant approach (target value 100 %). 

First, the FOTD parameters of the processes are derived. The FOTD parameters for the first 
process are the true process parameters (Kp = 1, T = 0.3 and τ = 1) the process being delay-
dominant. For the second process, the parameters are Kp = 1, T = 1 and τ = 0.137 the process being 
lag dominated. For both processes the standard AMIGO tuning rules, the extended plant approach 
with n = 1,2,3 and the jitter-aware tuning rules (90) were calculated. For the delay-dominant 
process Gexp,1, only the second and the third order filter designs were applied, because as explained 
in [P7], the first order filter is not applicable for delay-dominant processes, when the extended 
plant approach is used. The AMIGO and the jitter-aware rules (90) use the second order 
measurement filter. 

For the extended plant approach the jitter margin design parameter δmax was set twice as large as 
the jitter margin provided by the AMIGO tuning. The resulting controller parameters are shown in 
Table 5 and Table 6, for exp,1G  and exp,2G , respectively. In the simulations, a varying time-delay 
(square-wave form) with maximum amplitude of 1.9 times the jitter margin of the AMIGO tuning 
was added after the true plant and the different controllers were tested in this setting. The unit step 
responses of the systems with various controllers can be seen in Figure 20 (delay-dominant) and 
Figure 21 (lag dominated). In the figures, the responses represent the process output variables 
measured before the variable delay, which is located between the process output and the controller 
measurement filter. 

Table 5. Controller parameters for the delay-dominant process Gext,1. The target value for δmax is 1.3 (in extended plant). 
Tuning δmax kp ki kd Tf ITAE 
AMIGO 0.65 0.33 0.54 0.08 0.10 10.41 
PID rules (90) 1.35 0.24 0.48 0.03 0.10 11.08 
Ext. n = 2 1.33 0.56 0.43 0.27 0.50 9.60 
Ext. n = 3 1.28 0.48 0.40 0.23 0.30 8.35 
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Table 6. Controller parameters for the lag dominated process Gext,2. The target value for δmax is 0.42 (in extended plant). 
Tuning δmax kp ki kd Tf ITAE 
AMIGO 0.21 3.47 7.04 0.23 0.014 ∞ 
PID rules (90) 0.28 2.78 3.32 0.11 0.014 2.76 
Ext. n = 1 0.39 2.22 3.44 0.24 0.14 1.62 
Ext. n = 2 0.42 2.00 3.04 0.24 0.071 1.50 
Ext. n = 3 0.44 1.83 2.69 0.24 0.054 1.64 
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Figure 20. Simulation results from the delay-dominant process Gext,1. 
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Figure 21. Simulation results from the lag dominated process Gext,2. 
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The step responses of the delay-dominant process show that all the systems are stable for the 
specific realization of the varying time-delay, although the AMIGO and the jitter-aware tunings 
show signs of being close to unstable. According to (25), the AMIGO tuning does not guarantee 
stability with the used amplitude of the time-delay as seen in Table 5, but this does not mean that 
the system would be necessarily unstable. The controllers tuned using the extended plant approach 
and the jitter-aware rules are guaranteed to be stable for this case, and the extended plant 
approaches give the best ITAE values for the responses. The ITAE values are calculated from the 
process output variable (before the variable delay in the loop). 

The lag dominated system with the standard AMIGO controller is unstable, but the extended plant 
approach gives fast and stable responses. Also the jitter-aware rules provide a stable response, 
although it is clearly affected by the varying time-delay. Of the extended plant designs the 
controller with the first order filter gives the largest overshoot. The controllers with the second and 
the third order filters give accurately the desired jitter margins (as seen in Table 6), but the 
requirement is not exactly satisfied with the first order filter. The jitter-aware tuning rules do not 
give as high jitter margin as the extended plant approach in this case, but this is expected, since the 
tuning rules do not take explicitly into account the requirement of the jitter margin. Nevertheless, 
for both processes the proposed tuning rules give excellent results with respect to both robustness 
to jitter and performance, compared to the standard AMIGO design. 

4.4.3. Integrating Processes 

In [P5], tuning of a PID controller for marginally stable integrating processes with varying time-
delays and stringent robustness constraints is considered. In the paper, the novel controller tuning 
method discussed in Section 4.4.1 that uses the jitter margin and the ITAE performance as the 
optimized objectives simultaneously is used to develop robust tuning rules for integrating 
processes. The proposed tuning rules satisfy similar robustness constraints that were used in the 
AMIGO tuning rule development [103], [104]. Some of the recently proposed tuning rules for 
integrating processes are also analyzed in the paper, and based on the analysis the relationship 
between the jitter margin, process delay and the maximum controller gain is determined. As a 
result, the required jitter margin can be given as a parameter to the tuning rules and the maximum 
controller gain can be calculated. 

The process model considered in the tuning rule development for integrating processes is 
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This is the so called FOLIPD model, where Kv is the velocity gain and Tf could be considered 
either a lag in the process or a filter time-constant in the controller that filters the process output 
before the signal is processed by the controller. The PID controller has the form (58), but no 
additional filter is assumed (in spite of Tf). 
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First, it is noticed that many of the tuning rules for the FOLIPD processes have a similar form [63] 
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where a is the controller gain. By this tuning the open-loop system Gl(s) becomes independent of 
Tf and Kv, 
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If such a tuning rule structure is applied, the jitter margin of the closed-loop system becomes 
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Although the expression (98) seems quite simple, it does not have an analytical solution, which 
would also provide the inverse solution, that is how a (the controller gain) should be chosen based 
on the required jitter margin. Since such a solution would be beneficial in various applications, 
(98) is solved numerically for a very wide range of processes (different values of τ and a), and by 
surface identification it is possible to derive tuning rules for which the jitter margin becomes an 
input parameter. First, the jitter margin is solved with parameters 0.368 ≤ a ≤ 1.008 and 0.01 ≤ τ ≤ 
100. The range for a is justified, because the lower limit provides the control system jitter margins 
of approximately 2τ, which is considered a high value, and the upper limit gives so high a gain that 
the overshoot in the step response of the closed-loop system is approximately 50 % [63]. The range 
of parameters under investigation is further extended in [16] so that the analysis presented there 
covers cases, where the jitter margin may be given values as high as 10τ. The solutions of (98) for 
the above mentioned range of process parameters are depicted in Figure 22. Based on the 
numerical solutions seen in the figure, it is possible to identify the jitter margin surface, and the 
following relationship in the parameters is found. 

 max
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 (99) 

Thus the controller gain a may be chosen based on the jitter margin requirement and the constant 
process delay as 
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from which the PID controller gains can be solved according to (96). The identification of the 
surface results in estimation error of less than ±3 % of the true value of the jitter margin, and hence 
the expression (100) can be well applied in practice. 



 79

0.4
0.6

0.8
1

0

50

100
0

50

100

150

200

Controller gain, aDelay, τ

Ji
tte

r m
ar

gi
n,

 δ
m

ax

 
Figure 22. The jitter margin of the FOLIPD process with different values of controller gain a and process delay τ. 

In [P5], an alternative tuning approach is also presented that is based on the optimization method 
discussed in Section 4.4.1. The reason for introducing this alternative tuning method is that the 
tuning rule (100) does not consider directly the robustness aspects such as the M-circle  
(75). The controller parameters are again optimized for a wide range of processes by solving the 
optimization problem (88) - (89) for 0.01 ≤ τ, Tf ≤ 100, whenever 0.1 ≤ Tf / τ ≤ 10. This restriction 
on the process parameters was motivated on one hand by simulation accuracy, since the system 
tends to become stiff for values outside of this range, and on the other hand by reasoning. One of 
the parameters easily becomes negligible outside of this range. The robustness of the tuning rules 
was guaranteed by using the constraint regarding the M-circle with M = 1.5. The optimized 
controller parameters are seen in Figure 23. 

Based on the controller parameters in Figure 23 and with the aid of surface identification, the 
following tuning rules are proposed in [P5] for integrating processes with varying time-delays. 
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Figure 23. Optimized controller parameters and the ITAE cost. 

The performance of the proposed tuning rules is compared in [P5] with other known tuning rules 
for FOLIPD and IPD processes using both simulations and a case process, which is a part of the 
hydraulic system of an agricultural tractor. The hydraulic system components are controlled over 
the CAN bus, and the delays in the control loop are in the range 200…300 ms. Hence the 
parameters for control design are τ = 0.2 s and δmax = 0.1 s. The measurement filter time-constant 
was set by comparing the measured and filtered process output variables so that the filter would 
remove noise efficiently. By such qualitative analysis the measurement filter time-constant was 
given a value Tf = 0.15. The robustness properties and the simulated step responses obtained by 
various tuning rules for the case process model are shown in Figure 24. The M-circles in Figure 24 
are plotted with M = 1.5 and the curves in the figures represent the loop transfer function Nyquist 
curves obtained by different tuning rules. It is seen that the proposed tuning rules provide both 
good performance and the desired robustness level (M = 1.5). From the robustness perspective, 
clearly the Viteckova (OS=0, overshoot 0 %) rule resembles the proposed tuning (The New Rules, 
figure in the bottom-right corner), but the proposed tuning provides a slightly faster response. If the 
settling times of the responses are considered, the Viteckova OS=10 rules provide as fast responses 
as the proposed tuning, but the robustness level obtained by the proposed tuning is simultaneously 
better. 

The accuracy of the process model can be evaluated from Figure 25, where the step responses of 
the simulation model and the real process are shown. The accuracy of the model seems reasonable 
for control design. The differences between the simulated and measured responses are explained 
by the different values of delays, the non-ideal actuators and the nonlinearities of the real process. 
In any case, the proposed tuning gives smooth and fast response, which satisfies the requirements 
of control design. 
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Figure 24. Comparison of the robustness and unit step responses of different tuning rules for the case process. 
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Figure 25. Step responses with the simulation model and the real process using  

the proposed tuning rules. The control signal (u, lower graph) is from the real process. 

The methodology proposed in [P5] has been further developed in [16], where the numerical 
solution of (98) has been improved. A Newton’s method based solver is proposed, which gives a 
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very accurate solution after only four iterations. The design methodology based on solving the jitter 
margin is further elaborated by presenting another case example of control design for varying time-
delay systems. In this case, the control design takes the advantage of Mirkin’s lemma [49] discussed 
already in Section 2.2.4. The idea is to design a controller for a DC motor that is controlled over a 
wireless link with packet losses. Varying time-delays are not considered here, and the focus is 
purely on packet loss. The requirement for the controller is to tolerate 10 consecutive packet 
losses, while maximizing the speed of the control system. The sample time of the system is h = 
0.05 s. The control design is first done in CT, but the resulting controller is then approximated by 
its DT equivalent in the implementation phase. 

The process model used is 
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where Tf in this case represents the time-constant of a second order filter. Using the tuning in (96) 
for the PID controller, the jitter margin of the system becomes 
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which is solved numerically with the process parameters (Kv = 0.015, Tf = 0.05, τ = 0.05) and the 
jitter margin requirement δmax = 0.5. If the original Kao-Lincoln jitter margin condition [36] is 
used, we obtain a = 0.091, which gives the controller parameters kp = 121.4, ki = 0 and kd = 6.07. If 
Mirkin’s lemma is applied, it allows using higher gain a in the tuning rules (96), so that we obtain 
a = 0.136 yielding to kp = 181.5, ki = 0 and kd = 9.08. The performance of these two designs is 
illustrated in Figure 26 (Kao-Lincoln) and Figure 27 (Mirkin), where Simulink simulations of the 
control system are provided either with a) no packet loss, or b) with maximum packet loss. As 
expected, the control design based on Mirkin’s lemma yields to better reference tracking, but it 
also appears to be more sensitive to the measurement noise that is present in the simulations. 

4.5. Design and Experimenting Tools for PID Control in NCS 

This section briefly summarizes the supporting tools for PID tuning and experimenting that are 
proposed in this thesis. Tuning tools make the application of the controller tuning methods much 
easier as the method is implemented in the software that anyone can use. This saves the burden of 
coding the algorithms and verifying their functionality from other users of the methods. In [P1], a 
software tool, implemented in the MATLAB environment, for PID tuning in NCS is presented. 
The graphical user interface of the developed tool provides an easy to use interface for controller 
tuning. The user can specify the process, reference signals, network delay types and/or distributions 
and disturbances affecting the system. 
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Figure 26. Ramp responses of the DC motor model with a) no packet loss (left), and b) with  

maximum packet loss (right). Controller parameters according to Kao-Lincoln stability criterion [36]. 
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Figure 27. Ramp responses of the DC motor model with a) no packet loss (left), and  

b) with maximum packet loss (right). Controller parameters according to Mirkin’s lemma [49]. 

The controller tuning can be made manually with sliders or by typing the parameter values into 
text boxes. Upon parameter change, the tool immediately draws the response of the system into a 
specified plot. The controller can also be optimally tuned using the tool. The user can specify the 
desired optimization criterion and the required gain and phase margins, and these are taken into 
account in optimization as described in [P2]. The tool also provides options for automatic tuning 
of a batch of processes, and in that case the optimal controller parameters can be analyzed with 
respect to the controller sample time or process time-constants. The results can be illustrated in 
several figures and saved on the disk. The tool makes the PID controller tuning for NCS easy and 
the graphical user interface relaxes the burden of having tens of parameters to be managed in 
simulations and optimization. The graphical user interface of the tool is illustrated in Figure 28. 
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Figure 28. The PID controller tuning tool for NCS [P1]. 

Once the controller tuning is properly done, the control algorithm should be tested against the 
simulation model of the plant in a realistic NCS simulation environment. For that purpose, the 
thesis suggests using the MoCoNet platform [P3] that was already presented in Section 2.4.1. 
MoCoNet can be used for educational and research purposes in the remote testing of control 
systems. The MoCoNet platform differs from many remote laboratories in the sense that it is also 
designed for experimenting with NCS. This is done with a separate network simulator that delays 
the measurement and control packets according to given network specifications. The packet loss 
probability can also be adjusted by the user. 

One important property implemented in MoCoNet is the ability to integrate the network simulator 
and the control algorithms with real processes. This is accomplished by implementing the 
controllers on a RTOS, which can communicate with the I/O board, through which the sensors 
and actuators are accessed. As the RTOS also supports UDP communications, the measurement 
and control packets can be directed to the network simulator, which emulates the network 
behavior by delaying the packets according to specified delay distributions. It can also drop packets 
randomly. These features make the system asynchronic and to resemble true NCS.  
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The MoCoNet platform has been extended in many ways after [P3] was published. It now has 
more properties, but also the network simulation part has been upgraded. Integration with the de 
facto standard communications simulator ns-2 [56] and experiments over real networks [69] prove 
the scalability and easy extendibility of the platform. The MoCoNet platform with its support for 
rapid control prototyping has become an extremely valuable research tool. The results of NCS 
control design may be easily tested with real processes on the platform. 
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5. Conclusions 

Networked control systems are feedback control systems wherein the control loops are closed 
through a real-time network. The advantages of networking in control systems are obvious. 
Networks reduce the cabling costs and provide means for efficient information distribution in the 
automation system. The fault diagnosis of the system and its components is made easier as the 
information is available from all parts of the process. Besides the many things NCS provide, there 
are, however, issues to be taken into account in the control design. Networks induce delays that 
originate from the shared medium, computations, errors and packet loss in communication. Due 
to the distributed nature and the network-induced (often variable) time-delays, the NCS are 
asynchronic systems. The classical control theory assumes uniform sampling with constant sample 
times, constant time-delays and well-synchronized measurement systems, and the current theory 
for varying time-delay systems is not in a very mature state. There are, though, quite a few results 
on control design of NCS available. These include results on control of randomly varying time-
delay systems and studies that consider packet dropping links in control systems. Furthermore, 
there are results on the stability of NCS, where both varying time-delays and packet loss are 
considered. The control design methodologies in NCS were reviewed in Chapter 2 of the thesis. 

Although there are many theoretical results on stability and control design of NCS available, the 
practical implementation perspective is often missing in the studies. This thesis has taken another 
approach, and focused on the simple PID control algorithm, the de facto industry standard, and its 
tuning for NCS. The PID controller is attractive for industrial use, because the operators can 
understand the algorithm and it is also well justified for NCS, since the computational time and 
memory requirements are fairly low. These are the prerequisites for any algorithm that is supposed 
to be run on, for example, wireless sensor and actuator networks with very limited computational 
power, resources and communication capabilities. The motivation for focusing on the PID 
controller is that it is already the most common control algorithm in process control applications, 
and there is no doubt that it will also be that in the wireless automation systems of the future. 

The thesis has shown that by using appropriate tuning methods the PID algorithm can be made 
robust against the deficiencies faced in NCS, such as varying time-delays and packet loss. The 
related robustness criteria can be adjusted according to the application requirements, for example, 
by tuning the controller for a specified jitter margin. The main contributions of the thesis are 
related to PID tuning methods and tuning rules that can be applied in NCS. In addition, the thesis 
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presented a comparison between the PID controller and other simple, but a little more advanced 
control algorithms in varying time-delay systems, to find out whether better control can be 
achieved, for instance, by using the internal model control approach or delay-based fuzzy gain 
scheduling. The results suggest that improvements are possible, but the difference between the 
basic PID algorithm and the more advanced controllers vanishes as the time-constant of the 
process starts to dominate the dynamics and the effect of network-induced delays is decreased. 

Besides the tuning methods, the thesis proposed PID tuning rules for stable and integrating 
processes with varying time-delays. These rules aim at satisfying the given jitter margin, which may 
be an input parameter to the tuning rules, and maximizing the performance of the control system 
while providing robustness against disturbances. The proposed rules were compared with other 
tuning rules by simulations and experiments, and the benefits of using the proposed rules were 
clearly shown. For integrating processes, the thesis also showed the trade-off between the jitter 
margin and closed-loop system performance by deriving a formula for the maximum controller 
gain based on the jitter margin requirement. This formula is very useful in practical applications, 
where maximum performance is needed and the jitter margin requirement is known. The delay 
distributions of networks can often be measured in advance, and the control design can be based 
on these measurements, which give range for the delay values. 

Other important aspects that the thesis has brought out are the design tools and environments for 
NCS. In order to make the control design easy, a PID tuning tool for NCS was proposed. The tool 
implements one of the tuning methods presented in the thesis. With an easy-to-use graphical user 
interface built on top of MATLAB, it is easy to tune the controllers either manually or through 
automated simulation-based optimization. The network properties may be defined in the tool by 
configuring the delay types and distributions. The tool also considers disturbances and 
measurement noise. The gain and phase margins can be given for the controller tuning procedure 
as design parameters, and the optimization algorithm takes these as constraints when solving the 
tuning problem. 

The MoCoNet platform supporting remote experiments with real processes and simulated 
networks, developed at the Helsinki University of Technology, Finland, was also discussed in the 
thesis. With this platform, it is possible to implement various controllers with ease using the rapid 
control prototyping methodology. The platform is especially handy for experimenting control 
algorithms on real processes in NCS setup. The user of the system may choose from predefined 
networks or set the network parameters himself including delay distribution and packet loss 
parameters. The platform operates in a web browser with Java support, and does not require any 
additional software to be installed on client machines. Since everything is accessible over the 
Internet, the platform provides excellent opportunities, not only for educational use, but also for 
world wide research use as the researchers may implement their own control algorithms and test 
the performance in networked control systems with real processes. 
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Most of the research presented in this thesis has concentrated on the semi-distributed NCS 
architecture, which assumes that networks are used only in the sensor-to-controller link. Obviously, 
the results presented could be modified to support the fully-distributed architecture with networks 
in both sensor-to-controller and controller-to-actuator links. This would require replacing the jitter 
margin criterion used in many of the publications and defining suitable stability criteria for the 
fully-distributed architecture and revising the results from this point of view. Nevertheless, the 
simple form of the jitter margin criterion has allowed its use in different scenarios and also some 
analytical calculations have been based on it. Similar multiuse criteria are not generally available 
for the fully-distributed architecture. It should be emphasized that the simplification of the NCS 
model by assuming the semi-distributed architecture has also been applied in the literature by 
other authors. It might be possible to extend the jitter margin criteria for the fully-distributed 
architecture, but this would presumably result in either more complicated or more conservative 
criteria. Deeper investigation of these extensions is a good starting point for future research. 

Another direction into which the research could be extended is investigating process parameter 
mapping when approximating a high-order process with the simple first order model with a delay 
(FOTD). In particular, it would be interesting to see how such an approximation affects the jitter 
margin if the controller tuning is based on the simplified model. For example, the extended plant 
approach proposed in this thesis is based on first extending the plant with a measurement filter and 
then approximating the extended plant with a FOTD model. Assuming a FOTD process model 
and a first-order measurement filter, it can be shown that if the measurement filter time-constant is 
significantly larger than that of the process and the proposed tuning rules are applied, the jitter 
margin of the control system could become relatively small (δmax ≈ 3T, but for small T this is also 
relatively small). The reason for this is that the jitter margin depends on the ratio of the true time-
constant of the process and the time-constant of the approximated FOTD model. Thus the jitter 
margin depends on how the parameters of the process and the filter map into the FOTD model in 
the approximation phase, so it is necessary to further investigate the parameter mappings from this 
perspective. For example, large filter time-constants tend to map into large time-constants in the 
estimated FOTD model, which might in certain cases prevent achieving high jitter margins with 
this approach. These findings are based on preliminary investigations of parameter mappings in 
the FOTD approximations and their effects on the jitter margin, but more exact conclusions 
would still require further research. In any case, the extended plant approach is a promising 
method for setting the controller gains based on the desired jitter margin and all future research 
should take advantage of this approach. 
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