-

View metadata, citation and similar papers at core.ac.uk brought to you byﬁ CORE

provided by Aaltodoc Publication Archive

A”

Aalta University
Schoolof Science
and Technology

Department of Communications and Networking

Firoozeh keshvari Ghalati

DEFENDING AGAINTS DISTRIBUTED DENIAL OF
SERVICE ATTACK UNDER TUNNEL BASED FORWARDING

Supervisor: Professor Raimo Kantola


https://core.ac.uk/display/80702754?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

Aalto University Abstract of Master's Thesis

Author: Firoozeh Keshvari Ghalati

Name of the Thesis: Defending against Distributed Denial $érvice Attack Under
Tunnel Based Forwarding

Date: 8.6.2011 Pages®61l
Department: Department of Communications and Networking
Professorship: S-38 Networking Technology

Supervisor: Prof. Raimo Kantola

Instructor: Dr. Markus Peuhkuri

Abstract:

Today, attacks are a harmful element of the compugenorks. Distributed Denial of Service

(DDo0S) attack is one of the most harmful attacksaany defense mechanisms have b

een

proposed to mitigate the effect of the attacks.tBis thesis, we study two methods for defending

against DDoS attacks.

First, we identify the attack packets to detect @oB attack by checking the TTL value
incoming packets and monitoring the number of newae IP addresses of incoming pack

of
ots.

Second, we propose an algorithm to traceback taekatraffic to identify the source IP address

of origin by deploying a tunneling based protocol.

The tunneling based protocol is called the Locidentifier Separation Protocol (LISP) and it
deployed in a domain network to encapsulate alj@uag packets decapsulate all incom
packets. As a side-effect the tunneling protocetads the ingress point of attack traffic.

We also analyzed the approach in a simulation enmient and compare the results in
domain network when deploying the tunneling basedbogol.

Keyword: Distributed Denial of Service Attack, Tedack, TTL, LISP Protocol
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Tiivistelma:

Tanaan hyokkaykset ovat haitallinen ilmio tietowmslsa. Hajau Palvelunessa hytkkays(DD

0S)

on yksi haitallisista hyokkayksistd. Monea suojaame&meja on ehdotettu hyokkaysten

vaikutuksen

lieventaminen.
Tassa tyossd tutkimme kahta menetelmdd DDoS hyé&kKawastaan. Ensin, tunnistamr
hyokkayksen paketit, havaitsemme DDo0S saapuvat Kaydpaketit pakettien TTL arvag
tarkailemalla ja laskemme uusia lahde-IP-osoitte#tapuvissa paketteissa. Toiseksi ehdotar
algoritmia, joka jaljittad hyokkaysliikennettd jainhistaa l&hde I[P-osoitetta hyddyntam:
tunnelointiprotokollaa.

Tunnelointiprotokollaa kutsutaan Locator/ID SplitoB®kollaksi eli (LISP). Se on sijoitettu

alueverkkoon ja sen tehtdva on lahtevien paketti@pselointi ja saapuvien paketti
dekapselointi. Sivuvaikutuksena on, ettd tunneipiotokolla paljastaa hyokkaysliikkenteg
sisatulopisteen alueverkkoon. Olemme myds  analgsbin tatd  menetelmg
simulointiymparistossa
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Chapter 1

Introduction

1.1 Motivation

The Internet (known as ARPANET) was created in 18¢®dvanced Research Project Agency
(ARPA) of the Department of Defense (DOD) in theitdd States of America [1]. Since the
internet at that time was created for researcheishare their network and resources on their
research, it was designed for openness and syaibilé way that everyone on the Internet could
send packets and the receivers should receive racégs any packets. The result of this method
of design is poor security. On the other hand, yottee Internet is not just a tool for researchers,
it is the main infrastructure of sharing informatiand for this reason security and reliability of
the Internet are more important than ever befockthay are now one of the main concerns of
national security. Unfortunately, with the growghthe Internet, attacks on the Internet can be
launched anywhere and due to the openness of tamén, they have also increased quickly.
The lack of authentication helps attackers to er@aid send malicious traffic or fake identity.
All systems connected to the Internet are potetdigjets for attackers since the openness of the
Internet makes them accessible to attackers.

Denials of Service (DoS) attacks have become amsejurity threat to Internet services, as they
aim to stop the service provided by a target. A iBlelf Service (DoS) attack can be
characterized as an attack with the purpose ofgmtévg legitimate users from using a victim
computing system or network resource [2]. A Disitdd Denial of Service (DDoS) is a kind of

DoS attack in which multiple sources send attaaHitrto the target, while in a DoS attack the
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traffic to the target comes from one source.

DoS and DDoS attacks can be classified to two foffine first one is crashing a system by
sending malformed packets, while in the second fofnattack the attacker sends a massive
volume of useless traffic to occupy all resourcéshe target, making it inaccessible. DDoS
attacks are more dangerous than DoS attacks ambtche prevented easily because, by using
multiple sources, the power of the attack is angalifand defense is made more complicated,

also attackers in DDoS attacks often use unreated® addresses.

The first DDoS attack was reported in the summed913]. Numerous DDoS detection and
numerous response techniques have been proposeyvdm they are often unreliable or
imperfect in detecting a DDoS attack for two magagsons. The first is that it is difficult to

distinguish between DDoS attack traffic and normnaffic. The second is that the sources of
DDoS attacks are hard to find in a distributed roekw

When an attack has been detected, the first reaci@m be tracing the real attacker. It is

sometimes impossible to find the real attackerasmiany compromised hosts are involved in the
attack; also, most attackers use an unreal soBreeldress when they send attack traffic toward
the target. This means that they put fake sourdeeades in the packet that they send out. In this
case, the logs of all of the intermediate routeusinbe examined one by one to trace the attack
path. The Internet was simply not designed witls¢heulnerabilities in mind, and a real solution

would involve re-engineering the entire networkhatecture. This thesis presents techniques for

defending against DDoS attacks by finding the agi@cker or its agents.

1.2 The Problem

Finding a new solution to detect the origin of #iéack traffic in DDoS attacks is the main
motivation of this thesis. This leads to selectamgeffective algorithm to detect the DDoS attack
first and then selecting a new method to find &l attacker. Once an attack has been detected,
an ideal response would be to block the attacKidrat its source. Since most attackers use
source IP address spoofing, and also IP routirgiateless and in a DDoS attack a number of
compromised hosts are involved, there are no simgtihods to track IP traffic to its source. In

order to address this limitation, numerous schehmege been proposed based on enhancing
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router functions to support IP traceability. Instithesis we try to improve existing methods in
case when IP tunneling is used to carry packetse bgigedge. For finding the source IP address
of the host involved in the attack, we need to krtbes IP address of the edge router (ingress
point). In a tunneling based network, the edgeem(ingress point) inserts its IP address into
the packet and encapsulates the packet by using®feprotocol and forwards it to the victim's
network. As a result, the victim or the victim'segs router sees the address of the ingress point.
We first explore under what conditions we can tthat source address and how we can utilize it
to carry out the traceback.

1.3 The Scope and Methodology

The object of this research is to develop mechamitindetect and react to attacks. These

mechanisms should detect the attack quickly aruk titze attack to the source accurately.

This research particularly studies DoS and DDo&ck# in computer networks based on IP
protocol, assuming that many nodes in the netwopipsrt the LISP protocol and packets in the
networks are routed with this protocol. We alsolyreathe case that some of the Internet traffic
is still routed in the traditional way.

1.4 The Structure of the Thesis

The rest of the thesis is organized as follows:

Chapter 2 gives an overview of denial of servidadkss. In this chapter, DoS and DDoS attacks

and attack mechanisms are briefly described.

Chapter 3 describes DDoS attack defense propdsathis chapter, we describe DDoS attack
defense mechanisms and detection methods. Thenafdime mechanisms for IP source address

identification are described briefly.

Chapter 4 introduces the LISP protocol. Chapterrésgnts a tunneling based IP traceback
system. In this chapter an approach for detectiDp® attack by checking the TTL value of
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incoming packets and monitoring the amount of neurce IP addresses against a threshold and
then tracing back to the spoofed source IP addsessscribed. Chapter 6 evaluates and analyzes

the results in different scenarios. Finally, we dade with a summary of contributions in

Chapter 6.
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Chapter 2

An Overview of Denial of Service Attacks

This chapter presents an overview of denial of isenattacks, types of DoS attacks and
discusses the architecture of DoS and DDoS attacks.

2.1 Denial of Service Attack

A Denial of Service(DoS) attack is an attack tlahders a computer or network incapable of

providing service to legitimate users so the axtes network or server is blocked or degraded.

There are two types of DoS attacks. In the firgtefythe attacker is attempting to block or
degrade the service provided by the victim by eiiplp the software and protocol
vulnerabilities in the system [4]. The second tgp®0S attack is bandwidth attack [4].

The first type of attack can happen on the netwevkl, and use bugs in the software or try to
exhaust the hardware resources of the network @&vit may even happen in the Operating
System (OS) level. Sometimes it takes advantadeeigé in the net applications that are running
on a host and use the resources of the victim [5].

The second type of DoS attack known as bandwid#tlais based on sending a large volume of
attack traffic to the victim in order to use thenbwidth of the victim, causing it to process a

large volume of malicious traffic instead of giviagrvice to legitimate users [6].

DoS attacks can be launched against services suehveeb server, or networks such as the
network connection to a server. The effect of a Blaitack is more considerable when the
targets are companies that rely on their onlineises to conduct business. On February 9, 2000,

Yahoo, eBay, Amazon.com, E*Trade, ZDnet, Buy.cone EBI, and several other Web sites

Defending Against DDoS Attack Under Tunnel Based Forwarding Page 5



were the target of DoS attacks and they met sutist@lamage and inconvenience [7]. So, it is

important to deter the damage caused by DoS attacks

2.2 Distributed Denial of Service Attack

A distributed denial-of-service (DDo0S) attack is DS attack which relies on multiple
compromised hosts in the network to attack themicBy using multiple compromised hosts in
the attack as agents, the attacker can launch @ damgerous and complicated attack. Like what
was previously mentioned for DoS attack types,atee two types of DDoS attack. In the first
type, the attacker is attempting to block or degrte service for legitimate users by exploiting
software [5]. In the second type, which is knowrbaadwidth attack, the attacker sends a large
amount of attack traffic to congest the networkoteses of the victim [8]. Since in a DDoS
attack, an attacker uses several compromised to#sinch an attack, two kinds of victim can
be categorized. The services under attack are tlodsthe "primary victim", while the
compromised systems used to launch the attackftenre called the "secondary victims" [8]. The
use of secondary victims makes the DDoS attack mamglicated because tracking and finding
the real attacker becomes more difficult. The DDibacé has two different methods for sending
attack traffic to the victim. In the first, an atk®r compromises a number of agents to send
attack traffic to the victim, while in the secondeothe attacker uses reflectors which send
replied packets to the victim. These two types balexplained in more detail later [9].

A DDoS attack is composed of four elements [10]:

1. The real attacker.

2. The handlers or master compromised hosts thatagrable of controlling multiple agents.

3. The attack agents or zombie hosts that creddega amount of traffic toward the intended
victim.

4. A victim.

In a DDoS attack the attacker chooses the agenishwgerform the attack. The attacker then
exploits the Trojan software of the agents andtplére attack code, protecting it simultaneously
from discovery and deactivation. Next the agentsrm the attacker via handlers that they are
ready. The attacker commands the onset of thekatBmme DDoS powerful toolkits that are a

kind of DDoS application system are available tdeptial attackers increasing the danger of
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becoming a victim in DDoS attack. Some of the nvesit-known DDoS tools are Trinoo, TFN,
Stacheldraht, TEN2K, Mstream and Shaft [10].

2.2.1 Distributed Denial of Service Attack Architecture

The attacker must cooperate with all of its DDo®rdag before the traffic attack reaches the
victim. Therefore, there must be control chann@swvieen the agents and the attacker [4]. This
means that all agents send attack traffic aftey tieeve received commands from the attacker
through the control channels. A DDoS attack netwWfl, which consists of an attacker, agents,
and the control channels, are divided into thrgeesy the agent-handler model, the Internet
Relay Chat (IRC)-based model, and the reflector ehasthich are explained in more detail in
the following sections.

2.2.1.1 Agent-Handler Model

An Agent-Handler DDoS attack network, as it is shaw Figure 2.1, consists of the attacker,
the handlers, and the agents.

The handlers are software packages that the attasks to communicate with agents [6]. These
software packages are located on compromised sateservers that allow the attacker to send
control messages to agents, instructing them tal seassive attack traffic to the victim.
Depending on how the attacker configures the DD la network, agents can be instructed to
communicate with a single handler or multiple hemsll The communication between the
attacker and handler and between the handler aadtagan be via TCP, UDP, or ICMP
protocols.

As mentioned previouslv. this type of attack netww hard to prevent, as agents have no
knowledge that thc. oyswn has participated inatiack. In the Agent-Handler model each
agent program that launches the attack uses omsiynal amount of agent resources both in
memory and bandwidth; consequently they  expedaninimal change in performance. The
agents that have been violated to run the agetwaie are referred to as the secondary victims,

while the target of the DDoS attack is called thenpry victim [6].
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- — -  Contol Messages
—— Aftack Traffic Victim

Figure 2.1: Agent-handler Model of DDoS Attack

2.2.1.2 Distributed Reflector Denial of Service (DRDo0S) attack Model

The DRDoS has three phases to launch a DDoS attatle first phase functions as DDoS
attack. In the second phase, when the attackegdiaed control of the agents, the agents are
obliged to send traffic to the third parties thed¢ eeflectors as it is shown in the Figure 2.2, and
use the victim’s IP address as the source IP asldfespoofed traffic to the third parties. Finally,
in the third phase, the third parties send remjfitr to the victim, which constitutes the DDoS
attack.

Unlike some types of DDoS attacks, the reflectogsdnot need to serve as an amplifier which
can broadcast messages to all IP addresses inbitets[12]. So, the reflectors can serve their
legitimate users while also being members of aachkthetwork. Since the attacker does not need
to compromise reflectors, a reflector can be anst hbat returns a response if it receives a
request. Therefore, a DRDoS attack just needs #d somaber of agents to compromise and a

sufficient number of reflectors to send reply mgssao the victim [13].
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It is clear that DRDoS attacks are more dangettoars DDoS attacks because in DRDoS attacks,
the attack traffic is more widely distributed byingsthird parties; also, the distributed reflector
denial of service attack has the ability to amptiie attack by broadcasting messages to all IP
addresses in its subnet.

Reflectors

- — —gp CONtred Messages

Attack Traffic

Figure 2.2: Reflector Model of DDA8ack

2.2.1.3 IRC Based DDoS Attack Model

The architecture of an IRC-based model is not naiitarent from that of the

Agent-handler model, except that instead of compatiun between an attacker and agents
based on handlers, an IRC communication channeed to connect the attacker to the agents
[11].
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2.3 Attack Mechanisms

An actual attack will consist of a flooding or logattack against a single victim. An attacker
uses different mechanisms to launch an attack saiparticular target. Some of those are listed
below.

2.3.1 Coordination of DDoS Agents

For a DDoS attack, the attacker should coordindt®@0S agents to attack a victim [4] by
sending an attack command to every agent througdnaol channel. There are several choices
for transmitting this control channel informatiomch as IRC channels, web-based channels, and

specific peer to peer protocols [4].

2.3.2 IP Spoofing

The basic protocol for sending data over the Imtetis Internet Protocol (IP). The valid IP
address is a unique address assigned to a congmneected to the Internet. A valid IP address
must be in the form of xxx.xxX.xxX.xxx where xxxasnumber between 0-255. There are a few
reserved addresses that cannot be used such asxX,(192.168.x.x, 172.16.0.0 that are reserved
for private usage. Using theses private IP addseissthe Internet may cause invalid IP address
error message. The header of each IP packet certtersource and destination IP address. The
source IP address is the source that IP packesamsfrom. Sometimes sender tries to hide its
real source IP address by forging the header.tf®ohéader contains a different source address
and receiver will send a response to the forgedcsolP address. This mechanism which is
called IP spoofing is a mechanism that attackeesusnost DDoS attacks to hide the real source
IP address of the agents and the attacker and thak&acing process more complicated. The
real source address in an IP packet can be replacelde addresses of existing hosts or even
non-existing hosts. It is possible to carry out @dS attack without IP spoofing if an attacker
has compromised enough hosts and agents or ifia cheompromised hosts is used, because in

most cases compromised agents and hosts do not drewegh information about the real
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attacker, and tracing the attacker reveals onlyidbatity of these compromised agents and the
host who is the secondary victim in a DDoS attaetwork. Also tracing a chain to find the
origin of the attack is very hard to achieve. Alsoa reflector-based DDoS attack, agents must

put the victim's address in the source address Wich is a kind of IP spoofing mechanism [4].

2.3.3 Flooding DDoS Attacks

Flooding-based attacks can be defined as any cthat disables the service provider (victim)

of serving legitimate users by sending a volumasaess traffic to the victim.

The effect of the bandwidth attack can be the comtion of host resources or consumption of

the network bandwidth.

The first, consumption of host resources, will lddlse resources of the victim. Since the victim
that can be a server, has limited resources, itdrp incoming packets when the traffic load
becomes high to inform the sender to decrease e¢hdirgy rate, while the attacker takes
advantage of this and will increase the sending, rarying to block the victim's services by
sending a large volume of attack traffic. So, tbgitimate users decrease their sending rates
while the attacker increases its sending rate.llifirthe victim's resources such as memory will

be used up and it will be unable to service legiterusers [13].

The second impact, consumption of network resouisesiore effective than the first. In this
type of flooding-based attack the malicious flowdl wlominate the communication link,
consequently not only legitimate users, but alsiesys relying on the communication links of
the attack path will be disabled [13].

Flooding-based DDoS attacks consist of two typl@gct and reflector attacks [14]. In a direct
attack, the agents send the Transmission Contoib&ul/Internet Protocol (TCP), the Internet
Control Message Protocol (ICMP), the User Datagfaratocol (UDP), and other types of
packets to the victim directly. The response packKeim the victim will reach the spoofed
receivers due to IP spoofing.

In a reflector attack, presented in Fig. 2.2, ridgponse packets from reflectors truly attack the
victim. So the most important aspects of a refleetitack are finding a sufficient number of

reflectors and setting the victim address in thea®field of the IP header.
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DDoS attacks are found in several different formd are classified based on the algorithms and
methods they use to override networks. Among thstnmoportant types of DoS/DDoS attacks,
ICMP flooding, TCP SYN flooding and UDP floodingrche named.

2.3.3.1 ICMP Flooding-based Attack (Smurf)

ICMP flooding-based attack is a kind of reflecadtack in which the source address field of
ICMP ECHO REQUEST message is set as the victim d&ress. Therefore, the response
messages that are an ICMP ECHO REPLY message avilelnt to the victim. To make this

attack more effective the ECHO REQUEST messagéeasent to an amplifier that broadcasts
the message to all IP addresses in its subnebutdabe better if Routers turn off the broadcast

function to make the risk of Smurf attack lower.[9]

2.3.3.2 TCP SYN Flooding-based Attack

When a normal TCP connection starts, a destindiimh receives a SYN (Synchronization/Start)
packet from a source host, creates state for the session and sends back a SYN ACK
(Synchronization/Acknowledge) packet. The destoratihost must then hear an ACK
(Acknowledge) of the SYN ACK before the connectisnestablished. This is called a “TCP
Three-Way Handshake”. After a connection has bestabbshed the real data can be

transmitted.

During construction a normal TCP connection senecides the number of memory blocks
needed based on the number of received TCP SYNefmdkthe server receives a large number
of TCP SYN packets, it will run out of memory aridstleads the server to be unreachable for

legitimate users.

TCP SYN flooding attacks take advantage of thisgiteby generating TCP SYN packets with
random source addresses toward a victim. The vithiem sends a SYN ACK back to the
random source address of the received packets @aglan entry in its connection queue [9].

Since the SYN ACK is destined for an incorrect onexistent host, the last part of the “Three-
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Way Handshake” is never completed and the victith mvn out of memory and this situation
will render the victim unreachable for legitimateeus. Similar to the ICMP attack, the originator

of the attack is difficult to trace as source I@@dses are forged [9].

2.3.3.3 UDP Flooding-based Attack

Another common DDoS scheme is the UDP flooding. UB¥° (User Datagram Protocol) is a
connectionless protocol, which means that it doet require an established connection to
transfer data. In a UDP flooding-based attack,attacker leads the agent host to send a UDP
packet to a random port on the target machine. Whervictim receives a UDP packet, it will
determine the application on the destination dbrothing is listening, it will return an ICMP
unreachable packet to the forged source IP addigging the sender that the destination port
is unreachable. Therefore, the bandwidth of th&énaievill be filled and the connection will not

be available for legitimate users. All these d&saare based on the spoofed IP address and take

advantage of using the faked source IP addreses [9

2.4 Limiting Factors to I Spoofing

Some factors are effective on defending againsptifing. Some of them are listed below.
2.4.1 Ingress Filtering

Ingress filtering is filtering scheme that filtarecoming packets according to a specific rules to
make sure that incoming packets are from the ndétwmy claim to be from. In ingress filtering,
a packet coming into the network is dropped if nleéwork sending it should not use the given
source address. Ingress filtering can be done m levels, from ISP-to-customer and from
customer-to-ISP [13]. For customer-to-ISP ingrekering, all the IP addresses which do not
belong to the ISP's network will be filtered, whitg customer-to ISP filtering, any internal 1P

addresses and any private network IP addressespacdic IP addresses will be filtered.
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Figure 2.3 shows a case of customer-to-ISP filieriR addresses other than 171.250.*.* will be
filtered. Customer-to-ISP ingress filtering is efige for defending against IP source address
spoofing, which is a fundamental weakness of thertret. Unfortunately, this method is not

deployed everywhere.

2.4.2 Reverse Path Forwarding (RPF)

Besides ingress filtering, a limited factor agaiadbitrary IP address spoofing is the Reverse
Path Forwarding (RPF) that must be activated inersuof networks that support multicast. RPF
is used in conjunction with multicast routing protts such as MSDP and PIM-SM to ensure
loop-free forwarding of multicast packets. In medist routing the decision to forward traffic is
based upon source address and not on destinatdressdas is the case with unicast routing.
When a multicast packet enters a router's interftaeall look up the list of networks that are
reachable via that input interface i.e., it chettikesreverse path of the packet. If the router fiads
matching routing entry for the source IP of the tinakt packet, the RPF check passes and the
packet is forwarded to all other interfaces tha&t participating in multicast for this multicast
group. If the RPF check fails the packet will bemjred. This check is based on the address
prefix rather than a full address because moststitRerouting entries in routing tables are
identified by address prefixes rather than the 3@llbits address. Although, RPF can prevent IP
spoofing, but it leaves open the possibility foe tattacker to choose the spoofed IP address

within the routing prefixes.
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2.4.3 Network Address Translation (NAT)

Network Address Translation (NAT) is a way to mapeantire network to a single IP address.
NAT is a technique for preserving scarce InterReadldress space in a way that networks which
are not directly connected to the Internet arenoffieen private address space. When computers
on the private network want to communicate on titerhet, the NAT device quickly modifies
the packets that they have sent to have a valicced® address. These packets contain all the
addressing information necessary to get them to destination. NAT is concerned with source
IP address and source TCP or UDP port. The NATwgatewill record the changes it makes in
its state table to reverse the changes on retwkegm When the host replies to the sent packets
from the NAT, the NAT gateway will search the stéble to determine if the reply packets
match an already established connection. Based@nP/port of the reply packets, a unique
match will be found. The NAT gateway will then maltee opposite changes it made to the
outgoing packets and forward the reply packetsootiné internal machine. Since NAT changes
the private IP address to valid IP addresses inriteznet, it can be a limitation factor for IP

spoofing method.

2.5 Summary

This chapter described what Denial of Servicesck$tare, how they can be carried out in IP
networks and how the Architecture of DoS and DDud8&c&s look like. We also described the
mechanisms of attack.

Defending Against DDoS Attack Under Tunnel Based Forwarding Page 15



Chapter 3

DOS Attack Defense Proposals

There are four steps in the defense against DD@Skat The first step is attack prevention, the
second step is attack detection, the third stegtteeck source identification, and the fourth is
attack reaction [13]. Attack prevention is a mecdsianwhich stops the attacks before they
actually cause damage. One effective mechanisntaxfkaprevention is ingress filtering, which
filters incoming traffic according to specified esl

Attack prevention is difficult to deploy becausiaekers can easily gain control of a large
number of compromised hosts known as agents ardtdivem to send a large amount of attack
traffic with valid IP addresses. Since the commaton between the attackers and the agents is
encrypted, only the agents, not the attackersbeaexposed which is useful when the attack is
launched by the real attacker who can launch aclatvith another group of secondary victims.
Attack detection is a mechanism that detects lkgthased on several algorithms. To be able to
react as soon as possible, the attack should betddtas early as possible. It seems unlikely that
reliable and perfect attack detection will be dgpbbin the near future.

The source identification mechanism helps to fihd real attacker and react as quickly as
possible. In order to minimize the losses causedb$ attacks, a reaction scheme must be

employed when the attack is underway.

3.1 Intrusion Detection Systems

Intrusion Detection Systems (IDS) are software ardiwvare or combination of both used to

monitor network traffic for intrusive network or $oactivity. An intrusion detection system
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(IDS) monitors system and network resources antites and, using information gathered
from these sources, notifies the authorities whpotantial intrusion is identified. Basically, IDS
systems fall into two major categories: Host-Basb& (HIDS) and Network-Based IDS
(NIDS). HIDSs are applications which analyze Idgdiand other security related information by

using a single host. NIDSs are passive nodes wiagk access to all traffic in a network link.

All detection systems implement one of two geneetkction techniques: Statistical-Anomaly-

Based and Signature-Based.

A statistical-anomaly-based IDS establishes a pmdoce baseline according to normal network
traffic evaluations. It then samples current netwoaffic activity and evaluates it according to
this baseline in order to detect whether or n@t within the baseline parameters. If the sampled

traffic is outside the baseline parameters, amalaill be triggered.

On the other hand, a signature-based IDS examieésork traffic for preconfigured and
predetermined attack patterns known as signatdyegreat number of attacks have distinct,
recognized signatures. In good security practicezobection of these signatures must be
constantly updated to prevent or mitigate emergimgats. Signature-based detection systems
require a large database that contains informatiomevery packet, and therefore causes much
system overhead because the IDS must compare paekgt with the signatures in the database.
As a result, such systems are not appropriate ifgin-$peed networks and are not effective

against new, unrecognized attacks.

Among NIDS protocols and systems, Snort is a wetvih example. Snort’s Vulnerability
Research Team publishes a set of rules in a filgedd'ddos.rules”. This file contains a small set

of signatures for detecting activity caused byckttaaffic.

When Snort works as an offline, passive devicetethe little it can do to stop or alleviate a
bandwidth-consuming SYN flood. For instance, Sraah potentially report the detection of
many SYN segments, but it would not improve theation. The rules packaged in “ddos.rules”
and “bleeding-dos.rules” are designed to eitheeaeDoS agent command-and-control or

possibly identify certain types of attacks thatvarmbbut do not breach a target.
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When deployed as an inline, active device, Sndg as a so-called intrusion prevention system
and can, in some cases, stop DoS attacks. For éxaampintruder may use a malicious packet to
cause a vulnerable Cisco router to reboot or freAreinline Snort deployment could identify
and filter the malicious packet, thereby “protegtithe router. If the intruder switches to a SYN
flood or other bandwidth consumption attacks adéaims router, however, Snort will most likely
not be able to counter the attack. As a result,nised for new algorithms and techniques to
detect DDoS attacks still exists.

3.2 Distributed Denial of Service Detection Methods

One of the most important steps in defending ag&D®oS attacks is to detect the attack as early
as possible. So we need to determine and establisiptimal methodology to detect an ongoing
attack. Most detection mechanisms attempt to detactttack by observing changes in IP
attributes such as traffic patterns or resourcgesalhese programs are typically configured to
detect anomalies or deviations from normal behawdnen anomalies are detected, alerts are
created so that either a system administrator @uadmmated program can quickly determine the
type of the attack and decide which actions to talsafely minimize the effects of the attack.
The question is why do we need efficient attaclecl®n? There are some reasons for attack
detection. First of all, if a target can detectadiack early, it has more time to implement attack
reaction and make the attack less effective. Sdgpridcan protect the bandwidth before the
attack traffic wastes the network bandwidth. In tase of a large-scale DDoS flooding attack,
detecting the attack should be done throughoutnéteork before a large amount of attack
traffic crashes the target, which can be a host server. In these cases, to defend against a
DDoS attack, a distributed defense is essentidl [10

So, the most important step against DDoS attackteck detection. There are several general
groups of DoS attack detection techniques and ighgos based on T.Peng et al [13]. One major
technique is referred to as DoS-attack-specifiectan, which is based on the special features
of different sorts of DoS attacks. Another techeigsi anomaly-based detection, which models
the behavior of normal traffic and reports incidanbmalies. Traffic-volume-based detection is
based on the flooding of sent packets to the taaget can be ICMP, UDP and TCP SYN
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flooding. Finally, IP attribute detection techniguinction based on the special features of IP
packets [13].

3.2.1 DoS-attack-specific Detection

Generally, the attacker tries to send as muchlattaffic as possible to launch a powerful
attack. If the victim is unable to reply to all pats, there will be a flow rate imbalance between
the source and the victim. Also, attack trafficieated in random pattern to make an attack
anonymous.

3.2.1.1. Detection of SYN Flooding Attacks

Wang et al. [15] proposed the SYN detection mettmdletect a SYN flood attack. When a
normal TCP connection starts, a destination hastives a SYN (Synchronization/Start) packet
from a source host and sends back a SYN ACK (Symeration/Acknowledge) packet. The

destination host must then hear an ACK (Acknowlg¢adehe SYN ACK before the connection

is established. This is referred to as the “TCRe&HNay Handshake”.

Upon receiving a SYN packet, the server returnsY&l/8CK packet to the client and the
connection remains half-open until the client sath@sACK. In SYN flooding attacks, the victim
server will never receive the final ACK packet tomplete the three-way handshake.

In normal condition, one appearance of SYN pacéstlts in the eventual return of a FIN (RST)
packet. But under a SYN flooding attack, this SYNFRRST) pair’'s behavior will be violated
compared to a normal situation. So, the detectigorithm [15] is based on the statistical change
when an attack happens. Two types of packet pairde used to detect SYN flooding attacks:
SYN vs FIN and SYN vs ACK. where a SYN attack statthere will be more SYN packets than
FIN and ACK. So, an attack should be reported wirennumber of SYN vs FIN or SYN vs
ACK meets a threshold.
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3.2.1.2 MIB

J. Cabrera et al. [16] proposed a method to d&BdS attacks which is called a Management
Information Base. In this method, network managenieformation is used to detect DDOS
attacks. Management Information Base (MIB) is abase located in network nodes to store
information about network devices. SNMP is use@ddoess that database. Local SNMP agents
update variables in MIB periodically. When the fiafis sent to these network devices, the
administrators of the network can view the MIB wahies. If these variables have some
correlation on a sequential timeline, an attack rbayindicated. For example, in ICMP ping
floods, attackers send out ICMP echo requests inctwtthe IP variable in MIB is
“ipOutRequest” and, later, the receivers reply wath ICMP Echo in which the same set of

variables contain “icmplnEchos”.

The detection algorithm queries the values of sdsgecific MIB variables from local network

devices periodically and correlates the relatigmsifithese values [16].

3.2.1.3 MULTOPS

T.M Gil [21] proposed a traffic-volume-based methcalled MULTOPS to detect a DDoS
attack. MULTOPS uses disproportional packet rades from the host and subnets as a heuristic
to detect attacks. To collect these statisticeas$haped data structure keeps track of packets to
or from subnets and hosts that show disproportidreddavior. MULTOPS has two modes:
victim-oriented and attacker-oriented. In the wictriented mode, MULTOPS attempts to
identify the IP address of the victim and in ateekriented MULTOPS, tries to find the IP

address of the attacker.

MULTOPS introduces a query that returns the R(Piclvis the ratio of forward packets with
the destination IP address prefix P to reverse giackith source IP address prefix P. In the
victim-oriented mode, MULTOPS determines a victinPsaddress by looking for prefixes for
which R(P) is greater than a threshold. In theck#goriented mode, MULTOPS determines the

addresses of attackers by looking for prefixesafbich R(P) is less than a certain threshold [21].
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The MULTOPS method has some disadvantages. It &sstimat the incoming packet rate is
proportional to outgoing packet rate, which is alwtays the case. For example, real audio/video
streams are highly disproportional. Also, MULTORSwulnerable to attacks with randomly

spoofed IP source addresses.

3.2.1.4 Discussion

MULTOPS assumes that the incoming packet ratedpgstional to outgoing packet rate, which

is not always the case. Where the packet rate fhenserver is much higher than from the client,
false positive rates will happen. Also, MULTOPSi8nerable to attacks with randomly spoofed
IP source addresses.

SYN and Batch Detection the detection scheme isdas the fact that a SYN packet will end
with a FIN or RST packet during normal TCP conr@ttiWhen the SYN flood starts, there will

be more SYN packets than FIN and RST packets. Tthekar can avoid detection by sending
the FIN or RST packet in conjunction with the SYatgets.

Accurate statistical models based on the MIB pataradrom routers are still being studied to
understand how accurately they can monitor DDoS8chttraffic and predict when a DDoS

attack is happening.

3.2.2 Anomaly-based Detection

Anomaly-based detection detects the attack if tbaitared traffic behavior does not match the
normal traffic profile that is built using trainingata. Anomaly-based detection can detect new
attacks.

3.2.2.1 Artificial Immune System (AIS)

Building a normal profile is the first step for @homaly-based detection methods. The general
idea for AlS-based network intrusion detection j@sga by J.L. Bebo et al. [18] includes the
following four steps: First, each IP packet is reglito a string as its identity. This string can

contain the source IP address, destination IP addned destination port number. Second, during
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the training period, all packets that occur fredlyeare considered as a self string (normal
profile). Third, based on the self string, detedtsings are created such that they do not match
any self string. Finally, when the number of detedtring (the number of incoming packets
with new source IP address or destination port rermb a given time) reaches a certain

threshold, an attack is reported.

3.2.2.2 Statistically-Based Anomaly Detection

Manikopoulos et al. [19] propose a new method ftedting DDoS attacks

by use of statistical preprocessing and neural ostwclassification. For anomaly-based
detection techniques the most important step ifdimg a normal profile. Statistically-based
anomaly detection includes two major steps. The §itep is responsible for finding the effective
parameters to generate similarity measures, whigesecond step is calculating the distance
between the expected normal traffic and the monigotraffic based on the normal profile. The
effective parameters to generate a normal traffafile can be the length of the IP packet, IP
packet rate, TTL value, destination port number atwd In the second step similarity distances
are calculated. If the distance between the madtdraffic and the normal traffic profile is
larger than a given threshold, a DoS attack isatete

3.2.2.3 Discussion

The common challenge for all anomaly-based intrusietection system

is that it is difficult or impossible for the trang data to provide all types of
normal traffic behavior. To minimize the false go& rate, a larger number
of parameters are used to provide more accurateaiqrofiles. However,
with the increase of the number of parametersctimgputational overhead to

detect intrusion increases.
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3.2.3 Traffic-Volume-Based Detection

A large number of traffic volume-based anomaly diéb@ works exist in the literature. Some of
them are briefly explained.

3.2.3.1 Aggregate-based Congestion Control (ACC)

S.Floyd et al [20] proposed a new method for detgdDDoS attacks based on the amount of
traffic, that is, Aggregated-based Congestion GQ¥In{ACC). ACC works based on the
congestion level to detect and reduce DDOS attadka and flash crowds. In the ACC method,
when a collection of packets from one or more fldwes the same destination an attack is
defined. The detection algorithm in ACC determirniles destination addresses of the victim
machines based on the destination network prefipawkets dropped at the observed router
during a very short period. If the number of droppackets of a certain destination address is
larger than average, ACC puts the destination addva a list. The destination addresses in this
list are then clustered into 24-bit or longer natwprefixes. If the arrival rate of each network
prefix exceeds a threshold, ACC suppose all trafithis network prefix as DDOS attack traffic
and responds to all incoming traffic sent to treswork prefix.

3.2.3.2 Discussion

Some accurate prediction techniques are not saiffablreal-time traffic volume prediction due
to the high computational complexity. Another peshl of this method is that it applies its
techniques for anomaly detection of aggregateittaHowever, it is very hard to detect the
trivial anomalous changes of aggregate traffic dueng the early stages of a DDoS attack

because the attack traffic is actually still a drpattition of the entire traffic at the victim end
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3.2.4 IP attributes-based DDoS Detection

A number of works treat anomalies as deviations inumber of IP attribute®,g.,source IP
address [11], TTL [22], and the combination of ripld attributes [23].

3.2.4.1 Source IP Address Monitoring

T.Peng et al [13] propose a method called SourcAd&éess monitoring (SIM) for detecting
DDoS attack. Source IP monitoring (SIM) has twgstenline training, and detection.

In the online training phase, each IP addresshitasibeen examined to be a legitimate IP address
is added to a database called IP Address DatabaBg Some rules can be used to determine
whether the IP address is legitimate or not. Fangde, a TCP connection with less than 3
packets can be tagged as suspicious packets. Thahauld be updated occasionally by adding

new IP addresses and deleting expired IP addresses.

The second step is detection and learning. In teorel step, incoming IP addresses are
collected in a given time interval.

If an IP address appeared during the sampling gpenal it is not in the IP Address Database, it
is considered to be a new IP address. By analyh@egqumber of new IP addresses during the
sampling period compared to the size of IP Addi2atabase, we can detect whether a DDoS
attack is occurring. If an attack is detected, dh&éne learning is suspended. Otherwise, online
learning proceeds. This methodology is used toctl@titacks that use a small number of source
IP addresses.

3.242TTL

A DDOS attack most often creates network congesiwhchanges the statistical distribution of
the TTL attribute in traffic. Based on this ideaJi@.et al [22] proposed an approach to detect
anomalies created by DDoS attacks. This methodetéating is described in detail in section

5.5.1.
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3.2.4.3 Combination of Multiple Attributes

Y. Kim et al. [23] proposed a method for detectib®oS attacks based on establishing a
baseline profile during normal operation to detitiant traffic. The key point of this method is
that different sets of base profiles are neededdifferent applications and products. Some
characteristics of packet attributes that can ledulifor traffic profiling include: IP protocol typ
values, packet size, server port number, sourcedastination IP prefixes, time-to-live values,
TCP/IP header length and TCP flag patterns.

Different combinations of these characteristicspatket attributes such as packet size and
protocol type, server port number and protocol tyeeirce IP prefix and TTL values and etc can
be used to establish the baseline profile. Duriagebne profiling, the number of packets with
each attribute value is counted and the correspgndatios are calculated. The ratios of
attributes are measured during multiple periods and value that represents all periods is

selected. The threshold can also be selected threitiwer static or adaptive methods.

3.2.4.4 Entropy

L.Ling et al [24] proposed a method called Entropy.this detection algorithm, statistical
properties of specific fields in packet headersrmaeasured at various points in the Internet. For
instance, if a detector captures 1000 consecuiakgis at a peering point and computes the
frequency of occurrence of each unique source tiPead in those 1000 packets, the detector will
then have a model of source address distributiBarther computations with this distribution

allow measuring the randomness or uniformity ofdtldresses.

Entropy can be computed for a sample of consecpéokets. Comparing the value of entropy
for a sample of packet header fields with thatrafther sample of packet headers from the same
peering point provides a mechanism for detectirgngles in randomness. It has been observed
through experimentation that while a network is motler attack, the entropy values for various

header fields are within a narrow range. While tieéwork that is under attack with current
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attack tools exhibits entropy values that quiteasatbly exceed this range [24].

3.2.4.5 Hop-Count Filtering

Hop-count filtering is a mechanism proposed by Eldining et al.[17]to counter spoofed IP
addresses in DDoS attacks. The hop counter canféread from the TTL field. This mechanism
classifies the packets based on their TTL valuetandis an accurate IP to hop-count mapping
table. Then, when the network experiences a higél lef congestion, the mechanism will drop

those packets whose hop number does not matchapping table [17].

This mechanism can be tricked if an attacker sptwdnitial value of the TTL field, which is

not impossible if the attacker has a greater kndgdeof the network. On the other hand, it may
make a false positive under high level of congesbecause under a high level of congestion,
congestion control mechanisms may reroute legigrpatckets and that may change their normal

hop numbers. They will then be dropped since tleelonger match the mapping table.

It may so happen that the attacker chooses theddi® address such that the TTL value of both
the forged and real source IP address packetealdktination are the same. In this case, the
hop-count filtering method doesn't work well in elgiing DDoS attack and false negative results

may happen.

3.2.4.6 Discussion

The source IP addresses monitoring works when tthekar deploys a large number of agents
and handlers. In such a case, it doesn't needeahes IP spoofing method because a large
number of agents are sending a sufficient numbetttatk packets. If the attacker launches the
attack with limited number of agents and handléng method is not effective in detecting
DDoS attack.
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In TTL and Hop-count Filtering methods, the attackan send a packet with any initial TTL
value. If the attacker attempts to send the spopfetkets with the expected TTL value, the

attacker must know the expected TTL or the numbé&ops from spoofed source to the target.

Sometimes the attackers are so smart and canesetitihl value such that it will arrive with the
expected TTL value. The attacker may trace theertmtdetermine the number of hops between

the spoofed source and the target.

3.3 Attack Source IP Identification

Once an attack has been detected; an ideal respangd be to block the attack traffic at its
source. Although DDoS attacks are simple to implaiéey are difficult to prevent because the
attacker in most DDOS attacks uses the IP spoafiathod to hide its real identity. Also the
attacker uses agents and handlers to launch ask.aftihough, it is important to identify the
handlers and the agents because these compronaisesdcian be used in future attacks and must
be cleaned of viruses and Trojans, a serious cig@lén IP traceback is how to find the real
attacker in addition to agents and handlers. Medrdceback methods can determine the point
of origin for the attack traffic at the agents, tlwty do not accurately reveal the identity of the
real attacker behind the agents. Thus, a new medthddd the real attacker is still a difficult

problem to solve.

IP traceback is one of the many effective methadsdstoring normal network functionality as
quickly as possible, preventing reoccurrences, ahignately, holding the attackers accountable
[25].

Common traceback methods involve packet markirigclnique where a router places a unique
mark within the header of each packet that it fadsaln this method, each router will mark the
incoming packets all the way to the server. Thusemthe end host receives a packet, the total
mark will be used to differentiate between a cliantl an attacker. Therefore, with an effective
packet marking scheme, a server can identify antcberrectly without relying on the correct

source IP address. The methods can be categonwed4i different categories: Active IP
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traceback, logging, packet marking and hash-bagedrdceback that are described in the

following sections.

3.3.1 Active IP Traceback

The main idea for Active IP Tracback schemes is thaters interfere with the attack traffic to
trace the origin of the attack.

One of these techniques is a method proposed bisBaiter et al [26] assuming that DDoS
attacks generally use invalid or spoofed sourcaddesses.

In the Backscatter traceback [26] method, afteathack is detected, all routers should drop all
packets to the victim and send an ICMP destinatioreachable error message packet to the
source IP addresses. It is worth noting that theceo|P addresses are spoofed IP addresses
during a DoS attack, which could be invalid IP addes. They also send all ICMP destination
unreachable error message packets with invalidrédeigin IP addresses to an analyzer to reveal
the entry point of the attack packets by checkirgdource IP addresses of these collected ICMP
packets. Since all of these packets are attackctréthe entry point of the attack traffic can be
revealed by checking the source IP address (tredtiPesses of the routers) of these collected
ICMP packets that can reveal the whole path froenddsstination to the source of attack packets.
Also, a request can be sent to the upstream rooteise attack traffic entry point for further
traceback.

This method has a big drawback. Since this methaaks based on the assumption that DoS
attack traffic will always contain invalid sourcB hddresses , for example , 192.168.*.*, the
attacker only needs to use a valid (spoofed orspmofed) IP address to avoid detecting the DoS
attack.

Another Active IP Traceback method is link testiBgwrch and Cheswick [27] proposed a link-
testing traceback technique. It infers the attaath by flooding all links with large bursts of
traffic and observing how this perturbs the attaekfic. This method needs powerful routers to

generate huge traffic in each link, and abilitye which link one packet comes from.
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Stone [28] proposed another link testing methodovercome this limitation. During DoS
attacks, attack traffic is rerouted to the overtatwork which is called CenterTrack. The
CenterTrack is normally equipped with routers cgufed for tracking. Thus, the attack packets

can be easily tracked, from the routers closeeddhget to the attack entry point of the ISP.

3.3.2 Packet Marking

Packet marking techniques rely on routers alongatack path to mark packets with self-
identifying information. Routers can do this byheit generating additional ICMP based packets
or by inserting their IP address into the packeidee.

3.3.2.1 ICMP based marking

This approach uses ICMP traceback messages that generates to add to the IP packets. This
ICMP traceback message contains partial path irdtan that indicates where the packet came
from, when it was sent, and its authentication. Vieem receives these messages in addition to
information from regular network traffic.

Bellovin [31] proposed an approach called the ICtviigeback scheme that routers generate an
ICMP traceback message (called an iTrace packet)ealestination containing the address of
the router with a low probability. For a signifi¢amaffic flow, the destination can gradually
reconstruct the route that was taken by the padkatee flow. The iTrace packets are generated
with a very low probability by routers to reducee thdditional traffic, which undermines the
effectiveness of the scheme. Since in a DDoS attack agent generates only a small amount of
the total traffic attack, the probability of choogian attack packet is much smaller than the
sampling rate used.

3.3.2.2 Packet Marking in IP Header

In this method IP packets are marked with importafdrmation by the routers along the path.

The victim uses the markings in the IP packets tailed to reconstruct the attack path. In this
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method, reconstruction of the attack path relieshenvolume of marked packets collected at the
victim. Figure 3.1 shows the header of the IP packe

As Figure 3.1 shows, the options field and idecdifion field are two possible fields for
inscribing such marking information. The optionsidi in the IP packet is used for adding extra
information for additional processing like testimigbugging and security. Using the option field
in the IP packet for adding path information migitrease the packet size and cause the IP

packet to be fragmented along the way.

Bits 0 3 4 79 15 16 31
.| Headen .
Version length Type of service Total length
Idantification Flags Fragment offset
Time to live Protocaol Header checksum

32-bit source address

32-bit destination address

Options Padding

Figure3.1: The Headethaf IP Packet

The identification field in the IP packet was desd to hold the fragmented packet id. Since it
was seen that less than 0.25% of the IP packettherinternet are fragmented, using the
identification fields to add the packet path to Heheader is acceptable. To avoid increasing the
overhead of the IP packets Savage et al. [32] @m®goa new approach that describes
probabilistic sampling with a probability of 1/2%he main idea behind probabilistic packet
monitoring (PPM) [32] is that each router insetssIP address (partial path information) into the
incoming packets probabilistically while they traymetween the source and the destination.

Based on the embedded path information, a targeteznstruct the packet transmission path.
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Tao Peng et al. [13] proposed a new adjusted madcheme to increase the probability
of receiving packets from distant routers. In tteshnique, the marking probability at every
router is computed by using the distance fromfiteelhe destination. The marking probability is
computed using the formula 1/ (31-d) where d is distance from the current router to the
victim. The drawback with this scheme is that theter is dependent on the underlying protocol
to compute the distance from itself to the victifhis is a router overhead, which considerably

slows down the packet marking.

3.3.3 Logging

Logging is another way to traceback to the originthe attack. All traffic is logged by key
routers in the Internet and data-mining technicaresused to traceback to the attacker’s source.
When an attack has been detected, the victim chnthgoupstream routers to check if the router
has logged the attack packets. By recursively mgllthe upstream routers, the victim
reconstructs the attack path. Logging seems todimaghtforward solution and allows accurate
analysis of attack traffic even after the attackver. But the main drawbacks of the technique
are the amount of processing power involved andatheunt of data needed to be logged and to

be shared to the partners involved in the attaatetrack.

3.3.4 Hash-based IP Traceback

Dawn Song and Adrian Perrig [33 ] proposed modiiices to Savage’s PPM method [32] to
reduce the amount of information that has to leddo the IP packet header by storing a hash
of each IP address instead of the IP address ténoin the whole path. The router addresses are
encoded to create a hash value. The hash valutedreeen is stored in the outgoing IP packet

header.

In Snoeren et al. [34] method, routers keep a teobrevery packet passing through. A Bloom
filter [35] is used to reduce the memory requiretrterstore packet records. Moreover, in order

to protect privacy, only packet digests, insteadaitial packets, are stored. When a traceback is
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needed, a target will send a traceback query ferpactket to its upstream traceback routers. A
router can then identify this packet by checking fiecords and passing the query to its
neighboring routers. Eventually, the packet origam be located. This method is arguably the
most effective scheme to traceback DDoS attackeieder, the success of traceback depends on
the number of tracking routers installed, and theaacovered by these routers. Although an
efficient scheme is used to compress the storags, still a huge overhead for a router to
implement this scheme, especially for high speafficrover a long period. Therefore, wide
deployment is not expected in the near future,thadraceback strength is limited.

More importantly, if a router with tracking facibs is compromised by an attacker; spoofed

information can be generated to mislead the trazdeba

3.4 Summary

This chapter has described the existing methodsldéending against DDoS attacks. It seems
that it is not possible to completely prevent DDaffacks because there will always be
vulnerable hosts in the Internet to be compromigedattack purposes, and many DoS attack
mechanisms are based on using ordinary featungtifcols or network services. Also, all these
techniques are based on one or more assumptions) &te not always reliable. Attackers can

evade detection by overthrowing these assumptions.
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Chapter 4

Introduction to LISP Protocol

Tunneling at the edge router is proposed for tvesoes. 1) Tunneling can provide multi-homing
without any effect on the size of the non-defaoliiting table. 2) Tunneling can alleviate the
problem of IPv4 address exhaustion. We note thateling routers insert their IP address, called

routing locators, which is useful in IP traceback.

Actually, a tunneling router adds its routing laraas the source address into the outer header of
IP packet. So, instead of tracing back attack paciethe host IP address, it is possible to first
trace back to the Ingress Tunneling Route. It gppsed that tunneling can be deployed to
connect e.g. corporate networks to the InterneiceSihis approach proposed the tunneling based
defense mechanism to defend against DDoS attaoksjdmain network should support a kind
of tunneling mechanisms. There is a number of timpéased mechanisms to choose that each
has its own strength and weakness. The LISP prbi®eotunneling-based mechanism that is an

emerging IETF recommendation. This chapter givesvamview of the LISP protocol.

4.1 Introduction LISP Protocol

LISP (Locator/Identifier Separation Protocol) dédses a network-based protocol that enables
separation of IP addresses into two new numbenpages: Endpoint Identifiers (EIDs) and
Routing Locator (RLOC) [36]. EID are End-site aglsbes for hosts and routers while Routing
Locators (RLOCs) are infrastructure addresses udsedouting and forwarding of packets

through the network. The Locator/Identifier SeparatProtocol (LISP) provides a set of
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functions for routers to exchange information angpnfrom non-routable Endpoint Identifiers
(EIDs) to routable Routing Locators (RLOCS) [36].

4.2 Overview of LISP

In LISP terminology, the IP addresses that hosésfas sending and receiving packets do not
change. These IP addresses are called Endpalantifiers (EIDs). On the other hand, Routers
continue to forward packets based on IP destinatiddresses. When a packet is LISP
encapsulated, these addresses are referredRiousisg Locators (RLOCs). Most routers along
a path between two hosts will not change; theytinae to perform routing and forwarding
lookups on the destination addresses. Two netwtainents in LISP protocol are the Egress
Tunnel Router (ETR) and the Ingress Tunnel RoufBR), An Egress Tunnel Router (ETR)
receives LISP-encapsulated IP packets from thereten one side and sends decapsulated IP
packets to site end systems on the other sidead &n ETR accepts an IP packet where the
destination address in the outer IP header is énts own RLOCs. Then the router strips the

outer header and sends the packet based on th&éPrieed@der found.

An Ingress Tunnel Router (ITR) accepts IP packeimfsite end systems and encapsulates the
packet and send the packets to the Internet. IndadTR accepts the IP packet with a single IP
header and treats the IP address in the packetDlss (lBner header) and perform an EID-to-
RLOC mapping lookup. Then the router prepends aerrd& header with one of its globally
routable RLOCs in the source address field andrédseilt of the mapping lookup in the
Destination Address field. For routers betweene gburce host and the ITR as well as routers
from the ETR to the destination host, the destima#iddress is an EID. For the routers between
the ITR and the ETR, the destination address iRBOC. LISP protocol has two operation
modes. LISP Data-Plane Operation and LISP contenld?[36].
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421 LISP Data-Plane Operation

When a host in a LISP domain emits a packet, & gatEID in the packet source address and the
EID of the correspondent host in its destinatiodrads (hosts look up EIDs in the DNS). If the
destination of the packet is in another domain,pgheket will be sent to one of the ITRs in its
domain [37]. The ITR maps the destination EID ®L&OC that corresponds to an ETR. The ITR
then encapsulates the packet, setting the destmatidress to the RLOC of the ETR returned by
the mapping lookup or by static configuration. W&g4.1 shows the LISP IPv4 encapsulation.
When a packet arrives at the destination ETR, dafdsulates the packet and sends it to the
destination. LISP packet are categorized to thypes.1) Data Probe 2) Map-Reply message 3)
Map-Request message [37]. The Data Probe is apdatet that an ITR sends to the mapping
system to probe for mapping. Map-Request is a piabke an ITR sends to query the mapping
system to request a particular EID_RLOC mappingpiRaply message is a packet that an ETR
sends to an ITR when it receives the Map-Requeat Data-Probe packet if it receives such a

packet in which the outer header destination addesthe same as that of the inner header [37].

o 1 2 3
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Figure 4.1: LISP Header Format
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4.2.2 LISP Control Plane

The LISP Control-Plane describes possible mechanisnthe mapping systems. Some mapping
systems are NERD (A Not-so-novel EID to RLOC Das)aALT, EMACS, and CONS.

NERD is a model that has a signed compact dataifadstb to RLOC mappings and each ITR
contains an entire mapping database. A CDN (ConRistribution Network) is used to
distribute the signed database and updates taitsaocessive incremental updates are used to
keep the databases up to date without having ti@vetentire copies [39].

LISP-ALT is a model that uses a logical topologyLéEP-ALT routers that connects them to
each other via GRE tunnels. EID-prefixes are atiamitand aggregated along this topology and
ITR sends Probes and Map-Requests over this topdlodind the destination ETR and the
destination ETR replies with Map-Reply [37].

LISP-EMACS uses BGP over GRE and finds ETR roubgrsnulticast Data Probes. ETRs hash
their EID-PREFIXES to join a multicast group [40].

LISP-CONS is a mapping system for LISP 3. It isybrid approach that pushes EID-prefixes at
upper levels of hierarchy and pulls mapping frorwdo levels of hierarchy. Requests get to
where the mappings are stored and replies arensstj88].
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Chapter 5

Tunneling Based IP Traceback System

5.1 Introduction

Whenan attack has been detegtadoroper response would be sending a commanatk khe
attack. An ideal response includes source IP tracebackottinfately, there are no simple
methods to track IP traffic to its source owingwm aspects of the IP protocol. First, it is quite

simple to forge the source IP address of each packesecond, IP routing is stateless in nature.

In order to address these limitations, numerousrsels have been proposed based on enhancing
router functions to support IP traceability. One tbése schemes, as mentioned earlier, is
Probabilistic Packet Marking (PPM) [32]. In the PPiethod, routers insert partial path
information into the incoming traffic probabilistity and the victim reconstructs the packet path
using the partial path information. In this methalirouters should insert their IP addresses into

the packets while the victim just needs the IP aslsles of edge routers to find the real attacker.

For finding the source IP address of the attackétsaagent, we first need the IP address of the
ingress point. So, in our new approach, only thgeerbuters (ingress point) insert their IP
addresses into the packet encapsulating the phgkesing the LISP protocol and forwarding it
to the victim’s network through IP tunneling.

This method is more efficient than the existingas it specializes to the task of identifying the
entry points (i.e. Edge Routers) instead of thele/path traversed by the attack packets. On the
other hand, the offending packets may be detecteldebegress router or by the victim.
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5.2 Tunneling Based Network Topology

In our approach, we make use of partitioning ofltiternet into different domains as shown in
Figure 5.1 (ISP Networks) and deploy Tunneling dal® traceback schemes in the networks
instead of tracing the whole path from destinatiorthe source. In our breakdown, Corporate
and customer networks are stub networks where tdstshof the users are connected. ISP

networks are non stub networks that transport see waffic.

Corporate Customer

Network

network

Figure 5.1 Tunneling Based IP TracebackuMsgt Topology

We have classified the routers of the IP netwothk itwo different categories based on their

functionality and position (1) edge routers thatdia tunneling (2) regular routers.

An edge router has at least one direct connectitim & customer or a corporate network and
connects the customer network to the Internet. Regauters may appear as core routers inside
the perimeter of an ISP network or inside a customnecorporate network and route the traffic
of edge routers to or from edge routers. The custand corporate networks can be either IP
networks themselves, where IP routing is used f@nle to connect multiple sites of a
corporation or they can be flat Ethernet netwohet brganize their connection to the Internet

through one or several tunnel routers.
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To minimize the complexity of IP traceback and putshowards the edge router, the best
solution is to force the edge router to insert®tsaddress to packets and make the core network
free of state information about traffic flows. Thesprecisely what LISP forces the ingress router
to do. In LISP, the ingress router puts its routmgator into the source address field of the outer
IP header.

5.3 Tunneling Based IP Traceback Architecture

In this section, we describe the architecture ohrialing based IP traceback system that

identifies the source of the attack traffic.

In the network, we use the LISP protocol and sugtes the network and all routers in the
domain network support the LISP protocol and useglotocol instead of marking packets and

thus will insert the IP address of ingress poiatthe packets.

As shown in the Figure 5.2, we divided the IP nelwinto two different categories:
customer/corporate networks and the core netwaklMesassume in this thesis that the attackers
or their agents have no direct access to the aaurtens. It means that the core routers don't

generate attack traffic.

Also we assume that the victim is behind an ETR¢Eg Tunnel Router) and edge routers are
LISP routers. The attacker or its agent may resitleer behind an ITR or it may so happen that
attack traffic comes from a router that is not anl router. For this case, the existing methods
of IP trace back and DoS attack detection and gtiote applies. In this work, we will

concentrate on the case that also the attackés agent resides behind an ITR.
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We assume that an ITR is always connected to tReni&work through a Provider Edge (PE)
router. Since LISP requires that routing locatard &nd point Identifiers that both are just IP
addresses shall not be mixed, it is reasonabledonae that the ISPs take care of protecting the
routing locator addressing space. To do so, the rREs as a matter of policy apply ingress
filtering to the source routing locator coming frahe connected ITR. The result is that in the
LISP network, source routing locators cannot beofgmh If the ISPs further agree to carry all
LISP traffic in a VLAN that is different from the DAN that carries the non-LISP Internet
traffic, an ETR can immediately spot on attacket fhretends to be an ITR.

Each ETR in this IP network has a detector to ddfex attack traffic and it sends an alarm
whenever the number of spoofed packets (based ongnfTLs) or new source IP addresses
meets a certain threshold. Also, each edge turmgér should encapsulate incoming packets
based on the LISP protocol; therefore we can readngress point address of packets whenever

we need from the LISP header.

The main components of Tunneling Based IP Tracebadhitecture are as follows: 1) Detector,

2) Logger and 3) Searching Device 4) Manager

A Detector should be installed to detect attacKitrand control it passing through the network.
In the ETR, a packet logger component is instaliéich is used to log the packets in a local
database. The ETR also has a searching device camipmstalled to search the entry point of
attack packets. The detail of each component isribesl in the next section. Administration

manager is used to send messages between thesmtlemd find the attacker.
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Figure 5.2: A big Picture of Tunneling BasBdlraceback Process

5.3.1 Detector
As discussed before, we need a detector to détedttack traffic in the ETR (Egress Tunneling

Router) before it is received by the victim.

Choosing an algorithm to detect attack traffiche tmost important part of defending against
DDoS attack. There are many schemes and theoridstention against DDoS attack. Each one

has its own advantages and disadvantages.

Monitoring the number of new source IP addresses isffective attack detection method when

the attacker deploys a large number of agents andlérs to launch an attack. In such a case, it
doesn't need to use the IP spoofing method becadaege number of agents are sending a
sufficient number of attack packets. It may so lepthat the attacker uses IP spoofing with a
limited number of agents to launch a DDoS attankthkese cases, another algorithm to detect

spoofed packets can help to defend against DD@SkatTo detect an attack when the attacker
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uses the IP spoofing method, we can check the Tallevof the IP packets. Detecting spoofed

packets by checking the TTL value of the packetssed on several assumptions.

1. When a packet is sent between two hosts, asdsrthe same route is taken, the number of
hops will be the same.

2. Packets sent near in time to each other wi# thle same route to the destination.

3. Routes change infrequently.

4. When the route changes, significant changdseamtmber of hops do not happen.

If these assumptions do not hold, this methodlt®sa false positives that means that valid
packets may be tagged as spoofed packets.

So, to detect both models of attacks, we can coentwn methods. First, check the TTL value to
detect spoofed packets. Second, check the IP addrés find the number of new IP addresses.
If the number of new IP addresses or the numbepobfed IP packets meets a certain threshold,

the detector should send an alarm to the manageaoit.

5.3.2 Logger

This component is used to log the packet infornmatamd information of ingress points
associated with each packet in a well defined datacture. When a packet is received by a
router, a logger extracts the packet features dddianal information from the incoming packet
that is being decapsulated and creates a recorhfdr packet containing the IP address of ITR
(ingress point IP address, or RLOC using LISP t¢ramel source IP address of packet (EID in
LISP terms). In such cases that the packets arengofarm non-tunnel router (as shown in
Figure 5.2), the logger should insert a specifimbar such as 101 instead of the ingress point of
the packet. So, the searching device can tracemimgppackets that are routed form non-tunnel

routers.

5.3.3 Searching Device

This component is used to find the information leé tngress point that is sending the spoofed
packets. Searching device starts the trace prodess it receives an order from the manager and
searches for the target packet feature in the Idatdbase written by the logger. If a record

matches with the trace packet(s), the searchingeeetrieves the information containing the
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ingress point address and source IP address amd $eis information to the manager. The
manager should send an ICMP message to the ITRgthgt it has received offending traffic
that is suspected to be a DoS attack and giveataeters of the traffic, such as the timestamp,
the source EID, the destination EID, protocol useomber of packets, etc to warn the ITR of the

attack that is coming from its corporate or custometwork.

5.3.4 Manager

This component is used to manage the whole IPheateprocess. It sends the traceback request
message to the searching device after receiviingrnt the detector.
It also sends the ICMP message to the ITR to waoffénding packets are coming from its

corporate/customer network.

5.4 Tunneling Based IP Traceback Process

The main aim of the IP traceback is identifying thee IP address of the host originating attack
packets. If we can identify the true IP addresthefattacker’s host, we can also get information
about the organization involved in the attack @f éitacking host.

As mentioned earlier, the tunneling-based IP trackbprocess uses the LISP protocol and
follows LISP protocol encapsulation and decausofatnethods to trace the attack.

The basic function required to trace the attaclkiac¢heir source can be as follows:

-Detection of attack packets by the detector ifedzt the ETR.

- Sending the traceback request to the searchivigalby the manager or even victim through its
IDS.

- Tracing of the attack packets in the logger amtigng the result to the manager.

In tunneling-based IP traceback, when a packetasived by an ETR of the domain, first of all
for detecting the attack, the packet is analyzethbkyattack detector installed on the ETR. Figure

5.3 shows the process explained before.
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5.5 Tunneling Based IP Traceback Design Model

In this section the design of the Tunneling Bagedlaceback components is discussed.

= s, DOMAIN NETWORK

e
—_

Attacker

(LISP Protocol)

I 1N 1 U e 1}

Attack IP Packets Encapsulated Packets  Encapsulated packets(LISP) Decapsulated Packets
(Inserted Edge Router address)

Figure 5.3: Process of Tunneling Based Bt&back

5.5.1 Design of Detector

In this section, we describe how the detector camepbcan be designed for the ETR to detect
the DDoS attack.

As described in section 5.3.1, for the purposehisf thesis, two methods are combined to detect
DDoS attack.

If the number of spoofed packets or the numberesi iP addresses meets a certain threshold,
the detector should detect an attack and sendtaen & the manager. So, the detector should
work in two phases. In first phase, it checks thHd Value of incoming packets to find the
spoofed packets and in the phase two, it checksdhece IP address of incoming packets to

monitor the number of new source IP addresses.
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In phase one, the detector detects the spoofddetzaby checking the TTL value of incoming
packets in packet header [17]. The time-to-I(V@L) is the number of hops that a packet is
permitted to travel before being discarded by denifhe TTL value is an eight bits field in the
IP packet header that a host used before sendiagkeet to the destination to prevent the packet
from endlessly circulating on the Internet or otimetwork. Each router that receives an IP
packet decreases the TTL value by at least onedé&fovarding the packet to the next hop. If a
packet's TTL field reached zero, the router detecti discards the packet and sends an ICMP
(Internet control message protocol) message badeooriginating host. If the destination
knows the initial value of TTL, by calculating tligferences between the initial value (at the
source) and the final TTL value (at the destingtitme hop-count between the source and
destination can be computed.

So, by checking the hop count of packets from sotocthe destination, a detector can detect
that a DDoS attack is happening. Although, an kétiacan forge any field in the IP header, he
cannot change the number of hops that an IP p&akes to reach its destination.

The problem now is finding the initial TTL value kiye destination. Most modern OS use only
a few selected initial TTL values, 30, 32, 60, 623, and 255 [41]. These initial TTL values are
used by most common OS, such as Microsoft Windadvisyix, and UNIX systems. The
destination only sees the final TTL. One can deteenthe initial TTL value of a packet by
selecting the smallest initial value in the set tkdarger than its final TTL. For example, if the
TTL value of received packet is 112, the initialLTWalue is 128, the smaller of the two possible
initial values, 128 and 255. To resolve ambiguitrethe cases of 30 and 32, and 60 and 64, we
will compute a hop-count value for each of the fpassible initial TTL values, and accept the
packet if either hop-count matches [9].

Y.You. [9] proposed a method for detecting spogiedkets based on the TTL value that we
explain briefly. In this method, destination builais accurate table that maps source IP address
to hop-count value and updates the mapping table fperiod of time to capture hop-count
changes. When a packet is received in the edgerrotitthe victim side (ETR), the detector
extract the source IP address and the TTL valuesabtract it from the initial TTL value to
compute the hop count. Then it searches in the tabletrieve the correct hop count based on
the source IP address. If the computed hop couhttla® hop count of that table matches, the

packet is not spoofed otherwise the packet is éabat a spoofed packet.
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Since monitoring all packets may cause delay inwbek of the edge router, we can set the
detector to monitor sampled packets. (For examleofLlincoming packets can be selected to be
checked by detector).

If the number of spoofed packet reaches a thresftblt we can set for the detector), the
detector changes its mode and checks each incgpaicigets and starts to log incoming packets
in the logger. After receiving a certain numbesos$picious packets, the detector sends an alarm

to the manager to warn it attack traffic is coming.

In phase two, when the attacker uses a large nuofltegents with new source IP addresses to
carry out the attack, the attack can be detectec byethod proposed by Tao [11] that is

described briefly in section 5.3.1. It has two @sa®ff-line training phase and detection phase.

In off-line training phase, the entire set of seué addresses of the previous successful network
connection, should be stored to compile an IP adddatabase. A learning engine keeps the

database up-to-date by inserting new legitimatad&esses and deleting expired IP addresses.

The aim of the detection phase is to measure theepgges of new IP addresses during a
sampling period. In this phase, if the source I1Bress of an incoming packet appeared during
the sampling period and it is not in the IP addméstabase, it is considered to be a new IP
address. When the number of new IP addresses diwengampling period compared to the size
of IP address database meets a certain thresheldletector should send an attack alarm to the

manager to warn it that offending traffic is coming

5.5.2 Design of Packet Logger
In this section, the Logger design method is dbsdi

The logger stores the information of the incompagkets in a database that can be used by the
searching device to retrieve the information of #tecker. After receiving the packet by the

ETR in the victim side, it inserts a record in theabase containing the IP address of the ingress
point (ITR) of the packet and source IP addresthefpacket. In such a case that packets come
from a non-TR (a router that is not a tunnel routehe IP address of ingress point doesn't exist

in the capsulated packets and the logger storesainee IP address and a number (for example
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number 101) instead of ingress point of packetshimv that theses packets come from a non-
TR.

This information is useful when an attack happeaed helps the attack searching device to
retrieve useful information of spoofed packets.

5.5.3 Design of Searching Device

When an attack happened, detector detects it amégea sends a request to trace the attack
source IP address.

The searching device accepts the trace requestseathes for related information in the
database of the Logger. If a record of the spoptazket(s) exists in the database, the searching
device sends the result to the manager. In suasatbat the attack traffic has been sent from a
non-TR, the logger writes the number 101 insteadngfess point. So, the searching device
warns the manager to trace back the origin solr@tress through the traditional IP traceback
methods. One of these methods can be active |Bbaak method.

Otherwise, if the searching device finds the ingngsint IP address of attack traffic, it should
send an alarm to manager. Manager sends an ICMBagee$o the ingress point address(s) that
is retrieved by searching device to warn offendparkets are coming for its corporate /

customer network.

5.5.4 Finding Attacker in Corporate Network

In this thesis, we assume that a corporate netisarkder a single administrator.

So, itis easier to find the offender in a corpena¢twork with a single administrator than finding
an arbitrary offender in the whole Internet. Whka tTR receives the ICMP message from the
manager claiming that attack packets are coming fits corporate network, it should try to
block the attack traffic. There are different cabased on the type of the customer/corporate
network where the agent/handler or attacker resijeShe network is a corporate Ethernet. The
agent/handler or attacker can be identified by @®MAC address. 2) The network is a regular
routed IP network.

If the attacker belongs to an Ethernet network tethihe ITR, the ITR should send an SNMP

trap message to the manager of the corporate netaat ask to find the interface binded to the
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specific IPP/MAC address and block the interfacenétans that the source IP and MAC address
of spoofed packets are needed.

So, the manager that is a SNMP manager can seNi& SET message to the switch or bridge
in the Ethernet network to find the interfaces leitddo the IP/MAC address of spoofed packet(s)
and block it.

Naturally, the corporate network administrator ddaiake care not to react to false claims of
DoS attacks against its own hosts. One way of étrgccare is waiting for several claims from
different ETRs. The validity of the claims can b&amined by checking the RLOCs of the ETR.
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Chapter 6

Evaluation and Analysis

Since all previous IP traceback methods performvthele path traceback they have to collect
information of the traces from all routers betwedba source and the destination which may
result in considerable overhead and false positives

In this method, we don’t need to reconstruct theleipath from the destination to the source.
We just need to collect the information of the ITRsfind the real attacker or an agent of the
attacker. So, the number of packets that is neealédd the source IP address of the attacker or
its agents is low and even one packet is enough.

In the previous methods such as Savage et al i@2fsands of packets are needed to reconstruct
the attack path and identify the origin of the @ttaaffic while in the improved methods such as
Song et al [33] fewer packets is needed. In thishotk just one attack packet is enough to
identify the source of the attack traffic.

In this scheme, only the edge router is involvedHAntraceback process and no overhead is
increased on the core routers. So, the processiethead is very low comparing with the
previous PPM methods.

Compare with the previous PPM methods, the mentatthis scheme needs is the same. Also,
more memory is needed in the ETR on the victim $adstore the TTL values and source IP
addresses of incoming packets in the training natk log the IP packet information, but the
memory requirement is the same as traditional nusthioat insert the IP address of each router
into the IP packets's header from the source taéstination. In this chapter we evaluate the

framework that was proposed.
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6.1 Deploying the Tunneling Based IP Traceback

To deploy the tunneling based IP traceback, wemrasdhat edge routers are tunnel routers that
support the LISP protocol.

6.2 Tunneling Based IP Traceback Simulations

In this section, we simulate the Tunneling Based ti&ceback method to evaluate the
effectiveness of this method. Then we present ségeenarios and their results and conclude on

simulation results.

6.2.1 Simulation Tool

The simulation tool that we used for simulationO®NET Modeler. OPNET Modeler is an
industry solution for modeling and simulation ofnmmunications networks, devices, and
protocols. It is an object-oriented modeling apptoand graphical editors mirror the structure of
actual networks and network components. Origin@yNET was developed at MIT, and
introduced in 1987 as the first commercial netwsirkulator. OPNET Modeler supports many
network types and technologies [42].

OPNET Modeler is based on a series of hierarclyicalated editors that

directly parallel the structure of actual networks.

The first editor is the Network Editor, which gragdily represents the topology

of a communication network. Networks consist of e@¢switch/router, server etc.)

and links models (Ethernet, ATM, FDDI etc.). ljpsssible to manage complex

networks with unlimited subnetwork nesting suclt@sntry, city, building, floor

etc.. Network editor provides geographical contextty physical characteristic of

the networks.

The second editor is Node Editor, which describésrnal architecture of the

nodes by depicting the flow of data between fumalelements, called "modules”.

The modules can generate, send, and receive pdoket®ther modules to perform the function
within the nodes. The modules represent applicatiprotocol layers, physical resources such as
buffers, ports etc.

Behavior and functionality of the modules are diésdt in Process Editor,
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the third editor. The Process Editor uses a fistitde machine (FSM) to describe
the protocols at any detail. State and transiti@plgically represent the process
behavior where active state is changed in reldabdncoming events. Each state
of process contains C/C++ code for control. Manlrdiies can be used for protocol

programming. To make own specific libraries, valeaband statistics are possible too [42].

6.2.2 The Simulation of tunneling Based IP Traceback Process

In our simulation, we implement two customer netgagnd each one has several host machines.
Among these host machines, one can be an attdeegenerates spoofed IP packets and one is
a victim that receives IP packets (spoofed andspmofed IP packets).

We also simulate the function of detector, seaghi@vice and logger in the simulated network.
To perform the detector function, a module is dggtbin the ETR. Also, a packet logger logs
the incoming packet information consisting of tberse IP address and ingress point IP address
in a database that is a text file. Searching deusss this text file to search the entry points of
attack packets.

On the other hand, the routers in the simulatedvorés support the LISP protocol by
implementing a module in routers to encapsulatedmeapsulate IP packets to simulate the LISP
protocol.

The simulation process is executed in two phasethd first phase that is the learning phase,
two databases must be manintained. First, the rountains a data structre that gives the TTL
values of distinct source IP addresses. This datatare is filled by recording , for a period of
time, the TTL value of distinct source IP addres§esond, in another database the entire source
IP addresses of the previous successful networkemtions should be stored to compile an IP
address database.

In the second phase, when a packet is recievedother compares the TTL value of the packet
to the expected TTL value of the packet. If they ot the same, the packet would be flagged as
suspecious. The router then sends a packet tedhate address that will cause a reply to check

the TTL value of the reply packet , if they are tteg¢ same again, it means that the packet was
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malcious. After receiving a number of malicious kets (we can initialize the threshold), the
detector sends an alarm to the manager to wanatiah attack traffic is coming.

On the other hand, the source IP address of ingppacket should be compared with the source
IP address database. If there is not a recorbdrsburce IP address database that matches the
received packet source IP address, it will be tdgge a packet with new source IP address.
When the number of packets with new source IP addé=e within a given time meets a
threshold, detector sends an alarm to the managgait the process of tracing.

Also, a logger is installed in the ETR to store thceived packet information. A record consists
of source IP address and ingress point IP addrefge ackets. Searching device searches the
information stored associated to malicious packeis retrives the ingress point IP address of
malicious packets whenever it recieves a traceastgintom a manger to search for a specific
packet(s). So, the origin of the attacker can atified with very little number of attack packets

or single packet recieved by the victim.

6.2.3 Simulation Scenarios and Results

To measure the effectiveness of the detector ahdratomponents, we have implemented
different scenarios in our simulation.

Sneariol: the goal of this scenario is to measheeoverhead of the ETR when a decetor is
installed on it. When a detector is installed om ¢alge router processing overhead is increasing
and the router effeciency is decreasing. The gseeeof the router as a effeciency measure can
be observed. Results of this scenario are showigure 6.1.

As it is shown in the Figure 6.1, the attack hagpemed 15 seconds after running the program,
and the End-to-End delay shows that the delayaseasing after the attack happened when the
detector started the detection. The Figure comphee&€TR in two phases 1) with detector, 2)
without detector. As the figure shows the diffeerizetween delays in two phases is not
considerable.

The Figure 6.2 compares the received packets instates. First a host is sending normal
traffic. After 15 seconds, the attacker launchestéack with sending spoofed IP packets to the
victim. The gray graph shows the received packet bafore starting attack while the red graph

shows the rate of the received packets in themmiafter launching the attack.
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A sign of measuring the efficiency of this methedhe router queue size. The Figure 6.3 shows
the queue size of the ETR in two modes, with deteanhd without detector. As the figure shows,
the queue size of the ETR is increased after iimgged detector to detect spoofed packets but the
differences in two phases are not considerable.

As a result a router needs little more processowap to detect spoofed packets.
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Scenario2: in this scenario, the rate of the malisipacket generated by the attacker is increased
and the end-to-end delay, queue size and dettinom is compared in different rate of the
sending malicious packets. We have set the thrdstwml6. It means that after recieving 6
malicious packet, the detector send s an larmdartanager to sratr the tracing process.

As the tables 6.1 shows when the number of gesdiranalicious . As the table shows the
differences between the delay and the queue $iteeETR in three different sending rate of

attack packets are not considerable.

rate(Spe:cdligtg/sec) Delay(ms) Queue size(bits) ItDi;tg(cr:Z?
100 2.7 103 50
200 2.75 106 25
400 2.78 107 12
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Chapter 7

Conclusion

In this thesis, we revisited the IP traceback potd and used the previous IP traceback methods
to design a new method that applies to a tunnélasgd core network.

In this approch, we have introduced LISP (a tumgelbased protocol) for capsulating and
decapsulating IP packets. We assume that in thE pt8tocol , RLOCs can not be spoofed but
in some cases RLOCs can be spoofed. For exampkgteker can send the LISP encapsulated
packets directly. To solve this problem, the tumgeprotocol should support a return routability
check that does not exist in LISP protocol yet. ldoer, if the LISP is deployed in s separate
VLAN and it is agreed that RLOC poofing is elimiadtusing ingress filtering traceback is
eased.

There are several disadvantage when a detector seathing device are installed on an
individual router to detect attack packets todrback a DDoS attack to the source.

When a detector is installed on a router, the amofiprocessing power at the router should be
increased and the memory that needs to store lie ¢& the TTL values of incoming packets
and source IP address of successful conectiong beusicreased. As mentioned in Chapter 6,
the processing power that the router needs to datiacks is little. On the other hand, these days
with powerful routers that can provide functionaditsuch as firewalls, increasing the amount of
memory of the router is not a big concern. Aftadding a detector on the router to prevent
serious damage to the customer network is not isiples

As mentioned in the previous chapter, false negatmay happen by the detector because of
some reasons. First, in some cases we do not maeatey in the TTL value table for recieved

packets from a host not previously encounterdhénléarning phase and they may not respond to
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the probe messages. Without any information wenateble to know if the packet is suspicious
or not.

For solving this problem , we can suppose thatilainiP adrresses have the same number of
hops to the target and we can predict values foeved packets without an entry in the TTL
table.

Second, the attacker can send a packet with atiglimiTL value. If the attacker attemps to send
the spoofed packets with the expected TTL valueaticker must know the expected TTL or the
number of hops from spoofed source to the target. dttacker should be able to set the initial
value such that it will arrive with the expectedLTValue. The attacker may trace the route to
determine the number of hops between the spoof@des@nd the target, this results in the false
nagatives in the detector.

Our approach is simple and easy to implement iargel scale network. In this approach, we
have tried to find the attacker or its agents. Figdhe real attacker who launch the attack i$ stil
a big concern of network researchers and an effecolution should be found to solve this

porblem.
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