
Ali Neissi Shooshtari

Optimizing handover performance in LTE
networks containing relays

School of Electrical Engineering

Thesis submitted for examination for the degree of Master of
Science in Technology.

Espoo 29.4.2011

Thesis supervisor:

Prof. Jyri Hämäläinen

Thesis instructor:

D.Sc. Riikka Susitaival

A? Aalto University
School of
Electrical
Engineering

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Aaltodoc Publication Archive

https://core.ac.uk/display/80702731?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


aalto university
school of electrical engineering

abstract of the
master’s thesis

Author: Ali Neissi Shooshtari

Title: Optimizing handover performance in LTE networks containing relays

Date: 29.4.2011 Language: English Number of pages:9+79

School of Electrical Engineering

Department of Communications and Networking

Professorship: Communication Engineering Code: S-72

Supervisor: Prof. Jyri Hämäläinen
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The purpose of relays in Long Term Evolution (LTE) networks is to provide
coverage extension and higher bitrates for cell edge users. Similar to any other
new nodes in the network, relays bring new challenges. One of these challenges
concerns mobility. More specifically, back and forth data transmission between
the Donor Evolved NodeB (DeNB) and the Relay (RN) during the handover can
occur.

For the services that are sensitive to packet loss, receiving all the packets at
the destination is crucial. In cellular networks when the User Equipment (UE)
detaches from the old cell and attaches to the new cell, it faces a short disruption.
In the disruption time when the UE is not connected to anywhere, packets can be
easily lost. To avoid the consequences of these packet losses, the data forwarding
concept was developed and the lost packets in handover were identified and for-
warded to the destination. The forwarded packets would be transmitted to the
UE as it becomes attached to the new cell.

In the networks using the relays all the packets should still transfer via the
DeNB. If the UE is connected to the RN and is handed over to a new cell, the un-
acknowledged packets between the RN and the UE which are still in the RN buffer
should be transmitted back to the DeNB and onwards to the target afterwards.
Furthermore, the ongoing packets in S1 interface are transmitted through the old
path until the path switch occurs. This data transfer from the DeNB to the RN
and again back to the DeNB increases the latency and occupies the resources in
the Un interface.

In this thesis work the problem of back and forth forwarding is studied. Dif-
ferent solutions to overcome this challenge are proposed and simulations are per-
formed to evaluate the proposals. The evaluated approaches showed up to consid-
erable performance enhancement compared to the previous solutions.
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1 Introduction

1.1 Overview

Wireless technologies undoubtedly can be considered as one of the fastest ever grow-
ing technologies. This growth is indicated by the enthusiasm of consumers towards
using wireless technologies. The developments in wireless communications not only
have brought many business opportunities, but also have increased the quality of
life for typical end-users. On the other hand, network providers as well as operators
have been fully involved in improving the available systems to satisfy the eagerness
of customers by providing new services and enhancing the quality of them.

To provide acceptable services that can be used everywhere, there is a need for a
unity between different providers and operators. This cooperation is needed in order
to make different systems compatible with each other. Therefore standardization
associations have been established for adopting unique pathways. So far many play-
ers have been actively contributing to standardizing the schemes and procedures for
new technologies in addition to adopting better ideas for performance enhancement
of current systems. Performance improvement can be achieved by optimization or
by building a new environment that again can be considered as an optimization of
the current ecosystem.

The emergence of the Internet in all its various aspects has found its position as a
framework for almost everything. The trend to use the Internet everywhere and for
everything is introducing it as one of the basic needs in daily life. Now ubiquitous
Internet can be achieved by the use of wireless communications.

Wireless technologies first gave users the joy of speaking through their mobile phones
regardless of their position and their situation. In the next step it was the time
for data to go mobile. Providing all the functionalities such as sending emails,
downloading files, video chatting, and streaming that were available using fixed
wired networks, into the mobile handsets, could make dream of a seamless Internet
became reality. Mobile broadband mainly makes the commuters use their idle-time
effectively. It provides users with a constant access to the Internet without having
to wait until reaching somewhere to be connected.

As with any other new technologies, mobile broadband has its own challenges, even
though much effort has been made so far to make this come true. However, opti-
mization for performance improvement seems to be inevitable at any time. One of
the ever-present concerns in ubiquitous services in cellular networks is the mobility
aspect. The service should be maintained when the user is handed over from one
cell to another cell.

Considering data transfer in handover time, data should not be delayed or should not
be lost; otherwise performance will be dramatically degraded. Taking care of data
in handover is especially important in non-real time services where the performance
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is dependant and sensitive to in-order reception of data. In non-real time services,
the file sizes are relatively large and missing even a small portion of the file is not
desirable.

In order to increase the absolute coverage, service coverage and data rate at the
cell edge, intermediate nodes have been introduced. These intermediate nodes are
designed to be placed between macro base stations and the UEs and include micro,
pico, femto base stations or relays. The interesting feature about relays is to be self
backhauled. Not having any wire in the backhaul makes them cheaper and easier
to install for the operators. Relays are usually located at cell edges or coverage
holes where the received SINR is not good. They can be used as a fast and feasible
solution for temporary or permanent network extension. The use of relays in indoor
scenarios where the penetration loss can degrade the signal is also a matter of
interest. Putting a relay as an intermediate node outside or inside the building
can amplify the signal before its reception by the user. Deploying relays, however,
introduces new challenges. One of these challenges concerns mobility.

The importance of mobility for providing ubiquitous services on the one hand, and on
the other hand, the role of relays as cost effective plug and play nodes in a network,
give us a motivation to look into the mobility challenges that deploying relays in
the network brings. The problem especially addressed here is unnecessary travel of
data between an eNB and a RN in a back and forth manner during handover.

When the UE is attached to the relay and is handed over to another node in the
network, some amount of data that has already been transferred to the RN from the
eNB should be transmitted back to the eNB and then forwarded to the destination.
This problem is called back and forth data forwarding. Increased latency and wasted
backhaul resources are the undesired consequences of this problem. Therefore the
objective of this simulation-based study is to find and evaluate the solutions to
eliminate the occurrence of back and forth data forwarding and thus decrease latency
and improve resource utilization.

1.2 Thesis structure

Chapter 2 briefly discusses the LTE networks. A proper grasp of LTE structure, the
functionality of different nodes, protocol stack and the way how layer 2 protocols es-
pecially Packet Data Convergence Protocol (PDCP) and Radio Link Control (RLC)
work are very important in order to understand the following chapters. Therefore
these topics are explained to provide enough background for the other chapters.

Chapter 3 explains the handover definition as well as the handover procedure. Hav-
ing the knowledge of the handover scheme in general with all the messages and
steps is necessary for understanding the rest of the thesis. The important factors in
handover design and different research areas related to handover are covered.

Chapter 4 describes relays. The thesis deals with the mobility challenges that de-



ploying relays brings to the network. This chapter gives an understanding of the
behavior of relays in networks, their value, their structure, and different types of
relays.

Chapter 5 thoroughly defines the problem that was mentioned briefly in the last sec-
tion. The problem is formulated in this chapter and the different proposed solutions,
which have the possibility of solving the problem, are analyzed in detail.

Chapter 6 demonstrates all the findings in this thesis. A system-level simulation has
been performed to evaluate all the proposals discussed in Chapter 5 using the full
protocol simulator. The chapter is followed by the analysis of the results.

Chapter 7 concludes the whole work and makes recommendations for promising
areas of future research.
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2 LTE

2.1 Historical background

The facilities for using mobile Internet should be developed in order to satisfy the
demands of people for accessing the Internet while they are on the move. Mobile
broadband was introduced as an answer to this demand and very soon solutions like
LTE and Worldwide Interoperability for Microwave Access (WiMAX) were consid-
ered to provide benefits for subscribers. Mobile communication has been one of the
technologies that has grown very rapidly since its invention.

The 1G system was designed only for voice using the analog circuit switch networks.
1G could cover the limited regions and it did not provide global coverage; also
low capacity was another limitation for this system. To solve these problems 2G
systems with the usage of digital circuits were introduced. These systems were
targetted at voice communications as well as text messages and they gained a lot
of success due to the digital backbone, as well as the circuit and packet switch
capability which supported higher data rates complying the technology improvement
and global roaming.

2G was established based on voice communication and it had a very low data rate.
This slowness of data data transport was considered as a bottleneck for operators
who wished to provide new data services to their costumers. That was why the 2.5
G system was introduced to increase the data rate first to 56 kbps, and then up
to 114 kbps. Global System for Mobile Communications (GSM) Enhanced Data
Rates for Global Evolution (Edge) was also introduced in the second generation to
provide higher data rates up to 236.8 kbps. These higher data rates opened up
new opportunities for designing and implementing data services such as Multimedia
Messaging Service (MMS) and email.

Although in 2G most of the traffic was voice and for many years operators in-
vested in improving the capacity for voice communications, communicating with
text messages became more and more popular. Transferring from analog to digi-
tal technology introduced many benefits such as using coding techniques to obtain
better performance as well as increase spectral efficiency. An increase in data usage
brought different types of networks such as the 3G network, with support for IP
and improved data communications. After 3G was welcomed by the subscribers,
network providers and operators tried to introduce new solutions by the use of new
technologies for good support of data and usage of Internet everywhere. The build-
ing of 3G was started in 1985 and it took 12 years to complete. Now High Speed
Packet Access Evolution (HSPA+) systems can support 42 Mbits/s on downlink
and 5.8 Mbits/s in uplink [1].

In 2004, the process for 4G started with LTE and 802.16e being the two candidates
introduced. Later, these two became known as 3.9G since they could not satisfy
all the requirements for 4G systems. LTE Release 8 has a throughput of 300Mbps
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(downlink) and 75 Mbps (uplink), low latency of around 5 ms in radio access, and a
100 ms connection setup time [2]. LTE-Advanced (Release-10 version of LTE) and
802.16m as the next version of 802.16e were introduced as 4G technologies. Also
LTE-Advanced uses key techniques such as carrier aggregation, enhanced DL/UL
multi-antenna transmission, support for HetNet, CoMP transmission and reception,
and support 3 Gbps (downlink) and 1.5 Mbps (uplink) [3] [4].

4G standardization is developing very fast. 4G is assumed to support different tech-
nologies, different terminals and to serve them in a seamless way. Seamless services
introduce the challenge of handovers either intra-network handovers or inter-network
handovers that should be well studied and standardized. The other issue which is
dramatically important is the increase in power consumption due to the processors
that are used at different levels as well as the content rich services. Usage of multi
hop and cooperative communications can help to optimize the power consumption.
Designing the terminals might also be a challenge for supporting multi-standards
and multi-features. Due to diverse network structures, interference might also be
an issue. When using Multi Input Multi Output (MIMO), the effective antenna
placement is considered as a potential area that provides some gains [1].

2.2 General overview

In LTE, evolution in system architecture was a consequence of evolution in the
radio interface. The evolution path of system architecture was towards supporting
completely packet-switched services and to comply with some radio design goals
such as hard handover instead of soft handover which existed in HSPA. Also all
radio functionalities were concentrated in nodeBs to make the architecture more
flat. Changing the system architecture followed different targets such as:

– Optimization of system architecture for packet-switched services, as in LTE
there was no support for circuit-switched services

– Support for higher throughput comparing to former technologies due to the
end-user higher bitrate demands

– Support for improvement in response time for activation and bearer set-up

– Packet delivery delay reduction

– Support for simplification of the whole system

– Interworking with other 3GPP access networks and other 3GPP technologies

As many of the targets mentioned above can be achieved by using flat architecture,
it was proposed for LTE. In a flat architecture less nodes are involved and therefore
the latencies decrease and performance increases. To talk about different elements
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in the network we divide the network into four different domains that are named as
the UE domain, Evolved Universal Terrestrial Radio Access Network (E-UTRAN),
Evolved Packet Core Network (EPC), and the Service domain.

Internet Protocol Connectivity Layer is represented by the three first domains: UE,
E-UTRAN, and EPC, these three domains together are called the Evolved Packet
System (EPS). EPS is highly optimized for providing IP-based connectivity and all
the services are offered on top of IP. There are no circuit-switched nodes or interfaces
in E-UTRAN and EPS at all.

E-UTRAN is comprised of only one type of node which is called the eNodeB. All
the radio functionalities are concentrated to the eNodeB. E-UTRAN is organized as
a mesh of eNodeBs that are connected to each other via X2 interface. EPC does
not have any ciruit-switch domain and maybe this is the main architectural change.
Also there is no connectivity between EPC and traditional circuit-switch networks
like Public Switched Data Network (PSDN).

After this short overview in the rest of the chapter we explain LTE system perfor-
mance requirements, the architecture of LTE including different logical elements in
the network and their responsibilities, the protocol stack both in the control plane
and the user plane, and the main functionalities of different layers. The overview
will take a closer look at PDCP which is one of the sublayers of the data link layer.

2.3 LTE system performance overview

The operators should be assured that LTE has better performance compared to the
former technologies and it can provide market interests. To satisfy this, certain re-
quirements are set for LTE performance affecting the development of the technology.
Here we describe these performance requirements.

2.3.1 Peak rate and peak spectral efficiency

The peak rate is defined as the maximum throughput per single user if we assume
that the whole bandwidth with the highest modulation and coding scheme, as well
as the maximum number of supported antennas are, allocated to a single user.
In the Time Division Duplex (TDD) systems, the downlink and uplink periods
peak rates are calculated separately. The maximum spectral efficiency is defined as
the division of the peak rate by the used allocated spectrum. The peak spectral
efficiency in downlink for a 4×4 antenna configuration is 16 b/s/Hz and for an
8×8 configuration is 30 b/s/Hz. In the uplink the peak spectral efficiency for a
2×2 antenna confiuration is 8.1 b/s/Hz and for a 4×4 antenna configuration is 16.1
b/s/Hz.

The peak data rate is a criterion that can advance one system over another one. Peak
data rate, however, is not considered as a very good criteria in practice. Although
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it is relatively easy to design a system with high peak rates for the users near the
base station, it is very hard to provide a good data rate together with coverage
and mobility. Therefore there is another way for performance evaluation which is
called system-level performance. A system-level simulation can be achieved using a
simulator containing all the protocols, all the interfaces and several cells.

2.3.2 Cell throughput and spectral efficiency

Cell-level performance is a very important factor as it is a factor for determining
the number of sites that the operator should establish. The number of sites mainly
defines the cost of system deployment. The cell-level metrics are defined as the
following:

– Average cell throughput [bps/cell] and spectral efficiency [bps/Hz/cell]

– Average user throughput [bps/user] and spectral efficiency [bps/Hz/user]

– Cell-edge user throughput [bps/user] and spectral efficiency [bps/Hz/user]

For the last one the metric used for the assessment is the 5-percentile user throughput
of the cumulative distribution function (CDF) of the user throughput.

2.3.3 Mobility and cell ranges

User mobility with a speed of 350 km/h even up to 500 km/h is supported by
LTE systems to provide a very pleasant working environment for the users who are
traveling in high speed trains. This criteria emphasizes the necessity and importance
of lossless handover that the service can maintain.

2.4 LTE system architecture

LTE aims to provide a seamless IP connectivity between the user and the Packet
Data Network (PDN) in a network that only supports packet switched services. The
mobility is fully supported by LTE and UEs should not be facing any disruption
in getting services while they move. To make this happen, first an evolution in
radio access and then in the core network to comply with radio access changes
occurred. The evolved radio access network part is called LTE while the evolved
core network part is called EPC. Besides EPC, other aspects also changed and
System Architecture Evolution (SAE) was defined. EPC is a part of SAE. LTE
together with SAE is known as EPS. The concept of bearers is used for routing data
from a gateway in PDN to the UE. A bearer is defined as an IP packet flow with a
defined quality of service which establishes between EPC and the UE.



8

In this section we describe the whole architecture of EPS which is divided into the
core network and the access network. All the logical nodes on each side will be
introduced and their functions will be defined. Then the protocol architecture in
EPS will be discussed by considering the protocols in different layers both for the
control plane and the user plane.

Figure 1: EPS network elements [5].

The main responsibility of EPS is to provide IP connectivity between the user and
the PDN so that a user can access the Internet. As it was mentioned before, EPS
uses the bearer concepts to establish the connection between the UE and PDN. The
UE can use more than one bearer at the time. The bearers can have different Quality
of Service (QoS) and they can be used for different purposes at the same time. For
example, a UE can browse the web while it is downloading a file using FTP. The
other important aspects of EPS are care of security and privacy to prevent misuses
in the network. As can be seen in Figure 1, in the core network there are various
nodes with different functions while in the access network there is only one type of
node which is called the E-NodeB.

2.4.1 The Core Network (CN)

The CN was called EPC in former subsections. The core network is responsible for
controlling the UE. It also establishes and releases the bearers. The CN has different
logical nodes that are discussed in the following sections.

PDN Gateway (P-GW)

The Packet data networks gateway can be thought of as a router which is located
between EPS and an external packet data network. In the sense of mobility it is
considered as the highest level mobility anchor in the system and there is end-to-end
IP connection between the UE and P-GW. The main responsibility of the P-GW
is traffic filtering and traffic gating. P-GW should be located in a safe place in
operator premises. The UE gets its IP address from the P-GW. This IP address can
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be used by the UE for communicating with IP hosts in external networks such as
the public Internet. The IP address will be allocated to the UE whenever the UE
requests for a PDN connection. Based on the need IPv4, IPv6 or both addresses can
be allocated to the UE. As mentioned above, one of the responsibilities of the P-GW
is to perform gating and filtering functions needed by the set of policies for the UE
which is done by an element in the P-GW called the Policy Control Enforcement
Function (PCEF). Charging information is collected and reported by the P-GW. In
mobility, if there is a need for Serving Gateway (S-GW) change, the P-GW as the
highest mobility anchor point can switch the path from the old S-GW to the new
S-GW.

Serving Gateway (S-GW)

The prominent responsibility of the S-GW is switching and user plane tunnel man-
agement. In the controlling part of the S-GW has a very tiny role to play. The
S-GW allocates or releases its resources based on MME or P-GW request. If the
request is from the P-GW, the S-GW sends a copy of this request to the MME so
that the MME can control the tunnels to the eNodeB. In handover time, the S-GW
receives the command from the MME to switch the tunnel from one eNodeB to
another eNodeB. MME may also command S-GW to provide tunneling resources
for data forwarding from the source eNodeB to the target eNodeB, if there is a need
for data forwarding. If during handover there is a need to change the S-GW, then
the MME controls the tunnel change from the old S-GW to the new S-GW.

When the UE is in the connected mode, all the data flows from an eNodeB are
relayed to the P-GW and vice-versa, while in the idle mode no relaying is required.
If the UE is in idle mode and in the meanwhile the S-GW receives some packets
from a P-GW, the S-GW starts to buffer the data and ask the MME to page the
UE. After the paging and when the tunnels establish, the S-GW can transmit the
buffered data. The S-GW also has the ability to monitor the data in the tunnels for
charging purposes or for delivering them to authorities in case they need the data.

Mobility Management Entity (MME)

In EPC, the main control element is the MME which acts as a server and it should
be located in a secure location. The MME is only operating in the control plane
and it is not involved in the user plane operation at all. There is a direct logical
connection between the MME and the UE in the control plane which is considered
as the primary control plane connection between the UE and the network. In the
following some of the most important responsibilities of the MME are described.

• Authentication and security: Authentication is initiated by the MME at the
time the UE registers in the network for the first time. The MME finds out



10

the permanent identity of the UE either by asking from the former network
that The UE was registered in or by asking from the UE itself. The MME
also allocates a temporary identity to each UE which is called Globally Unique
Temporary Identity (GUTI) for protecting the UE’s privacy. Allocating the
GUTI minimizes the need for sending the International Mobile Subscriber
Identity IMSI. GUTI may be reallocated periodically in order to avoid unau-
thorized tracking of the UE.

• Mobility management: The MME follows the position of the UE and keeps
track of UE’s position. The MME defines the appropriate resource for the UE
and asks the E-NodeB and the S-GW to allocate those resources to the UE.
The MME has track of the UE at E-NodeB level if the UE is in connected
mode and in Tracking Area (TA) level if the UE is in idle mode. The MME
is also responsible for controlling of establishing and releasing resources to the
UE based on UE activity mode. The other responsibility of MME is controlling
the required signaling in handover procedure for a UE which is in active mode.

• Managing subscription profile and service connectivity: The MME has the re-
sponsibility for obtaining the user’s subscription profile when the UE registers
on the network. The MME will keep the subscription profile as long as the
UE is served by the MME. The knowledge about this profile is very important
for selecting the connection type between the PDN and the UE. Nevertheless,
the MME can establish the basic establishment IP connectivity between the
UE and the network including signaling between the UE and the E-NodeB
and the S-GW in the control plane, and later, if there is a need for dedicated
bearers, the MME can establish them.

Policy and Charging Resource Function (PCRF)

The PCRF is considered as a server that is located in the operator switching center,
its responsibility being to control the policy and charging. In other words, its re-
sponsibility is service handling decision in terms of QoS and providing information
for Policy Control Enforcement Function (PCEF). This information is called Policy
and Charging Control (PCC) rules. PCC rules are sent by the PCRF whenever a
new bearer needs to be set-up. As an example, establishing the default bearer at
the time the UE connects to the network for the first time or when there is a need
for dedicated bearer set-up can be mentioned.

Home Subscription Server (HSS)

The HSS is a database server which is located in the operator’s premises. All the
user subscription information is stored in the HSS. The HSS also contains the records
of the user location. The HSS has the original copy of the user subscription profile.
The subscription profile has information about the user such as the services that
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the user can use, the PDNs that the UE is allowed to connect to, and the networks
that the UE can have the roaming to. The HSS is interacting with the MME, and it
needs to be connected to all the MMEs in the network that controls the UE. When
the UE is controlled by an MME, the HSS will keep the user location based on the
information of that MME. The HSS also provides the information about the user
profile to that MME. Upon receiving the user location from another MME, the HSS
will cancel the former location information and update it based on the new MME
information.

Service Domains

The service domain can be categorized to the IP Multimedia Sub-system (IMS)
based operator services, non-IMS operator based services and the services which
are not provided by the operator. In the first type of services, the services may
be provided by using the Session Initiation Protocol (SIP). In the second type of
services the operator may simply put a server in its network so that the UEs are
able to connect with the server using an agreed protocol. These protocols should be
supported by the applications the UEs are using.

2.4.2 The access network

In Figure 2, the whole architecture of E-UTRAN is depicted. As it is shown in the
Figure 2, E-UTRAN is a mesh of eNodeBs that are connected to each other via X2
interface. The eNodeBs are also connected to the core network via S1 interface. The
E-UTRAN architecture is considered to be flat because for normal user there is no
centralized controller.

Figure 2: E-UTRAN protocol stack [5].

There are protocols that are running between eNodeBs and the UE. These protocols
are called Access Stratum (AS) protocols. In this section we first explain the eNodeB
and then summarize the responsibilities of the E-UTRAN with regard to radio-
related functions.
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The eNodeB

The eNodeB is a radio base station of a LTE network that controls all radio-related
functions. These radio base stations are distributed in the network and each of them
is placed near a radio antenna. Practically an eNodeB is a layer 2 bridge which is
located between the UE and EPC. All the radio protocols that are used in the access
link are terminated in the eNodeB. The eNodeB does ciphering/deciphering in the
user plane as well as IP header compression/decompression. The eNodeB also has
some responsibilities in the control plane such as radio resource management and
performing control over the usage of radio resources. Controlling of radio resources
can be categorized into resource allocation based on request, traffic prioritization and
scheduling based on required QoS, and inspecting the situation of resource usage.
The eNodeB also has an important role in Mobility Management (MM). It receives
and analyzes the UE measurements regarding signal level, does some measurements
itself and by comparing these two measurements decides to handover the UE. The
eNodeB is required to exchange the signaling messages to the other eNodeBs as well
as to the MME.

The ENodeB has a central role as regard to many other nodes. Several UEs can
be served by the eNodeB when they are in eNodeB’s coverage area, but each UE
can be connected only to one eNodeB at a time. The eNodeB should have the
connection to the other eNodeBs so that the UE has the possibility of handover.
The eNodeB should also have the connection to MMEs and S-GWs. Some MMEs
can be connected together and comprise a pool of MMEs. This can be also the
case for S-GWs. The eNodeB can connect to these pools, although the UE gets its
service only from one S-GW and is controlled only by one MME. In the following,
responsibilities of the E-UTRAN regarding to radio related functions are described.

• Radio Resource Management (RRM): The RRM objective is to make the mo-
bility feasible in cellular wireless networks so that the network with the help of
the UE takes care of the mobility without user intervention. To enable mobil-
ity, the complexity both in the UE in terms of power consumption, processing
power and cost, and in the network in terms of radio resource consumption
and network topology increases. Therefore there is always a trade off between
increasing the complexity and getting better performance. On the UE side,
the main actions that are done to support seamless mobility are cell selection,
measurement, handover, and cell reselection. In general, we can categorize all
the responsibilities of RRM as dealing with the functions related to scheduling,
admission control, radio bearer control and radio mobility control.

• Header Compression: IP packet headers can introduce huge overhead; there-
fore compressing the headers is a reasonable way for the efficient use of the
radio interface. This responsibility is allocated to the PDCP which is one of
the sublayers of the network layer. Header compression in PDCP is done by
the use of the Robust Header Compression (ROHC) protocol. The importance
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of header compression in LTE is due to the use of packet switching and not
circuit switching; therefore for the voice services to have the quality in packet
switching domain close to the quality in the circuit-switched domain, header
compression of IP/UDP/RTP headers is necessary. Otherwise enormous head-
ers (compared to the small voice packets) will waste resources.

• Security: Providing security is necessary for avoiding unauthorized users to
access the data. For the maintenance of security, two functions, ciphering and
integrity protection, are used. Ciphering is applied both in control plane data
like the Signaling Radio Bearer (SRB) and user plane data like the Data Radio
Bearer (DRB) while integrity protection is done only in control plane data.
Ciphering is a function that ensures that the third party avoids receiving the
data streams. Integrity protection enables the receiver for detecting the packet
insertion and replacement. The RRC always activate both of these functions
together. In general, by security we mean that encryption is used for all the
packet data sent over the radio interface.

• Connectivity to the EPC: The other function in the E-UTRAN is sending
and receiving necessary signaling with the MME and establishing the bearers
towards the S-GW.

All of the above-mentioned functions are concentrated in the eNodeB as in
LTE all the radio controller functions are gathered in the eNodeB. This con-
centration helps different protocol layers interact with each other better and
will end up in decreased latency and increase in efficiency.

The User Equipment (UE)

The end user communicates using a UE. The UE can be a handheld device like a
smart phone or it can be a device which is embedded in a laptop. The UE is divided
into two parts: the Universal Subscriber Identity Module (USIM) and the rest of
the UE, which is called Terminal Equipment (TE). The USIM is an application with
the purpose of identification and authentication of the user for obtaining security
keys. This application is placed into a removable smart card called a universal
integrated circuit card (UICC). The UE in general is the end-user platform that by
the use of signaling with the network, sets up, maintains, and removes the necessary
communication links. The UE is also assisting in the handover procedure and sends
reports about terminal location to the network.

2.5 Radio protocol architecture of E-UTRAN

The E-UTRAN protocols can be divided into user plane protocols and control plane
protocols.
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2.5.1 User plane

An IP packet is tunneled between the P-GW and the eNodeB to be transmitted
towards the UE. Different tunneling protocols can be used. The tunneling protocol
used by 3GPP is called the GPRS tunneling protocol (GTP). In Figure 3, the E-
UTRAN protocol stack is depicted. The protocol stack consists of Packet Data
Convergence Protocol (PDCP), Radio Link Control (RLC) and Medium Access
Control (MAC) sublayers that all terminate in the eNodeB in the network side. The
PDCP is responsible for data protection during handover. RLC and MAC have
different functionalities as discussed in the following sections. Unlike the PDCP,
RLC and MAC both start a new session after handover with a new sequence numbers
starting from zero.

Figure 3: E-UTRAN [6].

Medium Access Control (MAC)

MAC is the lowest sublayer of Layer 2. It is located between the RLC layer and the
physical layer. Logical channels connect MAC to the RLC and Transport channels
connect MAC to the physical layer; therefore the main responsibility of the MAC
layer is mapping the logical channels to the transport channels.

The MAC layer is located under the RLC layer in the protocol stack: therefore it
receives packets from RLC in transmission and delivers packets to RLC in the recep-
tion. The main responsibility of the MAC layer can be concluded as multiplexing
of RLC PDUs into Transport Blocks (TB) and then delivering them to the physical
layer in transmission and demultiplexing TBs coming from physical layer to RLC
PDUs and delivering them to the RLC layer in reception. Padding is also done by
the MAC layer if the data does not completely occupy the MAC PDU. The other
responsibilities of the MAC layer are as follows:
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• MAC layer should measure and report the amount of traffic that passes this
layer. The measurement and report is done for providing information about
the amount of experienced traffic for the RRC layer.

• Uplink and downlink physical layer retransmission for error correction. The
error correction is done through HARQ.

• Scheduling functionality in the eNodeB: there are available resources in a cell.
The scheduling functionality in the eNodeB distributes these available re-
sources between UEs in that cell. Also because a UE can have more than
one radio bearer at a time, the scheduler should also distribute the resources
in the cell between these bearers.

• Scheduling information transfer: the allocation of resources is only done when
there is data to be sent or to be received. As mentioned earlier, scheduling
is done in the eNodeB. In the downlink direction the eNodeB is aware of the
amount of data in the buffer so it can allocate the radio resources easily, but in
the uplink direction because the buffer is in the UE, sending a BSR from the
UE to the eNodeB is necessary to inform the eNodeB about the amount of data
in the buffer. The UE sends the Buffer Status Report (BSR) as regards the
uplink buffer to the eNodeB. Then the eNodeB allocates uplink radio resources
to the UE based on the BSR.

• Random Access Procedure: controlling the random access procedure is one of
the important functionalities of the MAC layer. In two cases random access
may be used:

1. When the UE has some data to send but radio resources for uplink trans-
mission are not allocated to the UE.

2. When the UE is not time synchronized in the uplink.

• Uplink Timing alignment: Uplink timing alignment is very important in a
sense that the uplink data of one UE does not overlap with the other UE’s
uplink data. Keeping the synchronization using uplink timing alignment when
there is no data to be transferred, is a waste of resources. Therefore the UE is
allowed to lose its synchronization even in RRC-CONNECTED mode. Then
if some data appears, before transmission, the random access procedure will
be used for the synchronization to be regained.

• Discontinuous reception (DRX): Generally the UE monitors downlink chan-
nels. By configuring the DRX functionality in RRC-CONNECTED mode,
there will be a period of time that the UE is required to monitor the downlink
channels and a period of time that the UE does not need to monitor. DRX
functionality can prolong battery life. For setting the DRX parameters a trade
off between battery saving and latency should always be considered.
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Radio Link Control (RLC)

RLC is another sublayer of the data link layer. It is located between the PDCP
and MAC. The communication between the RLC layer and the PDCP layer is done
through the Service Access Point (SAP) and the communication of the RLC layer
with the MAC layer is done through logical channels. Because RLC is located
between the PDCP and MAC, it receives some PDCP PDUs from the PDCP layer
in transmission time, reformats them and delivers them to the MAC layer. In
reception time RLC receives RLC PDUs from MAC, reassembles them and sends
them to the PDCP layer. The other functionality of RLC is reordering. In UMTS,
reordering was a responsibility of the MAC layer, but in LTE this responsibility is
appointed to RLC layer.

In RLC there are three transmission modes; Transparent Mode(TM), Unacknowl-
edged Mode (UM), and Acknowledged Mode (AM). In the following these three
modes are explained.

• Transparent Mode (TM): In TM no changes will be made to the PDUs that
pass this entity and no overhead is added to these PDUs. Not adding any
overhead means RLC SDUs are mapped directly to RLC PDUs and vice versa.
The messages like RLC messages that do not need any RLC configuration can
use TM modes; otherwise TM Mode is not used for user plane data at all. TM
RLC mode provides unidirectional data transfer either for transmission or for
reception.

• Unacknowledged Mode (UM): unacknowledged mode as its name indicates does
not have any retransmission. Therefore using the UM entity provides less
delay and more error probability. Real time applications such as VoIP that
are sensitive to delay but can tolerate the errors use UM mode. similar to TM
RLC the data transfer in UM RLC is unidirectional. In the following the main
functions of UM RLC are discussed.

1. Segmentation and concatenation of RLC SDUs: segmentation and
concatenation are responsibilities of the RLC layer. These two functions
are performed on RLC SDUs that are coming from an upper layer to
make RLC PDUs. The size of RLC PDUs can be different depending on
the radio channel conditions and available resources that are notified by
MAC.

2. Reordering, duplicate detection, reassembly: upon receiving RLC
PDUs, UM RLC entity reorders them if they are not received in the cor-
rect sequence. The RLC PDU which is out of sequence is kept in the
buffer until all the former RLC PDUs are received and are delivered to
the higher layer. Also by checking the sequence number all the dupli-
cated RLC SDUs can be identified and deleted. Receiving duplicated
PDUs is usually due to misinterpreting of Hybrid Automatic Repeat re-
Quest(HARQ) ACKs as HARQ NACKs in the MAC layer. Deleting
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duplication is part of reordering process. Reassembly is only done when
all the segments of RLC SDUs are available and it is done using the stored
RLC PDUs.

• Acknowledged Mode (AM): AM RLC is the only mode that provides bidirec-
tional data transfer. The prominent difference of AM RLC with UM RLC is
retransmission; therefore all the functions performed by UM RLC are appli-
cable for AM RLC as well. For instance, concatenation and segmentation of
RLC SDUs is done on the transmitter side to form RLC PDUs and reassem-
bling of RLC SDUs from the received RLC PDUs is done on receiver side. AM
RLC mode has retransmission using an Automatic Repeat reQuest (ARQ) to
support error-free transmission. Since retransmission can correct the errors in
transmission, AM RLC is a suitable mode for non-realtime applications that
are sensitive to errors and can tolerate delays. Besides the functionalities that
are common between AM RLC and UM RLC, AM RLC has other functions
which are explained in the following.

1. Retransmission and resegmentation: Retransmission should be done
only for the RLC SDUs that have not been received at the receiver side.
Therefore the receiver sends a status report comprising the ACK and
NACK information of RLC PDUs. Then the transmitter based on this
information decides which RLC PDUs should be transmitted again. In
general, a transmitter is able to send two types of RLC PDUs: RLC data
PDUs that are received from the upper layer and RLC control PDUs that
are generated in RLC entity. There is a flag in the AM RLC header to
distinguish RLC data PDUs and RLC control PDUs.

2. Polling, status report and status prohibit: the transmitter side of
AM RLC can request for a status report from the receiver side. This
function is called polling and can be done by setting an allocated flag
in the AM RLC header to one. By setting this flag the transmitter side
can continuously receive the status report. The transmitter side can
use the status report to identify the RLC data PDUs that need to be
retransmitted and retransmit them. When the receiver side receives the
polling then it checks its buffer and sends the status to the transmitter
at the first possible transmission opportunity.

In status report transmission, a trade off between delay and radio re-
sources should be considered. In order to decrease the delay, frequent
transmission of the status report is desired, but on the other hand, fre-
quent transmission of status report wastes valuable radio resources. Also
more radio resources might be wasted, if before reception of a retransmis-
sion that has started due to a former status report a new retransmission
due to a new status report initiates. This is considered as unnecessary
retransmission and wastes radio resources. To avoid the unnecessary re-
transmission mentioned above and to provide good control over sending
the status reports, in AM RLC there is a “status prohibit” function which



18

does not let a new status report initiate before the retransmission based
on the former retransmission has been completed.

Packet Data Convergence Protocol (PDCP)

PDCP stands for Packet Data Convergence Protocol. It is one of the sub layers
in the Data Link layer. The PDCP protocol terminates in the eNB from one side
and in the UE from the other side, and it also acts both in the user plane and
control plane. The PDCP receives Radio Resource Control messages in the control
plane and processes IP packets in the user plane. Depending on the radio bearer,
the main functions of the PDCP layer are header compression, security (integrity
protection and ciphering), and support for reordering and retransmission during
handover. There is one PDCP entity per radio bearer.

The PDCP includes some entities. Each RB (DRB and SRB except SRB0) is as-
sociated with one PDCP entity. Then each PDCP entity is associated with one
or two (one for each direction) RLC entities depending on RB characteristics (uni-
directional or bi-directional) and RLC mode. Several PDCP entities may be defined
for a UE. Each PDCP entity carries the data of one radio bearer. A PDCP entity
is associated either to the control plane or the user plane depending on which radio
bearer it is carrying the data for. The PDCP provides services both to the upper
layer and to the lower layer. These services are as follows.

PDCP Services

1. Transfer of user plane and control plane data

2. Header compression

3. Ciphering

4. Integrity protection.

There are also some services that the PDCP provides to the lower layer. These
services are:

1. Acknowledged data service, including indication of successful delivery of PDCP
PDUs

2. Unacknowledged data transfer service

3. In-sequence delivery, except at re-establishment of lower layers

4. Duplicate discarding, except at re-establishment of lower layers.
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PDCP Functions

Besides the services there are also some functions which are used by the PDCP.
These functions are:

1. Header compression and decompression of IP data flows using the ROHC
protocol

2. Transfer of data (user plane and control plane)

3. Maintenance of PDCP SNs

4. In-sequence delivery of upper layer PDUs at re-establishment of lower layer

5. Duplicate elimination of lower layer SDUs at re-establishment of lower layers
for radio bearers mapped on RLC AM

6. Ciphering and deciphering of user plane data and control plane data

7. Integrity protection and integrity verification of control plane data

8. Timer based discard

9. Duplicate discarding.

PDCP PDU Types

In LTE there are two different types of PDCP PDU: PDCP Control PDUs and
PDCP Data PDUs. PDCP Control PDUs are used only in user plane. They carry
either ROHC feedback or PDCP status reports in the case of handover. PDCP Data
PDUs are used for both control plane and user plane data.

PDCP PDU Formats

A PDCP PDU is a bit string, that its length being a multiple of 8 bits, which is
called byte aligned. In Figure 4, the bit strings are represented by tables in those
each line comprises of 8 bits. Basically the most significant bit is the left most bit
in the first line and the least significant bit is the right most bit in the last line.

The PDCP SDUs are also bit strings that are byte aligned (they have the length of
a multiple of 8 bits). A PDCP PDU includes at least one PDCP SDU that starts
from the first bit.

• Control plane PDCP Data PDU: Figure 4 shows the format of PDCP Data
PDUs for SRBs in control plane. In the example, PDCP SN is 5 bits long.
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Figure 4: PDCP Data PDU format for SRBs [7].

Figure 5: PDCP Data PDU format for DRBs using a 12-bit SN [7].

• User plane PDCP Data PDU with long PDCP SN (12 bits): In Figure 5,
the format of PDCP Data PDU with the 12-bit sequence number length is
depicted. The format is used for DRBs mapped on AM RLC or UM RLC.
The same format with the 7-bit sequence number is used for DRBs mapped
on RLC UM (Figure 6).

Figure 6: PDCP Data PDU format for DRBs using 7-bit SN [7].

• PDCP Control PDU for interspersed ROHC feedback packet: In Figure 7, the
format of the PDCP Control PDU which carries an ROHC feedback packet is
depicted. The format is used for DRBs mapped on both AM RLC and UM
RLC.
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Figure 7: PDCP Control PDU format for interspersed ROHC feedback packet [7].

• PDCP Control PDU for PDCP status report: In Figure 8, the format of
PDCP Control PDU that carries one PDCP status report is depicted. The
format is applicable for DRBs mapped on RLC AM.

Figure 8: PDCP Control PDU format for PDCP status report [7].

The different fields in Figures 4 to 8, are: R field which is a sign for reserved
bit, Message Authentication Code for Integration (MAC-I) which carries a message
authentication code, Count which is maintained for ciphering and integrity purposes,
D/C that shows if the PDU is a Control PDU or a Data PDU, First Message PDCP
SN (FMS) that contains the PDCP SN of first missing PDCP SDU, Bitmap with
the information about the PDCP SDUs in need for retransmission, PDCP SN that
shows the sequence number for PDCP, and the Data field which has a variable length
and can contain uncompressed or compressed PDCP SDUs.

2.5.2 Control plane

In Figure 3 the protocol stack in the control plane is shown. The common protocols
between the control plane and the user plane have the same functionality except
that for the control plane protocols there is no header compression. In the access
stratum protocol stack and above the PDCP, there is the RRC protocol which is
considered as a “Layer 3” protocol. RRC sends signaling messages for establishing
and configuring the radio bearers of all lower layers in access stratum. A UE has
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two different Radio Resource Control (RRC) states that are RRC-IDLE and RRC-
CONNECTED. When a UE is in RRC-IDLE mode it decides about the cell that it is
camping on. The first decision is called cell selection and all the following decisions
are called cell reselection. From the paging channel the UE in RRC-IDLE mode
can receive the notification of incoming calls. System information parameters are
necessary for cell reselection. In the rest of this section RRC and its messages are
discussed.

Radio Resource Control (RRC)

Among the control messages that are exchanged between the E-UTRAN and the
UE, Radio Resource Control messages have the highest share. Compared to the
UTRAN, RRC in the E-UTRAN has fewer messages and less redundancies in the
messages, therefore it is simpler. Also UE states in E-UTRAN compared to the
UTRAN are simpler. The UE has only two states, RRC-CONNECTED and RRC-
IDLE. In the rest of this section the main responsibilities of the RRC protocol are
explained.

– System information broadcast. System information has the information of
both non-Access Stratum (NAS) and AS. System information elements will
be grouped together and create Master Information Block (MIB) and Sys-
tem Information Block (SIB). The information in the MIB is very important.
Therefore MIB is sent through BCH. SIBs are numbered from SIB1 to SIB11.
Each of them contains specific information. For instance SIB1 has the in-
formation related to access such as cell selection and scheduling information.
As the other example, SIB10 has the information about the Earthquake and
Tsunami Warning System (ETWS) primary alarm and SIB11 has information
for the ETWS secondary alarm.

– Paging. The prominent usage of paging is to page the UEs that are in RRC-
IDLE. Paging can also be used to notify UEs both in RRC-IDLE and RRC-
CONNECTED modes about system information changes or SIB10 and SIB11
transfers.

– Controlling cell selection and cell reselection. UE selects a cell and camps on
it based on the measurements it has done in IDLE mode and information of
the SIBs.

– Handling RRC connection between E-UTRAN and UE. There are three RRC
messages that are handling the connection between the E-UTRAN and the
UE. The connection set up can start by a request from the UE in NAS. There
are five different reasons defined for the request that are emergency, high prior-
ity access, mobility terminated access, mobile originating signaling and mobile
originating data. After the UE sends an RRC connection request message, it
receives the RRC connection setup message from the eNodeB. Then the UE
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sends an RRC connection setup complete message. If the RRC connection
setup procedure is successful, the UE moves from IDLE mode to the CON-
NECTED mode.

– Security. There are some security keys that are used in Access Stratum (AS),
to provide security both for user data and RRC control signaling. After com-
pletion of the security procedure, the EPC and UE share the same master key.
The eNodeB does not have the master key, but the necessary keys for the UE
and eNodeB communications that are derived from master key are delivered to
the eNodeB. The eNodeB keeps the keys as long as the UE is connected, but
will delete them when the UE moves to IDLE mode or performs a handover
to another eNodeB. Upon the handover and reestablishment, the keys will be
changed. Ciphering and integrity algorithms are also changed upon handover.

– Handling point to point radio bearers. The RRC connection reconfiguration
procedure is done using two messages: RRC connection reconfiguration and
RRC connection reconfiguration complete. The main goal of this procedure is
keeping and releasing radio bearers. RRC connection reconfiguration can only
release the data radio bearers and signaling radio bearers cannot be released
by this procedure.

– Controlling UE measurement reporting. In the RRC reconfiguration message
there is a parameter for configuring a measurement report. The first config-
uration measurement parameter is a measurement object based on which the
UE should perform a handover. As an example intra-frequency measurement
and inter-frequency measurement can be two different objects. Intra-frequency
measurement means performing a measurement on the same carrier frequen-
cies as the frequencies in the downlink of the serving cell while inter-frequency
measurement means performing measurement in the frequencies different from
the downlink frequencies of the serving cell.

The second parameter is reporting configuration which configures the reporting
criteria and the reporting format. Reporting criteria shows how the measure-
ment report should be triggered by the UE. There are two types of triggering;
either periodically or based on an event. Reporting format contains some num-
bers. For example, one of these numbers shows the number of cells that the
UE should do measurement towards them and include them in its measure-
ment report. Regarding criteria, there are different events which are addressed
here. Note that B1 and B2 are the events for inter-RAT measurement.

Event A1: serving cell becomes better comparing to the absolute threshold

Event A2: serving cell becomes worse comparing to the absolute threshold

Event A3: neighboring cell becomes better than the serving cell to the amount
of an offset

Event A4: neighboring cell becomes better than the absolute threshold
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Event A5: serving cell becomes worse than the absolute threshold 1 and neigh-
boring cell becomes better than absolute threshold 2

Event B1: neighboring cell becomes better that the absolute threshold

Event B2: serving cell becomes worse than the absolute threshold 1 and neigh-
boring cell becomes better than the absolute threshold 2.

– Handover. The handover is triggered by the eNodeB, based on the received
measurement reports from the UE. Handover is classified in different types
based on the origination and destination of the handover. The handover can
start and end in the E-UTRAN, it can start in the E-UTRAN and end in
another Radio Access Technology (RAT), or it can start from another RAT
and end in E-UTRAN. Handover types are categorized.

– intra-frequency intra-LTE handover

– inter-frequency intra-LTE handover

– inter-RAT towards LTE handover

– inter-RAT towards UTRAN handover

– inter-RAT towards GERAN handover

– inter-RAT towards cdma2000 system handover.

From the handover classes mentioned above we shortly explain intra-LTE han-
dover.

Intra-LTE handover

In intra-LTE handover, both the origination and destination eNBs are within
the LTE system. In this type of handover, the RRC connection reconfiguration
message acts as a handover command. The interface between eNodeBs is
an X2 interface. Upon handover, the source eNodeB sends an X2 handover
request message to the target eNodeB in order to make it ready for the coming
handover.
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3 Handover

3.1 Introduction

Mobility is an important feature in wireless networks. Increasing the speed of ve-
hicles on one side and the need to use Internet almost everywhere at any time
emphasizes on the necessity and the importance of mobility in wireless networks.
Mobility at high speed is a challenge, and LTE as long term evolution has promised
more than former technologies to overcome this challenge. To accomplish this pur-
pose, minimum possible delay and packet loss in voice transmission and reliability in
data transmission are desired. Therefore optimizing the handover procedure to get
the required performance is considered as one important issue in mobile networks.

As the UE moves it can face different propagation conditions and different interfer-
ence levels. It might happen that the cell which is serving the UE is not the best cell
anymore and the UE needs to be handed over to another cell. For this to happen,
while the UE is connecting to the serving cell, the UE needs to continuously monitor
neighboring cells. The cell that serves the UE is called the source cell or the serving
cell and the cell that the UE is handed over to is called the target cell. In LTE,
we can distinguish between two different mobility modes: mobility in IDLE mode
and mobility in CONNECTED mode. When the UE is in IDLE mode and changes
the cell, the process is called cell reselection, and while the UE is in CONNECTED
mode and changes cell, the process is called handover. The network controls the UE
transitions from IDLE mode to CONNECTED mode and vice versa.

The handover in LTE is hard handover, instead of soft handover in WCDMA net-
works, because the UE connection to the old (source) eNB breaks before the new
connection to the new (target) eNB is established; there will be therefore a handover
interruption time in the user plane. As data loss should be avoided in handovers,
data forwarding is developed for LTE networks. As mentioned earlier, there is no
soft handover in LTE, as well as any centralized controller node. Therefore the
responsibility of handling data in handover is assigned to the eNB. In more de-
tail, data buffering and protection during handover due to user mobility in the
E-UTRAN is assigned to the PDCP layer in the eNB, which is a sub layer of the
data link layer. Handover is one of the procedures followed by the UE to provide
seamless mobility. The handover is beneficial for the end-user although it increases
the complexity of the network and the UE. Radio interface resource consumption
and network topology can be considered as network complexity. Without handover
the end-user cannot experience seamless mobility and may lose connectivity while
leaving a cell and entering another cell. The objective in networks like LTE is pro-
viding seamless mobility for the user, and at the same time keeping the network
management simple.

In this chapter after looking closely into the handover procedure, the necessary defi-
nitions related to handover are brought out to provide an overview about handover.
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After this data forwarding as one of the steps in the handover procedure with the
possibility of handover performance improvement is discussed and finally the former
works in this area are investigated to provide a good background about the topic as
well as revealing the promising areas for performing research in the future.

3.2 Handover procedure

EPC is not involved in Handover (HO) procedure and all the necessary messages
are directly exchanged between the eNBs. The handover procedure is illustrated in
Figure 9 and is considered in the following.

1. Based on the area restriction information, the source eNB configures the UE
measurement procedure.

2. MEASUREMENT REPORT is sent by the UE after it is triggered based on
some rules.

3. The decision for handover is taken by the source eNB based on MEASURE-
MENT REPORT and RRM information.

4. HANDOVER REQUEST message is sent to the target eNB by the source eNB
containing all the necessary information to prepare the HO at the target side.

5. The target eNB may perform an Admission Control dependent on the received
E-RAB QoS information. Performing admission control is to increase the like-
lihood of a successful HO, in that the target eNB decides if the resources can be
granted or not. In case the resources can be granted, the target eNB configures
the required resources according to the received E-RAB QoS information then
reserves a Cell Radio Network Temporary Identifier (C-RNTI) and a RACH
preamble for the UE.

6. The target eNB prepares HO and then sends the HANDOVER REQUEST
ACKNOWLEDGE to the source eNB. There is a transparent container in the
HANDOVER REQUEST ACKNOWLEDGE message which is aimed to be
sent to the UE as an RRC message for performing the handover. The con-
tainer includes a new C-RNTI, target eNB security algorithm identifiers for
the selected security algorithms, may include a dedicated RACH preamble,
and possibly some other parameters like RNL/TNL information for the for-
warding tunnels. If there is a need for data forwarding, the source eNB can
start forwarding the data to the target eNB as soon as it sends the handover
command towards the UE.

Steps 7 to 16 are designed to avoid data loss during HO:

7. To perform the handover the target eNB generates the RRC message, i.e
RRCConnectionReconfiguration message including the mobilityControlInfor-
mation. This message is sent towards the UE by the source eNB.
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Figure 9: Handover Procedure [8].

8. The SN STATUS TRANSFER message is sent by the source eNB to the target
eNB. In that message, the information about uplink PDCP SN receiver status
and the downlink PDCP SN transmitter status of E-RABs are provided. The
PDCP SN of the first missing UL SDU is included in the uplink PDCP SN
receiver status. The next PDCP SN that the target eNB shall assign to the
new SDUs is indicated by the downlink PDCP SN transmitter status.

9. After reception of the RRCConnectionReconfiguration message including the
mobilityControlInformation by the UE, the UE tries to perform synchroniza-
tion to the target eNB and to access the target cell via RACH. If a dedicated
RACH preamble was assigned for the UE, it can use a contention-free pro-
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cedure, otherwise it shall use a contention-based procedure. In the sense of
security, the target eNB specific keys are derived by the UE and the selected
security algorithms are configured to be used in the target cell.

10. The target eNB responds based on timing advance and uplink allocation.

11. After the UE is successfully accessed to the target cell, it sends the RRC-
ConnectionReconfigurationComplete message for handover confirmation, The
C-RNTI sent in the RRCConnectionReconfigurationComplete message is ver-
ified by the target eNB and afterwards the target eNB can now begin sending
data to the UE.

12. A PATH SWITCH message is sent to MME by the target eNB to inform that
the UE has changed cell.

13. UPDATE USER PLANE REQUEST message is sent by the MME to the
Serving Gateway.

14. The Serving Gateway switches the downlink data path to the target eNB and
sends one or more “end marker” packets on the old path to the source eNB to
indicate no more packets will be transmitted on this path. Then U-plane/TNL
resources towards the source eNB can be released.

15. An UPDATE USER PLANE RESPONSE message is sent to the MME by the
Serving Gateway.

16. The MME sends the PATH SWITCH ACKNOWLEDGE message to confirm
the PATH SWITCH message.

17. The target eNB sends UE CONTEXT RELEASE to the source eNB to inform
the success of handover to it. The target eNB sends this message to the source
eNB after the PATH SWITCH ACKNOWLEDGE is received by the target
eNB from the MME.

18. After the source eNB receives the UE CONTEXT RELEASE message, it can
release the radio and C-plane related resources. If there is ongoing data for-
warding it can continue [8].

3.3 Handover-related definitions

In the former section, the handover procedure was covered. In this section, we
describe some of the definitions such as seamless handover, lossless handover, control
plane and user plane handover handling and handover delay.
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3.3.1 Seamless Handover

Seamless handover is the main concern in all systems having mobility. The objective
of seamless handover is to provide a given QoS during the process of migration from
one domain to another and also to hide any difference between the normal services
offered within a domain and during a migration from the user. In LTE Seamless
handover is applicable for all the radio bearers carrying control plane data, and user
plane data mapped on RLC-UM. These two types of data are tolerant for losses but
less tolerant for delay, therefore seamless handover should minimize the complexity
and delay although some SDUs might be lost.

In the seamless handover, PDCP entities are reset, and because there is no security
reason to keep COUNTS values, due to using of new keys, after handover, COUNT
values are set to zero. On the UE side, all the PDCP SDUs that have not been
transmitted yet will be sent to the target cell after handover. In the eNodeB,
PDCP SDUs for those transmissions have not been started can be forwarded via
X2 towards the target eNB. Unacknowledged PDCP SDUs will be lost. Therefore
handover complexity is minimized.

3.3.2 Lossless Handover

Lossless handover means that no data should be lost during handover. This is
achieved by performing retransmission of PDCP PDUs for which reception has not
been acknowledged by the UE before the UE detaches from the source cell to make a
handover. In lossless handover, in-sequence delivery during handover can be ensured
by using PDCP Data PDUs sequence numbers. Lossless handover can be very
suitable for delay-tolerant services like file downloads that the loss of PDCP SDUs
can enormously decrease the data rate because of TCP reaction. Lossless handover
is applied for radio bearers that are mapped on RLC-AM. In lossless handover, on
the UE side the header compression is reset because its context is not forwarded
from the source eNB to the target eNB, but the PDCP SDUs’ sequence numbers
and the COUNT values are not reset. In the following we consider an example to
clarify lossless handovers both in uplink and downlink transmissions.

For having a lossless handover in uplink the UE will retransmit all the PDCP SDUs
that are in the PDCP retransmission buffer. In the example demonstrated in Figure
10, the PDCP PDUs with a sequence number from 1 to 5 are transmitted to the
eNB but the PDCP PDUs with sequence numbers 3 and 5 do not reach the desti-
nation. After the handover, the UE transmits all the packets that have not been
acknowledged before handover. Since in the example above the only packets that
are acknowledged are packets 1 and 2, packets 3, 4, and 5 will be retransmitted.
For having in-sequence delivery in uplink, the source eNB will send the packets that
have come in a correct order to the gateway and forwards the ones that are not
in-order to the target eNB after decompression. Then the target eNB can reorder
these packets and the retransmitted packets based on the PDCP SN and afterwards
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Figure 10: Lossless handover in uplink [5].

can pass them to the GW. Figure 11, shows lossless handover in downlink.

3.3.3 The UE in handover

The UE is expecting to receive downlink packets in an ascending order and if the
UE finds a gap in packet reception, it will conclude that some packets have been
lost. In this case, the UE delivers the other in-sequence packets to the higher layer
and does not delay sending already received packets for potential retransmission.
As was mentioned earlier, the handover changes the serving cell of a UE in RRC-
CONNECTED, and it is different from cell reselection in that the UE is in RRC-
IDLE mode. It was also mentioned that handover in LTE is NW controlled handover
which is assisted by the UE and the E-UTRAN commands the UE to start, modify
or stop the measurements. The assistance of the UE in the handover procedure is
in measurement. The measurement can be distinguished in two different categories
when making handover in LTE networks:

– Intra-frequency E-UTRAN measurements

– Inter-frequency E-UTRAN measurements.

After the measurement is done, it should be reported to the eNB. For the reporting
three different criteria can be used:
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Figure 11: Lossless handover in downlink [5].

– event triggered reporting

– periodic reporting

– event triggered periodic reporting.

The UE uses RACH to access the target cell. If within a certain time the RACH
procedure is not successful, radio link failure recovery using the best cell will be
initiated by the UE.

3.3.4 Control plane handling in handover

The EPC is not involved in handover procedure and all the messages are transferred
between eNBs. Even releasing the resources in the source side during the handover
completion time is triggered by the eNB. When relays are deployed in the network,
their DeNB are responsible for sending the relay information to the MME in case
of S1-based handover and to the target eNB in case of X2-based handovers. Using
the X2 and S1 proxy functionality, the DeNB is explicitly aware of the UEs that are
connected to the RN.
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3.3.5 User plane handling in handover

In the HO preparation phase, U-plane tunnels are established between the source
and the target eNBs. For each E-UTRAN Radio Access Bearer (E-RAB), one tunnel
is established for uplink data forwarding and one tunnel for downlink data forward-
ing. If there are relays deployed, the tunnels between the RN and the target eNB
are established via the DeNB. In the handover execution phase, the user data is
forwarded from the source eNB to the target eNB. Forwarding continues until all
the packets that have not been acknowledged by the UE, transfer to the target eNB
to be retransmitted to the UE. In the HO completion phase, the PATH SWITCH
message is sent to the MME to inform that the UE has accessed the target eNB,
then the MME sends a USER PLANE UPDATE REQUEST message to the Serving
Gateway and the serving Gateway changes the U-plane path from the source eNB
to the target eNB. Before the path switch still some packets will be sent to source
eNB that should be forwarded to the target eNB.

• For RLC-AM bearers, in-sequence delivery and avoiding duplication can be
obtained by allocating continuous PDCP SNs. The source eNB will send the
last allocated PDCP SN to the target eNB and the target eNB continues allo-
cating PDCP SN to the packets that have come whether from the source eNB
or the serving gateway and do not have a PDCP SN. To detect duplication, a
window-based mechanism is needed both in the UE and the target eNB. The
target eNB re-transmits and prioritizes all downlink PDCP SDUs forwarded
by the source eNB that means the data with PDCP SNs from X2 should be
sent by the target eNB before data from S1. PDCP SDUs of which the re-
ception was acknowledged through PDCP SN based reporting by the UE are
not retransmitted. All uplink PDCP SDUs starting from the first PDCP SDU
following the last consecutively confirmed PDCP SDU, i.e. the oldest PDCP
SDU that has not been acknowledged at RLC in the source, are retransmitted
in the target eNB by the UE, except for the PDCP SDUs of which the recep-
tion was acknowledged through PDCP SN based reporting by the target. The
security synchronization is obtained by using Hyper Frame Number (HFN),
which is provided by the source eNB to the target eNB.

• For RLC-UM bearers unlike for RLC-AM, the PDCP SN and HFN are not
continued, instead they are reset in the target eNB and there is no PDCP SDU
retransmission in the target eNB. Forwarded PDCP SDUs from the source
eNB are prioritized in the target eNB, meaning that the data received with
PDCP SNs from X2 should be sent before sending data received from S1.
Upon changing the path (path switch), one or more end marker packets should
be sent towards the old path to indicate that no new data packets will be
transmitted through the old path. These end markers can also show the end
of data forwarded packets in the target eNB, as they will be sent after all the
data packets through the forwarding tunnel. The target eNB receiving these
end markers know that all the packets from the forwarded path are received
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and after sending them to the UE, can start sending the other packets that
have come through a new S1 path.

3.3.6 Handover delay

When the UE drives around the corner in an urban area there might be a high
probability that the signal level from the source cell degrades fast while the signal
level from the target cell improves slowly. In this case, for maintaining the service, a
fast handover is inevitable. The UE should receive the handover command before the
signal from the source eNB degrades too much. Therefore minimizing the network
delay in response to the measurement report done by the UE is crucially necessary
for providing a reliable handover. In Figure 12 all necessary timings for handover
are shown.

Figure 12: Handover Timing [6].

3.4 Data forwarding

Data forwarding is one of the steps in the handover procedure that can be configured
in a network to ensure a lossless handover. If data forwarding is configured, during
handover, the source eNB forwards all the downlink PDCP SDUS, which have not
been acknowledged by the UE to the target eNB. Before the path switch, some new
packets may also arrive in the old S1 path that should also be forwarded to the
target eNB. The target eNB will then start transmitting these packets to the UE
without waiting to receive all the packets. The forwarding is done at the PDCP
level. At the RLC level, all the remaining downlink RLC PDUs will be discarded
without being forwarded to the target eNB.
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Although forwarding is possible both on RLC-AM and RLC-UM bearers, only the
PDCP RLC-AM bearers can support SN continuity on the PDCP level. For the
PDCP RLC-UM bearers, the sequence numbers are reset, and the data on the
lower layer is discarded at the re-establishment procedure. The “in-order delivery
and duplicate elimination” function at the UE PDCP layer promises in-sequence
delivery of downlink PDCP SDUs in the downlink and the “in-order delivery and
duplicate elimination” function at the target eNB PDCP layer promises in-sequence
delivery of uplink PDCP SDUs in the uplink.

The PDCP Status Report has an important role in data forwarding, having the
information about the PDCP SDUs that have already been correctly received to
avoid retransmission. It also has the request of retransmission for the PDCP SDUs
that have not been received correctly, besides the PDCP SDUs that have been
received correctly with a failed header decompression. The PDCP status report
contains bitmap and First Missing Sequence (FMS). Bitmap shows which PDCP
SDUs need to be retransmitted and FMS is used as a reference that shows the
sequence number of the first missing PDCP SDU. The use of bitmap and FMS
assures in-sequence delivery of PDCP SDUs.

3.5 The main criteria for designing handovers

The handover in LTE is initiated by the network and assisted by the UE. For the
handover, RSRP and RSRQ measurements are made in the UE and they are sent to
the eNB regularly. There are also some predefined handover conditions or threshold
definitions in the network for triggering the handover procedure as well as some goals
regarding handover design and optimization such as decreasing the total number of
handovers in the whole system by predicting the handover, decreasing the number
of ping pong handovers, and having fast and seamless handover. To reach these
goals and to response to the drivers like competition and end-user demands, further
improvements in the terms of latency, user data rate, system capacity and cost
should be considered. In the following the main criteria for designing handovers are
discussed.

– Minimizing the number of handover failures: Minimizing the number of han-
dover failures is necessary for avoiding call termination during handover time
and letting the UE be connected and continue conversation or down/upload
data during and after handover.

– Minimizing the number of unnecessary handovers: Minimizing the number
of unnecessary handovers is to guarantee the communication quality and to
avoid suffering from the large number of the handovers that increases the
signaling load in the network. Minimizing the number of handovers also avoids
increasing the risk of call drops related to interruption in handover.

– Minimizing handover delay: Due to the fact that handover in LTE is a hard
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handover and interruption might be noticed by the user; a fast handover is
needed not to let the user experience service degradation or interruption.

– Maximizing the amount of time that the UE is connected to the best cell: Han-
dover is performed to have the UE connected to the best cell. Achieving this
goal will be easier if the handover is designed in a way that prolongs the
amount of time that the UE is connected to the best cell.

– Minimizing the impact of handover on system and service performance: Min-
imizing the impact of handover on system and service performance can be
obtained by optimizing the handover procedure. Some of the goals mentioned
above are in contradiction to each other. For example, maximizing the amount
of time that the UE is connected to the best cell increases the number of han-
dovers. Therefore making a tradeoff between these goals to approach the re-
quired ultimate goal will be necessary. As is brought out in the following, the
handover has different parameters. Setting these parameters to the optimal
values provides handovers with desirable performance. The decision to trigger
a handover is also very important. In LTE the triggering is usually based on
RSRP and RSRQ measurement and some other parameters to improve the
performance. In the following the most important ones are addressed.

– Handover initiation threshold level: If handover initiation threshold level de-
creases, the handover will be triggered faster and if it increases the probability
of having late handover will increase.

– Hysteresis margin is for avoiding ping pong handovers, and it is defined
as a margin that link quality of target cell should be greater than the link
quality of source cell plus this margin.

– Time to Trigger(TTT) is the amount of time that triggering requirements
should be fulfilled during this time, then handover can be initiated.

– Shape and the length of averaging window should be selected carefully in
the handover decision for minimizing the effect of the channel variation
due to fading.

3.6 Former research

After having an overview of the handover, the following section covers the former
studies regarding to improving handover performance and data forwarding.

In [9], a simulation study for some handover algorithms for enhancing the perfor-
mance of the LTE systems is presented. It is concluded that the handover in the
LTE system is complicated and imperfect, and doing research to optimize handover
algorithms in the LTE system is a necessity. In LTE and LTE-A systems the han-
dover is hard handover with its shortcomings like high handover outage probability
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and large delay. Using semi soft-handover instead of hard handover is proposed for
enhancing handover performance.

In contrast to [9], an overview of the LTE intra-access handover procedure and
evaluation of its performance based on the user perceived performance aspects is
discussed in [10]. The necessity of packet forwarding from a TCP throughput point
of view and the problem of out of order packet delivery during handover are ana-
lyzed with a simple proposal. Finally, the impact of HARQ/ARQ state discard at
handover on the radio efficiency is investigated. It is shown that due to a relocation
based handover scheme (hard handover), the user perceived performance will not
degrade. Restarting user plane protocols like RLC/MAC at the target cell is not
making any radio inefficiency, however for achieving high TCP throughput perfor-
mance, it is crucially important to employ packet forwarding and ensure the correct
delivery of the packets. Also [11] investigates the performance of the handover pro-
cedure within LTE in terms of the delay of the whole HO procedure and HO failure
rate. The results indicate that the handover procedure of LTE satisfies the goal of
high performance mobility.

Computational complexity and Handover delay are two important factors to be
optimized. Limited availability of line of sight (LOS) signals is one of the core
reasons for call drop during handover in urban areas. Handover initiation in LTE is
either based on RSRP or RSRQ, while the UE is measuring RSRP of the neighboring
cell which is considered to be a candidate. If the RSRP of one of these candidates
becomes better (larger) than in the serving cell, then the handover will be triggered.
If handover decision cannot be obtained using RSRP, RSRQ will be used instead.

The impact of velocity, direction of movement, and propagation environment on
handover performance of user equipment is analyzed by proposing a general model in
[12]. Conventionally, handover is triggered using an instantaneous RSRP and RSRQ
based procedure or a fixed averaging window. In the proposed method, an adaptive
time window is given to provide additional flexibility for the handover procedure with
the objective of decreasing call drop rate which (from user perspective) can be even
more annoying than call blocking. In the proposed method in [12], instead of using
conventional measures like RSRP and RSRQ, an average over the received signal
has been made with the time window W which is self adaptive and a function of
the UE velocity and the difference between the power received from the neighboring
cell and serving cell rather than conventional measurements of RSRP and RSRQ,
where the averaging window is fixed.

In [13], handover prediction is always considered as a method to increase the han-
dover performance, although it is stated that the variety of proposals in this area
increase system complexity, thus having less gains comparing to their cost. In [13],
a prediction method is proposed, where a user mobility database for assisting the
mobility prediction based on the user mobility history records is developed. The
prediction of mobility and forecasting the future location of the UE for performing
fast and seamless handover is considered as a matter of interest. The authors believe
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that the whole movement of the UE is not random. Especially in a cellular network,
the information about UE movements can be used to optimize the handover algo-
rithm. In the same area and in [14], a simple handover prediction based on acts
of users of mobile history is proposed with the usage of user mobility database and
simple mobility pattern matching. An approach for updating the database is also
proposed, to ensure that is tracking the user mobility actions. Some methods for
handover prediction are also proposed in [14], where a mobility management tech-
nique using handover prediction based on cross-layer architecture is discussed. The
proposed prediction technique uses simple moving average and simple mobility pat-
tern matching to decrease the total number of handovers in addition to the number
of ping pong handovers.

In [15], a simulation analysis of handover performance in an LTE macro deployment
with considering the impact and interdependency of handover parameters such as
offset, TTT, filter coefficient K with different UE speeds and with the objective of
reducing the handover failure rate by selecting the best combination is performed.
It is concluded that different parameter combinations give the same HO failure rate
assuming approximately the same mean time between handovers (MTBH). Using
some methods that improve the reliability of control signaling can help to reduce
handover failures.

A good setting for Time To Trigger (TTT) can mitigate ping pong handover [16].
Selecting too large values for TTT may cause undesirable radio link failure due to
delay. Therefore optimal values for TTT that minimize the amount of ping pong
handovers rate within allowable RLF rate can be found in [16]. Two methods,
adaptive and grouping, are proposed and investigated to select the value of TTT. In
the first method, the TTT is adaptively selected for each UE speed based on RLF
rate of 2% while in the latter method the UE speed is classified into three different
categories and the proper TTT is assigned based on what category the UE speed
belongs to. The adaptive method significantly improves performance compared to
the case when a fixed TTT value is applied.

A received signal strength based hard handover algorithm and its impact on the
system performance, in terms of number of handovers, time between two consecutive
handovers and the uplink SINR is investigated in [17].

In [18], link drops are proposed as another performance metric for the handover
algorithm while the common metrics for handover performance evaluation are han-
dover initiation delay and handover rate. The whole objective is again to provide the
optimum combinations of handover parameters like hysteresis margin and thresh-
old settings to improve performance metrics. The proposed metric (link drops) is
found to be useful especially in finding the optimum operating point to minimize
the outage in handover initiation.

A simple load balancing algorithm based on automatic adjustment of handover
thresholds is proposed in [19] with the objective of reducing the call blocking rate
and increasing cell-edge throughput in LTE networks.
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Buffering the arriving packets in the network that may result in a sudden peak in
utilization and buffer overflow is considered in [20]. The subsequent bursty packet
losses will cause TCP connections to significantly degrade the throughput. Regard-
ing this an analytical model for buffer overflows probability calculation, when the
congestion window increase function and network parameters are given, is derived.
An analytical method for calculating buffer overflow probabilities during mobile
handovers is developed and this method can be used for any congestion control
algorithm for which the elementary window increase function is known.

In [21], the femtoCell architecture of LTE is investigated and different handover sce-
narios are considered. [21] proposes two mobility management schemes at the Radio
Network Layer (RNL) and for them complexity, signaling cost, standard impact and
application scenarios are discussed.

In [22] and [23], the relation of handover and QoS is discussed. The first one deals
with seamless HO and maintaining the quality of service (QoS) criteria with a fast
HO decision algorithm. This fast HO decision algorithm is proposed for coping
with the corner effect which is due to the loss of line of sight (LOS). The second
one introduces an OFDMA handover algorithm which is known as the sub-carriers
bidirectional arrayed handover algorithm (SBA). It is concluded in [23] that the SBA
helps the users to maintain the best channel SIR and QoS, thus improving OFDMA
system performance.

The usage of the X2 interface in forwarding the downlink user data between the
involved eNBs is discussed in [24] and the impact of the forwarding on the user con-
nections is investigated. In [25], the performance of TCP during LTE handover is
discussed with a close look towards mobile users with high bit rates considering TCP
services and the impacts of the intra LTE handover over their perceived through-
put. Handover may cause a sudden degradation for the communication quality if the
process is not correctly controlled. To decrease the effect of this degradation, three
solutions are proposed in [25] which are categorized as fast path switch, handover
prediction, and active queue management. The two first solutions are proposed
for decreasing the delay and the third solution is active queue management which
is designed for transport network. At the end it is shown that handover predic-
tion together with active queue management can increase the performance of TCP
significantly.

Data forwarding from the source eNB to the target eNB has also been considered
in [25]. Data forwarding may cause an increase of delay in the packet delivery,
especially when the network is congested. Delay may cause a retransmission timeout
expiration of TCP and dropping of the congestion window. The TCP throughput
of mobile equipment degrades significantly during the handover and that is due to
forwarding of the packets from the source eNB to the target eNB. The forwarding
avoidance algorithm consists of a fast path switch and prediction of handover. It
is concluded that the prediction of handover is a very promising solution to avoid
forwarding. The data forwarding approach that buffers user data (packets) when
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Mobile Node (MN) makes a handover is investigated in [26]. Although this method
promises seamless mobility, meaning no user data loss and short disruption of mobile
node communications, when a large number of MNs make handovers simultaneously
the required amount of buffer substantially increases. In [26] with the objective of
the reducing buffered user data in BS while data forwarding, the relation between
the amounts of buffered user data, the propagation delays of signaling messages
and the user data are considered. Some modifications are proposed to decrease the
amount of buffered user data. Simulation results show using the changes in handover
procedure can reduce the amount of buffered user data to one-tenth of the amount
usually required.

Seamless mobility in the networks that are using proxy mobile IPv6 is studied in
[27]. In handover time the data is forwarded from the source Mobile Access Gateway
(MAG) to the destination (MAG) and buffered there until a Mobile Terminal (MT)
attaches to the new MAG. The algorithm proposed in [27] is to reduce the amount
of buffered user data. The proposed scheme is based on discarding the forwarded
user data in the case where the user data has large jitter, and discarding has no
substantial impact on the quality of the application. In [28], three different data
forwarding schemes for the networks that supports proxy mobile IPv6, are proposed
to reduce the packet losses and the delay during handover.

A scheme with bicast and forwarding for handover (HO) between different base
stations (BSs) is proposed to compensate for IP packet loss. The objective of the
study is reducing the control delay for handover by transferring the IP packets both
to the old and new BS before HO, i.e. cell change [29]. The proposed scheme also
includes forwarding the IP packets from the source eNB to target eNB to provide
lossless handover but only if they have been buffered before the start of bicast.

In [30] it is stated that by transmitting status information and forwarding buffered
data in the interworking module, it is possible to recover frame loss occurring in
handover quickly. The simulation models indicate a better performance because of
quick data recovery due forwarding without loss of buffered data in case of handover.

The amount of bandwidth needed for X2 is discussed in [31]. ENBs are connected
through X2 and in the time of handover, the data is forwarded via X2 from the
source eNB to the target eNB. When only one user is making the handover, the
bandwidth requirements for X2 for both control-plane traffic and user-plane traffic
might not be so high, but when a group of users are crossing the cell borders and
making handovers simultaneously, then the amount of required bandwidth might be
high. However, when comparing with S1, the bandwidth requirement of S1 is much
higher than X2.
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4 Relays

4.1 Introduction

Deploying relays can overcome coverage limitations, especially at the cell-edge. Re-
lays are mainly placed in coverage holes or cell-edges and can work as amplify and
forward (AF) relays or as decode and forward (DF) relays [32]. Relays have the
ability to increase absolute coverage as well as service coverage although they can-
not increase the capacity since all the traffic should, nevertheless, pass through a
macro. The connection of the relay to the macro is via a wireless backhaul, and
on the other side, the macro connects the relay to the core network. In addition
to the performance improvements the relays bring to the network, they can provide
challenges in different areas.

In this chapter, the main functionality of relays is discussed first. After that different
relay classifications are explained and finally relay system architecture is considered.

4.2 The main functionality of relays

In general, coverage as the basic requirement of any wireless network has been always
the matter of interest for network operators. Extending the coverage, taking care of
coverage holes, increasing the coverage of services, and providing high data rates in
a larger portion of absolute coverage are the issues with high importance. Therefore
providing solutions like deploying relays in LTE networks can facilitate the extension
of coverage in new areas by improving the cell edge throughput. The relays are plug
and play nodes with wireless backhaul, and installing and using them in the network
should be much easier than regular eNBs. Thus using relays is cheaper comparing to
eNBs which can be the dominant factor for their deployment. The ease of deploying
relays makes them as an efficient temporary network deployment solution. The
whole picture of the RN is shown in Figure 13. In this figure, the Uu interface is
the access link and the Un interface is the backhaul link.

Figure 13: Relay served by a DeNB.
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There has always been a great deal of concern about cell edges. The users who are
located at cell edges cannot enjoy a good SINR and therefore cannot get high data
rates. In order to provide high data rates for the users that are far away, eNBs
should use a lot of power. However, using relays as intermediate nodes can help the
operators to extend the coverage area of high data rates. Relays in their very basic
form can amplify and forward the signal towards the user. In this case the received
signal by the user will be more powerful. Also amplifying the signal for the users
in the cell edge increases the cell edge throughput. Finally, relays can improve the
functionality of group mobility. In group mobility, all the users that are served by
a specific relay can be handed over to another node in the network. It should be
noted that group mobility is not supported in Rel–10.

4.3 Relay classification

Relays can be categorized into different categories based on their radio perspec-
tive, frequency band usage, transparency, radio resource management strategy, and
multiplexing scheme which are covered in the following.

4.3.1 Categorizing relays from radio perspective

From radio perspective relays can be divided into two main categories: layer 2
and layer 3 relays. The protocol stack of layer 2 relays in the second layer only
comprises the MAC sub layer while the protocol stack of layer 3 relays in the second
layer includes the MAC, RLC and PDCP sub layers. Both layer 2 and layer 3 relays
can suppress the noise and the interference and they can also regenerate the signal.
Although, on the down side, increased delay, resource splitting and heavy standard
impact can be considered as their disadvantages. Comparing these two types of
relays, layer 3 relays have less standard impact and better backward compatibility.
There is also another type of relay which is called a layer 1 relay. Layer 1 relays are
conventional repeaters.

4.3.2 Inband and outband relays

Considering the relay node spectrum usage, relay is categorized into two classes
of inband and outband relays. In inband relaying, the backhaul link (Donor eNB-
Relay link) and access link (Relay-eNB link) use (share) the same frequency band,
while in outband relaying the operation of Relay-UE link and Donor-Relay links
are in different carrier frequencies. Inband relays are more interesting for operators
because the operators are not necessarily willing to reserve extra carriers for relays
due to the high costs and bandwidth limitations.
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4.3.3 Transparent and nontransparent relays

The third classification of relays is regarding to the UE’s awareness about the ex-
istance of relays. There are two classifications of transparent and nontransparent
relays. In transparent relaying, the UE is not aware of the existence of the relay if it
is communicating with the network via a relay, but in nontransparent relaying the
UE knows that it is connected to the relay when communicates with the network
via the relay.

4.3.4 Relay classification based on strategy

The forth classification concerns relay strategy to be the part of the Donor cell or
to have control over its own cell. If the relay is part of the Donor Cell the relay
will not have a cell identity for its own while it might have a relay ID. In this case
part of the radio resource management (RRM) is controlled by the Donor eNB and
the rest is controlled by the relay. Smart repeaters, decode and forward relays, and
different type of L2 relays can be examples that use this strategy.

In the other strategy the relay controls its own cell or cells. In this scenario, in a
unique cell an identity will be provided for each cell, the same RRM mechanism
as the eNB will be applicable for relays, and the UE will not see any difference in
connecting to the relay or the eNB. For instance L3, relays make use of this strategy.

4.3.5 Type 1 and type 2

Type 1 relay controls its own cells, and the cells have their own physical cell ID.
Type 1 relay node transmits its own synchronization channels and reference symbol.
In single-cell operation the UE receives scheduling information and HARQ feedback
directly from the relay node and sends its control channels to the relay node. There
are also type 1a and type 1b relays. These two relay types have the same charac-
teristics as relay Type 1. The only difference between these two relays is that relay
Type 1a is the operating outband while relay Type 1b is the operating inband with
sufficient antenna isolation.

The type 2 relay does not have a separate cell ID, therefore this type of relay will
not create new cells. The type 2 relay has the possibility of transmitting PDSCH.

4.3.6 Relay separation by Un /Uu transmission

Relays can be separated based on the ability for simultaneous transmission support
in Un and Uu. If the relay is outband or there is sufficient isolation between access
and backhaul antennas, there can be simultaneous transmission in Un and Uu links.
But in case of inband relays without sufficient isolation between access and backhaul
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antennas, using time multiplex between access and backhaul provides separation
between Un and Uu transmission. This is necessary to avoid interference issues.

4.4 Relay system architecture

In the LTE network deploying relays, from a protocol termination perspective, the
relay as an intermediate node terminates all the radio protocol layers towards the
UEs. The relay also terminates the S1 and X2 protocols towards the rest of the
network.

In the adopted architecture for Rel-10 LTE relays, S1 and X2 proxy functionality is
provided by the DeNB. The RN is considered as new cell under DeNB and identifies
the DeNB as the MME in the S1 protocol and as the eNB in the X2 protocol. The
DeNB acts as a serving PDN-GW for the relays that creates a session for them and
manages EPS bearers for the relays.

4.4.1 Relay-eNodeB link for inband relay

In the LTE network deploying relays, the backhaul link is called the Un link and
the access link is called the Uu link. In inband relaying, the transmission in these
two links cannot happen simultaneously, therefore the resources to be used in these
two links are separated in the time-frequency space which is known as resource
partitioning. In this structure in the downlink the eNB-RN and RN-UE links are
using time division multiplexing in a single carrier frequency that means only one
of the links can be active at a time. In the uplink RN-eNB and UE-RN, it is the
same and only one of the links can be active at a time.

In inband relaying self-interference is an important issue where the relay transmitter
causes interference to its own receiver, and therefore simultaneous eNB-RN and RN-
UE transmissions on the same frequency resource both in uplink and downlink are
not possible unless there exists a sufficient isolation of transmitting and receiving
signals. One solution to overcome this interference problem is to make time gaps so
that the UE does not expect any transmission from the relay at the time the relay is
receiving from the Donor eNB. The gaps where the UE should not expect any relay
transmission are made by MBSFN subframes configuration. In MBSFN subframes
the UE does not expect downlink transmission from the relay. Uplink subframes
follow downlink subframes.

In inband relaying the backhaul link can use FDD or TDD multiplexing. In FDD
multiplexing, the eNB-RN transmissions in the uplink and downlink are done at
different frequencies which are dedicated for uplink and downlink transmissions. In
TDD multiplexing, the eNB-RN transmissions in the uplink and downlink are done
in different subframes.
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4.4.2 Relay-eNB link for outband relay

If the access and the backhaul links have enough frequency isolation for example
with the help of antenna separation, then there is a possibility of simultaneous
transmission and there will be no interference issue happening due to simultaneous
transmissions. In this scenario there is no need for time division multiplexing.

4.5 Former research

A large amount of research has been done on relays to find solutions for the chal-
lenges. Some of the most recent studies on relays are covered in the following as
examples:

In [33], a system-level simulation has been performed to evaluate the performance
of Type 1 relay with realistic model for backhaul link and the consideration on the
limitations to access link scheduling. Further work has been done by studying the
backhaul link as a limiting factor in relay deployment as well as a comparison of
the relays with pico nodes and traditional homogenous macro cells [34]. A relation
between RN transmission power, a ratio between the number of Base Stations (BSs)
and RNs, and the performance of the system is given in [35]. Indoor coverage
extension by using Amplify and Forward (AF) or Decode and Forward (DF) relays
is studied in [36]. RRM strategies for Type-1 relay nodes are investigated in [37]
considering the backhaul link as the bottleneck. In [38], the advanced adaptive
resource sharing strategy for efficient resource utilization among relays in a cell is
studied. Finally some of the handover challenges in LTE networks deploying relays
are covered with possible solutions in [39] [40] [41] [42].
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5 Problem formulation

5.1 Introduction and problem definition

The handover procedure is discussed in Chapter 3. As it is depicted in Figure 9 one
part of the handover procedure is data forwarding. By data forwarding we mean
sending the data from the source to the target at handover time in order to avoid
losing any data or transmitting data twice. In Chapter 3, the former research on data
forwarding and the amount of gain that data forwarding can provide are discussed
in LTE networks. In the same chapter, the research on handover procedure in LTE
networks containing relays is introduced. The research can be mostly concluded as
the changes in handover procedure to provide a more reliable handover. In LTE
networks with relay deployment, research in different areas has been conducted
as is shown in Chapters 3 and 4; however no research is reported regarding data
forwarding in LTE networks containing relays.

Relays as new nodes in the network bring their own challenges. After proposing the
idea of using relays in the LTE networks, a huge amount of research has been done in
different areas related to the relays to verify their effects in the network, proposing
solutions for the challenges and finding out the performance of the proposals. As the
mobility has been always a challenge in the networks, after proposing relays in LTE,
mobility should be studied carefully. One of the mobility challenges that deploying
relays in LTE networks introduces is in data forwarding scheme in the handover
execution time. The problem occurs when the UE which is served by a relay makes
a handover. To have a lossless handover, in handover time the data which is in relay
should be transferred to the target and from the target to the UE.

In normal downlink data transmission in a relaying scenario, data is sent from the
Donor eNodeB to the RN and from the RN to the UE. In handover time, the data
that is not acknowledged by the UE should be retransmitted back to the Donor
eNodeB from the RN and then from the Donor eNodeB it should be sent towards
the target. In Figure 14, this is depicted. It can be seen that there is some data
that should be sent between the Donor eNodeB and RN back and forth. When the
UE detaches from the serving relay the data in relay which is unacknowledged by
the UE should be retransmitted to the Donor eNodeB. In addition some amount
of ongoing data from the Donor eNodeB towards the UE cannot be received by
the UE. Thus this amount of data should be transmitted back to the Donor eNB
to be transmitted towards the target. Data transmission from the Donor eNodeB
towards the RN and again back towards the Donor eNobeB is called the back and
forth data forwarding problem. Back and forth data forwarding is clearly a waste
of Un resources. As the data to be forwarded should be transmitted in uplink in
a wireless backhaul from the RN to the Donor, it causes extra delay in the system
especially because of the need for uplink transmission. This delay decreases the bit
rate received by the UE. To conclude the two main problems that back and forth
data forwarding brings up are (i) wasting Un resources and (ii) causing additional
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delay.

Figure 14: Back and forth data forwarding.

Back and forth forwarding has been noticed and solutions to fix this problem have
been proposed. However, no accurate studies using simulations have been done so
far and no publications have been reported in this regard.

In the rest of this chapter first we take a closer look at the back and forth data
forwarding problem and then discuss different solutions to solve the problem men-
tioning their pros and cons.

5.2 Different handover cases

Having relays in LTE, different handover situations might happen based on to which
node the UE is connected and to which node it is handed over. In total six handover
cases can be possible that are classified in the following.

1. handover from the RN to the RN when the relays are served by the same
eNodeB

2. handover from the RN to the RN when the relays are served by different
eNodeBs

3. handover from the RN to the eNB which is serving the same RN

4. handover from the RN to the eNB which is different from DeNodeB of the RN
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5. handover from the eNB to the RN which is served by that eNodeB

6. handover from the eNB to the RN which is served by another eNB.

As it was mentioned before, the back and forth forwarding problem only happens if
the UE is connected to the RN before handover; therefore the cases 1 to 4 mentioned
above are handover cases where the problem can occur.

Case 2 was depicted in Figure 14. Cases 1, 3, and 4 are shown in Figures 15, 16 and
17. The Back and forth forwarding problem is shown in these figures by a dashed
arrow. It can be seen, the transmitted data from the Donor eNB to the RN should
be transmitted back to the Donor eNB.

Figure 15: Data forwarding in handover case 1.

5.3 Motivation for the study

One of the problems that the back and forth data forwarding brings to the handover
procedure is the extra delay which decreases the system performance in general.
Therefore finding a solution to decrease or to remove the extra delay to optimize the
performance is inevitable. As it was perceived from the former studies in Chapter 3,
one of the main factors that can improve handover performance is to have as short
an interruption time in the user plane connectivity as possible. The back and forth
data forwarding in relay scenarios prolongs interruption time. Especially when the
network is more congested, it takes time for the packets to be transferred from the
source to the destination since the packets are to be queued in some nodes.
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Figure 16: Data forwarding in handover case 3.

In the networks without RN deployment, in handover time the data in source eNB is
forwarded to the target eNB via an X2 link, but in networks with relay deployment,
when the UE is connected to RN, the packets should be first transmitted back in
the uplink of the wireless backhaul link between the RN and the Donor eNodeB
which is considered as the bottleneck since the bit rate in the uplink is less than
the downlink and it causes more delays. The second problem is using some of the
available resources in the Un link and occupying them unnecessarily. Resources
are rare and valuable, so whenever there is a waste of resources optimization is
inevitable.

Understanding the problem can lead us to the general idea for solving the problem.
The amount of data that is transmitted back and forth should be completely avoided
or should be as little as possible. For instance, dropping all the data that should
be transmitted in data forwarding can totally solve the problem of back and forth
forwarding although, on the other hand, it puts the whole data forwarding procedure
under a question mark, and may affect the downloading bitrate of the user to some
extent which might not be desired. In the rest of this chapter some of the possible
solutions are discussed and compared with each other.
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Figure 17: Data forwarding in handover case 4.

5.4 Possible solutions

5.4.1 Buffering PDCP SDUs in DeNB

In 3GPP contribution [43], a solution where the DeNB keeps (buffers) the PDCP
SDUs until they are acknowledged by the UE is mentioned. This idea is not discussed
further in the contribution but we investigate it here. By a closer look we can notice
that this idea can solve the problem of back and forth forwarding. The root of the
problem can be considered as unawareness of Donor eNodeB about the UE status.

If the DeNB knows about the behavior of the UE, especially if it knows the packets
that have not been acknowledged by the UE, the back and forth forwarding problem
will be solved. If the Donor eNodeB would keep the PDCP SDUs untill they are
acknowledged by the UE and then would delete them, if in handover interruption
time some of the packets are not received by the UE, the Donor eNodeB can simply
forward those packets to the target eNB to be transmitted towards the UE as soon
as the UE attaches to the target eNB. This approach can solve the problem but
raises the question of how the Donor eNodeB can be aware of the UE behavior
while the UE is connected to an RN.

In [44], the same idea has been proposed in addition to the possible ways that the
Donor eNodeB can be aware of the UE status. As discussed above, the DeNB can
forward the packets that are not acknowledged by the UE towards the target eNB.
In RLC-AM, the DeNB could discard the PDCP SDUs only when they have been
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received by the UE and in RLC-UM when they are sent to the UE. For letting the
DeNB know about the UE and the existence of a capability of ACK/NACK between
the UE and the Donor eNB:

1. The RN can send a periodic PDCP status report to the DeNB and inform it
about the PDCP PDUs that are received by the UE [44].

2. An associated PDCP SN in the Un and Uu links can be used. In the current
Relay design, the protocols are different for Uu and Un interfaces. As an
example, if in Un link which is the interface between the DeNB and the RN,
we have PDCP SN1 for a given packet, whereas, in the Uu link which is the
interface between the UE and RN we have PDCP SN2. These two PDCP
sequence numbers could be associated with each other [44].

5.4.2 Handover anticipation

The second idea to solve back and forth forwarding is to forecast the happening of
the handover. Then the DeNB can stop sending the packets towards the RN based
on the anticipation [44]. The accuracy of the anticipation is very important. If the
handover happens sooner than the forecast back and forth data forwarding problem
occurs. Happening of the handover shortly before the forecast can overcome back
and forth forwarding problem to some extend. If the handover happens later than
the forecast, some of the packets are not delivered to the UE, because transmission
to the RN from the DeNB has already stopped. These packets will be forwarded to
the target cell and will be delivered to the UE when it attaches to the target cell.

5.4.3 Buffering downlink data upon handover request reception

In the third solution proposed in [45] once the DeNB receives a handover request
from the RN, it stops transmitting the data to the RN and starts buffering the
downlink data. This idea will make a small change to the handover procedure. As
the DeNB receives the handover request from the RN it stops transmitting the data
to the RN and starts buffering the UE-related downlink data. After that, the Donor
eNodeB sends the acknowledgment to the RN handover request and the normal
handover procedure can start. Then the packets those have been already sent to
the UE and have not been acknowledged yet will be forwarded towards the Donor
eNodeB, possibly with SN status, and the DeNodeB will reorder these packets, the
packets that are buffered and also the packets that have come from the Serving
Gateway and sends them all to the target cell [45].

Although it is claimed in [45] that the back and forth forwarding problem is com-
pletely solved, the packets that are in the RN at handover time, in any case should
be transmitted to the target eNodeB via the Donor eNodeB. It is obvious that these
packets have reached the RN from the Donor and now should be retransmitted again
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to the Donor eNodeB. Therefore the back and forth forwarding problem still exists,
but this idea decreases the amount of packets that are going back and forth.

5.4.4 Buffering downlink data upon handover request reception as well
as transmitting them towards RN

In the fourth solution also presented in [45], the Donor eNodeB does not stop trans-
mitting the packets towards the relay once it receives the handover request. This
method is a combination of buffering the packets and transmitting them at the same
time. As the Donor eNodeB receives the handover request which is sent by the RN,
it sends a starting marker to the RN to be the reference for synchronization and
then starts to buffer the data and sends the data at the same time [45]. Sending
the start marker is necessary because this marker is considered as a starting point;
therefore it can be used as a reference for the packets that are received in the RN and
the packets that are buffered in the Donor eNodeB to follow the same numbering
regarding to this reference. Then at the time that the UE detaches from the RN, the
relay can send the status report to the DeNodeB and inform it about the packets
that are acknowledged by the UE as well as the packets that are not acknowledged
by the UE. So the DeNodeB can find those unacknowledged packets from its buffer
and send them to the target eNodeB.

In this method there will not be any need to send the forwarded packets in Un.
Therefore the problem of back and forth data forwarding will be completely solved
except for the packets that in downlink Un are on the air on their way to the UE
in detaching time. It is obvious that these packets cannot be acknowledged by the
UE and they should be retransmitted back to the Donor eNodeB. This can be true
for the third idea as well. In the forth idea there is a need for sending the status
report in the uplink from the RN to the target eNodeB that uses the Un resources.
The other issue is buffering the data in the Donor eNodeB. If many users want to
perform handover at the same time, this may cause to buffering of many packets
and larger buffers are needed.

5.4.5 Discussions

In the first solution, there should be a one to one mapping of sequence numbers of
PDCP PDUs on Un and Uu interfaces. The RN sends a PDCP status report to
the DeNB to give the DeNB the information about the UE status. Applying this
solution, the DeNB can be aware of the packets that are received by the UE and the
packets that are not received by the UE. In the second solution, the DeNB should
stop transmitting to the RN as soon as receiving the handover request. Using these
two solutions can diminish or totally remove back and forth data forwarding.

Comparing the third and the forth solutions; in the third solution the Un resources
are not used at all or are used in some extent comparing to the default implemen-
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tation (all the data both in the DeNB in the detach time should be transmitted to
the RN and then from the RN back to the eNB). There is no need for sending start
marker or end marker, because there will not be any need for synchronization for the
transmitted and buffered packets. The drawback of the third solution might be the
amount of delay that it provides. While if we consider the forth solution, because
more packets are transmitted to the UE from the DeNB before the UE detaches,
it is more probable to have less delay. Two drawbacks can be mentioned for the
fourth approach; one of them is sending the start marker to start the synchroniza-
tion and sending the end marker to show the end of transmission as well as sending
a handover status message. The other disadvantage is wasting the Un resources.

The necessity of using an end marker is emphasized in [46]. In the path switch,
the serving gateway sends one or more “end markers” in the old path to show the
source eNB that no more data will be sent in that path. On the other hand, when
the source eNB forwards the data to the target eNB, the end markers can show the
end of data forwarding. But when an Intra-DeNB handover happens (the source RN
and the target RN are both served by the same DeNB), then the MME and serving
gateway cannot find any change in the path; because the serving eNB has not been
changed. Therefore the serving gateway cannot send any PATH SWITCH and “end
marker” commands. Then the DeNB and RN cannot notice the end of downlink as
well as data forwarding. To solve this problem, the DeNB can send an end marker to
the RN in the Un link. The end marker sent by the Donor eNodeB has exactly the
same format as the end marker sent by the serving gateway. As mentioned above
for the intra-DeNB handover, the DeNB and the RN cannot notice that there is
going to be a path switch from the CN, but when the DeNB receives the handover
request from the RN, it can forecast an upcoming path switch which should be done
by the DeNB itself. Therefore when the DeNB receives a handover request, it sends
an end marker to the RN and then the DeNB changes the path to the target eNB.
It is obvious that the path between the serving gateway and the eNB will not be
changed, and even after the handover, the serving gateway will not know about the
handover occurrence.

The same solution as [45], is proposed in [47] with the same approach. Two well
known problems that occur, redundant data forwarding first from the DeNB to the
RN and again from the RN to the DeNB, are addressed. As it was mentioned earlier
these problems increase the user data latency and wasting of radio resources. Some
resources would be wasted due to the unnecessary uplink and downlink transmission
to forward the data. RN power is small that is why the probability of handovers
will be very high. More handovers causes more data to be forwarded and therefore
there will be additional waste of Un resources. Therefore an idea to avoid the back
and forth forwarding problem is proposed. The DeNB sends a “Start marker for
Relay”, SM-R, and then starts buffering the data as well as transmitting the data
to the RN as it receives the handover request. Then when the HO happens, the RN
sends an HO status report to inform the DeNB about the packets that are received
by the UE and the ones that are not received. In addition, in [47] an structure for
the HO status report is proposed, which has the SDU’s sequence number which no



53

SDUs have been acknowledged after that.

5.4.6 The amount of data going back and forth in Un link

The amount of data forwarding in Un link is estimated in [48] and [49] using exactly
the same approach. The authors first try to show the amount of data which is
forwarded in the Un link. The amount of forwarded data can be calculated by
multiplying the data rate by the time duration that the data is forwarded. The
average data rate in the Un and Uu links can be assumed to be similar because
the usage of flow control at the application level. Therefore there is a possibility to
estimate the data rate in Uu using the cell edge data rate and from that reach the
data rate of Un. The data rate at the cell edge is very low. By the assumption of
the spectral efficiency of 0.06 bps/Hz/user, 10 active users in the cell and a 10 MHz
system, the average data rate will be 600 Kbps. It is assumed that the time period
between the moment when the DeNB receives the handover request ack until the
path switch is around 81.3 msec. From these values the amount of data which is
data rate ∗ the time period can be calculated as 600Kbps ∗ 81.3msec = 48780 bits.

For the whole cell, the spectral efficiency is assumed to be 0.19 bps/Hz/User, there-
fore the whole amount of data in transmission will be 0.19 ∗ 10 ∗ 106 ∗ 10 = 19 ∗ 106

bits. Dividing these two values the data percentage which is transmitted in Un in
handover time compared to the whole data transmission in Un can be reached which
is less than 1%. Based on these assumptions and culculations the authors in [48]
and [49] believe that the amount of data during handover is small time compared
to the whole amount of transmission over Un and does not occupy and waste a lot
of resources in the Un link. For the above calculation average values with simple
assumtions are applied however, the amount of forwarded data can vary a lot based
on many factors such as buffer sizes, AQM existance, relay positions, network con-
gestion and if the Un or Uu links are bottlenecks. Considering these situations and
doing quick simulations for calculating the values of forwarded data in the simlator
we are convinced that finding a solution for back and forth forwarding problem is
necessary otherwise Un resources will be wasted and some users will suffer from long
forwarding delays.

Looking closer at [48], the same calculation has been done with slightly different
values. The authors have assumed again the same system with 10 MHz bandwidth
and 10 active users. Moreover, the authors have assumed the same data rate in Uu
and Un and they have tried to calculate the percentage of the data in Un link in
the data forwarding period compared to the whole amount of data in the cell. They
have assumed an average spectral efficiency of 0.24 bps/Hz/user and average cell
edge throughput of 0.07bps/Hz/user. The amount of time that they have defined as
reduction time here is from the moment that the DeNB receives the handover ACK
untill the path switch. It is assumed this time is around 100 msec. Then the amount
of data in the Un link is 70 Kbits and the amount of data for the whole cell is 2.4
Mbits for 1 sec. The devision of these amounts will be equal to 2.9 percent which is
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considered as a low amount and the authors have concluded that the resource cost
of redundant forwarding packets is relatively small. About the latency which is the
other problem that the data forwarding causes the authors believes that handover
optimization does not provide us with any gain when compared to the increase in
cost and complexity [48].
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6 Simulation results and analysis

6.1 Overview

Performance evaluation in the networks comprising multiple cells is a complicated
task. Therefore creating an artificial environment similar to the real one with all
the elements and protocols can be used as an alternative for performance evalua-
tion. This environment is called a simulator and creating different scenarios in the
simulator and running them is called simulation. Running simulations is not only
a reliable way for different evaluations before performing implementation in real
networks, but also a very good way to avoid complex calculations.

In the simulators a network including multiple cells is created, furthermore logi-
cal nodes in the network with their necessary protocols are implemented. If the
simulator is a dynamic simulator, a UE arrives and moves in the network or if the
simulator is a static one, the UE is dropped into the network randomly several times
to cover all parts of the network. In dynamic simulators the UE moves in the whole
network through a random or predefined path, does measurements, downloads files,
faces fast and shadow fading, suffers from interference and, whenever it is needed,
it makes a handover. In the simulator, the behavior of different nodes can be logged
and viewed in a way similar to real networks.

In simulators, different layers with their protocols are implemented. For each layer
specific elements in the protocol are defined to be viewed with logs. For example in
the MAC layer, scheduler behavior can be shown or at the TCP level, congestion
window behavior can be viewed. The possibility of having logs in different layers,
not only helps us compare the performance of different approaches but also helps
us to find the probable problems in the other network parts. As an example having
some droppings in the TCP congestion window graph shows that we have potentially
packet losses in the radio link.

The objective of running simulations is to verify and compare different solution
proposals for the problem. After considering different approaches it can be concluded
whether any of the proposed approaches works better than the others and better
than the default one. In the next step, if conclusions show that the relation of gain
versus complexity and cost is high enough, the selected approach can be implemented
in real networks, potentially after standardization. In standardization, different
companies bring their own proposals and after negotiations one of the proposals
that convinces the others is selected.

The simulator used in this thesis is a dynamic full protocol simulator. Using this
simulator, the handover performance in LTE networks containing relays can be
studied. The back and forth forwarding problem is investigated and the different
proposals made in Chapter 5 are simulated and compared. The rest of this chap-
ter is organized as follows: first we explain the simulation model in Section 6.2.
The next two sections cover the different approaches used for the simulations and
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performance metrics consequently. Finally, performance evaluation and comparison
between different models is made.

6.2 Simulation model

The simulation is done in a network having 3 Donor eNodeBs and 9 relays. Therefore
we have 12 cells in total. The network is a wrap around network. In a wrap around
network, when the UE goes out of the network from one side, it enters the network
from another side. The network is a hexagonal grid and for each sector of the DeNB,
there is one relay. Similar to DeNBs, relays also have 3 sectors in the model. In
Figure 18, the network is depicted. It is demonstrated in the figure that both relays
and DeNBs have 3 sectors. The simulations are performed having one UE in the
network. In simulation time, the UE arrives at the network in a random position,
starts to download a file and then moves randomly in the network with a defined
speed. The UE is removed as it finishes downloading the file. After that, the next
UE arrives at the network and starts to download exactly after the former UE has
disappeared. Each UE may experience one or several handovers while existing in
the network and the number of handovers can affect the performance of the file
download. This is investigated later in this chapter. The used handover model is
detailed such that all the measurements and delays are implemented. The selected
traffic model is TCP/IP FTP. The scenarios are used for downloads. Cell radius is
considered as 166 meters and the eNB and the RN power are 20 Watts in downlink.
Table 1 shows the important simulation parameters.

Table 1: Simulation parameters

Parameter Value

Cellular layout 12 sites, 3 sectors per site
Cell radius 166 m

Propagation model Typical urban
Carrier frequency 2 GHz
System bandwidth 5 MHz

eNB transmit power 20 Watts
RN transmit power in downlink 20 Watts

RN transmit power in uplink 0.25 Watts
UE transmit power 0.25 Watts

User drop Random

6.3 Examined scenarios

To investigate how much deduction in latency and usage of Un resources in data
forwarding can be gained, we evaluate the ideas proposed in Chapter 5 and calculate
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Figure 18: Network Model.

and compare the amount of forwarded data and latency in data forwarding for dif-
ferent approaches. As explained before, the forwarded data can increase the latency
and consumes Un resources unnecessarily, which is not desired. To study the effects
of data forwarding and to verify the solutions, four different approaches are devel-
oped. These approaches can be categorized in three divisions. The first category is
called “default approach”, demonstrating the existing way of data forwarding. The
second one demonstrates the ideas for changing and improving the default model
that are named as “optimized” and “Dropping PDCP SDUs” approaches. The
last approach can be used as a reference since it is an idealistic implementation of
data forwarding that does not cause any delay although all the data receives the
destination. In the following different approaches are described in detail.

6.3.1 Default approach

As it was mentioned earlier, the back and forth forwarding problem exists only if the
UE is connected to the RN. At the time UE detaches from the RN there are some
packets in the RN that have been sent towards the UE but the acknowledgements



58

for them have not been received by the RN yet. These packets therefore should
be forwarded in the uplink towards the DeNB and from the DeNB to the target
destination. Also new packets arrive from the S–GW to the RN through the DeNB
until the path switch. It is obvious that recent packets cannot be transmitted to
the UE from the RN at all since the UE has been already detached from the RN.
Therefore these packets should be transmitted in the uplink towards the DeNB and
then to the target destination. Back and forth forwarding continues until the path
switch. The amount of data going back and forth has a direct relation to the time
the UE detaches from the relay until path switch occurrence.

6.3.2 Optimized approach

In the second approach, which is called the optimized approach, as the UE detaches
from the RN, the new packets from the gateway to the UE will be forwarded directly
towards the destination as they reach the DeNB. Unlike the default approach, these
packets are forwarded towards the destination without being transmitted through
the Un link. The other packets that are in the RN buffer and have not been trans-
mitted to the UE or have not received the acknowledgement from the UE yet, should
be transmitted in the uplink to the DeNB and from the DeNB to the destination.

6.3.3 Dropping PDCP SDUs approach

The third approach which is called Dropping PDCP SDUs is similar to the optimized
approach except for the packets that are in the RN buffer. In the droppoing PDCP
SDUs approach, all the new packets originating from the gateway will be forwarded
directly towards the destination from the DeNB in the detach time but the other
packets that are in the RN buffer will be dropped instead of being forwarded.

6.3.4 Ideal approach

In the fourth approach all the packets will reach the destination without any packet
drops and without any delay. In the ideal realization there is no delay between the
UE’s detaching from the old cell and attaching to the new cell. Path switch is also
done immediately.

6.3.5 The amount of forwarded data going through Un link

In the default approach the amount of data which is involved in the forwarding
process is transmitted back and forth through the Un link. Back and forth data
transmission while data forwarding creates large delays and occupies the Un re-
sources unnecessarily. In this section we investigate the amount of data that is
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transmitted back and forth in the Un link using optimized approach and default
approach.

In this section, the amount of forwarded data in the default and optimized methods
for two different file sizes and two different speeds are shown. In the optimized
approach, only the buffered packets in the RN in interruption time are transmitted
in the backhaul uplink. In the default approach besides these packets, also the new
packets from the gateway towards the RN are transmitted back and forth in the
backhaul. These new packets in the default model pass through the backhaul and in
the optimized model are redirected to the target without being sent in the backhaul
as it was discussed in Chapters 5 and 6.

Figure 19 shows the amount of forwarded data using the optimized and the default
methods for the file size of 1 MB and speed of 50 km/h. From the whole amount of
forwarded data, 92.5% is belonged to the new data from the gateway to the RN and
7.5% is belonged to the forwarded data from the RN to the DeNB in the uplink.
Therefore using the optimized model can decrease 92.5% of the whole amount of
data with the forwarding need to go through the backhaul. The whole amount of
forwarded data in this case is calculated to be 22.9% of the whole data file of 1 MB.
Therefore using the optimized method, we can avoid 21.2% of the whole data file
goes back and forth in the Un link.

In Figure 20, the file size is considered as 1 MB again but the speed is increased to
120 km/h. The figure shows the amount of forwarded data for optimized and default
methods. In this scenario, 19.9% of the whole file size needs to be forwarded. 17.2%
is related to the new packets from the gateway to the RN and 2.7% is belonged to
the buffered packets in the RN. At this speed by using the optimized approach the
amount of forwarded data can be reduced by 86.4%.

In Figure 21, the amount of forwarded data for the speed of 50 km/h and the file
size of 40 MB is depicted. In this scenario the new packets from the gateway to the
RN consist of 91% of the whole forwarded data and the buffered data in the RN
consists of 9% of the whole forwarded data. In 50 km/h downloading the file with
the size of 40 MB, the optimized approach avoids 91% of the whole forwarded data
to be transmitted back and forth into the backhaul.

In Figure 22, we have the file size of 40 MB and the speed of 120 km/h. The whole
forwarded data consists of the new packets from the gateway to the relay with the
amount of 85% of the whole forwarded data and buffered data in the RN with the
amount of 15% of the whole forwarded data. Using the optimized approach in this
scenario, 85% of the forwarded data is avoided to pass through the backhaul.

In all the cases more than 80% of data with the need of forwarding can be reduced to
be transmitted back and forth in the backhaul. Reducing the amount of forwarded
data can have a large effect on reducing the use of backhaul resources and delay.
Also it can be seen that when increasing the speed, the amount of new packets
coming from S1 interface decreases. This is because with higher speeds, the bitrates
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of the radio links are lower. The TCP congestion window limits the source rate
to match the underlying link speed. With lower source rates, also buffer sizes are
smaller.

In the next subsection we consider the four scenarios again and we look into how
much delay reduction we can obtain by using the optimized method.

Figure 19: CDF for forwarded data with default and optimized approaches, file size:
1 MB, speed: 50 km/h.

6.3.6 Interruption time in the user plane

Forwarding of a large amount of packets can increase the delay in the whole process
of file download. Especially transmitting packets in the uplink adds to the amount
of delay. Applying the optimized approach can be a reasonable way for decreasing
the amount of forwarding delay. In this section we show how much delay can be
decreased by using the optimized approach rather than the default approach.

The interruption time in the user plane is the consequence of data forwarding. The
target eNB should wait for the forwarded data to be received before it can transmit
the forwarded data or the new data to the UE. Uplink is considered as the bottleneck
for data transmission, thus data transmittion in the uplink takes more time than
downlink in general. Sending a large amount of data back and forth in the backhaul
results large latency. Also if the uplink is congested, the packets stay in a queue
before being served that increases the latency. In the former subsection it was shown,
using optimized approach can decrease the amount of packets to be transmitted back
and forth, therefore we expect, the optimized approach can decrease the interruption
time in the user plane.
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Figure 20: CDF for forwarded data with default and optimized approaches, file size:
1 MB, speed: 120 km/h.

Figure 21: CDF for forwarded data with default and optimized approaches, file size:
40 MB, speed: 50 km/h.

In this section, four scenarios similar to subsection 6.3.5 are considered. In Figure 23,
the interruption time in the user plane, when the speed of the UE is 50 km/h and the
UE is downloading a file with the size of 1 MB, for optimized and default approaches
is shown. In this scenario, comparing the optimized and default approaches, we
measured 94% delay deduction. Figure 24 shows the interruption time in the user
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Figure 22: CDF for forwarded data with default and optimized approaches, file size:
40 MB, speed: 120 km/h.

plane for the speed of 120 km/h and file size of 1 MB. In this scenario optimized
approach shows 91% delay reduction comparing to the default approach. In Figure
25, the interruption time in the user plane for the speed of 50 km/h and file size of
40 MB is depicted. In this scenario using the optimized approach can deduce the
delay by 89% comparing to the default approach. In Figure 26, the interruption
time for speed of 120 km/h and file size of 40 MB is illustrated. In this scenario, the
optimized approach can reduce the delay by 83% compared to the default approach.

As a conclusion, it is seen for all the scenarios, applying the optimized approach
instead of the default approach, the delay reduction is more than 80%. Also by an
increase in the speed the portion of the delay which is related to the forwarding
of new packets coming in S1 interface decreases. This is because by increasing
the speed, the amount of new packets coming in S1 interface as explained in 6.3.5
decreases.

6.3.7 Handover classification

As mentioned earlier in Chapter 5, when relays are deployed in the network, different
handover types appear. These handovers are classified as four main types and object
bitrates after any of these handover types can behave differently. Type one is defined
as a handover from one relay to another relay. Type two is known as a handover
form one relay to an eNB. Type three is considered as a handover from an eNB to a
relay and type four is distinguished for the handover between eNBs. The reason for
doing this part of study is to show how each handover type effects on object bitrate.
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Figure 23: CDF for interruption time in user plane with default and optimized
approaches, file size: 1 MB, speed: 50 km/h.

Figure 24: CDF for interruption time in user plane with default and optimized
approaches, file size: 1 MB, speed: 120 km/h.

The users under relays in general receive smaller maximum bitrate compared to the
users connected directly to the eNBs. This is because relays do not have as many
resources as eNBs do. Thus the UE under a relay can never enjoy the maximum
bitrate that it can receive under an eNB. Also we have mentioned that the back
and forth forwarding problem happens only when the UE is initially connected to
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Figure 25: CDF for interruption time in user plane with default and optimized
approaches, file size: 40 MB, speed: 50 km/h.

Figure 26: CDF for interruption time in user plane with default and optimized
approaches, file size: 40 MB, speed: 120 km/h.

the relay. Thus two types of handovers, RN-RN and RN-DeNB have the back and
forth forwarding problem, which produces longer delays. For the RN-RN handover,
both connection to the RN and delay of back and forth forwarding problem are
considered to have a negative affect on object bitrate. While in the handover from
the RN to the DeNB, connection to the DeNB may help the bitrate to increase but
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delay in data forwarding is again considered as a drawback. For the handover from
the DeNB to the RN, there is no back and forth forwarding problem, but because
the destination is an RN, the bitrate may decrease.

To conclude, for the RN-RN handovers, we expect the lowest bitrate, for the eNB
to the eNB we expect the highest bitrate and for the other two handover types
the bitrate ranking might vary. Figure 27 shows the object bitrate after different
handover types. In this figure the results of evaluation demonstrate that the RN-RN
handover shows the worst bitrate, and eNB-eNB shows the best performance. In
the optimized approach, the delay is very small and the dominant effect is due to
connection to the DeNB. Therefore in the RN-DeNB handovers, bitrates are better
than in the DeNB-RN handovers.

Figure 27: CDF for object bitrate after different handover types, file size: 20 MB,
speed: 120 km/h.

6.3.8 Object bitrate comparison

So far we have shown how different approaches behave regarding the amount of
forwarded data and delay. We have also shown the effect of different handover types
on user bitrate. Now we study how different approaches affect the received object
bitrate and how much the optimized approach can improve it. The object bitrate is
defined as the file size devided by the file transfer delay.

In Figures 28 and 29, the object bitrate of the default and optimized approaches is
illustrated. In Figure 28, the file size is 20 MB and the speed is 50 km/h. On average
the bitrate of the optimized approach is 26.5% better than the default approach. In
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Figure 29, where the file size is 20 MB and the speed is 120 km/h, the bitrate is
improved 21.4% as compared to the default approach.

In Figures 30 and 31, the bitrate is considered for the file size of 30 MB and speeds
50 km/h and 120 km/h. In Figure 30, the bitrate increases 6.2% and in Figure 31
when the speed is 120 km/h the average bitrate increases 13.8% when the optimized
approach is compared to the default approach.

In Figures 32 and 33, the file size is 40 MB and the speed is considered as 50 km/h
and 120km/h. In Figure 32 the average bitrate increases 12.3% when comparing
default approach and the optimized approach. In Figure 33, the optimized approach
increases the bitrate by 29.2% comparing to the default approach.

In the last experiment the file size of 50 MB is selected with the speeds of 50 km/h
and 120 km/h. In Figure 34, the increase in the bitrate is 8% using optimized
approach instead of default approach. In Figure 35, the average increase in object
bitrate by deploying optimized approach is 21.3%.

Looking into different approaches, the default, the optimized and the ideal ap-
proaches performing lossless handovers, but the dropping PDCP SDUs is not per-
forming a lossless handover. The value of the dropping PDCP SDUs approach is to
avoid any data transmission in the uplink of Un link while data forwarding. Figures
35 and 36, show this approach can sometimes show better performance than the
default approach. In the ideal approach, there is no delay in delivering the packets
and thus this approach should provide the best bitrate. In optimized approach, the
packets are received by the receiver after some delay due to data forwarding, we
expect this approach to show worse bitrate compared to the ideal approach. The
default approach has longer delay than optimized approach, therefore the object bi-
trate of default approach is worse than optimized approach. In the dropping PDCP
SDUs the time for packet delivery is shorter than the default approach, but some
packets are dropped. Thus the behavior of this approach varies compared to the
other approaches.

It should be noted that the UE can make all different handover types, having dif-
ferent effects on bitrates. For instance, if in simulation time the UE is connected to
the RN most of the time and makes RN-RN or RN-DeNB handovers more, this will
be seen as a lower bitrate in the end.

In Figures 36 and 37, the object bitrate of the default, the optimized, the dropping
PDCP PDUs and the ideal approaches are illustrated. It can be seen in the Figure 36
where the file size is 30 MB and the speed is 50 km/h, the optimized approach shows
more similar performance to Ideal approach comparing to the other approaches. As
mentioned earlier, for the dropping PDCP SDUs the results are variable. It can
be seen in Figure 36 that until 70 percentile, the performance of dropping PDCP
SDUs is better than the default approach and from 70 percentile, the trend changes
and the default approach shows better performance. In Figure 37, where the file
size is 40 MB and the speed is 120 km/h, the optimized approach is similar as the
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ideal approach. Dropping PDCP PDUs shows better performance than the default
approach.

Figure 28: CDF for object bitrate with default and optimized approaches, file size:
20 MB, speed: 50 km/h.

6.3.9 The effect of Active Queue Management (AQM) on bitrate

AQM plays important role to reduce or avoid the probability of severe congestion.
AQM does not keep the queues full and gives the sources sufficient time to react
to congestion before queues become full. So far all the experiment were done using
AQM. In this section the same experiments are performed for different approaches
with the identical situations as in 6.4, but without AQM. It is observed in the
scenario without usage of AQM, the optimized approach can increase the bitrate up
to 46% comparing to the default approach. As it was discussed for the networks
using AQM, the bitrate increased up to 30%.
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Figure 29: CDF for object bitrate with default and optimized approaches, file size:
20 MB, speed: 120 km/h.

Figure 30: CDF for object bitrate with default and optimized approaches, file size:
30 MB, speed: 50 km/h.
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Figure 31: CDF for object bitrate with default and optimized approaches, file size:
30 MB, speed: 120 km/h.

Figure 32: CDF for object bitrate with default and optimized approaches, file size:
40 MB, speed: 50 km/h.
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Figure 33: CDF for object bitrate with default and optimized approaches, file size:
40 MB, speed: 120 km/h.

Figure 34: CDF for object bitrate with default and optimized approaches, file size:
50 MB, speed: 50 km/h.
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Figure 35: CDF for object bitrate with default and optimized approaches, file size:
50 MB, speed: 120 km/h.

Figure 36: CDF for interruption time in user plane with all four approaches, file
size: 30 MB, speed: 50 km/h.
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Figure 37: CDF for interruption time in user plane with all four approaches, file
size: 40 MB, speed: 120 km/h.
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7 Conclusions and future work

7.1 Conclusions

In this thesis, data forwarding in LTE networks containing relays was studied. It
was discussed that deploying relays in LTE networks could introduce challenges and
it was mentioned that one of these challenges was in handover. In LTE networks
containing relays, when the UE which is initially connected to the relay is handed
over to the target cell, some amount of data is transmitted back and forth between
the relay and the DeNB in data forwarding process. Back and forth data transmis-
sion increases the delay and occupies Un resources. This challenge was defined in
detail in Chapter 5 and several solutions were addressed to deal with the problem
and the advantages and drawbacks of those solutions were discussed.

In Chapter 6, in order to evaluate the proposed solutions in the literature and make
comparison, different approaches were developed and simulated. These approaches
were named as default, optimized, dropping PDCP SDUs and ideal. The default
approach represents the data forwarding approach in LTE networks. The optimized
approach tries to make the handover more efficient. Dropping PDCP SDUs does
not provide lossless handover, but because it can completely avoid transmission of
any data through the Un link during data forwarding time, it has its own benefits
to be proposed. The ideal approach is a lossless approach in which packets are
delivered without any delay. All the approaches were simulated in a simulator using
a variety of scenarios. Different metrics were applied in order to have some clear
idea of performance. Metrics such as the amount of bits transferred in handover
time, delay, and object bitrate as the ultimate goal in the network were measured
and discussed.

Simulations were performed in different speeds and for different file sizes. The
selected file sizes were 1 MB, 20 MB, 30 MB, 40 MB and 50 MB. The selected
speeds were 50 km/h and 120 km/h.

In the first part of the study the behavior of default and optimized approaches
regarding the amount of forwarded data through the Un link was considered. It was
seen that applying the optimized approach can decrease the amount of forwarded
data passing through the Un link by at least 80%. The optimized approach redirects
the data from the source to the destination directly. Therefore the data will reach
the destination without being transmitted back and forth in the Un link.

Transmitting forwarded data in the Un link back and forth introduces delay. Es-
pecially transmission in the uplink is a limiting factor on data forwarding speed.
The delay has a direct relation to the amount of forwarded data. As the optimized
approach could decrease the amount of forwarded data passing through the Un link,
it could decrease the interruption time in the user plane. The simulations showed
that with the use of the optimized approach, the interruption time in the user plane
could be reduced by more than 80%.
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Deploying relays in LTE networks, different handover types regarding the source
and destination of handover appears. In the studies these handover types were
categorized into four major groups; RN-RN, RN-eNB, eNB-RN and eNB-eNB. The
object bitrate for these handovers were calculated and these measurements were
categorized based on handover types. It was seen that, for RN-RN handovers, the
object bitrate was the worst while for eNB-eNB handovers the object bitrate was
the best. For the other two types the performance varied.

In all kinds of handover scenarios the goal of data forwarding optimization is to in-
crease the performance of the UE, thus the object bitrate using different approaches
was simulated and compared. It was seen that using the optimized approach more
than 30% better object bitrate was obtained. In the simulations having different file
sizes and different speeds, no specific trend in performance was observed.

The effect of AQM was also investigated. It was seen that in the scenarios without
AQM, the optimized approach could increase the UE object bitrate by up to 46%
compared to the default approach.

7.2 Future work

More work can be done in this interesting area.

1. It would be very useful to investigate multi-hop networks. In that scenario,
one RN is served by another RN and that RN again serves another RN. Also
sudying data forwarding in cooperative distributive networks would be inter-
esting.

2. It can also be beneficial to study the performance of data forwarding in terms
of delay and Un resource consumption in loaded networks.
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