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of punctured turbo codes for different (SNR) Signal to Noise ratios, block lengths and

MCS (Modulation and Coding Schemes) rates.
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replace look-up tables in system level simulators; bringing the advantage of introduc-

ing a continuous set of block lengths and MCS rates, not available in look-up tables.
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a different link configuration using 16 QAM modulation.
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1 Introduction

The study and analysis of large communication systems is usually carried out by relying

on models that represent the characteristic behavior of the system to study and analyze.

Models considering every bit to be transmitted through the links between transmitters and

receivers (bit level models), are complex, unpractical and computationally demanding.

The complexity of such models can be simplified by separating the system to study into

link-level and system-level models. Both models are usually related by representing a

link-level performance metric, such as Bit Error Rate (BER) or Block Error Rate (BLER),

as a function of a system-level performance metric, such as (SNR), in system-level studies.

Such separation allows abstracting the link-level complexity of each transceiver behind a

mapping function relating link and system level performance metrics; examples of these

mapping functions are relationships between BER-SNR and BLER-SNR. As such a BER-

SNR or BLER-SNR relationship represents a simple abstract link-level model [1] [2].

In packet radio systems the link-level performance metric BLER is preferred to BER. In

these systems the information is sent in packets, each constituting a block of constant

length. Therefore the link performance is measured in terms of BLER for a given block

length.

A common approach to represent the BLER-SNR relationship is to tabulate link-level

simulation results into a look-up table. Unfortunately look-up tables have limitations.

The tables can capture the BLER-SNR relationship only for a finite amount of link con-

figurations: modulation, block size, and data rate configurations. Furthermore tabular

representations do not allow using optimization methods based on differentiation in the

determination of optimum network level policies.

The turbo code used in modern communication systems such as LTE [3] allows system

designers to select among many combinations of block sizes and data rates. By using

code puncturing it is possible to create a nearly continuous selection of code rates. A ta-

ble describing a large amount of block sizes and data rates becomes unmanageable. In this

thesis, the limitations imposed by look-up tables are overcome by constructing a math-

ematical model consisting of a function that describes the performance curves relating

SNR and BLER of all available block lengths and data rates, Fig. 1.1.

Figure 1.1: Graphical representation of the mathematical model to be constructed, de-

picted by a black box relating the input variables SNR, block length, B, and modulation

and code rate, R; and the output variable BLER.



2

It can be noticed that the description of code performance here is essentially different

from the code performance description used in channel code design. The coding com-

munity has developed detailed methods for characterizing code performance. In network

level studies the complexity and precision of these methods is unnecessary. It is often

sufficient just to have a function that approximates the BLER-SNR behavior; in network

level investigations one of the most crucial design targets is the simplicity of the model.

The biggest challenge of network modelers is to handle the complexity of large systems.

The application of the proposed model is twofold; in addition to replacing look-up tables,

the proposed model can be used for performing optimizations using analytical methods

based on differentiation. An example application is in the area of adaptive modulations

and coding (AMC). In AMC the transmission rate selection is done by searching over

all the possible modulation and coding scheme (MCS) rates. In [4] [5] this search has

been facilitated by approximating the performance of a discrete set of MCS rates. In

contrast, the model proposed in this thesis approximates performance of all the MCS

rates by a continuous function and allows searching the optimum rate by differentiation.

As illustrated in [6], optimization based on differentiation is an efficient way to find the

switching points between several MCS.

When constructing mathematical models the problem that arises is about how to select

suitable functions and the corresponding coefficients. With the increase of computing

power the model selection can rely on some optimization process. The easiest approach

for model selection is to provide a set of eligible functions to the computer and finding

computationally the best fit to data over all combinations of those functions [7]. Unfortu-

nately it is not know what the good initial functions are and for larger sets of functions the

search space becomes unmanageable. In this thesis the construction of the desired model

is performed by relying on exhaustive search with symbolic regression [8].

1.1 Objective and scope of the Research

In this thesis, the main objective it to construct a mathematical model that models the

relationship between SNR and BLER for a continuous set of block lengths and data rates

in a given communications system (Fig. 1.1 ).

It is desirable that the function describing the mathematical model fulfills certain prop-

erties that make the function suitable not only for mapping SNR and BLER, but also

suitable to be applied in further analytical analysis. The function should be;

1. Continuous.

2. Differentiable.

3. Injective1.

4. With asymptotic convergence toward BLER = 1, with BLER ≤ 1, at low SNR

values (i.e. in the region close to BLER = 1).
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1.2 Author’s contribution

In this thesis the author constructed a mathematical model using a continuous and dif-

ferentiable expression, that approximates the BLER (Block Error Rate) performance of

punctured turbo codes for different (SNR) Signal to Noise ratios, block lengths and MCS

(Modulation and Coding Schemes) rates. In addition the author elaborated a systematic

method to construct the model.

Furthermore the author reports different functions, each one providing different degrees

of accuracy, as function of the number of terms in the model, for the particular cases of

the Turbo Code (13, 15)8, AWGN channel, and QPSK and 16 QAM modulations.

1.3 Applied Research Methods

The main research methods used in this thesis are based on system modeling and computer

simulations. The table below summarizes the different techniques that were used in each

stage of the construction and optimization of the mathematical model presented in this

thesis.

• Generation of data samples by running simulations with a link-level simulator.

– Monte Carlo methods.

• Construction of the model.

– Symbolic regression.

– Exhaustive search.

– Non-linear fitting.

– Observations of orthogonal projections from R
4 to R

3.

• Optimization of the model.

– Symbolic regression.

– Exhaustive search.

– Non-linear fitting.

Data samples were obtained by running simulations with a link-level simulator. Monte

Carlo method was used to generate the levels of noise in the channel, interleaving patterns

and information bits input to the system.

1 A function f : A → B is injective, or one-to-one, if whenever x1, x2 are distinct elements of the

domain A, then f(x1), f(x2) are distinct elements of the codomain B, i.e. different elements of the domain

A are never mapped to the same element in the codomain B [9]. Thus the injective function property guar-

antees that for each SNR value (and for a given fixed block length and MCS rate) the function describing

the model maps to only one BLER. Because the function describing the model should also be continuous,

the same requirement can be stated by requiring that the function must be monotonically strictly decreasing.
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Observations of orthogonal projections from R
4 to R

3 were carried out in order to select

a preliminary set of functional forms eligible to approximate the data samples generated

with the link level simulator.

Symbolic regression was used to find a mathematical expression, in symbolic form, that

fits a given finite set of samples. Symbolic regression was combined with exhaustive

search to evaluate all the combinations of the functional forms proposed.

Non-linear fitting was used to construct the mathematical model, consisting of non-linear

functions, with the best fit to the data samples.

1.4 Structure and Organization of the Thesis

This thesis is organized as follows. Chapter 1 introduces the research topic, and presents

the motivation, objectives and the author’s contribution. Chapter 2 summarizes the ba-

sic theoretical background related to the different topics covered in the thesis, with the

exception of Turbo Codes. Turbo Codes and puncturing of Turbo Codes are introduced

in Chapter 3. Chapter 4 describes the link level system used for evaluation and develop-

ment of the model throughout the thesis, using as example a system operated with QPSK

modulation and in AWGN channel. Chapter 5 explains the steps followed to construct

the mathematical model. Chapter 6 elaborates on the optimization of the proposed model,

when it contains a reduced set of the terms. Chapter 7 applies the steps elaborated in

previous chapters to a system operated with 16 QAM modulation. Finally, chapter 8 con-

cludes the thesis. In addition, this thesis contains four appendices with complementary

information.
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2 Theoretical background

This chapter summarizes the basic theoretical background related to the different topics

covered in the thesis, with the exception of Turbo Codes, that are covered in the next

chapter. In the sections that follow, first the modeling of communications systems is in-

troduced, and the relationship between link-level and system-level simulators is explained.

Subsequently the Sigmoid function is introduced, the concept of symbolic regression is

explained and SNR is defined.

2.1 Modeling of communications systems

The study and analysis of contemporary radio communication systems, as a complete

system, is usually carried out by relying on simulations. In contrast, the study and analysis

of a communications system can be also carried out by analytical methods. However

analytical methods usually assume several simplifications to abstract the complexity of

the system, and are not enough to understand and model the precise behavior of all the

system as a whole entity.

In the simplest case a communication system consists of a transmitter, channel and re-

ceiver. In such scenario the transmitter and receiver can be thought as related together

by a single link, and performance of the system can be determined at bit level. In other

words, in a single link it is possible to analyze the effects of noise and conditions of the

channel in every individual bit or symbol transmitted. Performance is then measured in

terms of a suitable metric or indicator of the perceived quality of service by a user, like

for example BER (Bit Error Rate) and/or BLER (Block Error Rate). This type of model

is usually referred to as link-level model.

In more elaborated scenarios the number of transmitters and/or receivers is such that the

number of links between transmitters and receivers increases significantly. In such sce-

nario the analysis of a communications system at bit level becomes complex and unprac-

tical; in particular when considering the management of resources among several base

stations and mobile stations, interferences, traffic, mobility, interactions, events, channel

models, etc. Simulation of these elaborated scenarios requires significant computational

power and, in addition, simulations may require a high amount of time. Under these

considerations, the analysis of the system is usually carried out using an abstract repre-

sentation of each link at signal level. Performance is then measured in terms of a suit-

able metric or quality of service indicator, like for example SNR (Signal to Noise Ratio),

SINR (Signal to Interference Noise Ratio), etc. This type of model is usually referred to

as system-level model, and known also as network-level model.

A simple representation of the two models, link-level model and system-level model, is

shown in Fig. 2.1. In the example depicted in the figure it can be observed that in the

link-level model performance is measured in terms of BLER, and that in the system-level

model performance is measured in terms of SNR.

When studying elaborated scenarios of communications systems, the system-level model

is a convenient choice in terms of simplicity and computational cost. The system-level
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Figure 2.1: Differentiation between link-level and system-level models of a communica-

tions system.

model abstracts the bits transmitted in the links into a signal that can be easily used to

add noise and interferences from other terminals in the network. But in the end, when

looking at the performance of a terminal, the performance at bit level (BER or BLER, for

example), is needed. When using system-level models it is thus necessary to find the corre-

spondence between system-level performance metrics and link-level performance metrics.

This thesis focuses particularly on finding a mathematical model that maps the system-

level performance metric SNR to the link-level performance metric BLER (Fig. 2.2).

Figure 2.2: Mapping from system-level performance metric SNR to link-level perfor-

mance metric BLER.

2.2 Relationship between link-level and system-level simulators

In the previous section it was explained that a system-level model is a convenient choice

when studying elaborated scenarios of communications systems, and that it is necessary

to find a correspondence between system-level performance metrics and link-level perfor-

mance metrics. Such correspondence makes possible to abstract the bit level details of

a communications link in a system-level model. The mapping between a link-level per-

formance metric and a system-level performance metric can be established by means of a
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tabular or functional relationship between the two metrics. Then the relationship between

the two metrics is implemented inside a system-level simulator; thus allowing carrying

out simulations at system-level and measuring performance at link-level. The interface

between a link-level and system-level simulator is called Link-to-System (L2S) interface

[10].

Figure 2.3: Relationship between Link and System level simulators (adapted from [1])

The L2S interface is shown on Fig. 2.3. The figure depicts a link-level simulator and

a system-level simulator, both with the corresponding set of input parameters. In the

example depicted in the figure, the link-level simulator is used to construct a function or

look-up table relating two metrics, namely, a system-level metric (SNR) and a link-level

metric (BLER). Then the system-level simulator relies on the mapping produced by the

link-level simulator, and is able to abstract the details of each link at runtime; finding the

mapping, for example, between SNR and BLER. In this way the system-level simulator is

able to calculate the appropriate link-level metric for each receiver in the system.

The actual interface between a link-level performance metric and a system-level perfor-

mance metric may require some pre-processing steps. Fig. 2.4 shows an example, that

intends to be generic, showing how a collection of performance measurements at system-

level γi are mapped to a final link-level performance metric Pe. The presence of a col-

lection of performance measurements γi in a system-level simulator can be due to, for

example, having multiple carriers inside a coding block. The notation presented on the

top of the figure is used to present the general concepts, whereas the notation presented

on the bottom of the figure corresponds to a particular example. The use and relative

positioning of the L2S interface within a general context is explained in the following

sub-sections with the aid of the steps presented on the figure.

In this thesis the main objective is to create a mapping between the system-level metric

SNR and the link-level metric BLER, but in this section these metrics are generalized,

and the explanations that follow are presented in terms of a system-level metric labeled

γ and a link-level metric labeled Pe. Thus the goal stated in general terms is to map a
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Figure 2.4: Graphical representation of the relative position of the interface between a

system-level and link-level model implemented in a system-level simulator. In this generic

example the system-level simulator provides a collection of system-level measurements

γi, that subsequently are aggregated into a metric γAggregated, and then approximated to

a reference metric γRef.. Finally the system-level performance metric γRef. is mapped to

a link-level performance metric Pe. A particular example is shown at the bottom of the

figure, aggregating a collection of instantaneous SNR measurements γi into an aggregated

SNR γavi or γeff. The aggregated SNR corresponds to an equivalent SNR γAWGN that

approximates a SNR-BLER curve in the AWGN channel. Finally γAWGN is mapped to

BLER.

system-level metric γ to a link-level metric Pe.

f : γ → Pe (2.1)

2.2.1 Aggregation of performance measurements

In contemporary radio communication systems, e.g. wide-band digital communications

using OFDM multi-carrier modulation, the metric measuring performance of the commu-

nication is calculated for each sub-carrier, resulting in a collection of performance mea-

surements. In this case a measurement γi is used to indicate the system-level performance

of the system in the ith sub-carrier. Each γi is usually considered an estimate of instanta-

neous performance; hereafter the set of γi measurements it is referred to as instantaneous

measurements. It is then desirable to aggregate, or compress, several measurements γi

into a representative and scalar metric γAggr. suitable to be mapped to a link-level metric.

There are different approaches to aggregate these measurements, γi, into a representative

metric γAggr.. Two of these approaches are AVI (Actual Value Interface) [11] and ESM

(Effective SNR Mapping, also referred to as Effective SINR Metric) [12] [13].
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AVI calculates a simple average of N measurements, e.g. corresponding to the instanta-

neous SNR from N sub-carriers,

γavi =
1

N

N
∑

i=1

γi. (2.2)

ESM, instead, calculates a weighted average transformed with a function I(·) that char-

acterizes the capacity of the channel, called information measure,

γeff = α1I
−1

(

1

N

N
∑

i=1

I

(

γi

α2

)

)

. (2.3)

Parameters α1 and α2 are tuned considering the modulation type, coding, channel model,

etc.

A proper selection and tuning of the parameters used in the compression of the measure-

ments γi (e.g. parameters α1 and α2 in the case of ESM), will allow matching the link-level

performance that would be obtained with the set of measurements γi, Pe (γ1, γ2, ...), to an

equivalent link-level performance, obtained now with the aggregated metric,

Pe (γAggr.) ≈ Pe (γ1, γ2, ...) , (2.4)

and in such a way that the mapping between the aggregated metric γAggr. and the link-level

performance Pe (Fig. 2.4),

Pe = f2 (γRef., xi) , (2.5)

with γRef. ≈ γAggr., is approximate to a reference curve; like for example a SNR-BLER

curve calculated for AWGN channel (discussed in the next section).

In the example shown at the bottom of Fig. 2.4 it can be observed that a collection of

instantaneous SNR measurements γi is aggregated to a SNR γavi or γeff.

2.2.2 Reference metric

After calculating the aggregated system-level metric, γAggr., the next step towards mapping

system and link level metrics is to use this metric to estimate a link-level metric, Pe, but

not only for a particular circumstance, like for a certain channel model and modulation

type. Instead, it is desirable to have an aggregation method as generic as possible, such

that, for example, several channel models and modulation types can be handled by the

same compression method, and that the aggregated metric can be input to a reference

function or look-up table containing a pre-computed relationship between system-level

and link-level performance metrics for a reference model.

For example, in the case of ESM, by using suitable parameters α1 and α2, it is possible to

obtain a SNR value γeff for different channel models, and different modulation types, such

that it can be used to find an estimate of BLER from a basic SNR-BLER curve calculated

for a reference model using an AWGN channel. In this case the parameters of γeff are

tuned to obtain a γeff approximate to γAWGN,

γeff ≈ γAWGN, (2.6)
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such that [13],

BLER (γAWGN) ≈ BLER (γeff) ≈ BLER (γ1, γ2, ...) . (2.7)

Using a general notation the above reasoning is expressed as follows,

γAggr. ≈ γRef., (2.8)

such that,

Pe (γRef.) ≈ Pe (γAggr.) ≈ Pe (γ1, γ2, ...) , (2.9)

where γRef. is a reference metric.

In the example shown at the bottom of Fig. 2.4 it can be observed that the aggregated SNR

γavi or γeff corresponds to an equivalent SNR γAWGN that approximates a SNR-BLER curve

in the AWGN channel.

2.2.3 Mapping between system-level metric and link-level metric

As discussed at the beginning of this chapter, a system-level simulator abstracts the link

level details, and works with a set of metrics at system-level, but in the end, each receiver

needs to evaluate the quality of service in terms of a link-level metric. Therefore it is

necessary to create a suitable mapping between system-level metrics and link-level met-

rics. Typical link-level performance metrics are BER and BLER. Typical system-level

performance metrics are SNR, SIR, SINR, C/I. The differentiation between link-level and

system-level metrics is shown in Fig. 2.5.

Figure 2.5: Differentiation between link-level and system-level metrics

The relationship between link-level and system-level metrics is usually established by per-

forming simulations with a link-level simulator, and the mapping between the two metrics

is either stored in a look-up table [14] [15] [16] or approximated with a function [4] [5];
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Fig. 2.6 shows this differentiation. Alternative approaches to determine the mapping be-

tween the two metrics also exist, like for example generating the mapping directly with

a system-level simulator and using a piecewise polynomial approximation in log. do-

main [17].

Figure 2.6: Differentiation of mapping approaches between a system-level metric γRef. and

a link-level metric Pe; in the first case using a mapping table, and in the second case using

an approximate curve given by a determined function.

Despite that, as mentioned in the previous sub-section, by tuning the parameters used in

the ESM formula it is possible to approximate to a reference curve; models like the ESM

do not take into consideration multiple variables, therefore different sets of look-up tables

may be necessary for different modulation and coding schemes, block lengths, channel

models, etc.

On the top of Fig. 2.4 it can be observed the mapping represented as a function f2 that

relates a target link-level metric Pe with a reference system-level metric γRef.,

Pe = f2 (γRef., xi) . (2.10)

The mapping is assisted with additional variables xi. Variables xi provide additional

details to the mapping between the two metrics that were not included in the aggregation

process, e.g. block length, modulation and coding rates [2], etc.

In the example shown at the bottom of Fig. 2.4 it can be observed the mapping between

the link-level metric BLER and the system-level metric γAWGN represented by a function

f2 constructed for AWGN channel,

BLER = f2 (γAWGN, xi) . (2.11)

Where xi are, for example, x1 = modulation type, x2 = block length, x3 = code rate.

2.3 Sigmoid function

The sigmoid function (Fig. 2.7) is the main component in the mathematical model pro-

posed in this thesis. It is defined as follows;
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s(x) =
1

1 + e−x
. (2.12)
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Figure 2.7: Sigmoid function

The sigmoid function fulfills the properties sought for the mathematical model to be con-

structed; it is continuous, differentiable, injective, and has an asymptotic convergence

toward s = 1. The sigmoid is a function suitable to produce the desired model and with

an appropriate transformation can approximate the mapping between SNR and BLER.

2.3.1 Sigmoid function observed in logarithmic domain

Throughout this thesis BLER is presented in logarithmic domain, therefore it is con-

venient to visualize the shape of the sigmoid function plotted in logarithmic domain

(Fig. 2.8), in order to have it as reference when constructing a model that approximates

SNR-BLER curves.

2.3.2 Modified sigmoid function

With suitable modifications to the sigmoid function it is possible to shift and change

the curvature of the sigmoid while keeping its properties. Replacing the exponent −x in

equation (2.12) by the equation of a straight line −c1x−c2, the modified sigmoid function

is written as follows,

s1(x) =
1

1 + e−c1x−c2
. (2.13)

With this new function it is possible to alter the curvature of the sigmoid changing c1 and

shift the position of the sigmoid changing c2. In Fig. 2.9 the modified sigmoid is plotted

considering different values for c1 and c2.
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Figure 2.8: Sigmoid function observed in logarithmic domain
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Figure 2.9: Modified sigmoid functions

2.4 Symbolic regression

Symbolic regression consists on finding a mathematical expression, in symbolic form,

that fits a given finite set of sampled data points [8]. In general, symbolic regression

involves also finding the appropriate numerical constants and coefficients that form part

of the mathematical expression.

Symbolic regression differs from linear, quadratic or polynomial regression in that these

methods just calculate the value of numeric coefficients in a given, fixed and pre-defined
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mathematical expression.

Symbolic regression is usually implemented with genetic algorithms [8]; here, instead, the

expression that describes the mathematical model is constructed performing an exhaustive

search among all the combinations of a set of proposed functional forms.

2.4.1 Symbolic regression process

The process of symbolic regression consists on selecting random samples of the system

to be modeled with respect to its independent variables, and then evaluating a proposed

expression over the random set of samples. The performance of the proposed expression

is evaluated against the results produced by a reference function describing the system,

if known, or by relying on a fitting metric and making relative comparisons of perfor-

mance among several expressions. The process is repeated several times, searching for a

mathematical expression that provides an optimal fit for the given set of data.

2.5 Definition of SNR and relationship with EbN0

In the context of this thesis the relationship between EbN0 (energy per bit to noise power

spectral density ratio) to SNR (Signal-to-Noise-Ratio) is defined as follows;

SNRabs = EbN0abs · R, (2.14)

where R is the modulation and coding rate in use; e.g. for QPSK modulation and coding

rate 1/3, R is equal to 2/3. The subscript abs indicates that the units are in an absolute

domain (i.e. without any limitation in the set of real numbers), and this notation is used to

differentiate from units in the logarithmic domain. In this thesis, under the assumptions

considered, there are no constraints regarding the maximum bandwidth available to the

signal to be transmitted.

The same relationship in logarithmic domain, transformed to dB units2, is as follows;

SNRdB = EbN0dB + 10 log10(R). (2.15)

In this thesis SNR units are preferred over EbN0 units. EbN0 units are often used in the

field of coding theory to make a consistent comparison of performance between different

codes, and the uncoded case, assuming that the energy allocated to each information bit

is constant. Thus the comparison of performance between different codes is usually rep-

resented graphically with curves using an EbN0 scale against, for example, BER. These

curves can be thought as being normalized in such a way that EbN0 is the energy allo-

cated to each bit input to the encoder (assuming that noise is constant), regardless of how

many bits are output from the encoder, and that this energy is common to all the codes

being compared. On the other hand, performance curves plotted using a SNR scale can

be thought as being normalized in such a way that SNR is the energy allocated to each bit

2In this thesis SNR is expressed in dB units, unless otherwise stated.
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output from the encoder (assuming that noise is constant), regardless of how many bits

are input to the encoder. SNR units are often used in studies of performance at system-

level; in simple systems the power amplifier assigns a fixed transmission power to each

bit regardless of the code rate in use to transmit the information.
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3 Turbo Codes

Turbo codes [18] are a class of forward error correction codes that provide a high perfor-

mance in error correction, close to the channel capacity.

Turbo codes encode the information by means of a turbo encoder that produces two en-

coded output streams of bits approximately statistically independent of each other. Some

of the encoded bits output by a turbo code can be omitted (punctured) to obtain different

code rates without changing the structure of the encoder. This feature allows trading off

data rate by robustness of the transmitted data against noise in the channel. When the

noise in the channel is significant all the encoded bits are transmitted, conversely, when

the noise in the channel decreases, some encoded bits can be removed, provided that the

decoder is able to recover the transmitted data, and thus increasing the transmitted data

rate.

At the decoder, and in contrast to other type of decoders that utilize hard bits3, a special

decoding algorithm is used operating with soft bits. Soft bits provide not only an indi-

cation of whether a bit is 0 or 1 , but also the likelihood associated to the value of the

bit.

The following sections provide a brief introduction to the main components and concepts

related to turbo codes.

3.1 Turbo Encoder

The turbo encoder is a particular arrangement constituted by two convolutional codes

(CC) encoders and an interleaver (Fig. 3.1). Often Recursive Systematic Convolutional

(RSC) codes are used as the component codes due that these are non-catastrophic codes4.

Figure 3.1: Turbo Encoder structure.

When the component convolutional encoders are RSC encoders (Fig. 3.2), the input

stream of bits to the turbo encoder is output directly and receives the name of “systematic”

bits. The two output streams encoded by the convolutional encoders receive the name of

“parity” bits .

3 Bit values quantized to 0 or 1.
4 In catastrophic codes a finite number of channel errors produce infinite number of decoding errors.
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Figure 3.2: Recursive Systematic Convolutional Encoder (13, 15)8.

The component convolutional encoders are described using a numeric notation that indi-

cates the position of the taps between the shift registers for each output. Here the octal

notation in the format (recursive output, forward output) is used; for example, the en-

coder shown in (Fig. 3.2) is described as a (13, 15)8 encoder. Where recursive output is

the output in a RSC encoder that feedbacks the encoded bits to the input of the encoder,

and forward output is the output that directly outputs the encoded bits, without feedback,

from the encoder.

3.2 Turbo Decoder

The general structure of a Turbo decoder consists of two component decoders linked by

an interleaver at the input, and two additional interleavers at the output of the decoders

(Fig. 3.3) [19]. Each decoder has three inputs; an input of systematic bits, an input of

parity bits, and an input from the other component decoder. The systematic and parity

inputs are the stream of bits received from the channel. The additional input from the

other component decoder is referred also to as a-priori information, and it is extrinsic

information provided by the other decoder about the likelihood of the bits being 0 or

1. Each component decoder outputs a stream of bits that are not quantized to binary

values 0 or 1, denominated soft bits. Soft bits are real numbers that indicate by its sign the

estimated value, 0 or 1 of each bit, and by its magnitude the numeric likelihood associated

to the value of the bit (labeled as L(uk|y) in the figure).

In the turbo decoder, each component decoder provides an output containing extrinsic in-

formation. These outputs are feed as a-priori information to the complementary decoder.

The extrinsic output indicates the likelihood of a bit to be 0 or 1 excluding the value of

this bit received from the channel, and instead based on the information of the surrounding

bits and the constraints imposed by the code being used.

The turbo decoder shown in (Fig. 3.3) operates iteratively. In the first iteration the first

component decoder takes as input the stream of bits received from the channel corre-

sponding to the bits encoded by the first encoder in the turbo encoder. Since it is the first

iteration, the values of the a-priori information, not known at the beginning, are ignored

or alternatively set to zero. The soft output provided by the first encoder is then used to

calculate the extrinsic information, and it is then feed as a-priori information to the sec-

ond component decoder. Then the second decoder estimates the bits relying now in the

information received from the channel, associated to the stream encoded by the second
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Figure 3.3: Turbo Decoder structure.

encoder in the turbo encoder, and the a-priori information supplied by the first decoder.

Next the second iteration begins; the first decoder takes again as input the bits from the

channel and in addition the a-priori information supplied by the second decoder in the

previous iteration. As before, the second decoder takes as input the a-priori information

from the first decoder and the received bits from the channel. This cycle is repeated until a

given criteria is met, like for example after a given number of iterations. In each iteration

the BER and BLER tends to decrease, nevertheless the gain in performance decreases

as the number of iterations increases. When the iterations are completed the estimated

sequence is output from the second component decoder.

The decoding algorithm used in each component decoder must output soft bits. Two

suitable decoders for this purpose are the MAP (Maximum A-Posteriori) and SOVA (Soft

Output Viterbi Algorithm) algorithms. In addition the MAP algorithm is simplified by the

Log-MAP and Max-Log-MAP algorithms.

3.3 Log Likelihood Ratio (LLR)

A Log Likelihood Ratio (LLR) facilitates the passage of information between the different

components that comprise the turbo decoder. The LLR is the logarithm of a proportion

representing the ratio of the probability of a bit being 1 to the probability of the same bit

being 0. The LLR for a data bit uk, where k is a position index, is defined as follows:

L(uk) , ln

(

P (uk = +1)

P (uk = −1)

)

, (3.1)

where ’+1’ and ’-1’ are binary values equivalent to binary 1 and 0. In the literature,

the adoption of these binary values helps to simplify posterior operations when deriving

different mathematical expressions. The sign of the LLR is used to indicate the likelihood

of the bit towards +1 or -1, and its magnitude is used to indicate the proportional likelihood

associated to the value of the bit.
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The probability of uk = +1 or uk = −1 can be derived from equation (3.1) ( [19]) and is

calculated as follows,

P (uk = ±1) =

(

e−L(uk)/2

1 + e−L(uk)

)

· e±L(uk)/2. (3.2)

The LLR based on the conditional probabilities of the bit uk, given a received sequence

of data bits with noise y, is defined as,

L(uk|y) , ln

(

P (uk = +1|y)

P (uk = −1|y)

)

. (3.3)

The conditional probabilities P (uk = ±1|y) are the probabilities that the soft decoder

attempts to estimate. These probabilities are known as a-posteriori probabilities.

3.4 Maximum A-Posteriori (MAP) algorithm

The Maximum A-Posteriori (MAP) Algorithm [20], is an algorithm suitable to decode

convolutional codes that operates with soft bits. The MAP algorithm is optimal in terms

of minimizing the decoded bit error rate, it explores every possible path through the trellis

and provides the estimated bit sequence, and also a probability for each bit stating the

likelihood that the bit has been decoded correctly.

The MAP algorithm calculates the a-posteriori LLR L(uk|y),

L(uk|y) , ln

(

P (uk = +1|y)

P (uk = −1|y)

)

. (3.4)

By using Baye’s rule,

P (a ∧ b) = P (a|b) · P (b), (3.5)

equation (3.4) can be expressed as,

L(uk|y) , ln

(

P (uk = +1 ∧ y)

P (uk = −1 ∧ y)

)

. (3.6)

As an aid to explain the derivation of the a-posteriori LLR L(uk|y), Fig. 3.4 shows a

section of a trellis of a convolutional code with generators (7, 5)8. In the figure an arbi-

trary present state in the trellis is labeled Sk, being Sk−1, Sk−2 and Sk−3 previous states

and Sk+1 a future state. The dashed lines connecting the different states of the convolu-

tional code represent valid transitions when the bit is uk = +1, and the continuous lines

represent valid transitions when the bit is uk = −1.

The probability P (uk = +1 ∧ y) in equation (3.6) is the joint probability between the

bit uk = +1 and the received sequence y. The probability that uk = +1 is equal to the

probability of a transition in the trellis from a previous state Sk−1 to a present state Sk,
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Figure 3.4: MAP Decoder Trellis for a RSC code with generators (7, 5)8

where uk = +1 is a valid transition in the finite state machine describing the convolutional

code (dashed lines in the trellis section shown in Fig. 3.4). The set of transitions for

uk = +1 are mutually exclusive, therefore the probability that any of these transitions

occur is equivalent to the sum of their individual probabilities. Therefore,

P (uk = +1 ∧ y) =
∑

(ś, s) ⇒

uk = +1

P (Sk−1 = ś ∧ Sk = s ∧ y), (3.7)

where (ś, s) ⇒ uk = +1 is the set of transitions from the previous state Sk−1 = ś to the

present state Sk = s when the bit uk = +1.

Analogously when the bit uk = −1 the joint probability P (uk = −1∧y) can be expressed

as the sum of the individual probabilities for the valid transitions when uk = −1. Then

equation (3.6) can be rewritten as,

L(uk|y) = ln

















∑

(ś, s) ⇒

uk = +1

P (Sk−1 = ś ∧ Sk = s ∧ y)

∑

(ś, s) ⇒

uk = −1

P (Sk−1 = ś ∧ Sk = s ∧ y)

















. (3.8)

Considering the individual probabilities for the cases uk = +1 and uk = −1 in equa-

tion (3.8), the sequence of received bits y can be split into three sections; the received

sequence before the present transition y
j<k

, the present transition y
k

and the received se-

quence after the present transition y
j>k

(refer to the example in Fig. 3.4); where j is a

reference index. After some mathematical derivations [19], the probability P (Sk−1 = ś∧
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Sk = s∧y) can be divided into the product of three probabilities, αk−1(ś) ·γk(ś, s) ·βk(s).

The value αk−1(ś) represents the probability5 that being in state ś at time k − 1, the re-

ceived sequence up to this state is y
j<k

. The value γk(ś, s) represents the probability5 that

being in state ś at time k−1, with a transition to state s at time k, the received sequence is

y
k
. The value βk(s) represents the probability5 that being in state s at time k the sequence

to be received in the future will be y
j>k

. Therefore (3.8) can be rewritten as follows,

L(uk|y) = ln

















∑

(ś, s) ⇒

uk = +1

αk−1(ś) · γk(ś, s) · βk(s)

∑

(ś, s) ⇒

uk = −1

αk−1(ś) · γk(ś, s) · βk(s)

















. (3.9)

The values αk−1(ś) can be calculated by a forward recursion starting with known initial

values, α0(0) = 1 and α0(s) = 0 for all s 6= 0. The values βk(s) can be calculated by a

backward recursion starting with initial values βN(s) = 1, for all s; where N is the last

stage in the trellis. Due to trellis termination some transitions at the end of the trellis are

not possible, corresponding to values γk(ś, s) equal to zero for such transitions. Alterna-

tively it is possible to set βN (0) = 1 and βN(s) = 0 for all s 6= 0 in the case of practical

implementations where the trellis is terminated to the all zero state, and the decoding al-

gorithm executes all the transitions up to the end of the trellis (including those that are

not even possible due to trellis termination). In this case, setting the values βN(s) = 0
for all s 6= 0 has an equivalent effect as avoiding the non existing transitions due to trel-

lis termination, with the advantage that it simplifies the implementation of the algorithm.

The values γk(ś, s) are calculated from the input bits received from the channel, and from

the a-priori LLRs L(uk) (obtained by the other component decoder). Then by performing

a forward recursion, γk(ś, s) values are used to compute values αk(ś, s). Finally, when

all the bits are received, a backward recursion takes place and computes all the values

βk(ś, s).

3.5 Additional considerations on Turbo Decoding

With additional mathematical derivations, the a-posteriori LLR L(uk|y) can be rewritten

as follows ([19]),

L(uk|y) = L(uk) + Lcyks + Le(uk). (3.10)

The first term in equation (3.10), L(uk), is the a-priori LLR of the k’th bit. In an iterative

turbo decoder this LLR is information passed by the other decoder (see Fig. 3.3).

The second term in equation (3.10), Lcyks, is the systematic bit uk sent through the chan-

nel, and received as yks. Lc is a parameter that indicates how reliable is the channel,

named channel reliability value. Lc depends of the fading amplitude of the channel, a,

5Actually it is a scaled value related to the stated probability.
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and the signal to noise ratio, Eb

2σ2 . When using BPSK modulation over a Gaussian channel,

the channel reliability value is,

Lc = 4a
Eb

2σ2
, (3.11)

where Eb is the transmitted energy per bit, and σ2 is the noise variance. The higher the

signal to noise ratio, the higher the influence of the systematic bit in the a-posteriori LLR

L(uk|y). Conversely, the lower the signal to noise ratio, the lower the impact in the a-

posteriori LLR.

The third term in equation (3.10), Le(uk), is the extrinsic LLR for the bit uk. This LLR is

derived using the constraints imposed by the adopted code, from the a-priori information

L(uk), and the received information from the channel y, excluding the received systematic

bit yks and the a-priori information L(uk) (see Fig. 3.3).

3.6 Log-MAP algorithm

For the calculation of the a-posteriori LLR L(uk|y), the MAP algorithm requires in equa-

tion (3.9) the values αk−1(ś), calculated in a forward recursion, the values βk(s), calcu-

lated in a backward recursion, and the transition probabilities γk(ś, s). The Log-MAP

algorithm, [21], operates in the logarithm domain, working with the logarithms of the

values αk−1(ś), βk(s) and γk(ś, s).

The Log-MAP algorithm is equivalent in decoding performance to the MAP algorithm; in

addition it reduces computational complexity and solves number representation problems.

In the computation of values αk−1(ś) and βk(s) products are replaced by additions, and

additions are replaced by max operations and a correction term. The Log-MAP algorithm

leads to an improved numerical stability, in particular when it is implemented in hardware

with limited representation of real numbers.

Operations that consist of calculating the logarithm of the addition between two exponen-

tials, are simplified with the Jacobian logarithm [22];

ln(ex1+ex2) = max(x1, x2)+ln
(

1 + e−|x1−x2|
)

= max(x1, x2)+fc (|x1 − x2|) , (3.12)

where fc is a correction function.

3.7 Rate matching and puncturing

Rate matching is related to the variation of the code rate by removing systematic or parity

information output by the encoder. In Turbo Codes implemented with the structure pre-

sented in Fig. 3.1 the code rate of the mother code is (ideally) 1/3. This means that for

every information bit input to the encoder the turbo code outputs 3 bits; one systematic

bit and two parity bits (usually labeled parity 1 and parity 2). Thus for n information bits

the code rate is n/(3n). The rate is ideally 1/3 because in fact m bits in addition to the n
information bits are input to the encoder to return the trellis termination to a pre-defined

state (commonly inputting binary zeros and thus returning the state of the encoder to the
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zero state)6; leading to a code rate of n/(3n + m). The code rate of the mother code

n/(3n + m) can be increased by removing some of the systematic or parity bits; such

removal of bits is called puncturing.

Traditionally, puncturing is performed only in parity bits, however in a turbo code with a

well designed interleaver the puncturing of systematic bits is preferred due that the parity

bits contain most of the Hamming weight in the minimum distance [23]. Nevertheless

puncturing of systematic bits must be exercised with care due that certain puncturing

patterns in the systematic bits can transform the code in catastrophic. At high coding

rates, where excessive puncturing of parity bits can degrade the code performance, the

optimal puncturing pattern is attained by puncturing a portion of systematic bits and a

portion of parity bits [23]. When puncturing only parity bits the code rate is increased to

n/(n + m + k), where k is the number of parity bits (with k < 2n when puncturing takes

place).

The author found in the literature two different methods to perform the puncturing of bits.

The first puncturing method receives the name of circular buffer rate matching (CBRM)

method [23]. The second puncturing method utilizes a puncturing mask, containing a

puncturing pattern indicated by zeros and ones [24] [25]. These methods are explained in

detail in the next sub-sections.

3.7.1 Puncturing method using circular buffer rate matching (CBRM)

The method of puncturing using circular buffer rate matching (CBRM), consists on inter-

leaving independently each one of the three output streams of bits from the turbo encoder:

systematic, parity 1 and parity 2, with a sub-block interleaver. Then a buffer gathers the

interleaved systematic bits (arranging these at the beginning of the buffer) and parity bits

(at the end of the buffer), Fig. 3.5 [3] [23]. The parity bits (parity 1 and parity 2) are

actually interlaced to each other bit-by-bit. This buffer is called circular buffer by the fact

that it wraps around itself; bits can be taken from a starting position of the buffer, and if it

is the case, the bits that are taken after the end of the buffer are the bits at the beginning of

it. By relying on this buffer the rate matching is simplified in the sense that a desired rate

for a given block length to transmit is composed by just taking a portion of systematic

bits followed by a portion of parity bits. Furthermore the use of this buffer simplifies the

selection of different sequences of bits to transmit as complementary data for H-ARQ.

3.7.2 Puncturing method using puncturing masks

The second method of puncturing utilizes a puncturing mask, containing a puncturing

pattern indicated by zeros and ones [24] [25]. The presence of a 1 indicates that the bit is

6 The turbo code considered here uses a trellis termination technique. In this technique bits are input to

the encoder forcing it to return to the zero state. Another termination technique, referred to as tail-biting,

avoids using extra termination bits to terminate the trellis. This technique has the advantage of not affecting

the code rate, n/(3n), but has the disadvantages of increasing the complexity at the receiver, and increasing

latency due to the need of a training sequence to determine the initial state in the trellis.
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Figure 3.5: Circular buffer rate matching (CBRM) structure at the output of the Turbo

Encoder (adapted from [23]).

retained, and the presence of a 0 indicates that the bit is punctured. The puncturing mask

has a definite length and it is applied consecutively to the stream of systematic or parity

bits output from the encoder.

The puncturing pattern should be selected by considering the interleaving pattern used

in the interleaver; some puncturing patterns may lead to non optimal performance when

combined with the interleaving pattern. However, when the interleaving pattern is ran-

dom, the puncturing pattern does not have significant effect, in average, on the code per-

formance for most of the code rates [25]. When the interleaving pattern is random, the

puncturing pattern applied to the second stream of parity bits is irrelevant, due that the

pattern will be randomly distributed when de-interleaving this stream of bits. The punc-

turing pattern applied to the first stream of parity bits may present poor performance for

some code rates. The relationship between the puncturing patterns applied to the first and

second stream of parity bits is also irrelevant, since there is almost no correlation between

the bits in the first and second parity sequence.

According to [25], the puncturing pattern may affect with poor performance the code rates

that retain bits always in the same position within the periodic pattern generated by the

system response of the convolutional encoder. Detailed description of this phenomenon

is given in the following sub-section.

3.7.3 Considerations on puncturing patterns

According to [25] some code rates may present poor performance for some puncturing

patterns7. The cause of this poor performance is explained by considering the theory of

7 The case considered here assumes that the bits output by the encoder are directly punctured. An

alternative solution to the one presented in this section is to interleave the bits to be punctured with a
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output weight distributions [26].

When an single nonzero bit is input to a recursive convolutional encoder, the impulse

response at the output generates a periodic pattern due to the feedback connection in the

encoder. When more nonzero bits are input, the output may present also periodic patterns

in certain period. Since the feedback polynomial for the RSC code is usually selected to

have maximal length, the maximum achievable period for an encoder with memory size

M is a period with length 2M − 1 bits.

Often the puncturing mask used in each parity output has a definite length, that in practice

is 2l, with 2 ≤ l ≤ 16. For such length the maximum achievable rate is R = l/(l + 1).
This can be interpreted as inputting 2l bits to the encoder and retaining only one bit of

each parity output (R = 2l/(2lsystematic bits + 1parity1 bit + 1parity2 bit) = l/(l + 1)).

In the case that only one bit of each parity output is retained, a maximum of 2M − 1
positions in the period are available. Always considering a puncturing mask of length 2l;
for most of the rates, retaining one bit among 2l bits causes a cyclic positioning inside the

2M − 1 positions in the output periodic pattern. For example, for M = 4, the maximum

length of the periodic pattern is 15; for l = 2 the code rate is 2/3 and the length of

the puncturing mask is 4. Then, without loss of generality, retaining the first bit in the

puncturing mask causes a relative selection of bits 1, 5, 9, 13, 2, 6, 10, 14, 3, 7, 11, 15, 4,

8, 12 in the periodic pattern (Fig. 3.6).

Figure 3.6: Retained bits after puncturing the sequence of parity bits, and positions of

retained bits relative to the periodic pattern output by the encoder (convolutional encoder

with memory size 4 and puncturing rate 2/3).

However, for a few code rates the length of the puncturing mask 2l and the length of the

periodic pattern, 2M − 1, have the same least common multiple, causing a selection of a

properly designed interleaving pattern.
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few positions in the periodic pattern. The length of the puncturing mask and the length of

the periodic pattern should not have a common multiple, due that this leads to catastrophic

(or semi-catastrophic) puncturing of the code [24]. For example, considering M = 4, and

l = 5, the code rate is 5/6 and the length of the puncturing mask is 10. Now the length

of the periodic pattern, 2M − 1 = 15, and the length of the puncturing mask, 2l = 10,

have the same least common multiple 5. Then, without loss of generality, retaining the

first bit in the puncturing mask causes a relative selection of bits 1, 11, 6 in the periodic

pattern (Fig. 3.7). It can be observed that in this case the 15 positions available are not

being used; if the selected positions happen to be all zeros, then the weight of the output

sequence will be very low after puncturing.

Figure 3.7: Retained bits after puncturing the sequence of parity bits, and positions of

retained bits relative to the periodic pattern output by the encoder (convolutional encoder

with memory size 4 and puncturing rate 5/6).

The turbo code (13, 15)8, used later in this thesis, has a memory size M = 3, creating

a periodic pattern of maximum of length 2M − 1 = 7. The puncturing patterns used

to increase the rate of the code were selected by skipping those puncturing patterns that

produce poor performance. Appendix A contains the list of puncturing patterns used to

obtain different rates for the turbo code (13, 15)8.

3.8 BLER curve

In the context of this thesis, a BLER curve is the curve that describes the performance of a

Turbo Code in BLER units against SNR units, and for a given block length and MCS rate.

An example of BLER curves is shown in Fig. 3.8. BLER curves have two characteristic

regions, named waterfall region and error floor.
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3.8.1 Waterfall region and error floor

Performance curves for Turbo Codes have a region in which the slope decreases steadily

as the SNR increases; this region is called the waterfall region. After the waterfall re-

gion there is a slope transition region with reduced slope called the error floor region

(Fig. 3.8) [27].
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4 System and model description

In this thesis the main goal is to construct a mathematical model using a continuous and

differentiable expression, that approximates the relationship between the system-level per-

formance metric SNR and the link-level performance metric BLER of a link-level sys-

tem composed by a turbo code. The turbo code considered operates with variable block

lengths, B, and encodes information at different rates, obtained by puncturing, allowing

transmitting information at different MCS rates, R. The construction of the mathemati-

cal model was developed for the particular case of the Turbo Code (13, 15)8 and QPSK

modulation; but the derivation of the model can be generalized to other turbo codes and

modulation types.

In order to construct the model, a link level simulator was used to generate BLER data

samples (hereafter referred to as simulated BLER data samples). The simulated BLER

data samples are samples of BLER generated for different values of SNR, B and R.

At each signal to noise ratio (SNR, γ) level a given B and R combination provides

a certain block error rate (BLER) performance. At system-level it is desired to have

a function, Pe(), that abstracts the link-level details. Such function simply relates the

performance of the QPSK modulated turbo code to the independent variables:

BLER = Pe(γ, B, R). (4.1)

In the following chapters a model for (4.1) is derived by approximating a suitable function

to the simulated BLER data samples. The simulated samples were obtained with the link

level simulator for various (γ, B, R) combinations. Each BLER value for one of these

combinations constitutes one SNR-BLER sample.

The model is constructed by fitting a suitable function in least-square sense to the simu-

lated BLER data samples. The proposed function is selected by performing an exhaustive

search among several functional forms, where each functional form is composed by a set

of terms. Clearly by selecting more complex combinations of terms it is possible to have a

better fit to the simulated BLER samples. The key question here is how to identify which

set of terms produces the most suitable fit, i.e. the best combination with 4 terms, 5 terms,

etc. This decision is circumvented by evaluating how close the proposed function approx-

imates the simulated samples for all possible combinations of the terms. Such exhaustive

search allows selecting the combination that produces the best match for a given number

of terms.

The next sections describe the system under consideration and the performance metric

used in the evaluation of the function describing the model.

4.1 General system description

A link level simulator was used to generate BLER data samples. The link was modeled

using the parallel concatenated convolutional coded turbo code (TC) (13, 15)8. The TC

adopted is the TC standardized for 3GPP [3], although with a random interleaver and
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different puncturing method. The TC is constructed from two recursive systematic con-

volutional codes concatenated with a random interleaver (Fig. 4.1). The transfer function

of the constituent code is

G(D) =

[

1,
1 + D + D3

1 + D2 + D3

]

, (4.2)

where D is the delay operator.

Various MCS rates R are generated systematically by puncturing bits from the parity

outputs of the TC. The puncturing method implemented is puncturing with puncturing

masks. Puncturing masks were constructed by considering an even distribution of punc-

tured bits. According to [25], when a pseudo-random interleaver is used, the selection of

the puncturing pattern does not have significant effect in the code performance, as long

as the puncturing pattern is not causing a cyclic effect in the bit locations inside the pe-

riodic pattern generated by the system response of the convolutional encoder (refer to

sub-sections 3.7.2 and 3.7.3 for additional details).

The puncturing patterns were selected by skipping those puncturing patterns that produce

poor performance. Appendix A contains the list of puncturing patterns used to obtain

different rates. The final MCS rate is determined by combining n information bits, m = 3
trellis termination bits and k parity bits;

R = M
n

n + m + k
, (4.3)

where M are the number of bits per symbol in the modulation scheme adopted. In the

main mathematical model elaborated in this thesis the performance is evaluated for QPSK

modulation (M = 2) and AWGN channel.

For different MCS rates the amount of information bits n is adjusted such that the amount

of encoded bits fits into a transmission block of a given block length B;

B = n + m + k. (4.4)

Figure 4.1: Turbo Encoder (13, 15)8
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4.2 Generation of BLER data samples with a link level simulator,

and BLER curves

The performance of the TC is evaluated using a link level simulator. The simulator com-

prises the TC, QPSK modulator, AWGN channel and a log-MAP decoder with 8 itera-

tions. The BLER samples at each simulated point BLERsim, were obtained by averaging

the BLER of 50 sets of 2000 blocks in error. BLER is considered in the region from

8 ·10−4 to 1. Different levels of SNR, block lengths B and MCS rates R were considered.

The selected set of block lengths B and MCS rates R is shown in Table 4.1. Block lengths

were selected in such a way that when using a particular puncturing pattern (Appendix A),

the amount of information bits and parity bits fits exactly into the selected block length.

In the selection of block lengths it was also considered that the LTE standard defines a

maximum code block size of 6144 bits [3], thus setting a maximum reference length for

using the model in real applications.

BLER data samples, produced by simulations using the link level simulator, are presented

in Fig. 4.2. In the figure data samples are connected together to form BLER curves for

different combinations of B and R. The generated BLER data samples will be used in the

following chapters to construct and optimize the proposed mathematical model.
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Figure 4.2: BLER performance of turbo code (13, 15)8 for different block lengths and

MCS rates, obtained by simulation and averaged over 50 sets of 2000 blocks in error.

The system comprises: QPSK modulator, AWGN channel, random interleaver, log-MAP

decoder with 8 iterations and puncturing patterns described in Appendix A. Numbers at

the bottom of the curves indicate a curve number used for reference. Refer to Table 4.1

for details of block lengths and MCS rates.
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Table 4.1: Set of block lengths B and MCS rates R used in the simulations

Curve Approx. MCS rate Block length Inf. bits

number MCS rate R B n

1 2/3 0.6549020 510 167

2 8/11 0.7162426 511 183

3 4/5 0.7882352 510 201

4 8/9 0.8789062 512 225

5 1/1 0.9882812 512 253

6 8/7 1.1311154 511 289

7 4/3 1.3203124 512 338

8 8/5 1.5890410 511 406

9 2/3 0.6608016 1023 338

10 8/11 0.7214076 1023 369

11 4/5 0.7937438 1023 406

12 8/9 0.8836754 1023 452

13 1/1 0.9941406 1024 509

14 8/7 1.1378300 1023 582

15 4/3 1.3281250 1024 680

16 8/5 1.5933528 1023 815

17 2/3 0.6637342 2046 679

18 8/11 0.7243402 2046 741

19 4/5 0.7968750 2048 816

20 8/9 0.8861748 2047 907

21 1/1 0.9970704 2048 1021

22 8/7 1.1402052 2047 1167

23 4/3 1.3300782 2048 1362

24 8/5 1.5966796 2048 1635

25 2/3 0.6652014 4095 1362

26 8/11 0.7257632 4095 1486

27 4/5 0.7985348 4095 1635

28 8/9 0.8876404 4094 1817

29 1/1 0.9985352 4096 2045

30 8/7 1.1413920 4095 2337

31 4/3 1.3320312 4096 2728

32 8/5 1.5981446 4096 3273

4.3 Link Level simulator details

A Link level simulator was used to study the performance of the turbo code (13, 15)8 in an

AWGN channel. The Link level simulator consists of a transmitter, channel and receiver

operating in baseband. More specifically the simulator contains the modules depicted

in Fig. 4.3. The steps carried out in each one of the modules shown on the figure are

explained in the sub-sections below.

4.3.1 Initial settings

Before initiating a simulation, the link level simulator (Fig. 4.3) must be configured with

the proper initial parameters. The initial parameters comprise target SNR, block length,

code rate, modulation type, and puncturing pattern. The values of SNR used in the simu-

lations were spaced by 0.1 dB starting from a SNR corresponding to an averaged BLER

equal8 to 1 until a SNR corresponding to a BLER of approximately 8·10−4. Block lengths

and MCS rates used to generate the BLER data samples are listed on Table 4.1.

8 An averaged BLER equal to 1 is the BLER resulting in value 1 from averaging the BLERs obtained

from 50 simulations for a given SNR, B and R. In addition the BLER obtained from each simulation is
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Figure 4.3: Basic structure of the Link Level simulator.

The simulations were performed by repeating a Monte Carlo experiment for the given

initial settings, therefore it was necessary to specify also the number of experiments, or

the stopping criterion, in the initial settings. In this thesis the author used 2000 blocks in

error as stopping criterion in each simulation. Each simulation was repeated 50 times for

the same values of SNR, B and R, and subsequently the collection of the resulting 50

BLERs was averaged and stored as BLER data samples for later processing.

4.3.2 Calculation of the final block length, number of information bits and rate

After configuring the initial parameters to be input to the simulator, a few preliminary

calculations are necessary before initiating the simulation. Since the block length and

number of information bits are quantities that belong to the set of natural numbers, a

proper criterion must be devised to maintain a consistent size of the final block length and

number of information bits in the link level simulator, and at the same time maintain the

target code rate.

In the Link Level simulator used in this thesis, the puncturing method selected is punc-

turing with puncturing masks; a consequence of using this method results, in some cases,

in keeping the proposed block length, B, unchanged, or resizing it to a length B − 1 or

B − 2. Block lengths are selected in such a way that when using a particular puncturing

pattern (Appendix A), the amount of systematic bits and parity bits fits exactly into the

selected, or otherwise resized, block length. The reason behind the resizing of the block

length lies on the fact that the puncturing is performed with puncturing masks of a definite

length and definite pattern. Then in order to approximate the target code rate, 1 or 2 bits

in the block may remain unused; on the contrary, using these 1 or 2 bits in the block will

result in adding more systematic or parity bits and hence deviating from the target code

rate.

In practical systems the block length may be fixed and the approach presented here may

be not valid, however in this thesis the approach adopted is justified by arguing that the

averaged in 2000 blocks in error.
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Figure 4.4: Algorithm adopted in the link level simulator to recalculate the final block

length, number of information bits and rate in function of the target block length and rate.

The binary operator % represents the modulo operation.

set of values B and R will be used as samples to construct a continuous function, being

not imperative to have all the samples with a determined fixed value.

Fig. 4.4 shows the algorithm adopted in the link level simulator to re-calculate the final

block length, number of information bits and rate in function of the target block length

and rate.

In addition, it is not required to make the block length a multiple of M (the number of bits

per symbol in the modulation scheme adopted). This decision aims to have a consistent

criterion when working with different block lengths. The actual size of the block length in

the channel of the link level simulator is the target (not corrected) block length (Fig. 4.4);

but at the transmitter and receiver, as well as in the calculation of the rate (equation (4.3)),

the corrected block length is used. The model to be created aims to target any block

length and rate, regardless of the actual possibility of having all of these implemented in

a real system. If instead, the block lengths are forced to be rounded to multiples of M ,
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the results obtained will be influenced by this rounding function. Therefore it is argued

that the criterion adopted is consistent regarding the samples to be used to construct the

continuous function of the model.

4.3.3 Generation of information bits, storage of received bits and calculation of

BLER

Information bits are generated with a pseudo-random number generator (module Source

bits generator in Fig. 4.3), and stored in memory. Received bits, after quantization, are

also stored in memory (module Received bits storage), and then compared bit by bit (mod-

ule Comparator of blocks in error) to the transmitted information bits. If there is a mis-

match between one or more of the original information bits and the received bits, then the

block is in error and a counter of blocks in error is increased.

The simulation stopping criterion is the number of blocks in error; when the number of

blocks in error is 2000, the ratio between the number of blocks in error to the number of

transmitted blocks is the averaged BLER for the given SNR, block length and MCS rate.

In addition the simulation process was repeated 50 times per combination of SNR, block

length, B, and MCS rate, R, and averaged the BLERs obtained.

4.3.4 Turbo Encoder, Turbo Decoder and quantization of bits

Turbo encoder and decoder (modules Turbo encoder and Turbo decoder in Fig. 4.3) were

presented in the previous chapter. The Log-MAP algorithm was used in the turbo decoder

with a fixed number of 8 iterations. The output of soft bits from the turbo decoder is

quantized to hard bits zeros and ones in the module Quantizer.

4.3.5 Puncturing

Puncturing (module Puncturer in Fig. 4.3) is performed by using puncturing masks (listed

in Appendix A). Puncturing is performed sequentially applying the puncturing masks to

the parity bits output from the encoder. As explained in sub-section 4.3.2, the block length

is corrected to be consistent with the resulting number of systematic and parity bits after

puncturing.

4.3.6 Multiplexer and Demultiplexer

The multiplexer arranges the three streams of parallel bits, systematic, parity 1 and parity

2 bits, into a unique stream of bits. The demultiplexer performs the opposite action, and

in addition it is combined with the operation opposite to puncturing, filling with zeros the

places where the bits were punctured.
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4.3.7 Modulator, Demodulator and Channel

The link level simulator was programmed to use QPSK and 16-QAM modulations. The

numeric results used as example throughout the thesis, except were indicated, were gen-

erated using QPSK modulation. When 16-QAM modulation is used, the demodulator

actually calculates the marginal probabilities of the bits in the symbol. Furthermore, an

interleaver is added before the modulator, and a deinterleaver is added after the demodu-

lator to avoid adding the same noise level to consecutive bits within a symbol.

The channel model used in the link level simulator is a simple AWGN channel.

4.4 Performance metric of the model

The quality of fitting, of the mathematical model to be constructed, is evaluated as a

relative approximation error. It is calculated by summing the squares of differences be-

tween the simulated BLER samples, BLERsim (γi, Bj, Rl, ), and the BLER obtained by

the proposed model, Pe (γi, Bj , Rl). The fitting is performed in the logarithmic domain

(log10(BLERsim), log10(Pe)). Such fitting allows introducing accuracy that is propor-

tionally fair for samples at different SNR. The fitting metric is,

∑

i,j,l

[

log
10

(

BLERsim(γi,Bj ,Rl)
)

−log
10

(

Pe(γi,Bj ,Rl)
)]2

, (4.5)

where i, j and l are indexes, indexing a given number of SNR, block lengths and MCS

rates, respectively.
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5 Proposed model

The mathematical model that approximates the BLER performance of punctured turbo

codes will be described by the function Pe(γ, B, R). This function must have enough

degrees of freedom to model the four-dimensional surface composed by γ, B, R and

BLER. Models based directly on polynomials or exponential functions are not useful

since these may not satisfy the desired characteristics of the function representing the

model; these may not have an asymptotic convergence toward BLER = 1 at low SNR
and may not present an injective function property relating SNR-BLER at constant B
and R. Furthermore these models may require several number of terms to approximate

the samples with considerable accuracy and can oscillate between the fitting points, pre-

senting non-consistent results when describing the performance of codes for any block

length and rate.

For example, the surface depicted in Fig. 5.1 shows an early attempt to model the relation-

ship between SNR, R and BLER at constant B using a superquadric9 surface.10 In the

figure it can be observed that the surface does not satisfy some of the desired properties;

there is no asymptotic convergence to BLER = 1 at low SNR, and the relationship be-

tween SNR and BLER is non-injective (some SNR values can be mapped to the same

BLER while keeping B and R constant).

Given that finding a four dimensional model for the system in hands is not trivial, the mod-

eling task was divided in two parts, creating two partial models; firstly studying the re-

lationship between SNR and BLER, secondly studying the relationship between SNR,

B and R, and finally combining these models into a complete model relating SNR, B, R
and BLER. Fig. 5.2 represents the steps carried out to construct the final model.

It is noted that a final model can be created directly without the need of creating partial

models, but on the other hand requiring much more intensive computations. The partial

models were created to understand the relationship between the variables and then pro-

pose a small number of eligible functional forms that are consistent with the relationship

observed. In this way the computation effort to find an optimal model is reduced. In

addition, having the independent relationship between the variables allowed looking for

some notable relationship between these variables, like linearity, or a distinctive pattern

that can be expressed with power series, etc. Such notable relationship was not found.

In the sections that follow, first a model relating SNR and BLER without considering B
and R is constructed (Section 5.1). Then a model relating SNR, B and R for fixed BLER
values is constructed (Section 5.2). Finally, in section 5.3 these models are combined into

a complete model relating SNR, B, R and BLER.

9 The general equation of a superquadric is
∣

∣

x
A

∣

∣

r
+
∣

∣

y
B

∣

∣

s
+
∣

∣

z
C

∣

∣

t
≤ 1. Where x, y, and z are independent

variables; r, s, and t are positive real numbers that determine the main characteristics of the superquadric;

and A, B, and C are scaling constants.

10 The relation between variables in the figure is representative, and it is not directly related to the

system under consideration. In the figure EbN0 was used instead of SNR. BLER units were changed to

log10(BLER) for convenience in the plotting.
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Figure 5.1: Attempt to model the relationship between SNR, R and BLER at constant

B using a superquadric function.

5.1 SNR-BLERModel

The relationship observed between BLER and SNR (Fig. 4.2) shows an asymptotic curva-

ture towards 1 and 0. A continuous and differentiable function resembling BLER curves

is the sigmoid function. In [28] a model based on the sigmoid function was used for ap-

proximating BLER curves of convolutional codes. Unfortunately the sigmoid function in

the form

s1(x) =
1

1 + e−c1x−c2
(5.1)

is not capable to model the error floor present in turbo codes. A simple modification of

the sigmoid

s2(x) = 1 −
1

1 + e−c1x−c2 + 2e−c3x−c4
, (5.2)

provides a suitable function for characterizing the error floor of BLER in turbo codes.

Furthermore (5.2) is a continuous and differentiable function, presenting an injective re-

lationship between SNR and BLER. In Fig. 5.3, s1 and s2 are plotted.

For each combination of block lengths and MCS rates a different BLER curve is observed

(Fig. 4.2). The location of a curve can be adjusted by selecting suitable values for the

coefficients cj in (5.2). In general form the relationship between SNR and BLER is

modeled by

Pe(γ) = 1 −
1

1 + eF1(γ) + 2eF2(γ)
, (5.3)
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Figure 5.2: Representation of the steps carried out to construct the final model.
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Figure 5.3: Shifted Sigmoid function s1 and proposed function s2

where F1 and F2 are polynomials or power series in γ that define the position and shape

of the BLER curve11.

In the figure representing the steps carried out to construct the final model, Fig. 5.2, equa-

tion 5.3 is expressed as follows,

Pe(γ) = S(F1(γ), F2(γ)); (5.4)

where S() is a modified sigmoid function.

11 It is noted here that the multiplication by two in the term 2eF2(γ) it is not extrictly necesary. The
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5.2 SNR-Block Length-Rate Model

In the previous section a model relating SNR and BLER was proposed. In this section a

model relating SNR, B and R, considering BLER constant, is proposed. The model is

expressed as follows,

γBR = Γ(B, R), (5.5)

where Γ() is a function approximating the SNR, γBR, for a given set of block lengths, B,

and MCS rates, R.

In order to find the relationship between γ, B, R, the four dimensional space generated by

BLER,γ,B,R, is reduced to three dimensions. The reduction from R
4 to R

3 is carried out

projecting orthogonally γ, B, R, and setting the BLER, BLER, constant. Setting BLER
values as a constant can be visualized as making cuts in the BLER curves at fixed BLER
values (Fig. 5.4). Then the corresponding SNRs at the cut, γBR, along with B and R
for each BLER curve, form a three-dimensional space. An example of the relationship

between γBR, B and R at fixed BLER = 8 · 10−1 and 1 · 10−3 is shown by the surfaces

in Fig. 5.5.

In Fig. 5.5 it can be observed that a plane would be an initial choice for approximating a

surface relating SNR, B and R. For a better approximation to this surface a more elabo-

rated function consisting of 19 different terms was considered. The terms proposed were

selected as eligible terms by observing the surface to model, and knowing the surfaces

that can be constructed with these terms, independently, as part of a function. The main

idea is to construct the model relating SNR, B and R by finding an optimal combination

of the proposed terms; or to be more precise, by relying on symbolic regression. The

proposed function is,

Γ(B, R) = a1 + a2B + a3R +
+ a4BR + a5B

2 + a6R
2 + a7B

3 + a8R
3 +

+ a9(B
2 − R2) + a10BR2 + a11B

2R + a12B
2R2 +

+ a13B ∗ R3 + a14B
3R + a15B

a16 + a17R
a18 +

+ a19B
a20R + a21BRa22 + a23B

a24Ra25 ,

(5.6)

where aj , with j ∈ {1, 2, ..., 25}, are numeric coefficients. This function contains terms

suitable to produce quadrics like elliptic paraboloid and hyperbolic paraboloid, superquadrics,

the monkey saddle surface and terms suitable to displace and rotate these surfaces.

multiplication by two is fundamented by two reasons.

First, in the early stages of the research an attempt to express the model in terms of a series was made;

and in particular a series that can be related to the code spectrum of the Turbo Code. In this case the

multiplication by two states that the term belongs to the second term of a truncated series.

Second, the fitting algorithm used to optimize the model was inestable, not converging to an optimal

solution, when it was presented with two identical terms in the function. It was observed that the algorithm

ended presenting identical coefficients in the two identical terms when actually it was expected that the

degrees of freedom provided by the second term helped to complement those provided by the first term.

This behavior was not observed in any other case. Therefore the second exponential term was changed to a

similar function, in this case two times an exponential function, to effectively introduce the desired degrees

of freedom,

The multiplication by two introduces only a linear difference of ln(2). Therefore 2eF2(γ) can be easily

transformed to the form eF ′

2
(γ) by making F ′

2(γ) = F2(γ) + ln(2) if it is necessary.
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Figure 5.4: Detail of cuts in BLER curves at fixed BLER = 8 · 10−1 and 1 · 10−3.

The terms in equation (5.6) are proposed terms to construct a suitable model approximat-

ing the relationship between SNR, B and R. In order to find an optimal function for

the model, consisting of a subset of the proposed terms, the collection of terms in (5.6)

is interpreted as a set of functional forms that will be selected by relying on symbolic re-

gression. Symbolic regression is usually implemented with genetic algorithms [8]; here,

instead, the functional form of the approximating function is selected by performing an

exhaustive search among all the combinations of the terms. For this purpose equation (5.6)

is rewritten as,

Γ(B, R) = u1a1 + u2a2B + u3a3R +
+ u4a4BR + u5a5B

2 + u6a6R
2 + u7a7B

3 + u8a8R
3 +

+ u9a9(B
2 − R2) + u10a10BR2 + u11a11B

2R + u12a12B
2R2 +

+ u13a13B ∗ R3 + u14a14B
3R + u15a15B

a16 + u16a17R
a18 +

+ u17a19B
a20R + u18a21BRa22 + u19a23B

a24Ra25 ;
(5.7)

where ui = {0, 1}, with i ∈ {1, 2, ..., 19}, is a coefficient used to indicate the presence or

absence of a term in the functional form proposed for modeling the desired relationship.

Hereafter a term is defined as “active” when the term is present in the functional form

describing the model (ui = 1), and as “inactive” when the term is not present (ui = 0).

The first three terms in equation (5.7) are considered always active (u1 = u2 = u3 = 1).

The remaining 16 terms (ui with i = 4...19) are selected as eligible active terms, taking

four terms at a time, such that the resulting model is composed by only seven terms; the

first three fixed and the other four selected by symbolic regression. Deciding that the

first three terms are directly part of the model is justified by the nature of these terms,
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Figure 5.5: Relationship between SNR, B and R at fixed BLER = 8 · 10−1 and 1 · 10−3

positioning a plane and more elaborated surfaces. The remaining 16 terms are taken in

groups of four and give a total of
(

16
4

)

= 1820 combinations to be explored by exhaustive

search. The decision to construct the model with only seven terms is justified by the

satisfactory degree of accuracy obtained in early models, using this amount of terms, and

considering the constraints imposed by computing time.

The 1820 combinations of functional forms were numerically fitted in a least-square sense

to the data samples of SNR, B and R with a non-linear curve-fitting algorithm [29] [30].

After the fitting process, the combinations of terms resulting in the smaller aggregated

fitting metric were selected for the final model.

The fitting process for the 1820 combinations of functional forms was repeated 26 times,

corresponding to 26 cuts of the BLER curves at constant BLERs between 1 · 10−3 and

8 · 10−1. For each cut a set of samples SNR, B, R was input to the non-linear fitting

algorithm. This set of samples was obtained from the samples generated with the link

level simulator. Actually, since the BLER samples were generated for a given SNR, no-

table values of BLER, proposed for the BLER cuts, like 8 · 10−1, 7 · 10−1, etc. were not

available. To find the corresponding value of SNR for a given BLER cut, local interpo-

lation between BLER samples was carried out. The corresponding SNRs for the given

BLER cuts were stored along with the B and R values and input to the non-linear fitting

algorithm.

Then non-linear fitting was carried out for each one of the BLER cuts, and considering

several initial coefficients. The best fitting for each cut, measured by a fitting metric, was

stored after completing the fitting process. After fitting the 26 BLER cuts an aggregated

fitting metric was computed, calculated by adding the fitting metrics of the 26 BLER cuts.
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The performance of each combination of terms was measured by means of the aggregated

fitting metric. Table 5.1 lists the first 10 better functional forms describing the model in

terms of the aggregated fitting metric. In the table, the pattern of active terms indicates

which terms are active in equation (5.7). The same data is represented graphically in

Fig. 5.6. Based on this analysis, it can be observed that in addition to the first three terms,

terms 6, 8, 16 and 19 are in average the optimal ones for the proposed model; then a

model relating SNR, B and R can be expressed by,

Γ(B, R) = a1 + a2B + a3R + a6R
2 + a8R

3 + a17R
a18 + a23B

a24Ra25 . (5.8)

Table 5.1: Best 10 patterns of active terms and respective aggregated fitting metric

Pattern number Pattern of active terms ui (i = 1..19) Fitting metric

1 11100 10100 00001 0001 0.071097

2 11100 10100 10000 0001 0.071046

3 11100 10000 00000 1011 0.070411

4 11100 00100 00000 1011 0.070187

5 11110 10100 00000 0001 0.069994

6 11100 10100 00000 0101 0.069691

7 11100 10100 00100 0001 0.068065

8 11100 00101 00000 1001 0.066601

9 11100 00100 00100 1001 0.066123

10 11100 10100 00000 1001 0.063945
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Figure 5.6: Best 10 patterns of active terms and respective aggregated fitting metric

Discussion: It can be argued that the criteria used to derive the best combina-

tion of terms among the 1820 combinations may be not optimal, in the sense
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that the aggregation of independent fittings determines the best model to be

adopted.

The fitting carried out for each BLER cut was independent of other BLER

cuts (always considering the same combination of functional forms), there-

fore resulting each case in a set of optimized coefficients independent of other

BLER cuts. In the process carried out, the fitting metric of each BLER cut

was aggregated into an aggregated fitting metric by adding the fitting metrics

of all the BLER cuts. This process was repeated for the 1820 combinations of

terms; finally, the combination of terms with smaller aggregated fitting metric

was selected as the best functional form.

In the actual BLER curves, BLER is not a fixed value (i.e. a cut at constant

BLER like it was considered here), but it is a dependent variable; therefore a

set of coefficients for a particular BLER cut may not necessarily be optimal

for another BLER cut. However, when incorporating the BLER dimension

into the final and complete model, additional degrees of freedom will help

to overcome the constraint of constant BLER imposed by the SNR, B, R
model. The additional degrees of freedom may be or may be not enough to

justify that the approach followed here (aggregating the metrics) was opti-

mal. Since the surfaces in the SNR, B, R model vary in each BLER cut, an

optimized approach can rely on targeting a specific BLER value and produce

a functional form for that specific BLER value. Also a range of BLER values

can be targeted; in this case using a weighted fitting metric for the BLERs

considered. In this thesis the approach to find the set of functional forms is

justified by considering that here there is no specific target BLER but the goal

is to approximate all the BLERs between 8·10−1 and 1·10−3 with a functional

form than in average is fair to the given range of BLERs.

5.3 Complete Model

In the previous sections two models were constructed. First, a model relating SNR and

BLER without considering B and R (Section 5.1), and second, a model relating SNR,

B and R for fixed BLER values (Section 5.2). In this section these two models are

combined into a complete model relating SNR, B, R and BLER.

The desired model

BLER = Pe(γ, B, R) (5.9)

is first constructed by generalizing Equation (5.3) for B and R,

Pe(γ, B, R) = 1 −
1

1 + eF1(γ,B,R) + 2eF2(γ,B,R)
, (5.10)

where F1 and F2 are composed from a known reference SNR γBR, for a given B and R at

a constant BLER, and adding a shift in the SNR axis with a function G() that produces

the BLER corresponding to the target SNR γ, for the given B and R;
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F1(γ, B, R) = γBR + G1(γ, B, R), (5.11)

F2(γ, B, R) = γBR + G2(γ, B, R). (5.12)

F1 and F2 can be thought simply as the set of suitable parameters to put in place and

accommodate the shape of a BLER curve as explained in Section 5.1. The term γBR

contributes to produce the necessary positioning along the SNR axis for a given B and

R at certain constant BLER (see dot marked in Fig. 5.7). But what the model should

produce is the BLER for the target SNR γ. Therefore in order to obtain the desired

BLER, it is necessary to apply a correction to the model starting from the coordinates

γBR and Pe(γBR, B, R) in the SNR-BLER plot (Fig. 5.7). This correction (represented as

G(γ, B, R) in the figure) is a displacement in the SNR axis such that matches the target

SNR γ and produces the corresponding BLER, Pe(γ, B, R), for the given B and R.

Figure 5.7: Visualization of shift in the SNR axis with a function G() that produces the

BLER corresponding to the target SNR γ, for the given B and R, and starting from a

known reference SNR γBR, for a given B and R at a constant BLER.

Functions G1 and G2 complement the model proposed in Section 5.2, where BLER was

set constant to produce BLER cuts in the BLER curves. Functions G1 and G2 can be

thought also as the necessary correction in BLER units, applied to the constant BLER,

such that there is a displacement along the BLER axis proportional to the target SNR γ,

and for the given B and R, releasing the constraint (of fixed BLER) imposed in γBR. In

this case, since BLER is the dependent variable in the model, in G1 and G2 the correction

along the BLER axis is expressed in terms of SNR for the given SNR, B and R.

In the complete model the constant BLER (BLER cut) will be optimized to a BLER level

resulting from the optimal fit of the model to the variables γ, B and R.



45

Introducing the model constructed in Section 5.2, F1 and F2 are rewritten as,

F1(γ, B, R) = Γ(B, R) + G1(γ, B, R), (5.13)

F2(γ, B, R) = Γ(B, R) + G2(γ, B, R). (5.14)

The proposed functions G1 and G2 contain a simple relationship between the variables;

G1(γ, B, R) = q1γ + q2γB + q3γR + q4BR, (5.15)

G2(γ, B, R) = q5γ + q6γB + q7γR + q8γBR, (5.16)

where qi are coefficients to be determined. The functions were selected by their simplic-

ity, allowing making a linear correction in each dimension and by observing that terms

to the second and third power, other that the proposed, did not produced significant im-

provements in the final model.

The last terms proposed in (5.15) and (5.16) are different just to create two different final

functions F1 and F2. The results found in [31] suggest that the term q4BR is important for

the model, but not two of them; i.e. in the model of [31] this term is not present at the same

time in F1 and F2 when the number of terms in the model is limited to a reduced number

of terms. Furthermore, having exactly the same functions F1 and F2 will lead later to

“symmetric” results, in the sense that, when the number of terms in use is reduced, there

will be a complementary pair of functional forms F1 = F1, F2 = F2, and F1 = F2,

F2 = F1, leading to the same optimal model12. For this reason a variation of the last term

in the form q8γBR was proposed. If the term q8γBR happens to be significant for the

model, it will be present in the final function describing the model.

The final proposed model is constructed by replacing equations (5.8), (5.15) and (5.16)

into (5.13) and (5.14), rearranging the terms and relabeling the coefficients. The proposed

functions for the model are;

F1(γ, B, R) = k1 + k2γ + k3R +
+ k4B + k5γB + k6γR + k7BR +
+ k8R

2 + k9R
3 + k10R

k11 + k12B
k13Rk14 ,

(5.17)

F2(γ, B, R) = k15 + k16γ + k17R +
+ k18B + k19γB + k20γR + k21γBR +
+ k22R

2 + k23R
3 + k24R

k25 + k26B
k27Rk28 ,

(5.18)

where kj, with j ∈ {1, 2, ..., 28}, are numeric coefficients.

The terms in equations (5.17) and (5.18) are the proposed terms for the final and complete

model approximating the relationship between SNR, B, R and BLER. In the next

chapter an optimized version of this model, with a reduced set of terms, will be derived.

For this purpose an additional variable ui is introduced in (5.17) and (5.18), and these

equations are rewritten as follows;

12 Lets remember that F1 and F2 are indeed interchangeable despite of having two different exponential

functions, namely eF1(γ,B,R) and 2eF2(γ,B,R) in (5.10), by just introducing a linear difference of ln(2) in

F1 or F2. See footnote 11 for additional comments.
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F1(γ, B, R) = u1k1 + u2k2γ + u3k3R +
+ u4k4B + u5k5γB + u6k6γR + u7k7BR +
+ u8k8R

2 + u9k9R
3 + u10k10R

k11 + u11k12B
k13Rk14 ,

(5.19)

F2(γ, B, R) = u12k15 + u13k16γ + u14k17R +
+ u15k18B + u16k19γB + u17k20γR + u18k21γBR +
+ u19k22R

2 + u20k23R
3 + u21k24R

k25 + u22k26B
k27Rk28 ,

(5.20)

where ui = {0, 1}, with i ∈ {1, 2, ..., 22}, is a coefficient used to indicate the presence or

absence of a term (active terms) in the functional form proposed for the model.

5.4 Summary of the model

The final and complete model is summarized on Table 5.2.
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Table 5.2: Summary of the proposed model

Pe(γ, B, R) = 1 −
1

1 + eF1(γ,B,R) + 2eF2(γ,B,R)
(5.21)

F1(γ, B, R) = u1k1 + u2k2γ + u3k3R +
+ u4k4B + u5k5γB + u6k6γR + u7k7BR +
+ u8k8R

2 + u9k9R
3 + u10k10R

k11 + u11k12B
k13Rk14

(5.22)

F2(γ, B, R) = u12k15 + u13k16γ + u14k17R +
+ u15k18B + u16k19γB + u17k20γR + u18k21γBR +
+ u19k22R

2 + u20k23R
3 + u21k24R

k25 + u22k26B
k27Rk28

(5.23)

where,

Pe(γ, B, R) is the BLER for a given SNR, block length and MCS rate;

γ is the SNR;

B is the block length;

R is the MCS rate;

ui = {0, 1} is a coefficient used to indicate the presence or absence of a term,

with i ∈ {1, 2, ..., 22},

when ui = 0 the term is inactive,

when ui = 1 the term is active;

kj are the coefficients for the active terms,

with j ∈ {1, 2, ..., 28},

and kj = 0 for inactive terms.
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6 Optimization of the model

In the previous chapter a function describing the model was constructed. The function

was summarized in equations (5.2), (5.22), and (5.23). Equations (5.22) and (5.23) have

in total 22 terms that were selected by analyzing the relationship between BLER, SNR,

B and R. This chapter presents the steps proposed to identify which of these terms are

the most crucial for approximating the simulated SNR-BLER samples when the model

contains a reduced set of the terms. Furthermore the numerical values of the coefficients

for different functions describing the model with different number of terms are calculated.

6.1 Optimization process

In the proposed function for the model not all the terms are required for approximating the

BLER curves. A suitable approximation can be found also if only few terms in Eq. (5.22)

and (5.23) are used. In this context the following questions arise: which combination of

the terms is the most suitable for approximating the SNR-BLER samples, and what per-

formance can be reached with different amount of terms? These questions are answered

by performing an exhaustive search over all combinations of the terms and measuring the

accuracy of the model in terms of a fitting metric.

In order to find the optimal subset of terms in the proposed function for the model, the

collection of terms in (5.22) and (5.23) are interpreted as a set of functional forms that

will be selected by relying on symbolic regression. Symbolic regression is usually im-

plemented with genetic algorithms [8]; here, instead, the functional forms of the approxi-

mating function were selected by performing an exhaustive search among the 216 possible

combinations of terms u4 to u11 and u15 to u22. Terms u1, u2, u3, u12, u13 and u14 are

always present in the model, due that these are considered essential for positioning the

curves. Hereafter a term is defined as “active” when the term is present in the functional

form describing the model.

During the exhaustive search the values of the coefficients kj that minimize a fitting met-

ric for each combination of terms are calculated. To find the coefficients, the model was

fitted in a least-square sense to the collection of BLER data samples BLERsim (γ, B, R)
by using a non-linear curve-fitting algorithm [29] [30]. The optimization is done by min-

imizing Eq. (4.5). The non-linear optimization process could end up in a local minimum.

For avoiding these minimums different sets of initial coefficients kj were considered in

each fitting iteration.

The algorithm used to find an optimized function for the model comprises the steps de-

picted in Fig. 6.1. In the figure a “reference step” was introduced as reference for the

explanations that follow. In the first step in the algorithm a collection of SNR-BLER

samples is loaded into memory. These samples were obtained previously by means of a

link level simulator, and for different values of SNR, B and R. In the second step the ini-

tial number of active terms under consideration in the model, NActiveTerms, is initialized.

Also a counter, NActiveTermsIterCount, is initialized. The counter is used later for index-

ing the best obtained fitting metric for each one of the NActiveTerms terms considered in
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the model.

Figure 6.1: Optimization process

From step 2 onwards the algorithm iterates in three loops. The first loop is in charge of

setting the total number of active terms in the model (variable NActiveTerms). The second

loop iterates over all the possible combinations of the 16 eligible terms taken in groups

of NActiveTerms, 16CNActiveTerms. The third loop iterates over a pool of proposed initial

values for the coefficients kj.
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In step 3 the variable StoredFittingMetric is initialized to infinite. This variable is used

to store the best attained fitting metric output by the fitting algorithm. In step 4 a loop

is initiated, iterating among each one of the 16CNActiveTerms combinations of terms. In

each iteration one combination of terms is selected, and in step 10 the loop is closed. If

all the combinations were exhausted the loop ends and the number of NActiveTerms is

increased in step 11. In step 12 the number of active terms NActiveTerms is verified. If

NActiveTerms is greater than 22 (maximum number of terms in the proposed model) the

algorithm ends, otherwise the execution continues iterating again all the process for the

new NActiveTerms terms active in the model.

In step 5 the initial values for the coefficients kj are selected from a pool of initial values.

Then the optimization of coefficients kj for the given combination of NActiveTerms terms

and initial values is performed in step 6. The optimization is performed with a non-linear

fitting algorithm against the collection of SNR-BLER samples. The fitting algorithm re-

turns a fitting metric (FittingMetric) along with the optimized values of coefficients kj.

Then in step 7 the fitting metric is compared against a previously stored fitting metric

StoredFittingMetric; if the obtained fitting metric is better than the previous one, the met-

ric is stored in StoredFittingMetric and the coefficients kj are stored into the coefficients

matrix J, indexed by the counter NActiveTermsIterCount (step 8). Finally, in step 9 it

is checked whether all the initial values kj of the pool are exhausted. If there are more

entries in the pool the algorithm iterates again over the fitting with new initial values,

otherwise the execution flow continues outside the loop.

6.2 Numerical illustration and evaluation of the model

This section illustrates how the proposed model approximates the simulated SNR-BLER

data samples, generated with the link level simulator and settings mentioned in chapter 4.

The algorithm presented in the previous section outputs the matrix J. This matrix contains

the best combination of terms when the model is composed of 7 to 22 terms, and the

corresponding value of the coefficients kj . The best combination of terms found by the

algorithm, and for different number of terms in use, is represented in Fig. 6.2. In the figure

it can be observed that some terms are more significant than others when the number of

active terms change. By increasing the amount of available terms it can be observed which

terms are more significant from an approximation point of view. For example, in addition

to the fixed terms 1, 2, 3, 12, 13 and 14, it can be observed that term 11 (k12B
k13Rk14), is

always present, irrespective of the number of terms in use.

Furthermore it can be observed that term 7 (k7BR) becomes inactive when the model

switches from 14 to 15 active terms, appearing active at that time the term 18 (k21γBR).

It is interesting to note that the additional degree of freedom given by γ in term 18 appears

for a high number of terms; when there are additional degrees of freedom from other

terms. Term 7 (k7BR) is present at the same time than term 11 (k12B
k13Rk14), from

9 to 14 active terms, suggesting that despite of term 11 having the freedom to use any

power, it is not enough to provide the necessary shape and displacement to the surface

approximating the relationship between SNR, B and R.



51

7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

22
21
20
19
18
17
16
15
14
13
12
11
10

9
8
7
6
5
4
3
2
1

Number of terms

A
c
ti
v
e

 t
e

rm
  

 u
i

Figure 6.2: Best combination of terms against the number of terms in use

The degree of approximation attained by the model, measured by the fitting metric,

against the number of terms in use can be visualized in Fig. 6.3. In the figure it can

be observed that, gradually, increasing the amount of terms, the model becomes more

accurate at the expense of increasing its complexity. It can be observed also that the fit-

ting metric of the model composed of 22 terms is worse than the metric when using less

number of terms; this result is attributed to overfitting.

Table 6.1 lists the values of coefficient kj for the model when it is composed of 7 to 18

terms. Note that coefficients kj in the table were obtained using B = B/1000, merely to

increase stability in the fitting algorithm. Coefficients kj with more precision are listed in

Appendix B.

In Fig. 6.3 it can be observed that when the amount of terms in the model is large, the

increment in accuracy by adding more terms is relatively less significant compared to the

increments in accuracy when there were less number of terms in the model. By evaluating

the desired degree of accuracy, traded off by the complexity of the model, it is possible to

decide how many terms the model should have. In the examples that follow, the accuracy

provided by the model when it is composed of 7, 10 and 16 terms is studied. In these

cases accuracy is measured locally, in contrast of the aggregated accuracy measured by

the fitting metric, by calculating the relative error between sample and modeled points,

Relative error =
|BLERsim − Pe|

BLERsim

× 100 (6.1)

The accuracy of the model when it is composed of 7 terms is illustrated in Fig. 6.4. In

the upper part of the figure the continuous lines are data samples (BLERsim) and dashed

lines were obtained by using the proposed model (Pe). In the lower part of the figure it
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Figure 6.3: Fitting performance against the number of terms in use

can be observed that this model provides an approximation with a relative error of more

than 100 % in certain cases.

The accuracy of the model when it is composed of 10 terms is illustrated in Fig. 6.5.

Here it can be observed that in this case the model offers a better approximation of the

BLER curves, when compared to the model composed of 7 terms, causing in the worst

case a relative error of 54%. A model composed of 16 terms offers a better approximation

(Fig. 6.6), but at the cost of increasing the complexity of the model.

Considering the premise on having a simple model, and considering also that several

sources of errors may be present in real systems, it can be argued that the degree of

approximation provided by a model with 10 terms is acceptable. Examples of errors

are; errors estimating the SNR at the receiver, errors introduced by the quantization in

the AMC schemes, errors introduced by the channel characteristics quantized by channel

quality indicators, etc.; and in addition considering the random nature of the noise and

presence of interferences.

As observed in Fig. 6.5, the prediction accuracy of the model composed of 10 terms for

the selected set of BLER curves presents in general peaks with a relative error between

20 and 30 %, and in some cases the error rises to 54% . For low BLER, in the region

between BLER 0.7 and 1.0, the prediction of the model is not very good. However, the

discrepancy is big only in relative values. As observed in the figure, the difference in

absolute values is still very small. In the following sub-section the model with 10 terms

in summarized.
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Table 6.1: Coefficients kj for 7 to 18 terms in use and fitting metric (Note that some terms contain more than one coefficient)

coef. number term number

kj (with coef. kj) 7 terms 8 terms 9 terms 10 terms 11 terms 12 terms 13 terms 14 terms 15 terms 16 terms 17 terms 18 terms

1 1 -27.2489 6.5200 -13.8411 -13.1386 -12.8937 61.2652 -35.0093 -338.1510 -14.3270 -14.1643 -12.6511 -221.3426

2 2 -3.1761 -4.8296 -2.6482 -2.4077 -2.4091 -2.6134 -2.1779 -2.1160 -1.5349 -1.5577 -1.5763 -1.5804

3 3 23.6144 6.9671 16.6463 15.0537 14.8451 28.1919 25.9347 -480.8839 10.1519 9.7506 6.4604 -314.7467

4 4 -12.0028 -12.1513 -10.2578 -10.4460

5 5 -1.8800 -2.1372 -2.1694 -1.9463 -1.9528 -1.9029

6 6 1.4655 -0.4679 -0.5864

7 7 9.9573 13.7740 13.9720 12.1109 12.2149 10.2084

8 8 173.5752 2.3187 117.2328

9 9 -30.1222 0.5054 -21.1800

10 10 -86.1698 13.1045 678.4958 -0.0020 436.1255

11 10 0.1845 -1.1595 0.3546 -12.3952 0.3545

12 11 4.5688 -11.8273 -9.1753 -0.0161 -0.0344 -1.4578 -2.0768 -9.4391 0.3252 0.1214 0.1419 0.1386

13 11 -0.3474 0.1212 0.9506 0.7567 0.7177 0.2845 0.1552 0.9513 -0.1766 -1.3833 -1.3328 -1.3358

14 11 -0.4750 -0.9602 -0.3201 -9.6247 -8.2018 -2.9378 -3.2560 -0.2926 3.6810 1.8811 1.6635 1.6878

15 12 -54.6792 -54.4709 -15.7713 -16.1596 -15.6002 -14.5627 -15.2610 -15.3147 -321.9379 -56.5916 76.5570 -293.2443

16 13 -9.3045 -9.1430 -1.4052 -1.4962 -1.6437 -1.5037 -1.5841 -1.5857 -1.6613 -1.6017 -1.5910 -1.5902

17 14 60.8762 60.4027 11.0382 11.6328 11.0923 9.4164 10.4197 10.4572 -480.2253 219.3019 -125.1557 -436.8809

18 15 137.9717 96.0959 101.1347 117.3644

19 16 -2.5101 -2.5085 -2.5151 -2.5079

20 17 -1.0874 -1.1899 -1.1984 -1.1975

21 18 0.6509 0.6688 0.6678 0.6588

22 19 180.6604 -491.5097 88.1116 165.2861

23 20 -32.0649 -287.7169 -18.1556 -29.1069

24 21 655.8132 618.8034 -19.0818 596.2286

25 21 0.3554 2.6586 -1.1490 0.3557

26 22 0.1734 0.5084 0.3980 0.4135 -137.2219 -95.3494 -100.3769 -116.6041

27 22 -0.1483 -0.0629 -0.1462 -0.1467 0.9968 0.9956 0.9958 0.9964

28 22 4.6299 3.1352 3.3715 3.3058 -0.0834 -0.1184 -0.1129 -0.0974

Fitting

metric 20.62 12.61 3.77 2.88 2.07 1.72 1.59 1.50 1.40 1.34 1.31 1.25
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Table 6.2: Model composed of 10 terms

Pe(γ, B, R) = 1 −
1

1 + eF1(γ,B,R) + 2eF2(γ,B,R)
(6.2)

F1(γ, B, R) = u1k1 + u2k2γ + u3k3R +
+ u4k4B + u5k5γB + u7k7BR +
+ u11k12B

k13Rk14

(6.3)

F2(γ, B, R) = u12k15 + u13k16γ + u14k17R (6.4)

where,

Pe(γ, B, R) is the BLER for a given SNR, block length and MCS rate;

γ is the SNR;

B is the block length;

R is the MCS rate;

ui = 1 with i ∈ {1, 2, 3, 4, 5, 7, 11, 12, 13, 14};

kj are the coefficients for the model composed of 10 terms,

listed in Table 6.1;

B = B/1000 is a linear transformation used to increase the stability

of the fitting algorithm.

6.2.1 Summary of the model composed of 10 terms

Analyzing the mathematical expression for the model when it is composed of 10 terms,

it can be observed that the following terms are present; 1,2,3,4,5,7,11,12,13,14. Table 6.2

summarizes the model composed by 10 terms.

6.3 Discussion

The selection of the final number of terms in the model can be decided by evaluating the

trade-off between desired accuracy and complexity of the model. It should be noted that

a too accurate model may be not needed due that the system is subject to the random

variation of noise, random interferences, the error introduced by the estimation of SNR at



55

the receiver, errors introduced by the quantization in the AMC schemes, errors introduced

by the channel characteristics quantized by channel quality indicators, etc.; factors that

may have a variance greater than the accuracy attained by the model. Furthermore it

should be noted that one of the initial premises in the design of the model was simplicity.

When replacing this model by a look-up table it may be desired to keep the number of

computations to a minimum.
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Figure 6.4: BLER curves from simulation and approximated by the model adopting 7

terms (top), and relative error introduced by the model (bottom).
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Figure 6.5: BLER curves from simulation and approximated by the model adopting 10

terms (top), and relative error introduced by the model (bottom).
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7 Evaluation of the model using 16 QAM modulation

In this chapter the mathematical model approximating BLER curves is calculated for the

same link configuration used in previous chapters, except that the modulation is changed

from QPSK to 16 QAM. The model used in this case is the model proposed in Chapter 5,

Section 5.4. The model presented in Chapter 5 was constructed from BLER data samples

generated in a link level simulator transmitting with QPSK modulation. In this case,

in presence of 16 QAM modulation, a correct approach would be to elaborate a new

model with BLER samples created from a simulator implementing 16 QAM modulation.

Nevertheless, and in character of observation, the model elaborated for QPSK will be used

here to find an optimized version of the same model, with a reduced set of terms, using as

input a collection of BLER samples generated with 16 QAM modulation. Even when the

model was not constructed for this modulation type, the final result will let observe how

reliable the approximation of the model is when it is presented to data samples from other

link configurations.

The set of BLER data samples, produced by simulations using the link level simulator,

are presented in Fig 7.1. The selected set of block lengths B and MCS rates R is shown in

Table 7.1.

Table 7.1: Set of block lengths B and MCS rates R used in the simulations

Curve Approx. MCS rate Block length Inf. bits

number MCS rate R B n

1 4/3 1.3216032 1023 338

2 16/11 1.4428152 1023 369

3 8/5 1.5874876 1023 406

4 16/9 1.7673508 1023 452

5 2/1 1.9882812 1024 509

6 16/7 2.2756600 1023 582

7 8/3 2.6562500 1024 680

8 16/5 3.1867056 1023 815

9 4/3 1.3274684 2046 679

10 16/11 1.4486804 2046 741

11 8/5 1.5937500 2048 816

12 16/9 1.7723496 2047 907

13 2/1 1.9941408 2048 1021

14 16/7 2.2804104 2047 1167

15 8/3 2.6601564 2048 1362

16 16/5 3.1933592 2048 1635

17 4/3 1.3294272 3072 1021

18 16/11 1.4505208 3072 1114

19 8/5 1.5960912 3070 1225

20 16/9 1.7740148 3071 1362

21 2/1 1.9960936 3072 1533

22 16/7 2.2819928 3071 1752

23 8/3 2.6627604 3072 2045

24 16/5 3.1963528 3071 2454

25 4/3 1.3304028 4095 1362

26 16/11 1.4515264 4095 1486

27 8/5 1.5970696 4095 1635

28 16/9 1.7752808 4094 1817

29 2/1 1.9970704 4096 2045

30 16/7 2.2827840 4095 2337

31 8/3 2.6640624 4096 2728

32 16/5 3.1962892 4096 3273
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Figure 7.1: BLER performance of turbo code (13, 15)8 for different block lengths and

MCS rates, obtained by simulation and averaged over 2000 blocks in error. The system

comprises: 16 QAM modulator, AWGN channel, random interleaver, log-MAP decoder

with 8 iterations and puncturing patterns described in Appendix A. Numbers at the bottom

of the curves indicate a curve number used for reference. Refer to Table 7.1 for details of

block lengths and MCS rates.

The degree of approximation attained by the model, measured by a fitting metric, against

the number of terms in use in the model can be visualized in Fig. 7.2. The figure actually

shows the fitting metric for a few cases; 7, 8, 9, 10, 11, 19 and 20 active terms. The

accuracy of the model when it is composed of 10 terms is illustrated in Fig. 7.3. The

degree of approximation attained by the model with 10 terms is considered acceptable.

Table 7.2 lists the values of coefficient kj for this case. Note that coefficients kj in the

table were obtained using B = B/1000.
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Figure 7.2: Fitting performance against the number of terms in use

Table 7.2: Coefficients kj for 10 terms in use and fitting metric

coef. number term number

kj (with coef. kj) 10 terms

1 1 -4.396207229575736e+00

2 2 -2.346007889190979e+00

3 3 9.245518365509160e+00

4 4 -3.261262896260567e+00

5 5 -1.646349688507273e+00

6 6

7 7 6.613941731979800e+00

8 8

9 9

10 10

11 10

12 11 -7.816786934376543e+00

13 11 6.981266939002828e-01

14 11 -8.258370275422028e+00

15 12 -1.012301623703804e+01

16 13 -1.180909132190926e+00

17 14 5.698631324446637e+00

18 15

19 16

20 17

21 18

22 19

23 20

24 21

25 21

26 22

27 22

28 22

Fitting

metric 1.75
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Figure 7.3: BLER curves from simulation and approximated by the model adopting 10

terms (top), and relative error introduced by the model (bottom).
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8 Conclusion

In this thesis the author constructed a mathematical model that approximates the BLER

performance of punctured turbo codes for different SNR, block lengths and MCS rates.

In addition the author elaborated a systematic method to construct the model. The model

consists of a continuous and differentiable function that can be used for two different

purposes. First, the model can be used to replace look-up tables in system level simulators;

bringing the advantage of introducing a continuous set of block lengths and MCS rates,

not available in look-up tables. Second, with the help of this function communications

systems can be optimized using analytical methods based on differentiation. For example,

the function is a valuable tool for optimizing analytically MCSs in Adaptive Modulation

and Coding.

The construction of the mathematical model was developed for the particular case of

the Turbo Code (13, 15)8 and QPSK modulation; but the method to construct the model

can be generalized to other Turbo Codes and modulation types. For other Turbo Codes

and modulation types the nature of the BLER curves is the same, changing only their

positions and curvatures. The model was also tested with a different link configuration

using 16 QAM modulation; in this case the degree of approximation of the model, fitting

the BLER samples, is similar to the obtained for the QPSK modulation case.

For the link configuration using QPSK modulation with the TC (13, 15)8, the author re-

ported a mathematical model consisting of a set of functional forms, each providing differ-

ent degrees of accuracy, as function of the number of terms in the model. The selection of

the final number of terms in the model can be decided by evaluating the trade-off between

desired accuracy and complexity of the model. The degree of approximation attained with

a model composed of 10 terms was considered acceptable for the intended application,

namely, modeling the link level behavior at system level.

The model constructed was tested replacing look up-tables and also an early version of

the model proved to be useful optimizing analytically MCSs in Adaptive Modulation and

Coding [6].
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Appendix A - Puncturing patterns

Table A.1 lists the puncturing patterns used in the two parity outputs of the turbo encoder.

The puncturing patterns used in the two parity outputs of the turbo encoder are listed in

Table A.1

Table A.1: Puncturing patterns used in the parity outputs of the turbo encoder

Code rate Puncturing pattern

1/3 11111111 / 11111111

4/11 10111111 / 11111011

2/5 10111011 / 11101110

4/9 10101101 / 01011011

1/2 10101010 / 01010101

4/7 00101010 / 01010100

2/3 10001000 / 00010001

4/5 00100000 / 01000000
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Appendix B - Coefficients kj

Tables B.1, B.2 and B.3 list coefficients kj with the maximum precision available for the

model describing the system presented in Chapter 4. The block length used in the model

was scaled to B = B/1000.
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Table B.1: Coefficients kj for 7 to 11 terms in use and fitting metric (Note that some terms contain more than one coefficient)

coef. num.

kj term num. 7 terms 8 terms 9 terms 10 terms 11 terms

1 1 -2.724893038374986531e+01 6.520025672939300243e+00 -1.384110994204367273e+01 -1.313856934437080426e+01 -1.289372883584505480e+01

2 2 -3.176065036293461485e+00 -4.829555322248101135e+00 -2.648183496478103471e+00 -2.407747425874620539e+00 -2.409100875629760274e+00

3 3 2.361437788054879405e+01 6.967056223387426250e+00 1.664630438398532419e+01 1.505371559801515424e+01 1.484509183468462012e+01

4 4 -1.200276379511393010e+01 -1.215129521364400134e+01

5 5 -1.879965088718190680e+00 -2.137196656929706062e+00 -2.169351069183298453e+00

6 6 1.465522374004128103e+00

7 7 9.957334999473932413e+00 1.377404680685739713e+01 1.397203586419015942e+01

8 8

9 9

10 10

11 10

12 11 4.568754968475158940e+00 -1.182727741593378923e+01 -9.175257638427975593e+00 -1.606408303966204432e-02 -3.441779436897857841e-02

13 11 -3.473783492963579689e-01 1.212122765035859445e-01 9.506416761434079987e-01 7.567481320202725792e-01 7.177372569264872659e-01

14 11 -4.749806400590025901e-01 -9.602451730800093399e-01 -3.201405588125300072e-01 -9.624744980098247638e+00 -8.201810142120949720e+00

15 12 -5.467921017732502520e+01 -5.447087675047405497e+01 -1.577131377220961639e+01 -1.615964056963249007e+01 -1.560019742617267546e+01

16 13 -9.304528354180211736e+00 -9.142981552941773060e+00 -1.405225684001734976e+00 -1.496210314177089939e+00 -1.643720705054497744e+00

17 14 6.087619060466391829e+01 6.040269928513832554e+01 1.103822734840225195e+01 1.163281730851091922e+01 1.109229709816489695e+01

18 15

19 16

20 17

21 18

22 19

23 20

24 21

25 21

26 22 1.733734579275171550e-01

27 22 -1.483325748423428014e-01

28 22 4.629873269519158008e+00
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Table B.2: Coefficients kj for 12 to 16 terms in use and fitting metric (Note that some terms contain more than one coefficient)

coef. num.

kj term num. 12 terms 13 terms 14 terms 15 terms 16 terms

1 1 6.126519370114349528e+01 -3.500931165091812147e+01 -3.381510335536394791e+02 -1.432704896096129943e+01 -1.416428260211863410e+01

2 2 -2.613383803603530176e+00 -2.177877938624108278e+00 -2.115955041862420671e+00 -1.534933883713486935e+00 -1.557689604141395456e+00

3 3 2.819192587490612922e+01 2.593473402794493410e+01 -4.808839462766941892e+02 1.015189686476490927e+01 9.750621587903536280e+00

4 4 -1.025782895745832235e+01 -1.044597847433965043e+01

5 5 -1.946288802945711494e+00 -1.952803099684746524e+00 -1.902866367232151967e+00

6 6 -4.679113625643586682e-01 -5.863538469952406240e-01

7 7 1.211086483364748112e+01 1.221491440796560646e+01 1.020843446194253801e+01

8 8 1.735751946740110156e+02

9 9 -3.012223111688305011e+01 5.054334148976140639e-01

10 10 -8.616978421208156647e+01 1.310452059385927548e+01 6.784957977732294694e+02

11 10 1.844665831832030534e-01 -1.159485998167805842e+00 3.545904956146566644e-01

12 11 -1.457824827458140460e+00 -2.076827234668995548e+00 -9.439103173890963205e+00 3.252098911862531527e-01 1.214201323351446343e-01

13 11 2.844528963630535978e-01 1.551861548076608754e-01 9.513214730361411187e-01 -1.766257666852290298e-01 -1.383312421075284737e+00

14 11 -2.937769609210428179e+00 -3.256011133469526087e+00 -2.926137405840018024e-01 3.681027887626905581e+00 1.881140376631312394e+00

15 12 -1.456265650147184409e+01 -1.526100960565360154e+01 -1.531470487517242773e+01 -3.219378870555775620e+02 -5.659158542682529713e+01

16 13 -1.503708280691083532e+00 -1.584108135559086028e+00 -1.585703283786378259e+00 -1.661313163035704310e+00 -1.601686368431889163e+00

17 14 9.416424645179645836e+00 1.041972301090886965e+01 1.045720517301280772e+01 -4.802252824907909599e+02 2.193019457921577668e+02

18 15 1.379717041374230746e+02 9.609587946351153676e+01

19 16 -2.510118182934120590e+00 -2.508490975007322987e+00

20 17 -1.087422799176952282e+00 -1.189937532278004140e+00

21 18 6.508830880120533013e-01 6.688055550456815102e-01

22 19 1.806604391762087971e+02 -4.915097402351492519e+02

23 20 -3.206490564598433934e+01 -2.877169342935067675e+02

24 21 6.558131844809007589e+02 6.188033865797203816e+02

25 21 3.553936186073162751e-01 2.658564172296005168e+00

26 22 5.083854487449678272e-01 3.980299926844327874e-01 4.134921679070399092e-01 -1.372219325648873394e+02 -9.534940101617856101e+01

27 22 -6.293620565114438348e-02 -1.461934199957299063e-01 -1.466673454301629653e-01 9.968451522880998894e-01 9.955866807630101567e-01

28 22 3.135155127559850818e+00 3.371485232044230784e+00 3.305845041430204301e+00 -8.335286209495036680e-02 -1.183773604838708193e-01
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Table B.3: Coefficients kj for 17 to 21 terms in use and fitting metric (Note that some terms contain more than one coefficient)

coef. num.

kj term num. 17 terms 18 terms 19 terms 20 terms 21 terms

1 1 -1.265114671689996406e+01 -2.213425719276005452e+02 5.034614960669197359e+01 6.177434299245228999e+01 4.835056170011654331e+01

2 2 -1.576317796382444403e+00 -1.580356150489709899e+00 -1.613913610487502703e+00 -1.559044939233714899e+00 -1.567987408091590984e+00

3 3 6.460423341748430026e+00 -3.147467481433766352e+02 -9.884117028908281100e+01 -1.105007581356235988e+02 -9.768377430611329260e+01

4 4 -2.435294220596376843e-03

5 5

6 6 -4.770525401191659520e-02 -3.390323162282826708e-02

7 7 -4.772137808444591039e-02 -4.913809140636865580e-02 -4.589690269214935503e-02

8 8 2.318747617047863141e+00 1.172327894260829169e+02 7.098171023663404355e+01 7.656331533508094367e+01 7.074542763145659308e+01

9 9 -2.117995672319265665e+01 -1.575138740979697438e+01 -1.672324291465018931e+01 -1.572077316215994891e+01

10 10 -2.018602481844519996e-03 4.361254507810274390e+02 -1.040775030131378820e+01 -1.479250558163591656e+01 -9.387201739923076715e+00

11 10 -1.239522577181719321e+01 3.545499493601039775e-01 -1.467336064017375374e+00 -1.266224257956506838e+00 -1.541354709242563903e+00

12 11 1.418803711729694217e-01 1.385994291212734320e-01 2.949948960278771733e-06 2.008267098944527476e-06 3.681988123502904926e-06

13 11 -1.332824165011999851e+00 -1.335826718045710848e+00 -1.719777917597127725e+01 -1.778587931277759182e+01 -1.685073361719113194e+01

14 11 1.663464070580710441e+00 1.687804311587756123e+00 9.482192232420660893e-01 8.715265340264053417e-01 1.002285680839629212e+00

15 12 7.655702678038217357e+01 -2.932443352795397686e+02 -4.989992229219573261e+01 -2.818863810709003701e+02 -4.832406210513566691e+01

16 13 -1.591038942091536068e+00 -1.590155663747588877e+00 -1.595028041279573650e+00 -1.655155510148287545e+00 -1.594462222084058522e+00

17 14 -1.251557465977197268e+02 -4.368809326809750360e+02 1.875578707377941612e+02 -4.114000286040158016e+02 1.801444948869701932e+02

18 15 1.011346759728798759e+02 1.173644283420025403e+02 1.286254271158696838e+02 -2.008645059905082633e+02 1.203016581958888338e+02

19 16 -2.515061394266484118e+00 -2.507929747946851418e+00 -2.503870933175898372e+00 -2.412557701615765549e+00 -2.504536870702197771e+00

20 17 -1.198405039665048299e+00 -1.197450878150237763e+00 -1.209652002981257191e+00 -1.147500427119288791e+00 -1.214658429976700260e+00

21 18 6.678142767411575642e-01 6.588078098930649773e-01 6.531882432582943876e-01 5.559558279151586291e-01 6.562325768787661273e-01

22 19 8.811155527030301471e+01 1.652860827199282880e+02 -4.156727137794836153e+02 1.541264255539189492e+02 -3.982303038829075490e+02

23 20 -1.815560402048670596e+01 -2.910686147894489650e+01 -2.426107470754977840e+02 -2.674647208223409223e+01 -2.317129990092493301e+02

24 21 -1.908183402949588370e+01 5.962286104413769863e+02 5.229435570922682928e+02 5.682326049176231209e+02 5.004527523027579150e+02

25 21 -1.148970357953683186e+00 3.557012520148549184e-01 2.658289666688233410e+00 3.553079329242566087e-01 2.657666165994972296e+00

26 22 -1.003769262620637619e+02 -1.166040785995114533e+02 -1.278705719779402301e+02 2.016128465013979110e+02 -1.195523030384670875e+02

27 22 9.958328911436522546e-01 9.964200123285742450e-01 9.967085940339869277e-01 1.002108164864257800e+00 9.964636264050196202e-01

28 22 -1.129198812124826284e-01 -9.737795195005044535e-02 -8.890950468050289046e-02 5.704288810164064027e-02 -9.492466108976056749e-02
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Appendix C - Example code (QPSK case)

The code listed below shows an example, in MATLAB programming language, of the

model with 10 terms for the QPSK case.

% P l o t t i n g QPSK BLER c u r v e s wi th f i t t i n g f u n c t i o n u s i n g 10 t e r m s

% S e r g i o − 2011

% x d a t a c o n t a i n s 3 t h e i n d e p e n d e n t v a r i a b l e s ,

% a r r a n g e d i n 3 columns (SNR, B and cod ing R)

x d a t a = [

2 . 6176 e−01 510 3 . 274510 e−001

2 . 4698 e +00 2047 5 . 701026 e−001

6 . 0362 e +00 4096 7 . 990723 e−001

]

% C a l c u l a t e MCS r a t e from code r a t e and c u r r e n t m o d u l a t i o n (QPSK)

x d a t a ( : , 3 ) = x d a t a ( : , 3 ) ∗ 2 ;

% Div ide by 1000 b l o c k l e n g t h

x d a t a ( : , 2 ) = x d a t a ( : , 2 ) / 1000 ;

% Arrange d a t a

x d a t a = xda ta ’ ;

% C o e f f i c i e n t s k j f o r t h e model a d o p t i n g 10 t e r m s

x1 = [

−1.313856934437080426 e +01

−2.407747425874620539 e +00

1.505371559801515424 e +01

−1.200276379511393010 e +01

−2.137196656929706062 e +00

0

1.377404680685739713 e +01

0

0

0

0

−1.606408303966204432 e−02

7.567481320202725792 e−01

−9.624744980098247638 e +00

−1.615964056963249007 e +01

−1.496210314177089939 e +00

1.163281730851091922 e +01

0

0

0

0

0

0

0

0

0

0

0

]

x1 = x1 ’ ;

% Arrange d a t a

S = x d a t a ( 1 , : ) ; % SNR

B = x d a t a ( 2 , : ) ; % B

R = x d a t a ( 3 , : ) ; % R
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% F u n c t i o n from t h e model

F = @( x , S , B , R) ( . . .

1 − ( ( 1 . / (1 + . . .

exp ( . . .

x ( 1 ) + x ( 2 ) .∗ S + x ( 3 ) . ∗R + . . .

x ( 4 ) .∗ B + . . .

x ( 5 ) .∗ S .∗B + . . .

x ( 6 ) .∗ S .∗R + . . .

x ( 7 ) .∗ B.∗R + . . .

x ( 8 ) .∗ R . ˆ 2 + . . .

x ( 9 ) .∗ R . ˆ 3 + . . .

x ( 1 0 ) . ∗ R . ˆ x ( 1 1 ) + . . .

x ( 1 2 ) . ∗ B . ˆ x ( 1 3 ) .∗ R . ˆ x ( 1 4 ) . . .

) . . .

+ 2 ∗ exp ( . . .

x ( 1 5 ) + x ( 1 6 ) . ∗ S + x ( 1 7 ) . ∗R + . . .

x ( 1 8 ) . ∗ B + . . .

x ( 1 9 ) . ∗ S .∗B + . . .

x ( 2 0 ) . ∗ S .∗R + . . .

x ( 2 1 ) . ∗ S .∗B.∗R + . . .

x ( 2 2 ) . ∗ R . ˆ 2 + . . .

x ( 2 3 ) . ∗ R . ˆ 3 + . . .

x ( 2 4 ) . ∗ R . ˆ x ( 2 5 ) + . . .

x ( 2 6 ) . ∗ B . ˆ x ( 2 7 ) .∗ R . ˆ x ( 2 8 ) . . .

) . . .

) ) ) . . .

) ;

% The r e s u l t o f t h e f u n c t i o n

BLER = F ( x1 , S , B , R)

%F i g u r e

f i g u r e

sem i logy ( S , BLER, ’ o ’ )

g r i d

x l a b e l ( ’SNR’ )

y l a b e l ( ’BLER ’ )
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Appendix D - Example code (16 QAM case)

The code listed below shows an example, in MATLAB programming language, of the

model with 10 terms for the 16 QAM case.

% P l o t t i n g 16 QAM BLER c u r v e s wi th f i t t i n g f u n c t i o n u s i n g 10 t e r m s

% S e r g i o − 2011

% x d a t a c o n t a i n s 3 t h e i n d e p e n d e n t v a r i a b l e s ,

% a r r a n g e d i n 3 columns (SNR, B and cod ing R)

x d a t a = [

4 . 0110 e +00 1023 3 . 304008 e−01

7 . 0976 e +00 2048 4 . 985352 e−01

1 . 1446 e +01 4096 7 . 990723 e−01

]

% C a l c u l a t e MCS r a t e from code r a t e and c u r r e n t m o d u l a t i o n (16 QAM)

x d a t a ( : , 3 ) = x d a t a ( : , 3 ) ∗ 4 ;

% Div ide by 1000 b l o c k l e n g t h

x d a t a ( : , 2 ) = x d a t a ( : , 2 ) / 1000 ;

% Arrange d a t a

x d a t a = xda ta ’ ;

% C o e f f i c i e n t s k j f o r t h e model a d o p t i n g 10 t e r m s

x1 = [

−4.396207229575736 e +000

−2.346007889190979 e +000

9.245518365509160 e +000

−3.261262896260567 e +000

−1.646349688507273 e +000

0

6.613941731979800 e +000

0

0

0

0

−7.816786934376543 e +000

6.981266939002828 e−001

−8.258370275422028 e +000

−1.012301623703804 e +001

−1.180909132190926 e +000

5.698631324446637 e +000

0

0

0

0

0

0

0

0

0

0

0

]

x1 = x1 ’ ;

% Arrange d a t a

S = x d a t a ( 1 , : ) ; % SNR

B = x d a t a ( 2 , : ) ; % B

R = x d a t a ( 3 , : ) ; % R
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% F u n c t i o n from t h e model

F = @( x , S , B , R) ( . . .

1 − ( ( 1 . / (1 + . . .

exp ( . . .

x ( 1 ) + x ( 2 ) .∗ S + x ( 3 ) . ∗R + . . .

x ( 4 ) .∗ B + . . .

x ( 5 ) .∗ S .∗B + . . .

x ( 6 ) .∗ S .∗R + . . .

x ( 7 ) .∗ B.∗R + . . .

x ( 8 ) .∗ R . ˆ 2 + . . .

x ( 9 ) .∗ R . ˆ 3 + . . .

x ( 1 0 ) . ∗ R . ˆ x ( 1 1 ) + . . .

x ( 1 2 ) . ∗ B . ˆ x ( 1 3 ) .∗ R . ˆ x ( 1 4 ) . . .

) . . .

+ 2 ∗ exp ( . . .

x ( 1 5 ) + x ( 1 6 ) . ∗ S + x ( 1 7 ) . ∗R + . . .

x ( 1 8 ) . ∗ B + . . .

x ( 1 9 ) . ∗ S .∗B + . . .

x ( 2 0 ) . ∗ S .∗R + . . .

x ( 2 1 ) . ∗ S .∗B.∗R + . . .

x ( 2 2 ) . ∗ R . ˆ 2 + . . .

x ( 2 3 ) . ∗ R . ˆ 3 + . . .

x ( 2 4 ) . ∗ R . ˆ x ( 2 5 ) + . . .

x ( 2 6 ) . ∗ B . ˆ x ( 2 7 ) .∗ R . ˆ x ( 2 8 ) . . .

) . . .

) ) ) . . .

) ;

% The r e s u l t o f t h e f u n c t i o n

BLER = F ( x1 , S , B , R)

%F i g u r e

f i g u r e

sem i logy ( S , BLER, ’ o ’ )

g r i d

x l a b e l ( ’SNR’ )

y l a b e l ( ’BLER ’ )

MATLAB R© is a registered trademark of The MathWorks, Inc.
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