
AALTO UNIVERSITY
SCHOOL OF SCIENCE AND TECHNOLOGY
Faculty of Information and Natural Science
Department of Information and Computer Science

Jing Wu

Online Face Recognition with

Application to Proactive Augmented

Reality

Master’s Thesis submitted in partial fulfillment of the requirements for the
degree of Master of Science in Technology.

Espoo, May 25, 2010

Supervisor: Professor Erkki Oja

Instructor: Markus Koskela, D.Sc. (Tech.)

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Aaltodoc Publication Archive

https://core.ac.uk/display/80702248?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


AALTO UNIVERSITY SCHOOL OF ABSTRACT OF THE

SCIENCE AND TECHNOLOGY MASTER’S THESIS

Author: Jing Wu

Name of the Thesis: Online Face Recognition with Application

to Proactive Augmented Reality

Date: May 25, 2010 Number of pages: ix + 64

Department: Department of Information and Computer Science

Professorship: T-61 Computer and Information Science

Supervisor: Professor Erkki Oja

Instructor: Markus Koskela, D.Sc. (Tech.)

Recently, more and more researchers have concentrated on the research of

video-based face recognition. The topic of this thesis is online face recogni-

tion with application to proactive augmented reality. We intend to solve online

single-image and multiple-image face recognition problems when the influence of

illumination variations is introduced.

First, three machine learning approaches are utilized in single-image face

recognition: PCA-based, 2DPCA-based, and SVM-based approaches. Illumi-

nation variations are big obstacles for face recognition. The next step in our

approach therefore involves illumination normalization. Image preprocessing

(AHE+RGIC) and invariant feature extraction (Eigenphases and LBP) meth-

ods are employed to compensate for illumination variations. Finally, in order

to improve the recognition performance, we propose several novel algorithms to

multiple-image face recognition which consider the multiple images as query data

for subsequent classification. These algorithms are called MIK-NN, MMIK-NN

and Kmeans+Muliple K-NN.

In conclusion, the simulation experiment results show that the LBP+χ2-based

method efficiently compensates for the illumination effect and MMIK-NN consid-

erably improves the performance of online face recognition.

Keywords: online face recognition, feature extraction, classification, machine
learning, illumination normalization, recognition accuracy
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Ĩ Discrete Fourier transform (DFT) of an image I

Φ Phase spectrum of the image

vii



LIST OF FIGURES

1.1 A screenshot of online face recognition application . . . . . . . 3

2.1 Architecture of online single-image face recognition . . . . . . 8

3.1 One-against-all and one-against-one classifiers . . . . . . . . . 20

4.1 An example of the illumination effect . . . . . . . . . . . . . . 21
4.2 Segmentation of a face image into 4 regions . . . . . . . . . . . 23
4.3 Mean face of the training set . . . . . . . . . . . . . . . . . . . 24
4.4 LBP operator . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.5 Circular neighborhoods . . . . . . . . . . . . . . . . . . . . . . 27
4.6 Face description with LBP . . . . . . . . . . . . . . . . . . . . 28

5.1 Architecture of online multiple-image face recognition . . . . 31
5.2 Grouping multiple face images into subsets . . . . . . . . . . . 34

6.1 Partition of database 1 . . . . . . . . . . . . . . . . . . . . . 38
6.2 15 training images for the subject . . . . . . . . . . . . . . . . 38
6.3 Sample images in the normal test set . . . . . . . . . . . . . . 39
6.4 Sample images in the difficult test set . . . . . . . . . . . . . 40
6.5 Partition of database 2 . . . . . . . . . . . . . . . . . . . . . . 41
6.6 Sample images in database 2 . . . . . . . . . . . . . . . . . . 42
6.7 The performance of PCA, 2DPCA, SVM-based methods . . . 44
6.8 An example of images captured in bad lighting condition . . . 45
6.9 Illumination normalization methods used with database 1 . . 47
6.10 Recognition accuracy of MIK-NN . . . . . . . . . . . . . . . . 51
6.11 Recognition accuracy of MMIK-NN . . . . . . . . . . . . . . . 52
6.12 Comparison results of MIK-NN and MMIK-NN for two subjects 53
6.13 Comparison results of MIK-NN and MMIK-NN . . . . . . . . 54

viii



LIST OF TABLES

5.1 Majority rule . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

6.1 Cross-validation accuracy for the 2DPCA-based method . . . 43
6.2 Accuracy results of PCA, 2DPCA and SVM-based methods . 44
6.3 Illumination normalization methods used with database 1 . . . 46
6.4 Illumination normalization methods used with database 2 . . . 48
6.5 Categorization of the feature vectors . . . . . . . . . . . . . . 49
6.6 Accuracy result of MIK-NN . . . . . . . . . . . . . . . . . . . 50
6.7 Accuracy result of MMIK-NN . . . . . . . . . . . . . . . . . . 50
6.8 Settings for the experiments of K-means + Multiple K-NN . . 55
6.9 Mean accuracy of K-means + Multiple K-NN . . . . . . . . . 55

ix



CHAPTER 1

Introduction

During the past several decades, automatic face recognition (FR) has seen sig-
nificant advances. Two major reasons contributing to the advances [1] are the
rapid development of the available FR techniques and numerous applications
to law enforcement, information security and commercial areas. For example,
access control and video surveillance are two classical applications of law en-
forcement, desktop logon is a typical application for information security that
can use face recognition to control access to the computer, and virtual reality
is widely adopted for commerical entertainment. Moreover, research in FR
has progressed due to the availability of a variety of facial image databases
including the facial recognition technology (FERET) database, the CMU PIE
database, and the ORL database [2] [3] [4], and systematic evaluation methods
of the performance of FR algorithms, for instance the Face Recognition Ven-
dor Tests (FRVT) 2002 and the Face Recognition Grand Challenge (FRGC)
[5] [6].

The goal of FR is to automatically identify one or more persons from still im-
ages or video frames. The FR problem can be categorized into two approaches:
still-image-based FR and video-based FR. Still-image-based FR often deals
with controlled static images taken under fixed illumination conditions. This
thesis, however, focuses on online face recognition which is a research branch
of video-based FR. Unlike FR from still images, FR from video processes un-
controlled video frames for automatic FR in real time, which poses a large
scope of technical challenges. These challenges include illumination and pose
variations, motion and occlusion, high dimensionality of image data, and low
quality of the video material. However, video-based FR also benefits from
its nature in the following ways. First, a sequence of video frames contains
abundant temporal information which indicates that the identities of the faces
in the frames remain consistent over periods of time. Inspired by this idea,
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CHAPTER 1. INTRODUCTION 2

we used a new concept of online FR, multiple-image FR that takes an image
sequence as query data. Second, video-based FR allows the face recognition
system to learn and update the information about the subjects in real time
[7].

Face recognition is an interdisciplinary research subject which borrows and
builds upon ideas from image processing, machine learning and pattern recog-
nition. Machine learning (ML) is a research field that focuses on the study
of algorithms which support computers to learn from the seen examples to
determine the class membership of unseen examples [8]. Pattern recognition
(PR) is a closely related field which focuses on designing methods to classify
data into different classes [9]. Face recognition is an application of the re-
search in ML and PR. A three-dimensional (3D) face is characterized by a
two-dimensional facial image and each person’s face appears in the 2D image
as a pattern which carries vast information about the face. With image pro-
cessing techniques, and machine learning and pattern recognition algorithms,
the pattern can be described by its features that should be distinctive among
other patterns and invariant to illumination and pose variations. At this stage,
online FR can be generalized to two steps: training and matching. A set of
training features are used to train the models and query features are matched
to the closest class among the training set.

This thesis is designed to solve online single-image FR and multiple-image
FR problems when the influence of illumination variations is introduced, using
ML and PR methods as well as image processing techniques. The focus of this
thesis is, however, on online multiple-image FR.

1.1 Motivation for research

Our research in online FR is not only motivated by the technical challenges
posed by the research problem, but also by its application to Augmented
Reality (AR) which is one of the research branches of the Urban contextual
information interfaces with multimodal augmented reality (UI-ART) project
funded by Multidisciplinary Institute of Digitalisation and Energy (MIDE)
programme at Aalto University School of Science and Technology.

1.1.1 UI-ART project background

The UI-ART project aims to devise novel sorts of contextual interfaces to in-
formation represented by multimodal augmented reality (AR). Motivated by
Virtual Reality, AR supplements the reality by integrating 3D virtual objects
into the real world so that the user would see the real and virtual worlds simul-
taneously [10]. In UI-ART, multimodal AR is the muscle which incorporates
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multiple modalities, for instance visual, auditory and human gesture modali-
ties. Multimodal AR is a non-intrusive technique of characterizing the physical
real-world environment with virtual auxiliary elements. It can augment the
information associated to the physical scene from the reality by adding some
explanatory visual or auditory data such that a better perception of the scene
will be obtained, for example what is the inner structure of a building in the
scene, the detailed information of the people in the scene, and how to reach a
particular place. Therefore it is critical for AR to fit the virtual information
seamlessly to the physical word while the information is easily perceived and
will not disturb the original space perception. Another problem is retrieving
contextual information in the way that the context-dependent search engine
should efficiently return the information that the specific user is interested in
the particular context.

Figure 1.1: A screenshot from virtual laboratory guide shows how online face
recognition works. This picture is originally from [11].

1.1.2 Applicability of Face Recognition

Online face recognition is a task considered in one of the applications in the
UI-ART project, which is the virtual laboratory guide [11]. Virtual labora-
tory guide is an AR guide to a visitor at a department in an university. It
navigates the visitor to find out more information about the researchers and
research projects and presents the virtual information about the people and
objects on a see-through display. Two display devices are currently used for
the guide: a wearable near-to-eye display with an integrated gaze tracker, and
a hand-held Sony Vaio computer with virtual see-through display. Online face
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recognition can then facilitate a user who is equipped with a display device
to perceive augmented information about the people nearby. For example,
when the user walks the corridors of Adaptive Information Research Center,
the see-through display will show the presence of persons in reality and more
importantly augmented information, such as the person’s name, research ac-
tivities, publications, teaching, office hours and links to the person’s external
web pages, including personal homepages, Facebook and LinkedIn [11]. Fig-
ure 1.1 is a screenshot from the see-through display that illustrates that the
system has recognized Agent Smith’s face and is showing augmented infor-
mation about Smith, for instance that he is a course assistant on “Pattern
Recognition” and interested in research in information retrieval.

1.2 Contributions of the Thesis

The work done for this thesis contributes to the project in the following ways:

• Investigation of the use of online single-image face recognition methods
and illumination normalization techniques.

• Development of novel yet simple methods for online multiple-image face
recognition that support recognition of image sequences from video frames.

• A set of experiments with the proposed algorithms in order to select the
most reliable ones for online FR systems.

1.3 Thesis outline

Chapter 1 introduces the topic of this thesis, the motivation of our research
and the major contributions of this thesis work. In Chapter 2, we review
the previous work accomplished in the field, argue the distinction between
our work and the previous works, and demonstrate the basic theory of online
face recognition. Chapter 3 describes the algorithms of online single-image
face recognition. Chapter 4 introduces the illumination variation problem
and further proposes several normalization methods. Chapter 5 presents the
idea of online multiple-image face recognition, and describes additional novel
algorithms.

Chapter 6 gives a brief description of the experiments and draws the con-
clusions from the results. Finally, Chapter 7 summaries the content of this
thesis and discusses possible further work in this research.



CHAPTER 2

Face Recognition: Brief Overview

The history of face recognition (FR) research as an engineering field dates
back to the 1960s [12]. Since then, numerous algorithms have been developed
for still-image-based FR [1], such as Principal Component Analysis (PCA)
[13], Linear Discriminant Analysis (LDA) [14], Elastic Bunch Graph Matching
(EBGM) [15] and Support Vector Machines (SVM) [16]. The research of still-
image-based FR is a well established field. Moreover, ever since psychological
studies have recently shown that the facial dynamics are considerably useful
for face recognition especially in poor image quality scenarios [17], the research
in video-based FR has been boosted.

2.1 Still-image-based face recognition

Our online single-image face recognition system is implemented using still-
image-based algorithms. In [13], PCA was referred to as Eigenfaces. It projects
an image to a lower dimensional subspace defined by a set of orthonormal ba-
sis vectors that account for the maximum variance of the projected images.
The projected images are represented by sets of principal components which
are used for classification. In our work, the MPEG-7 face descriptor is used
to extract the features and it differs from [13] in the way it generates the set
of basis vectors using both an original and a flipped face images [18]. Later
it has been shown that SVM can achieve higher accuracy than Eigenfaces for
face recognition [16]. SVM was originally designed as a binary classifier but it
has been extended to perform multi-class classification with e.g. one-against-
one strategy. In our method, the features of the images are extracted using
the MPEG-7 face descriptor and two multi-class classifiers (one-against-one
and one-against-all) are incorporated into the SVM method. Recently some
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CHAPTER 2. FACE RECOGNITION: BRIEF OVERVIEW 6

researchers have proposed a 2DPCA method for efficient feature extraction.
2DPCA projects the image using the basis vectors of the covariance matrix
constructed by the original image matrices [19]. 2DPCA method is also inte-
grated into our online face recognition system.

Illumination variations are big obstacles for face recognition. In recent years,
a variety of approaches has been proposed as solutions to the illumination vari-
ation problem in face recognition contexts. In general, those approaches fall
into three categories: face modeling [20] [21], preprocessing and normalization
[22] [23], and invariant feature extraction [24] [25]. The disadvantage of face
modeling-based approaches is the requirement of training images under vary-
ing lighting conditions or 3-D shape information [26]. This disadvantage leads
to the limitation of its application in practical face recognition systems. The
early works that were done for preprocessing and normalization used image
preprocessing algorithms to compensate for uniform illumination, for example
histogram equalization (HE), gamma correction (GC), logarithm transform,
etc. Those methods inevitably could not perform well when nonuniform illu-
mination is introduced. In [23], region-based HE and gamma intensity cor-
rection (RGIC) methods were presented to cope with nonuniform illumination
variations. In our method, we use the combination of adaptive histogram
equalization (AHE) and RGIC where AHE was used to enhance an image’s lo-
cal constrast [22]. Moreover, local binary pattern (LBP) is a widely accepted
algorithm for extracting features invariant to illumination variations in face
recognition [24]. However, in [27] it was proven that distance transform (DT)
could perform better than Chi-square statistics in LBP-based methods. We
compare LBP with Chi-square statistics and LBP with DT on our datasets
to verify the performance of the LBP-based method. Eigenphases [25] which
have been proposed to efficiently recognize faces under illumination variations
is also utilized in our experiments.

Multiple-image face recognition is a new subject in face recognition field
and there are few related published studies. In [28], a framework of the Ac-
tive Appearance Model is constructed to embrace the image variation over
a sequence to improve the recognition performance. Lately, in [29] distinct
approaches which used a sequence of images for robust recognition were stud-
ied and it has been proven that the classification task could be solved based
on Kullback-Leibler divergence by considering it as a statistical hypothesis
testing task. We have developed three novel but simple methods for multiple-
image face recognition, including multiple-image k-nearest neighbors (MIK-
NN), modified multiple-image k-nearest neighbors (MMIK-NN) and K-means
with multiple k nearest neighbors (K-means + Multiple K-NN). MIK-NN di-
rectly operates on the consecutive images with multiple k-nearest neighbors
classifiers and uses the majority rule strategy to find out the most frequent
class in the classification decisions of the image sequence. MMIK-NN modifies
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the idea of MIK-NN to integrate diverse images into the image sequence for
higher recognition accuracy. Kmeans + Multiple K-NN applies clustering to
obtain diverse images in the image sequence.

2.2 Online face recognition

Online face recognition is a real-time recognition task which aims to recog-
nize incoming faces in video frames. Similar to face recognition based on
static images, online face recognition can be implemented by using a machine
learning-based approach. Each person’s face is a pattern which contains large
amount of information of the face, for example the location and size of the
facial components such as eyes, nose, mouth and so on. The goal of online
face recognition is to identify the class membership for an unknown facial pat-
tern given some known facial patterns in video frames. In such a case, we
need a large set of N reference images I1, I2, I3, ..., IN , called a training set.
The reference images are also called training images. Each image contains one
known person’s face.

In face recognition, a three-dimensional (3D) face is often treated as a two-
dimensional (2D) image. The main idea of machine learning is to build up a
model for estimating the identity of the persons who appear in the new face
images. The model can be formulated as a function y(x) determined based on
the training images during the training phase, also known as learning phase
[8]. Once the model has been trained using the training examples, it can
then be used to determine the identity of new face images. The new face
image is usually denoted as the query image or the test image. Typically,
it is crucial to preprocess the input image to remove redudant or irrelevant
information and transform it into reduced form. The reduced form is termed a
feature representation that should be distinctive for subsequent classification
and robust to changes in image scale, illumination and pose. This stage is
often called preprocessing or feature extraction. The query image should also
be preprocessed with the same feature extraction [8].

An online single-image face recognition system generally consists of six com-
ponents: face detection, face tracking, face alignment, illumination normaliza-
tion, feature extraction and face recognition. This idea originally comes from
[30]. As sketched in Figure 2.1, face detection segments the face regions from
the background by finding the locations and sizes of all faces in the video
frames. Face tracking is required to track the detected faces since the subjects
most likely move their heads. Face detection and tracking are able to deter-
mine which are the faces and which are non-faces and roughly estimate the
location and size of each detected face. Face alignment is thereby introduced
to achieve more accurate positioning of the detected faces. The alignment of
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the detected faces in the video can be done by using geometrical transforms.
Then after the detection and tracking of the location of facial components, the
face image is normalized in terms of geometrical properties, including size and
pose [30]. Changes in lighting are big obstacles for face recognition, and the
face image has to be further normalized in terms of illumination.

Figure 2.1: Architecture of online single-image face recognition, adapted from
[30].

After geometrical and photometrical normalization, the features of the query
face image are extracted by feature extraction. The features should be distinc-
tive so that the face of the person in the query image would be easily distin-
guished from the faces of other persons. The features are normally represented
as a feature vector. In the online single-image face recognition system, face de-
tection, face tracking, face alignment, illumination normalization and feature
extraction components operate approximately simultaneously.

Before face recognition, a training set which contains diverse images of the
persons should be selected and processed with feature extraction. The corre-
sponding training feature vectors are used for training the models. After the
training phase, an one-to-many matching method will be performed on the
extracted feature vector of the query face image during online face recogni-
tion. The method compares the feature vector of the query image against the
feature vectors associated with the training set to find out the best match.
If a sufficiently good match is found, the system outputs that the identity of
the person represented in the query image is the identity of the best matched
training image. Otherwise it indicates an unknown face. The functionality of
recognizing unknown faces is not available in our current online face recogni-
tion.

Since the central topic of this thesis is face recognition, no further discussion
of face detection, tracking and alignment will be included in the following
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chapters. The prior detection, tracking and alignment are therefore always
assumed.



CHAPTER 3

Online Single-image Face Recognition

As online single-image face recognition is an application of machine learning,
we can therefore tackle it by using unsupervised and supervised learning ap-
proaches. Unsupervised learning is a machine learning approach in which a
model is developed to fit the observed data [31]. The training data consists of a
set of input objects with unknown target outputs [31]. Unsupervised learning
methods often address three problems, including clustering, density estimation
and dimension reduction which is used in our face recognition system to effi-
ciently extract the features of the face images [9]. Supervised learning is, on
the other hand, a machine learning technique for creating a model to predict
the output pattern given the training data [8]. The training data consists of
both the input objects and the desired outputs. In general, supervised learning
involves two tasks, regression and classification. Regression requires the model
to predict continuous variables, while classification needs the model to predict
a class label of the input object. Classification is frequently used in pattern
recognition, such as digit recognition and face recognition [8]. Unsupervised
learning is often distinguished from supervised learning by the fact there is
only unlabelled data used in unsupervised learning.

In this work, two unsupervised learning algorithms have been implemented
for online single-image face recognition. They are principal component analysis
(PCA) [13] and two-dimensional PCA (2DPCA) [19]. Support vector machines
(SVMs) [16], a classical supervised learning algorithm, has also been used in
our single-image face recognition system.

10



CHAPTER 3. ONLINE SINGLE-IMAGE FACE RECOGNITION 11

3.1 PCA-based approach

Principal component analysis (PCA) is a well known unsupervised learning
technique used for dimension reduction and feature extraction [13]. The main
idea in using PCA for face recognition is to project the face image I(I ∈ RD)
onto a subspace of lower dimensionality D

′
(D

′
< D) spanned by a set of basis

vectors which correspond to the maximum variance of the projected images.
In mathematics, it has been proven that the basis vectors are orthonormal and
they are the eigenvectors of the covariance matrix of the set of face images [8].
In face recognition, the eigenvectors are often referred to as Eigenfaces and
the lower dimensional subspace is called the face space. Each projected image
in the set is then a linear combination of the eigenfaces that associate with the
largest eigenvalues. Therefore, those eigenfaces can be considered to charac-
terize the maximum variance of the projected images. Each original image is
approximated by its project image. In our single-image online face recognition
system, PCA is incorporated in the MPEG-7 face descriptor which has been
widely adoped as a visual descriptor [18]. Based on PCA, MPEG-7 represents
a facial image by a linear combination of a set of 48 basis vectors derived from
the eigenfaces of the covariance matrix constructed by the training images.

3.1.1 Calculating Eigenfaces

A 2D image of size N by M pixels can be represented as a vector M × N
by concatenating each row or column into a row or column vector. Let the
training set of face images be {I1, I2, I3, ...In}, and each image to be in the
vector form. The mean image of the training set is denoted as

Ψ =
1

n

n
∑

i=1

Ii.

The training images are then normalized to have zero mean so that they
describe how each image differs from the mean image

Φi = Ii −Ψ, i = 1, 2, 3....n.

The goal of PCA is to seek an optimal set of orthonormal eigenvectors of
the covariance matrix of the set of training images. The covariance matrix is
defined as

C =
1

n

n
∑

i=1

ΦiΦ
T
i .

Eigenfaces ui (i = 1, 2, 3...n) are the possible eigenvectors of the covariance
matrix C. Note that the number of eigenfaces is the same as the number of
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nonzero eigenvalues of C, which is equal to the number of images in the training
set. In practice, n

′
(n

′
< n) eigenfaces are sufficient for identification so that

eigenfaces ui (i = 1, 2, 3..., n
′
) associated to the first n

′
largest eigenvalues are

selected [13].
An image I is then projected onto the face space by a linear combination

operation

ωi = uT
i (I−Ψ), i = 1, 2, 3....n

′

,

where ωi are the principal components of PCA that weight the contribution of
each eigenface in representing the original face image [13]. The set of principal
components form a vector ΩT = [ω1, ω2, ω3, ..., ωn′ ], which is usually called the
weight vector or the feature vector.

3.1.2 MPEG-7 face descriptor

As mentioned above, our online face recognition system uses the MPEG-7 face
descriptor to extract and describe the features of the facial images. Before
feature extraction, a face image should be geometrically normalized. The
normalized image is obtained by scaling the original image to 56 by 46 pixels
such that the centers of the two eyes in each image are at (24st row, 16st
column) and (24th row, 31st column) [18].

The construction of the basis vectors used in the MPEG-7 face descriptor
is similar to that in PCA. After normalization, each image is represented as
a one-dimensional face vector. The face vectors of the training set are then
applied to generate 48 eigenfaces corresponding to the 48 largest eigenvalues.
The training set is not from our database but is defined by the International
Organization for Standardization. The MPEG-7 face descriptor represents a
face image by the features of both the flipped face image and the original
image. Since a face is symmetrical, the flipped face image can also be used
to describe the face appearing in an image. In this case, an image can be
approximated by a linear transformation of the features associated with both
the original image and the flipped image. In addition, a weight is introduced
to the feature of the flipped image to distinguish between the original image
and the flipped image [18].

Let I be the original image, I
′
be its flipped image and uj (j = 0, 1, 2, ...47)

the 48 eigenfaces. Then the features of an input face image are formulated as

ωj =
[ωj(I) + cωj(I

′
)]

1 + c
,

where c is the weight assigned to the feature vector of the flipped image. We
can denote ωj(I

′
) in two ways, uT

j Φ
′

and u
′T
j Φ. Here, u

′

j is the flipped eigenface
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of uj, Φ is the original image normalized to have zero mean, and Φ
′

is the
flipped image normalized to have zero mean. Thus, the above equation can be
further deduced as

ωj =
[ωj(I) + cωj(I

′
)]

1 + c

=
uT

j Φ + cu
′T
j Φ

1 + c

=
(uj + cu

′

j)
TΦ

1 + c

= vT
j Φ, j = 0, 1, 2, ..., 47,

where V = [v0,v1,v2, ...,v47] is the basis matrix in the MPEG-7 face descrip-
tor, which is specified in Annex A in [18]. In fact, the MPEG-7 face descriptor
extracts the features of an image by a linear transformation of the original
eigenfaces and the flipped eigenfaces.

After the projection of a one-dimensional face vector I onto the face space,
the features are described by the feature vector ΩT = [ω0, ω1, ω2, ..., ω47] where
ΩT = V T (I−Ψ

′

), and the mean image Ψ
′

is defined in Annex A in [18]. There
are additional normalization and quantization steps for the feature vectors
before they are applied to recognition:

ωj =











−128, if ωj/Z < −128,

127, if ωj/Z < 127,

ωj/Z, otherwise,

where the normalization constant Z = 16384. In the context of online single-
image face recognition, each training image is transformed into its feature
vector by using the basis vectors from the MPEG-7 face descriptor and is then
normalized and quantified.

3.1.3 Face recognition

The test images are also transformed into feature vectors and the feature
vectors are further processed with normalization and quantization steps. Let
the normalized feature vector be ΩT = [ω0, ω1, ω2, ..., ω47]. The vector is then
used to search for which face class in the training set the test image belongs
to. A common way to determine it is to find the face class k that minimizes
the Euclidean distance of the feature vector and the kth training image.

d(Ω,Ωk) = ‖Ω−Ωk‖2 ,
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where Ωk is the feature vector describing the kth training image. In fact, the
face recognition task is regarded as a classification task. The classification
technique used here is nearest neighbor classification [32] – a query image is
assigned to the class of the training image which is nearest to the query image
in the face space. Hence, suppose the training feature vectors in the database
are Ω1,Ω2,Ω3, ....Ωn (where n is the number of training face images) and each
of the training images is assigned to the class ck. Given a test image Ω, if

d(Ω,Ωl) = arg min
j

d(Ω,Ωj), j = 1, 2, 3..., n,

and Ωl ∈ ck, then
Ω ∈ ck.

In order to have a clear picture of a online single image face recognition
system based on PCA, the implementation steps are provided below:

1. Training step: obtain the feature vectors of the training images by using
the MPEG-7 face descriptor and store them in the database.

2. Online feature extraction step: detect the new incoming image and
project it onto the face space.

3. Online face recognition step: compare the feature vector of the new face
image with all the feature vectors in the database, and find the closest
facial class which is the identity of the new image.

PCA has been widely adopted in many areas of pattern recognition and
computer vision. However, it has the weakness that there are two major
assumptions it is mainly based on [33]. First, a linear projection can efficiently
reduce the dimensionality of the data. Second, the projected data retains most
of the information of the original data. These assumptions are not always met,
therefore more advanced techniques are needed.

3.2 2DPCA-based approach

Two-dimensional principal component analysis (2DPCA) is a novel method
developed for image feature extraction. It was proposed to extract image fea-
tures computationally more efficiently than PCA [19]. Inspired by the idea of
PCA, 2DPCA characterizes the features of an image by using the orthonormal
eigenvectors derived by the covariance matrix of a set of 2D image matrices.
Unlike PCA, there is no need to transform the image matrix into a vector
before feature extraction in 2DPCA.



CHAPTER 3. ONLINE SINGLE-IMAGE FACE RECOGNITION 15

3.2.1 Basic idea

Let I be an image matrix of size M by N and U be an N -dimensional unit
column vector. The idea of 2DPCA is to construct a good projection of I onto
U while maximizing the variance of the projected image. The M -dimensional
projected vector Ω is a simple linear transformation

Ω = IU.

Essentially, the vector U corresponds to the eigenfaces in PCA. Thus, a
good projection stems from the selection of the projection vector U. The total
scatter of the projected image is introduced to help us to choose the optimal
vector U. The total scatter of the projected image can be described by the
trace of the covariance matrix of the projected feature vectors. Let Cu be the
covariance matrix of the projected feature vectors of the training images and
tr(Cu) be the trace of Cu which can be written as

Cu = E(Ω− EΩ)(Ω− EΩ)T

= E[(I − EI)U][(I − EI)U]T .

Thus, the trace of Cu is

tr(Cu) = UT [E(I − EI)T (I − EI)]U

= UT GtU,

where Gt is the covariance matrix of the training images. Similar to the
analysis of PCA, the maximum of tr(Cu) is obtained when the projection
vector U is the orthonormal eigenvector of Gt associated with the largest
eigenvalue [8]. In general, only one optimal projection direction is not sufficient
[19]. Therefore, a set of eigenvectors, U1,U2,U3, ...,UD, corresponding to the
first D largest eigenvalues is selected to define the projection direction,

arg max tr(Cu) = Ui, i = 1, 2, 3, ..., D.

3.2.2 Feature extraction and face recognition

Consequently, it is necessary to operate an experiment of generating the best
set of eigenvectors, see Chapter 6 for details. After the construction of the
maximum projection direction, the 2D image I is projected onto U and the
projected vector Ω is written as

Ωi = IUi, i = 1, 2, 3, ..., D.

A set of projected feature vectors, Ω1,Ω2,Ω3, ...,ΩD, is yielded by the linear
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transformations of U. Each vector is a principal component of the image I.
Another difference of 2DPCA and PCA is reflected on the fact that each
principal component of 2DPCA is a vector whereas that of PCA is a scalar. A
scalar can not contain as much information as a vector. Therefore, we can come
to the conclusion that the projected data contains more information of input
data in 2DPCA compared to PCA. In other words, 2DPCA tends to project
more information of the original data. In [19], researchers have observed that
the dimensionality of the 2DPCA feature vector is always much higher than
in PCA. They further provided the solution that the dimensionality can be
reduced by implementing PCA after 2DPCA.

The set of principal component vectors can be represented as an M × D
feature matrix X. The projection should be performed on the whole training
set. Suppose there are n training images, the projections of these n images
yield a set of feature matrices X1, X2, X3, ...Xn and each feature matrix is of the
form Xi = [Ωi

1,Ω
i
2,Ω

i
3, ...,Ω

i
D]. After detection and feature extraction of the

new image, the nearest neighbor classifier is employed again for classification.
Let the feature matrix of the image be Xj = [Ωj

1,Ω
j
2,Ω

j
3, ...,Ω

j
D], the Euclidean

distance is utilized again for determining the nearest facial class the new image
belongs to [19],

d(Xj, Xi) =
D

∑

k=1

∥

∥Ω
j
k −Ωi

k

∥

∥

2
.

The criterion of choosing the nearest neighbor is adopted to determine the
minimum distance between the new image and one of the training images, and
identification is the way to assign the new image to the nearest facial class.
The implementation of 2DPCA based online single-image face recognition is
fairly similar to that of PCA based, thus we will not discuss it here.

3.3 SVM-based approach

Support Vector Machine (SVM), a supervised learning method, was originally
designed as a binary classifier [34]. Some researchers have recently proposed
that it can also be an effective approach for face recognition [16]. A binary
SVM constructs a hyperplane that separates two classes in the feature space
and maximizes the distance between the hyperplane and either class. The
hyperplane is known as the optimal separating hyperplane (OSH) and the
distance is termed the margin [34]. SVM has also been extended to tackle the
multi-classification problem where several binary SVMs are trained to predict
the class label of a query image [35].
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3.3.1 Feature Representation

Before the implementation of the SVM classifiers, it is necessary to detect the
face images and extract the features. The MPEG-7 face descriptor is used
again here for feature extraction. Thus, the training images are all projected
onto a lower dimensional face space. For the training phase, it is indispensable
to incorporate the class information of the training images. Clearly, the dif-
ference of the training data between SVMs and PCA lies on the class labels.
In other words, the training data of PCA consists only of the weighted feature
vectors while the training data of SVM contains not only the feature vectors
but also the associated class information.

3.3.2 Binary SVM Classifier

Let us first discuss the linearly separable case. Suppose the training set in
the matrix form Ω = [Ω1,Ω2, ...Ωn] contains n training feature vectors that
belong to two classes in an N -dimensional space,

Ω =
{

(Ωi, li)|Ωi ∈ RN , li ∈ {−1, +1}
}n

i=1
,

where li is the class label or the class indicator, either -1 or +1, indicating the
class to which the feature vector Ωi belongs. The goal of linear SVM is to find
a linear hyperplane which partitions those feature vectors into the negative
class and the positive class with maximum margin. This hyperplane is written
as

wT Ω + b = 0,

where w is a vector orthogonal to the hyperplane. Simply using geometry, the
margin is observed as 2

‖w‖
. Therefore, the task of maximizing the geometric

margin can be considered as the task of minimizing 1
2
‖w‖2. The OSH should

satisfy the following constraints so that the training data is linearly separable:

{

wTΩi + b ≥ +1, for li = +1,

wTΩi + b ≤ −1, for li = −1.

The constraints can be formulated into one set of inequalities [34]

li(w
TΩi + b) ≥ 1, i = 1, 2, 3, ...n.

The standard formulation of SVMs can then be described as a minimization
problem under constraints as follows. Find a vector w and a parameter b such
that 1

2
‖w‖2 is minimized, subject to li(w

TΩi + b) ≥ 1.
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Solving the above optimization problem is equal to solving the dual problem
where the Lagrange multipliers αi are associated with each constraint

min
w,b

max
α

{1
2
‖w‖2 −

n
∑

i=1

αi[li(w
T Ω− b)− 1]}.

The solution of the optimization problem defines a linear OSH

w =
n

∑

i=1

αiliΩi,

b = li −wTΩi.

The linear OSH formulates a classification function, which can be written as

f(Ω) = sign(wT Ω + b).

When the training data is not linearly separable, slack variables ξi should
be introduced. The OSH which encompasses both the separable and non-
separable cases is then considered as an optimization problem

min
w,ξ

1

2
‖w‖2 + C

n
∑

i=1

ξi,

where C is a predefined parameter and the optimization problem is subject to
the constraints [16] [34]

li(w
TΩi + b) ≥ 1− ξi, ξi ≥ 0, i = 1, 2, 3, ...n.

In practice, the non-linear case should also be considered where the OSH is
nonlinear. With SVM, the non-linear case is tackled by first mapping the data
vectors Ω to a high dimensional feature space ϕ(Ω) and then constructing an
OSH in the feature space

wT ϕ(Ω) = 0,

where w =
n

∑

i=1

αiliϕ(Ωi). By defining a kernel function as

K(Ω,Ωi) = ϕT (Ω)ϕ(Ωi),

the OSH is defined as
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n
∑

i=1

αiliK(Ω,Ωi) = 0.

SVM is inherently used for binary classification, but several methods have
been proposed to extend SVMs to solving multi-classification problems, such
as the one-against-all method and the one-against-one method [35]. In many
papers, it has been stated that one-against-one usually achieves higher ac-
curacy in recognition due to the unbiased nature of one-against-all. On the
other hand, compared to one-against-all, one-against-one is computationally
more expensive [35] [36]. We also performed experiments comparing these two
methods, see Chapter 6 for details.

3.3.3 Multi-class Classifier

The one-against-all classifier constructs k SVM models to separate one class
from the rest of the classes, where k is the number of classes in the training
set [35]. The ith SVM model is trained so that the images in the ith class
are assigned with positive labels (+1) and the images of the remaining classes
with negative labels (−1). The ith model is then used to predict a class label
for an new image I. If the predicted label is +1, then the vote of the ith
class will be incremented by one. Those steps are conducted for each model.
Eventually, I is classified to the class with the largest number of votes. Figure
3.1 (a) shows an example of the one-against-all method. There are four facial
classes A,B,C,D so that the SVMs produce four models. In each model, one
of classes is labeled as the positive class and the rest of classes as the negative
class. For instance, the first model illustrates that class A is assigned with
positive label (+1) and classes B,C,D with the negative label (−1). Then, a
new test image is compared with four models in turns, and each time it will be
assigned to a class and the corresponding class will gain one vote. If eventually
A has the majority of the vote, the coming test face belongs to A.

The one-against-one classifier constructs k(k− 1)/2 SVM models to classify
between each pair of classes [35]. Each ith SVM model is obtained by training
with images from two classes i and j. Between these two classes, one is a
positive class and the other is a negative class. The “Max Wins Voting”
strategy is employed to discover to which class the test image belongs. The
vote for ith class will be increased by one if the SVM model determines the
image I belongs to the ith class. Otherwise, the jth class will gain this vote.
As a result, the test image I is assigned to the class with the largest number
of votes. Figure 3.1 (b) illustrates the one-against-one scheme. Four facial
classes A,B,C,D lead to that 6 SVMs models need to be constructed. Each
model consists of two classes in which one is labeled as the positive class and
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Figure 3.1: (a) illustrates the idea of the one-against-all classifiers. (b) depicts
the one-against-one scheme.

the other as the negative class. For example, on the topmost SVM, class A is
the positive class while class B is the negative one. When a new face image is
detected, its feature vector will be processed by all 6 models. The class which
wins the majority voting is the identity of the new face image.

SVM-based Online Single-image Face Recognition

1. Feature extraction phase: The MPEG-7 face descriptor is used to ex-
tract the feature vectors of the training images. In addition, the class
information is also provided to these training images.

2. Offline training step: The one-against-one approach is used to train the
system to learn all the SVMs models between each possible pair of classes.

3. Online face recognition step: the incoming face image is detected and
its features are represented as a feature vector by using the MPEG-
7 descriptor. The system will compare the feature vector with each
established SVM model and the class which has the largest number of
votes is the identity of the incoming face.



CHAPTER 4

Illumination Normalization

Recognition of faces is a complex task for a computer. Nowadays, the state-of-
the-art algorithms have achieved the recognition accuracy of about 90% when
there is minimal variation in the face images [37]. However, when variations
in pose or illumination are introduced, humans’ ability to recognize faces is
remarkable compared to computers which often achieve only poor recognition
performance.

The performance of face recognition is heavily subject to varying illumi-
nation and pose. Illumination variations can yield large variability in facial
appearance, as illustrated in Figure 4.1. We cope with the illumination effect
by using three methods: the combination of adaptive histogram equalization
(AHE) and region-based gamma intensity correction (RGIC) [22] [23], Eigen-
phases [25], and local binary pattern (LBP) [24].

Figure 4.1: The same person can appear fairly different under varying lighting
conditions.

In the architecture of an online face recognition system, illumination normal-
ization as photometrical normalization should be performed after face align-
ment, as illustrated in Figure 2.1 in Chapter 2. In order to find out the best
illumination normalization approach, the proposed algorithms have been im-
plemented and experimented with. The comparison results are discussed in

21
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Chapter 6.

4.1 AHE+RGIC

Histogram Equalization (HE) [38] is a fundamental image processing technique
used to enhance the contrast of an image. Let Iij denote the intensity values of
the pixels in any input face image captured under unknown lighting conditions.
In HE, a transform function T is applied on intensity levels Iij to obtain
intensity levels I

′

ij in the output image so that the histogram of the output
image is equalized to be approximately constant:

I
′

ij = T (Iij).

In fact, the transformation maps each pixel with intensity Iij in the input
image into a pixel with the intensity value I

′

ij in the output image [38]. This
achieves an equalized histogram on which the intensity levels of the equalized
image are better distributed. The equalized image shows that this method en-
ables areas of low local contrast to gain a higher contrast. HE works effectively
on global contrast enhancement, but it is less effective when the contrast char-
acteristics vary across the image [26]. Later, Adaptive Histogram Equalization
(AHE) was developed to overcome this drawback of HE by operating on small
regions of the image, rather than on the entire image [22]. In this case, mul-
tiple histograms are obtained and equalized so that each region’s constrast is
enhanced respectively. Finally, the multiple histograms are combined to re-
distribute the intensity values of the image. Consequently, AHE is capable of
improving an image’s local contrast.

Gamma Intensity Correction (GIC) was developed to compensate for global
brightness changes in a face image. The idea of GIC is based on traditional
gamma correction (GC) which uses the gamma parameter γ to control the
overall brightness of an image displayed accurately on a computer screen [38].
GC is typically defined by a power-law transformation

I
′

ij = G(Iij, γ)

= cIij
1/γ ,

where Iij is the intensity value of the pixels in any input face image, I
′

ij is the
pixel value of the resulting gamma-corrected image and c is a positive constant.
If an image is not properly corrected by GC, it can appear either bleached out
or possibly too dark [38]. Thus, the method involves the problem of selecting
an optimal γ. GIC was proposed to address the problem of choosing the value
of γ [23]. It assumes a predefined canonical face image Īij is captured under
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natural lighting conditions. Any face image Iij will be processed by GIC so
that its output image I

′

ij is denoted as

I
′

ij = cI
1/γ̌
ij ,

where γ̌ is obtained by the following optimization equation which minimizes
the difference between the corrected image and the predefined canonical image:

γ̌ = arg min
∑

i,j

(I
′

ij − Īij).

The optimization process achieves that the corrected image is fairly approx-
imate to the predefined canonical image. Intuitively, the global brightness
of the corrected image is similar to that of the canonical face image. From
the above equations, we can come to the conclusion that GIC corrects for
global brightness changes which is the uniform case we discussed previously.
Its weakness, however, is then that it can not cope with the non-uniform case
where the lighting changes differently in different sides of the face.

The concept of Region-Based GIC (RGIC) is therefore developed to over-
come the effects of side lighting. Unlike GIC, RGIC employs a local scheme
where the face is divided into regions and gamma intensity correction operates
on each region separately. In an ideal case, RGIC should segment a face into
regions according to the face structure, for example the famous Candide model
[39]. The Candide model is, nevertheless, a complex division of a face that
was not implemented in this work. Instead, a simpler segmentation strategy
was designed such that a face is divided into four regions according to the
horizontally and vertically symmetric lines. Figure 4.2 depicts the partition of
faces into four regions.

Figure 4.2: Four-region segmentation scheme divides the face into four even
regions.

In the case of four regions, four different optimal values for γ are generated
to correct the brightness changes of each region. The predefined canonical
image is specified as the mean face image of all training images, as shown in
Figure 4.3.

In this work, we use the combination of AHE and RGIC, where the input
image is first processed by AHE and further by RGIC. To facilitate the imple-
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Figure 4.3: The mean face of the training set is used as the predefined canonical
image.

mentation, any input face is divided into four regions based on the same rule
as in RGIC. The algorithm can be described as follows:

1. For any detected face image, divide it into four regions along with the
horizontally symmetric line and the vertically symmetric line.

2. For each region, apply AHE and combine them into an image.

3. For each region, calculate the optimal value for the gamma parameter γ
and use the optimized γ to correct the brightness of the corresponding
region.

4.2 Eigenphases

The phase information of an image has been proven to carry most of the intel-
ligent information of the image [40] [41]. Recently, some researchers presented
that the performance of face recognition could be substantially improved if
the phase information of an image is only used and their results showed that
phase information is invariant to illumination variations [25].

Let I(m,n) be a 2D discrete input image of size M × N and Ĩ(k, l) be its
Discrete Fourier Transform (DFT) which can be denoted as follows:

Ĩ(k, l) =
M−1
∑

m=0

N−1
∑

n=0

I(m,n)e
−i2πkm

M e
−i2πln

N ,

where i =
√
−1. The polar form of Ĩ(k, l) can be expressed as

Ĩ(k, l) =| Ĩ(k, l) | eiΦ(k,l)

| Ĩ(k, l) |=
√

Re[Ĩ(k, l)]2 + Im[Ĩ(k, l)]2
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Φ(k, l) = arctan(
Im[Ĩ(k, l)]

Re[Ĩ(k, l)]
),

where the magnitude is | Ĩ(k, l) | and the phase is Φ(k, l). In [25], PCA was im-
plemented on the phase spectra of the training images and the results showed
that the principal components of the phase spectra, which are termed Eigen-
phases, are significantly tolerant to illumination variations and also robust to
occlusions.

4.3 Local Binary Pattern

Local binary pattern (LBP) defines an operator which is a computationally ef-
ficient local image texture descriptor [42]. The LBP operator has been widely
used in various applications, including face and texture recognition [24] [43].
The LBP-based face recognition method was developed based on the fact that
face images can be composed into lots of primitive micropatterns (such as
edges, spots, corners, etc) which are invariant to monotonic gray-level varia-
tions.

The LBP operator was originally defined as an invariant local texture de-
scriptor. The operator encodes an input image by thresholding the pixel values
of its local 3× 3-neighborhood with the center pixel value and histograms the
resulting binary patterns. The histogram is used as a texture descriptor which
extracts the micropatterns of the image. Figure 4.4 illustrates how the LBP
operator encodes local micropatterns into a feature histogram. Let any pixel
in an image be (xc, yc) and its intensity value be gc. The LBP operator takes
an 3 × 3-neighborhood of the pixel (xc, yc) and thresholds the pixel values of
the 8-neighbors with the value of the center pixel gc, and finally outputs an
8-bit binary number used for constructing the LBP coded image and its cor-
responding histogram. The thresholding process for every center pixel value
gc is defined as follows:

s(gi, gc) =

{

1, if gi ≥ gc,

0, if gi < gc, i = 0, 1, 2..., 7.

By assigning a binomial factor 2i for each indicator s(gi, gc) [44], a unique
LBP code (new value of gc 213 in Figure 4.4) can be computed which charac-
terizes the spatial structure of the local image texture,

LBP (xc, yc) =
7

∑

i=0

s(gi, gc)2
i,
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and the histogram of a LBP coded image ILBP (xc, yc) can be defined as

H(xc, yc) =
7

∑

i=0

s(gi, gc).

Figure 4.4: An example of the LBP operator.

Later an extension of the original operator was developed to use local neigh-
borhoods of different sizes [44]. It utilizes the techniques of circular neighbor-
hoods and bilinear interpolation. The circular neighborhoods technique defines
a local neighborhood as a set of P sampling points evenly distributed on a cir-
cle of radius R, and bilinear interpolation is required when a sampling point
is not located in the center of a pixel. See Figure 4.5 as an example of dif-
ferent circular neighborhoods. Typically, the notation of the neighborhoods is
defined as (P,R).

Uniform patterns was introduced as another extension of the original oper-
ator [44]. The definition of uniform patterns determines a LBP as an uniform
pattern if it contains at most two bitwise transitions from 0 to 1 or vice versa
when the circular binary string is used. It has been proven by Ojala et al.
that 90% of all patterns are uniform with the (8, 1) neighborhood scheme and
around 70% with the (16, 2) neighborhood scheme. Thus considering the com-
putation of the LBP histogram, a new strategy is designed by assigning each
uniform pattern to a separate bin and the non-uniform patterns to a single
bin. In addition, it should be noted that uniform patterns hold a vast ma-
jority due to the fact that most frequent uniform binary patterns existing in
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Figure 4.5: The circular (8,1), (8,2) and (16,2) neighborhoods, adapted from
[45].

an image correspond to primitive features, for example edges, spots, flat areas
and so on [44]. The LBP operator is therefore denoted as LBP u2

P,R where the
subscript specifies the used operator is in a circular (P,R) neighborhood and
the superscript represents that only the uniform patterns are available.

The LBP method can also be used efficiently for face representation [45].
In order to retain spatial information for efficient face description, the LBP-
based method divides an input image into local regions R0, R1, R2, ...Rm−1

from which the texture descriptor for each region is extracted independently,
and then all the possible descriptors are combined into a global histogram
to represent the face in the image, as depicted in Figure 4.6. The global
histogram is also termed spatially enhanced histogram as it consists of both
the appearance information and spatial relations of each region in the image.
Correspondingly, the spatially enhanced histogram is defined as

H(xc, yc, j) =
P

∑

p=0

s(gp, gc)I(xc, yc, j), j = 0, 1, 2, ...,m− 1,

where

I(xc, yc, j) =

{

1, if (xc, yc) ∈ Rj

0, if (xc, yc) /∈ Rj.

According to [24], Chi square statistic (χ2) outperforms other different dis-
similarity measures in LBP-based face recognition. The training images are
encoded by LBP and their histograms are used as the reference data. Once a
face image is detected by the online face recognition system, the image should
also be processed by LBP and its output is taken as a query histogram. χ2 is
used to measure the histogram distance between each training histogram and
the query histogram. The nearest neighbor classifier is employed to find the
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Figure 4.6: A facial image is divided into 7 × 7 windows. The local features
of each region are extracted and a histogram is constructed for the region.
The resulting 49 histograms are combined to form a single histogram which
globally describes the face in the image. This figure is adapted from [24].

closest training histogram among the reference data, according to

χ2(p, q) =
∑

i

(pi − qi)
2

pi + qi

,

where p and q are the training histogram and the query histogram.
However, [27] presents criticisms of LBP-based face recognition based on

two aspects. First, it is arbitrary to segment the face image with a regular
grid, Second, they state that partitioning the descriptors into grid cells leads to
aliasing and loss of spatial resolution. As the solution of these problems, it is
proposed in [27] that the similarity measure should be reconsidered. Distance
transforms method is a similarity measure that aims to take each LBP pixel
code in a training image X and check whether a similar code locates at a
nearby position in a query image Y ,

D(X,Y ) =
∑

(i,j)∈Y

ω(d
kY (i,j)
X (i, j)),

where k is any possible LBP code value and dk is the distance transform
image calculated from a set of sparse binary images bk that are transformed
from a LBP coded image of X. Each bk defines the pixel locations where the
corresponding LBP code value k appears. Each pixel of dk reflects the distance
between the query image Y pixel and the nearest image X pixel where k exists
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in both pixels. Thus it is easy to see that kY (i, j) defines the code value of
pixel (i, j) of an image Y . ω() is a penalty function defined by the user which
penalizes the inclusion of a pixel at a given spatial distance from the nearest
matching code in image X [27]. In our experiments, two distance metrics are
applied to LBP-based face recognition to provide a comparison and to verify
the performance of each method.



CHAPTER 5

Online Multiple-image Face Recognition

In the previous chapters, we focused on the study of single image face recogni-
tion systems. Even with state-of-the-art algorithms and normalization meth-
ods, this approach inevitably leads to some amount of errors. The attention,
thereby, is now turned to improving the recognition accuracy with other means.
This gave us a motivation for developing multiple-image face recognition ca-
pable of decreasing the probability of recognition errors. It has been recently
proven that recognition based on multiple images of a person can significantly
improve performance [5] [6]. Multiple-image recognition is an exclusive prop-
erty of online face recognition which assumes the identities of the faces in the
video frames over periods of time remain the same. It deals with multiple im-
ages input which means the test data usually consists of a sequence of images
rather than a single image, as depicted in Figure 5.1. Therefore, the multiple-
image recognition problem can be formulated as a task that takes an image
sequence from an unknown individual as query data and determines their class
membership. In such a case, multiple-image face recognition can be considered
as an extension of single image face recognition.

We have designed three different methods for the recognition system. In
addition, performance comparison experiments of these three methods were
performed, and the conclusion is made from the results that MMIK-NN clearly
performs better than the other methods.

5.1 Multiple-image K-Nearest Neighbors

Multiple-image K-Nearest Neighbors (MIK-NN) uses several K-NN methods
at the same time on the multiple images from the video frames and then deter-
mines the identity of the image sequence. Supposing there are M video frames

30
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Figure 5.1: Architecture of Online Multiple-image Face Recognition.

{I1, I2, I3, ..., IM}, it is probable that the consecutive images {I1, I2, I3, ..., IN}
share the same class membership. Therefore, it is crucial to constantly seg-
ment a sequence of N images from the video frames. One of the goals of the
method is then to obtain the optimal value for N . Meanwhile, there is a need
to group the N sequential images together. The method consists of two major
steps: 1) segmentation and grouping and 2) matching. The “sliding window”
idea is applied to grouping in the following 3 steps:

Assume a sliding window of the size N and the number of images in the
dataset to be P ,

1. Starting from the first image, the first N images are included in the
window. Those N images are then grouped into the first subset, named
as “Subset 1”.

2. Sliding the window to the next N images, the second image is the first
object in the window and the (N + 1)th image is the last one in the
“Subset 2”.

3. The window is slided until the last image in the dataset belongs to
the “Subset X”. Note that the total number of the subsets is equal to
(P −N + 1).

Figure 5.2 (a) explains how to build up the subsets. During the experiments,
a few different values for N are selected. From the experiment results, we see
that the value of N has an impact on the recognition performance. See Chapter
6 for details.

Before recognition, the training images and the detected images are normal-
ized and processed with feature extraction. Correspondingly, a set of training
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feature vectors and the feature vectors of the detected images are obtained.
Suppose there are P feature vectors associated with the original detected im-
ages, we first use sliding window method to group N (N ≪ P ) consecutive
neighboring vectors as a query subset. Multiple K-NN methods simultane-
ously operate on each vector to calculate the Euclidean distances between the
vector and each of the training vectors. All possible classification decisions are
collected for this query subset. In the later experiments, 1NN, 3NN, and 5NN
are implemented. Based on the classification results from 1NN, 3NN and 5NN,
majority rule is used to find the final identity of the query subset. Majority
rule is a widely used voting strategy where the class having the majority of
assignment of the images from classification decisions is the class membership
of the image sequence. Consequently, in each subset, the most frequent person
name appearing in the results is the final identity, see Table 5.1. Algorithm 1
is described below

Algorithm 1 MIK-NN

Input: M training feature vectors Ω, P feature vectors Ω̂ of new video frames
Output: The identity of new video frames D
1: for i = 1 to P −N + 1 do

2: sliding window such that X̂i ← (Ω̂i, ..., Ω̂i+N−1)
3: for n = 1 to N do

4: ω̂n ← X̂n
i

5: for j = 1 to M do

6: cj ← Euclidean distance (ω̂n, ωj)
7: end for

8: 1NN, 3NN and 5NN on c such that Cn ← c
9: end for

10: Di ← max C
11: end for

12: return D

Subset for Jorma 1NN 3NN 5NN

Image 1 Jorma He Jorma

Image 2 Jorma Markus Jorma

Image 3 Mats Jorma Jorma

Table 5.1: Majority rule; an example of Subset 1 showing that the recognized
person is Jorma with a maximum number of votes 6.

The table illustrates that mismatching can happen with higher possibility
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in the single face recognition than in multiple face recognition. In addition,
the results from the experiments support this observation, see Chapter 6.

5.2 Modified MIK-NN

The first method proceeds by outputting the recognition result of a subset
composed of a number of consecutive images. The method is developed to
achieve better recognition accuracy due to the fact that the consecutive im-
ages should share the same identity. Nevertheless, this assumption might not
work well when there are large amount of pose and facial appearance varia-
tions in the images. This phenomenon most likely happens in video-based face
recognition, since the subject continuously moves his or her head and changes
face expressions in the video. For example, in a video sequence some of the
images are taken with the subject’s frontal face pointing to the camera, and
some of the images are captured with mostly side faces. Diverse facial ap-
pearances and poses will then manifest in images so that the images with the
frontal faces are often correctly recognized but the accurate recognition of the
rest of the pictures is more difficult, as shown in Figure 5.2 (b). Morever, it
is redundant to recognize consecutive images which share the same pose and
appearance. Therefore, the variability of facial images should be taken into
account in the new method.

Our second method, which is called modified MIK-NN (MMIK-NN), is de-
veloped to give the solution to the problem by combining more diverse images
into the subset, so that the correct recognition results from easily recognized
images could balance the erroneous results and thereby improve the final deci-
sion. The essence of the approach is the random permutation of the sequence
of the recorded images. Figure 5.2 (c) depicts how the permutation works in
the new method. The recognition performed on the subsets from (a) would
likely return an accurate result, whereas the results from (b) may not be as ac-
curate as in (a). If the images are preprocessed with the random permutation
step, the system includes new neighboring images in the subsets, for example
images 04000000.bmp, 04000004.bmp and 04000212.bmp. We assume here the
number of the images in each subset is 3. The rest of steps remain the same
as the previous method. Hence, after illumination normalization and feature
extraction on the detected video frames, Algorithm 2 is designed to perform
modified multiple-image face recognition.

Though the experiment results indicate that the modified method outper-
forms the first method, it introduces a delay problem as the system requires
time to permutate the order of the features associated with the detected im-
ages.
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Figure 5.2: Let us assume there are 3 images in each subset. (a) shows the
procedure of grouping the subsets starting from Subset 1 and so forth, given
image 04000000.bmp is the first image taken. Moreover, those images can
be correctly recognized. (b) exhibits a series of images considered as difficult
to recognize. (c) gives an example of a combination of easily recognized and
difficult images.

5.3 K-means+Multiple K-NN

The idea of multiple-image face recognition has been extended to group more
diverse images in a video sequence for classification. Previously, the selection
of these images was accomplished using random permutation and the “sliding
window”. However, it could also be done using clustering technique to obtain
an image sequence in which various facial appearances exist. Let M video
frames be {I1, I2, I3, ..., IM}. We can summarize these video frames using clus-
tering method and obtain the images {I1, I2, I3, ..., IN} which characterize the
possible poses and facial appearances. K-means, as a classical clustering tech-
nique, is used in this method. Before clustering, it is also necessary to divide
each person’s images into M subsets due to the large number of the images
stored in the database.
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Algorithm 2 MMIK-NN

Input: M training feature vectors Ω, P feature vectors Ω̂ of new video frames
Output: The identity of new video frames D
1: random permutation Ω̂

′ ← Ω̂
2: for i = 1 to P −N + 1 do

3: sliding window such that X̂i ← (Ω̂
′

i, ..., Ω̂
′

i+N−1)
4: for n = 1 to N do

5: ω̂
′

n ← X̂n
i

6: for j = 1 to M do

7: cj ← Euclidean distance (ω̂
′

n, ωj)
8: end for

9: 1NN, 3NN and 5NN on c such that Cn ← c
10: end for

11: Di ← max C
12: end for

13: return D

5.3.1 K-means clustering

K-means is a well known method for solving the clustering problem [46] [47].
The method splits a set of data points into K clusters where each data point
is assigned to the cluster with the nearest cluster center. The typical way to
implement K-means is to use an iterative refinement technique as follows. Ini-
tially, the K centers are randomly selected. Then every data point is assigned
to the cluster where that point is closest to the centroid. On each iteration,
the centroids will be recalcuated and assignment of each point to the nearest
centroid will be performed again. The loop will be executed until a stopping
criterion is satisfied, for example when there is no further change in the cen-
troids. In fact, the stopping criterion is obtained when K-means minimizes
the within-cluster distance represented as an objective function as follows,

Given a set of data points (x1, x2...xn), K-means partitions n data points
into k sets (k < n) S = {S1, S2...Sk}, where the objective function is of the
form

J =
k

∑

i=1

∑

xj∈Si

‖xj − ci‖2,

where ci is the geometric centroid of the data points in Si.
On one hand, the assumption that the algorithm will converge to the global

optimum is by no means always met [48]. It also does not achieve the so
called “local optimum”, since a discrete assignment is used rather than a
set of continuous parameters. One the other hand, the result depends on
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the assignment of initial clusters such that different assignment could return
different clustering results. Due to the fast implementation of the algorithm,
K-means clustering is usually executed multiple times with different starting
assignments. Despite of these limitations, the algorithm is frequently used due
to its easy implementation and fast computation.

5.3.2 Algorithm

After K-means clustering, each cluster is able to represent one pose for an
individual, and with the nearest neighbor method, K images nearest to their
cluster centroids are selected as the most possible pose images. Subsequently,
recognition with multiple K-NN is again applied to K images in each subset.
In an online setting, when recording the images the system uses K-means on
10 images. For example, the value of K is selected as 3. Thus, 10 images are
assigned to 3 clusters. And with the nearest neighbor method, 3 images are
found which resemble the centers of the 3 clusters. At last, multiple K-NNs
are implemented on those 3 images to search for the identity for the subset.
In order to achieve more reliable recognition performance, the permutation of
the order of the images is utilized. Since the experimental result shows that
this method might not be reliable, the algorithm is not provided in pseudocode
form.

Algorithm 3

Suppose there are P images detected and tracked in the video

1. Illumination normalization and feature extraction, P feature vectors as-
sociated with the original P images.

2. Permute the order of the P feature vectors.

3. Divide the permutated vectors into W subsets.

4. For each subset, classify the vectors into K clusters in which each vector
is assigned to the cluster with the closest mean.

5. Find the nearest neighbor of each centroid of the clusters, and the vector
found could describe the representative image with particular pose or
facial appearance. For K clusters, there will be K vectors selected.

6. Perform multiple K-NN on the K vectors for identification and find out
the final identity.

7. Repeat Step 3,4,5 until the person is identified repeatedly.



CHAPTER 6

Experiments

This chapter focuses on performing simulation experiments of the algorithms
discussed in the previous chapters and on discussing of the results generated
in the Matlabr environment [49]. It contributes to selecting the most reliable
and promising algorithms for online face recognition systems.

6.1 Face Database

In order to thoroughly evaluate the performance of the algorithms used in this
thesis, two image databases were used in the experiments. The images were
originally from video streams so that they were captured in different lighting
conditions and backgrounds. The first database (called database 1) consists of
412 images from 8 subjects from which 120 images were manually chosen for
training and the rest were used as test images. In the training set, there were
15 images from each subject. Furthermore, the test images were divided into
two sets: the normal test set where frontal faces appear in most of the images
and the difficult test set in which the faces in the images are terribly tilted
or rotated. Figure 6.1 depicts the partition of the 412 images and Figure 6.2
gives an example of Markus’s 15 images which characterize the appearance of
Markus in the video frames. In online face recognition, only a portion of all
the images in the database are selected for training. Therefore a trade off is
introduced when selecting the number of the training images. As we know,
the more training images, the better performance a method might achieve, but
the method might not generalize to other test sets. Thus 30% of the images
in the database 1 were used for training. Figures 6.3 and 6.4 illustrate the
various images in the different test sets. Intuitively, the images in the normal
test set should be accurately recognized while the images in the difficult test

37
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set might not be as easily correctly identified.

Figure 6.1: The database 1 is divided into three sets: the training set with 120
images, the normal test set with 222 images and the difficult test set with 70
images.

Figure 6.2: 15 training images for the subject “Markus” in the training set.
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Figure 6.3: Most of the images in the normal test set capture the frontal faces
of the subjects.

In order to evaluate the performance of the algorithms with a database of
a larger size, database 2 that contains 7090 test images from 6 subjects was
built up later. For the convenience of calculating the recognition accuracy,
we manually combined the images of the same person together into 6 distinct
subsets. The number of images for each subject was then as shown in Figure
6.5. As we mentioned in Chapter 1, online face recognition needs to deal with
uncontrolled video frames so we can not control how many images to take
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Figure 6.4: Sample images illustrate mostly terribly tilted or rotated faces,
and occlusions also exist in some images.

from each person, which might lead to the biased situation as in database 2
that the images of one subject would be the majority. In addition, the images
in this dataset have more variability than those in database 1 due to the fact
that the images were captured intermittently in the various backgrounds over
a long period of time. Figure 6.6 shows a few sample images of the subject
“Markus”. Compared to database 1, database 2 clearly contains more diverse
views of the same face as well as more varying illumination conditions. For
example, some images were taken in a dark place while other images were
captured in a relatively bright background, and more different expressions
and poses are present in the images. To measure how well the face recognition
algorithms can generalize to this database, the training set from database 1
was employed also here but we added 30 images of the subjects “Antti” and
“Magazine man” who is a test subject, whose images were captured directly
from a magazine photo. 7090 images are used as test images.
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Figure 6.5: The number of images for different subjects in database 2. The
subject Markus has the majority number of images and Mats has the smallest
number of images.

6.2 Single-image face recognition experiments

For PCA-based and SVM-based face recognition, the image features have been
extracted using the PicSOM system which incorporates the MPEG-7 face de-
scriptor. PicSOM is an image retrieval system based on the self-organizing
map (SOM) [50]. According to the requirements of the MPEG-7 face descrip-
tor, it is necessary to geometrically normalize the input images to align the
faces appearing in the images before feature extraction. Therefore we used
face detection and captured the face images with 100 by 100 pixels so that the
centers of the two eyes in the geometrically normalized image are located at
(42st row, 36st column) and (42th row, 64st column).

In the experiments with PCA-based face recognition, nearest neighbor clas-
sification was performed on the two test sets. To implement SVM-based face
recognition, a new library for SVM was included in Matlab [51]. SVM-based
face recognition was then performed as follows:

1. Normalization step: Normalize all the features generated by PicSOM to
the range [0, 1].

2. Kernel selection step: Use radial basis function (RBF) as the kernel

model: K(x, y) = e−
‖x−y‖2

σ2 .
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Figure 6.6: Sample images of Markus in database 2.
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3. Training and validation step: Divide the training set into 2 subsets, one
with 56 images is used for training and the other with 64 is for testing.
Apply validation on these two subsets with one-against-all method and
one-against-one method separately to find two sets of best parameters
C and 1

σ2 .

4. Training and test step: Apply the best parameters to the whole train set
to get optimal model and predict to which class the test data belongs
[52].

Since the MPEG-7 face descriptor can not be used in 2DPCA-based face
recognition, it is crucial to utilize the sufficient number of eigenvectors. Here
we used 5-fold cross-validation to find out the optimal number of eigenvectors.
The training set was divided into 5 subsets of equal size and each time one
subset was chosen as the test set while the rest of subsets were used for training.
The cross-validation accuracy was calculated as the percentage of images that
have been accurately recognized. As the number of eigenvectors varies, the
accuracy differs slightly in Table 6.1. Thereby we chose a middle value, 48
eigenvectors, for the 2DPCA-based method.

The number of eigenvectors

40 48 50 55

cross-validation
accuracy (%)

91.34 91.5 91.5 91.73

Table 6.1: Cross-validation accuracy for the 2DPCA-based method.

The number of errors and the recognition accuracy of the three algorithms
are shown in Table 6.2 where 1vs1 and 1vsall represent the one-against-one
and one-against-all methods. Figure 6.7 further illustrates the performance of
these algorithms. The recognition accuracy is defined as

Recognition Accuracy =
Ncorrect

N
∗ 100%,

where N is the total number of images in a test set and Ncorrect is the number
of images correctly recognized in that test set.

From the table, it can be observed that SVM with one-against-one method
achieves the largest accuracy and that the results are fairly good even for the
difficult test set. Before the experiments, we anticipated that the supervised
way should outperform and that the recognition accuracy of the difficult test
set would not be good. After the analysis of the classification result, the main
reason for the high recognition accuracy could be that the number of images
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Normal Test Set Difficult Test Set

# of errors Accuracy (%) # of erros Accuracy (%)

PCA 7 96.84 4 94.2

2DPCA 25 88.73 8 88.5

SVM + 1vs1 3 98.64 3 95.7

SVM + 1vsall 11 95.04 10 85.7

Table 6.2: Recognition accuracy of PCA-based, 2DPCA-based, and SVM-
based methods.

Figure 6.7: Illustration of the performance of PCA-based, 2DPCA-based, and
SVM-based methods.

in the database is rather small and more importantly each individual had an
unique gesture when we were taking pictures of them. This could be observed
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from Figures 6.3 and 6.4 where the subjects appearing in the images tend to
have gestures exclusive for them. Therefore, we can come to the conclusion
that gesture information has an effect on the recognition process which makes
each person easier and more accurate to be recognized. Furthermore, we also
noticed that the performance of the 2DPCA-based method was not better
than that of the PCA-based method. Also it is due to the fact that the PCA-
based method was implemented by mainly using the MPEG-7 face descriptor
which uses 48 standardized eigenvectors to extract the features of the images
that the recognition accuracy is guaranteed. The classification results also
indicate that some images taken in abnormal lighting condition could not be
accurately classified, as seen in Figure 6.8. Since varying illumination and
pose have an impact on the performance of face recognition, further research
should focus on compensating for varying illumination and pose. Finally, a
larger test database should be constructed to obtain more convincing results.

Figure 6.8: Two images that were taken in bad lighting conditions could not
be correctly recognized.

6.3 Illumination normalization experiments

The illumination normalization experiments started with the implementation
of the AHE+RGIC method. The input images were initially divided into
four regions along with the horizontally and vertically symmetric lines. Each
region was then processed with adaptive histogram equalization (AHE) and
region-based gamma intensity correction (RGIC) in which the optimal value
for γ was determined by using the golden section search method [53]. The
recognition experiments were carried out using the PCA-based and the SVM
with one-against-one methods.

In the experiments of Eigenphases method, the phase spectra of all the
images were extracted and the training phase spectra were used for generating
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the eigenvectors. The optimal number of the eigenvectors was 50. Therefore,
the phase spectra of the images were projected onto the subspace spanned
by these 50 eigenvectors and the nearest neighbor classifier performed the
classification task.

In the LBP-based method, 14 × 14 pixels was selected as the optimal size
of a small region for the 100 × 100 pixel images based on the conclusion of
[24]. The input images were divided into several regions of 14 × 14 pixels.
For each region, LBP encoded every pixel in this region by thresholding its
circular neighborhood 8 × 2 and a local histogram was then constructed for
each region. At last, the global histogram was constructed by combining the
local histograms together. The global histogram can also be denoted as a
histogram vector which was used for classification with two distinct distance
metrics, Chi square statistic and distance transform.

The experiments with different illumination normalization methods were
performed on two databases. In the first experiment, the recognition accuracies
were calculated for each test set. Table 6.3 exhibits the recognition results for
five methods. In AHE+RGIC+SVM, SVMs with the one-against-one method
were used. Figure 6.9 plots the comparison results.

Normal Test Set Difficult Test Set

AHE+RGIC+PCA 99.10 90.00

AHE+RGIC+SVM 95.40 91.43

Eigenphases 32.88 32.86

LBP+χ2 100.00 100.00

LBP+DT 100.00 100.00

Table 6.3: The results of different illumination normalization methods used
with database 1.

One obvious finding is that the LBP-based method achieves perfect recog-
nition accuracy. This high accuracy can be attributed to the small size of
dataset 1. Another interesting finding is that the Eigenphases approach did
not work well, unlike the statement in [25]. The possible explanation is that
the Eigenphases method does not suit well to our database since it only uses
the phase spectra of the images and the magnitude spectra are completely
discarded. The magnitude spectra, however, is shown to be tolerant to pose
variations [54]. As we know, large amounts of pose information exist in the
images in our database and the Eigenphases method thus could not perform
well. On the other hand, the experiments in [25] were operated on mostly
frontal face images taken under 21 illumination variations from the CMU PIE
illumination dataset. The relatively few changes in pose in the images ac-
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Figure 6.9: Recognition results of the distinct illumination normalization
methods used with database 1.

count for why the Eigenphases method outperforms in [25]. Finally, we also
observed that AHE+RGIC+PCA excels AHE+RGIC+SVM for recognition
in the normal test set whereas AHE+RGIC+SVM is able to recognize more
difficultly recognizable face images. It is hard to determine which one is better
on average.

Subsequently, database 2 was used in the next experiment to verify the per-
formance of the LBP-based method. AHE+RGIC+PCA was used as a base-
line for comparison with the LBP-based method. Similarly, the recognition
accuracy for each subset was calculated and the mean accuracy was further
obtained based on the percentage of images accurately recognized among the
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whole test set,

Mean Accuracy =

∑6
i=1 N i

correct

N
∗ 100%,

where N i
correct

is respectively the number of images correctly recognized in each
subset and N is the total number of images in database 2. Table 6.4 illustrates
the final results in which AHE+RGIC stands for AHE+RGIC+PCA.

Markus Jorma Jing Mats Antti Magazine Mean

AHE+RGIC 52.07 67.41 77.78 15.58 83.77 99.59 57.97

LBP+χ2 62.11 51.11 95.96 67.53 71.75 99.59 64.64

LBP+DT 63.57 54.82 95.96 66.23 72.48 99.59 66.00

Table 6.4: The results of illumination normalization methods used with
database 2.

The tabular results show that the LBP+χ2 and LBP+DT methods both
outperform the AHE+RGIC+PCA method. This could be interpreted by the
intrinsic property of LBP-based face recognition. LBP-based face recognition
is an invariant feature extraction method in which the micropatterns of the
image are encoded by LBP into a feature histogram which is robust to illumina-
tion variations. An interesting result is that although the LBP+DT method
slightly outperforms LBP+χ2, LBP+DT is computationally much more ex-
pensive. For example, the elapsed time to execute LBP+DT on Antti subset
was 14209 seconds whereas LBP+Chi on the same subset took only 31.6 sec-
onds. The conclusion can be made that LBP+χ2 could reliably operate in
online face recognition. However, as the LBP-based face recognition method
has been implemented only recently, the AHE+RGIC method was applied to
online multiple-image face recognition.

6.4 Multiple-image face recognition experiments

In the experiments of multiple-image face recognition, only database 2 was
utilized. All the images were initially preprocessed with the AHE+RGIC tech-
nique and the MPEG-7 face descriptor extracted features. For each subject,
Table 6.5 illustrates its possible feature vectors grouped into a corresponding
feature matrix.

For multiple-image k-nearest neighbors (MIK-NN) experiment, for each sub-
ject every N sequential feature vectors are grouped together from its feature
matrix by using the “sliding window” method. 1NN, 3NN and 5NN were sub-
sequently used in these N feature vectors and there were 3×N classification
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Subject # of Images Feature matrix Name

Markus 5568 face4Markus (5568*48)

Jorma 270 face4Jorma (270*48)

Jing 99 face4Jing (99*48)

Mats 77 face4Mats (77*48)

Antti 832 face4Antti (832*48)

Magazine 244 face4Magazine (244*48)

Table 6.5: For each subject, the corresponding feature vectors are generated
and saved into a feature matrix.

decisions. The majority rule was used to find out the facial class with the
majority of the votes. Table 6.6 shows the recognition accuracy for each sub-
ject and the mean accuracy for the whole testset with different values of N .
Figure 6.10 shows the obvious result that the recognition accuracy of MIK-NN
generally increases when the value of N is increased.

From both the tabular and plot results, the subject Magazine man gains
the best recognition result. It is possibly because the Magazine man’s training
images were selected directly from database 2 and the training images charac-
terized all the possible images in the database for Magazine man. For the Jing
subset, the recognition accuracy is also almost 100% on average, and the reason
could be that Jing is the only female that the gender information contributes
to the high accuracy. The reason why the recognition accuracy for Mats subset
is very low is probably because the subset is relatively small. However, if we
look back to Table 6.4, the accuracy for the Mats subset was better when the
LBP-based method was used, which suggests us that the LBP-based method
can perform well even with small image sets. On the other hand, compared
to the mean accuracy of single-image face recognition in Table 6.4, MIK-NN
method obtained slightly higher accuracy.

The modified multiple-image k-nearest neighbors (MMIK-NN) method is
designed to group diverse images in the image sequences for classification.
Therefore in the experimental stage, the permutation of the feature matrices
was required so that the grouping of N feature vectors can be implemented
randomly. 1NN, 3NN and 5NN were then implemented on the randomly se-
lected N feature vectors in the same fashion. Similarly, majority rule was
used to output the final identity for those N images. In order to obtain reli-
able results, the experiments were performed 10 times for the images of every
subject. Table 6.7 illustrates the recognition accuracy for each subject and the
mean accuracy for the whole dataset with different values for N . Figure 6.11
clearly shows that the recognition accuracy of MMIK-NN generally increases
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N Markus Jorma Jing Mats Antti Magazine Mean

3 63.50 74.63 91.75 16.00 84.85 100.00 67.56

4 64.80 74.53 95.83 14.86 85.04 100.00 68.65

5 64.83 74.81 95.86 12.33 85.63 100.00 68.72

6 65.14 74.34 100.00 13.89 85.61 100.00 69.02

7 65.31 74.62 100.00 16.90 85.96 100.00 69.24

8 65.42 76.43 100.00 17.14 86.67 100.00 69.48

9 65.50 75.95 100.00 15.94 86.40 100.00 69.48

10 66.11 77.01 100.00 19.12 86.63 100.00 70.06

Table 6.6: Accuracy result of MIK-NN.

when the value for N increases.
By comparing Table 6.6 and Table 6.7, we can observe that the accura-

cies for Markus, Jorma and Antti subsets change dramatically after the use
of MMIK-NN. Figure 6.12 and Figure 6.13 also support the conclusion that
MMIK-NN performs better. Furthermore, the comparison of the mean accu-
racies in Table 6.4 and Table 6.7 also accounts for that MMIK-NN method
significantly improves the performance. We attribute this to the reason that
MMIK-NN tries to find out various images in one sequence that contribute to
better recognition performance. An interesting finding in Table 6.7 is that the
accuracy of the Mats subset has firstly increased and then decreased as the
value for N was increasing. This suggests that the optimal value for N could
be 5.

N Markus Jorma Jing Mats Antti Magazine Mean

3 76.06 91.04 98.14 13.87 91.83 100.00 78.94

4 79.27 94.76 98.96 17.57 94.55 100.00 81.97

5 81.76 96.54 100.00 18.08 97.25 100.00 84.34

6 83.86 97.58 100.00 16.67 98.21 100.00 86.12

7 85.61 98.86 100.00 16.34 98.91 100.00 87.62

8 87.17 98.78 100.00 14.86 99.15 100.00 88.85

9 88.35 99.39 100.00 14.78 99.64 100.00 89.86

10 89.47 99.46 100.00 12.94 99.85 100.00 90.75

Table 6.7: Accuracy result of MMIK-NN.
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Figure 6.10: Recognition accuracy of MIK-NN.
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Figure 6.11: Recognition accuracy of MMIK-NN.
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Markus Jorma Jing Mats Antti Magazine

# of the subsets 100 30 11 7 32 20

# of tries 50 30 20 20 30 30

Table 6.8: The number of subsets and repetitions for each person.

K-means+Multiple K-NN also attempts to pick up more diverse images in
the image sequences. During the experiment, we again permutated the feature
matrices and divided each feature matrix into few matrices of the same size.
Different subjects have different numbers of images in the database, thus the
number of sub-matrices varies for each person. See Table 6.8 for the settings
of the experiments. K-means further classified each sub-matrix into k clusters.
The nearest neighbors from the centers of the k clusters were selected and used
for classification by means of 1NN, 3NN and 5NN. For more convincing results,
we performed the experiments several times, see Table 6.8 for the number of
repetitions.

k clusters Markus Jorma Jing Mats Antti Magazine Mean

3 92.69 96.89 100.00 8.57 91.83 94.74 92.01

4 91.48 94.00 100.00 9.29 94.55 94.74 91.27

5 90.24 95.33 100.00 10.00 97.25 94.74 90.68

6 91.94 97.22 100.00 10.71 98.21 94.74 92.20

7 93.071 97.67 100.00 6.43 98.91 94.74 93.14

8 94.16 99.11 100.00 4.29 99.15 94.74 94.06

9 95.48 99.67 100.00 7.86 99.64 94.74 95.21

Table 6.9: Mean accuracy of K-means + Multiple K-NN.

Table 6.9 outputs the mean accuracy of each subset after several continuous
tries and also the mean accuracy of the whole set for different values of k.
For the subsets Markus and Jorma, when k ranges from 3 to 9 clusters, the
recognition accuracy first decreases and later increases. It might be the case
that the poor result comes from bad choice of k. For example, the intrinsic
property of data has been determined that it can properly be partitioned into
k clusters whereas our method forcefully divided it into k +1 or k +2 clusters.
For the Jing subset, the recognition accuracy is 100% for different values of k
and the explanation has been given for Jing’s gender information which helped
to achieve the perfect result. The recognition accuracy for the Mats subset is
still really low due to its small image set. In addition, the accuracy for Mats
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is surprisingly low when the number of clusters becomes 7, 8 and 9. This
might be caused by the inability of k-means to function well when the number
of images to be clustered is only slightly larger than the number of clusters.
Based on the overall results, K-means + Multiple K-NN might not be a good
choice for multiple-image face recognition. However, on further research on
utilizing the diversity of images, one could employ the idea of mode-seeking
process, for instance the mean shift method [55].



CHAPTER 7

Summary and conclusions

The objective of this thesis is to find improved solutions to the online face
recognition problem by using different kinds of machine learning methods and
image processing techniques. We have presented methods for two schemes
of online face recognition: online single-image face recognition and online
multiple-image face recognition.

Online single-image face recognition has been implemented with three ma-
chine learning approaches: PCA-based, 2DPCA-based and SVM-based meth-
ods. On one hand, both the PCA-based method and the 2DPCA-based
method are unsupervised learning approaches for feature extraction. While
PCA is used to extract the features of 1D image vectors from a low subspace
by means of the MPEG-7 face descriptor, 2DPCA is proposed to extract the
features of an 2D image matrix computationally more efficiently. On the other
hand, SVM as a classical supervised learning approach is incorporated with two
popular multi-class classification techniques, one-against-one and one-against-
all, to accomplish the face recognition task.

The illumination variations which pose a significant challenge to face recog-
nition were also considered during the work. The focus of our research was
turned to illumination normalization, and solutions were given in terms of
image processing techniques (AHE and RGIC) as well as invariant feature ex-
traction algorithms (Eigenphases and LBP). The recognition was implemented
in the same fashion with PCA and SVM.

Overall, some novel methods have been proposed to tackle the multiple-
image face recognition task. Multiple-image k-nearest neighbors (MIK-NN)
uses multiple k-nearest neighbor classifiers to classify the image sequences and
applies majority rule to determine the final identity for each image sequence.
Modified multiple-image k-nearest neighbors (MMIK-NN) extends the idea of
MIK-NN to obtain more variability to the image sequence for higher recogni-

57
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tion accuracy. Another way to gain diversity of images is the combination of
k-means and multiple k-nearest neighbors but it did not work as we expected
in our experiments.

Furthermore, our experiment results show that LBP+χ2 based method
achieves good recognition accuracy with low computation complexity when
variations of illumination and pose were introduced in the facial images. It
also elucidates that multiple-image face recognition methods could improve the
recognition rate, and modified multiple-image k-nearest neighbors outperforms
the other algorithms in multiple-image face recognition.

7.1 Future research

To sum up, reliable online face recognition poses a great challenge to re-
searchers and still offers substantial potential for further research. One ap-
proach in further work could be the integration of human interaction. It
requires the user to give feedback whenever the identity of a person is recog-
nized by the online face recognition system. The feedback could be an answer
whether the person was correctly recognized and further the selection of the
correct identity based on a candidate list provided by the system. Human
interaction undoubtedly would help to substantially improve the recognition
result. Another issue that we can take into account in further research is the
recognition of unknown faces, which would allow that the images of the un-
known face could be automatically stored in the training set for the purpose
of subsequent recognition of the unknown face.
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