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In this thesis, analysis and decomposition methods foriamalbnel audio are studied. The o
jective of the work is to transform multichannel recording®iew reproduction systems so th
the spatial properties of the sound are preserved. Spat#lry of the human auditory sy
tem, signal-based similarity and localization measurad,iaformation-technological sourg
separation methods are described as background theory, difierent multichannel audic
transform methods are reviewed. The experimental parteofvibrk starts with an analysis ¢
DVD recordings to gain helpful information about the protilmic methods of such recording
for further development of audio transform methods. Theé egeals that the three front:
channels do not usually share common sound sources withvthesear channels. The prog

erties of compact loudspeaker systems are investigateddristening tests. The first tes

studies the differences between three-channel loudspéakmuts, which exploit the reflec
tions of sound waves from room boundaries. The latter onkeoftdsts applies three transfor
methods known from the literature to widen the spatial disia@ms of a three-channel compg
loudspeaker system in comparison to a reference stereamsy$hese methods are a stereo g
nal transform method based on signal powers and interchanw&s-correlations, a primary
ambient signal decomposition based on principal compoaealysis (PCA), and directiona
audio coding (DirAC). The methods were ranked in this deditenorder of preference by th
test subjects.
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Tama diplomityd kasittelee monikanavadaanen analyysiajatalmamenetelmid. Tyon tavoi
teena on pystyd muokkaamaan monikanavaaanityksia ukailiinkokoonpanoille siten, ett
aanen tilaominaisuudet sailyvat. Teoriataustana tydgatilemiskuulon tilahavainnointiomi
naisuudet, aanisignaaleihin perustuvat samankaltaistatsseka suunta-arviot ja informaati

teknologian lahde-erottelumenetelmat. Ty6 kay lapi Kigaudesta 16ytyvia monikanavaaa-

nen muokkausmenetelmid. Diplomitydn kokeellisen osuualeiitaa DVD-levyjen analyysi

jolla pyrittiin saamaan tietoa levyjen aanituotannossgdtavistda menetelmista myodhempa

aanimuunnostekniikoiden kehittamista varten. Koe dsa@ttd kolmen etukanavasignaalin

kahden takakanavasignaalin valilla on vain harvoin ykieiginikomponentteja. Kompaktign

kaiutinkokoonpanojen ominaisuuksia tutkittiin kahdeksantelukokeessa. Ensimmainen k
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oe

tarkasteli eroja eri kolmikanavaisten kaiutinasettelujélilla. Tavoitteena naissa toistosystee-

meissa oli hyddyntdd aaniaaltojen heijastuksia huoneimisse Jalkimmainen kuunteluko
sovelsi kolmea tunnettua &animuunnosmenetelmaé kolenkéseen kompaktiin kaiutinko

koonpanoon, jonka toistosta saatavaa tilahavaintoatipytdajentamaan. Kahden metodeista

havaittiin parantavan tutkittuja tilaominaisuuksia.

Avainsanat: Monikanavaaani, stereo, tiladani, tilakuslauntakuulo, danikoodaus, korrelaat
lahde-erottelu, padkomponenttianalyysi, &anen toigégjilman muunnos, kompaktit kaiutir
toistojarjestelmat
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Chapter 1

Introduction

Nowadays, vivid sensations of spatial sound can be genkbgtbudspeaker reproduction
systems. The first audio recordings were one-channel mgnalsi and a big step boosting
the spatiality of the sound recordings was when the secardsfmeaker was introduced to
the playback system. The stereo sound system introduceduoyl®n in 1931 B] could
produce phantom sound images, virtual sound sources thdbealized between the two
loudspeakers. Recently, the number of loudspeakers imdaption systems has grown,
which has led to increasing surround sensation in the solaytbgck. The surround sound
systems are especially used to give realistic video andeneatching experiences. A pop-
ular surround audio reproduction system is the 5.1-suddR8] but even a 22.2-surround
sound system has been proposed for the future high defirgitidio-visual conten#[7].

The mixing of commercially available audio material is Uuaptimized for playback
from standardized loudspeaker layouts. The recordingtharefore format-dependent and
they should be played back using these specified loudspkskers. The standards specify
the correct number and placement of loudspeakers, but tie eeproduction systems of
consumers do not always meet these standards. All the leakisps may not be in their
standardized positions or the number of loudspeakers rbgleven smaller or larger than
what is required for faithful reproduction of the audio miak With the current audio and
movie players, the signal is fed to the loudspeakers withauth of configuration-specific
treatment, and therefore the use of an incompatible pl&ybpgstem modifies the intended
spatial image of the audio material.

Practical reasons can make the proper placement of loukksigeeomplicated. Room
dimensions or furnishing aspects may lead to compromisestbe playback system. For
example, the conventional 5.1 system requires five spegkecsd in a circle around the
listener. The demanded loudspeaker layout is difficult &dize in small living rooms,
and the consumers place the loudspeakers often in nonasthednfigurations, or even
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Figure 1.1: Overall block diagram of the spatial transfogstem.

leave some loudspeakers uninstalled. Many manufactueers tleveloped compact au-
dio systems for the surround sound reproduction. Thesersgshave smaller number of
loudspeakers and they have less strict placement requitema the compact loudspeaker
systems, the surround sound sensation is achieved byingilieom reflections together

with a combination of stereo dipole processing and acopstiperties of the loudspeaker
system. This may lead to an enveloping listening experibntalso to an inaccurate stereo
image, when a sound source that is clearly positioned intéresimage can become a part
of the diffuse surround sound field.

The mismatch between the standards and the actual loudspEakigurations motivates
to develop new methods that transform audio content to a suitable form considering
the available reproduction system. This can be consideredspatial remixing of the audio
recording by first reverse mixing the audio content and thmmsttucting a new mixture
from the unmixed sources for the target system. A block disgof such a transform
system is illustrated in Figurg.L In the block diagram there ar€, input channels which
are analyzed in the analysis block. The analysis resultsrdadnation about the current
playback system are fed as parameters to the transform,bAdgt&h finally producesV,
appropriate output channels. In the general system any auafloutput channels can be
chosen.

This report studies signal processing techniques that eamsed for the modication of
multichannel audio for non-standard loudspeaker conftgurs. Throughout the work,
only audio formats and reproduction systems having thespeakers on a single horizontal
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plane are considered. This restriction comes from the fadtthe mostly used consumer
loudspeaker systems, namely the two-channel stereo andhifarmel surround, have this

property. The low frequency effect (LFE) channels of the tiolséinnel audio formats are

not concerned, because of the poor localization abilithefriuman auditory system at low
frequencies. Special interest is given to compact loudsgesystems as a non-standard
system that aims at producing a surround sound field.

The following chapter describes analysis methods that sed to measure spatial prop-
erties from the audio signals. The spatial hearing of thedmmuditory system is first
discussed, and after that emphasis is put on more sigreited analysis methods. Chap-
ter 3 covers current spatial transform techniques usedtéoes and multichannel audio.
In Chapter 4, a statistical analysis of commercially avddDVD audio recordings is pre-
sented. The analysis was conducted to gain better undéirsgaof the mixing techniques
used for the surround sound production of the present datiainaihnel audio. Chapter 5
covers the listening experiments that are part of this wdfkst an initial listening test
studying the properties of compact loudspeaker systemreéepted. The later experiments
study the properties of the multichannel audio transforchriéques presented in Chapter 3.
Finally, conclusions are made in Chapter 6.



Chapter 2

Spatial audio analysis

This work is a study on the modifications of multichannel asigrfrom a format to another.
The spatial properties of the multichannel audio signasaanted to be preserved as much
as possible in the transform. These properties need to yezaddefore the required spatial
decomposition can be done. The objective of this chapter iisttoduce the fundamental
topics of the spatial audio analysis to the reader. We mayeldfie sound image as a
spatial representation of sound sources and acousticsipenddy a listener in a listening
point. Therefore, it is natural to start this chapter by aerekew of spatial hearing, which
is the spatial analyzer of the human auditory system. Theaspearing is discussed in
Section2.1, and the primary focus of the section is on giving an overediadiption of the
mechanisms and especially the cues that the human audystgns uses to localize sound
events and to sense ambience from the sound environmeng éMtansive reviews on these
topics can be read from the books by Blauditgnd Moore B6].

Another question is how the spatial properties can be aedlyrom audio signals that
have two or more signal channels. The recording engineendst to produce a certain
type of spatial sound image by choosing the appropriaterdétp and mixing techniques.
Before the audio mixtures can be analyzed for the modifingtiorposes, it is good to
have some knowledge about the production of the recordibigcrete sound sources are
normally desired to be perceivable as coming from variousctions in the production of
multichannel audio signals. The loudspeaker layout ismaparse, however, and the sound
sources need to be placed somewhere between the loudspbakeels by the recording
engineer. Mixing and microphone techniques that are usedhieve a rich spatial image
are being discussed in Sectiar

Multichannel audio modification techniques require tobbst detect the locations of the
audio sources from the mixture. The reverse mixing or unmgprocesses demand the
measurement of similarities between the audio channelshenestimates for the localiza-
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tion directions of the audio events from the multichannek.mihis is a strongly linking
factor with multichannel audio coding techniques, whici ait reducing the redundant
parts of the multichannel signals. These techniques rghjifggantly on measurements of
interchannel relationships, which are beneficial also iermodification purposes. These
measures are covered in Secti@3and2.4.

Ideally, an audio format transformation process could igpahe original sound events
from the mixture and then remix them for the new loudspeakstesn. The spatial sound
reproduction capabilities of the new system could be theximmelly exploited, and the spa-
tial leaking of the sound sources to wrong directions cogléimided as much as possible.
The modern information technology has developed toolsifoh &n unmixing process. The
tools are called source separation techniques, and theylesn developing rapidly since
the increasing availability of computational power in tf89Q’s. However, the techniques
are quite often computationally complex and limited. Therse separation techniques are
discussed in SectioR.5.

2.1 Spatial hearing

Human beings can easily detect the location of a sound esedtthe size of the sound
source. The sound waves reflect from boundaries, whichtaffer spatial sound sensation.
There are considerably less boundaries causing refledigdsors than indoors, where the
reflections change the spatial properties of the sound sswed allow us to estimate also
the size of the space where we are, namely the room. Thelspatiad, in general, can be
divided in two separate kinds of sound objects:

1. sounds that have distinct locations
2. ambient sound that is difficult to be localized and has faiskf character.

The ambient sound gives us the sensation of an auditory shahenvelops or immerses
the listener 45].

The sound event localization of the human auditory systdiesrenainly on the differ-
ences between the signals that are received by the two eleseTocalization cues are
called interaural differences. The two primary types ofallénces are time differences and
amplitude differences. The localization cues vary as fonstof the direction from where
the sound arrives. The time differences are due to ineqaetltipath lengths from the
sound source to the ears, which cause the sound waves ofntleees@nt to reach the ears
at different time instants. This kind of localization cues ealled either interaural time dif-
ferences (ITD) or interaural phase differences (IPD). Tinpldude-related cues are called
interaural level differences (ILD) or interaural intensitifferences (1ID). The shape of the
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head causes different levels of attenuation to the soundffenesht sides of the head, which

enables the use of amplitude differences as localizaties.clhe size of the head, however,
is not enough to attenuate very low frequency signals, fackthe level differences cannot

be used for localization. The significancy of ILD, therefarereases when the frequency
of the arriving sound increases. At low frequencies, moneadrtance in localization has to

be given to interaural time differences. It has been sugddbtt the ITD is the main cue at
low frequencies and ILD dominates at high frequencies. Tassover frequency between
ITD- and ILD-based localization is at around 1600 Hz. Theclion detection around the

crossover frequency somewhat relies on both of the two eljes [

The shape of pinna, which is the visible part of the outer@arses reflections and reso-
nances, which modify the spectral content of the soundiagito the ears. The changes in
the spectrum are again direction-dependent, and this depey allows using them for lo-
calization purposes as well, in addition to previously-tiwred ITD and ILD. The spectral
changes can be summarized to head-related transfer foadttRTF), which are unique
to all listeners 45]. The elevation of sound sources is determined using HRWRgh are
particularly important in binaural simulatio23] and virtual reality B7].

Measuring localization with ITD and ILD parameters staytbeasimple as long as there
is only one active sound source and there are no reflectionsiioundaries. Normally this
is not the case. In rooms, there are reflections, which affectocalization. The regular
two-channel stereo listening is also an example of moredharsound source. Localization
for this kind of cases is more complicated. The similaritytied many sounds arriving to
the ears has to be taken in account. The level of similarity&en sound waveforms can be
measured with the normalized cross-correlation functiweh its maximum absolute value.
If the maximum absolute value of the normalized cross-tatioen function is 1, the sound
waves are cohererd], which means that they are identical. Although called taeh, the
sound waves can have possible level differences and dedaybey can be even phase-
inverted versions of each others. When the normalized -@osglation is measured from
the ear input signals, it is called interaural cross-catieh (IACC) or interaural coherence.
The calculation of the similarity measures will be discassemore detail in Sectiof.3,

The human auditory bandwidth is divided in several freqyeraends called the critical
bands. The sound events that overlap at the same criticdldvaroften perceived as coming
from the same source. The dominant source on that band ¢herafso dominates the
localization cues. This makes it feasible for the signalcpssing algorithms to process
the signal individually on each critical band. Indeed, tvigperty is used in various audio
coding methods to reduce the redundant non-audible infism&om the audio signal<],
[7],[13], [24], [52]. A popular replacement for the actual critical bandwickins equivalent
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rectangular bandwidths (ERB), which can be calculated from
ERB(f)=0.108f + 24.7, (2.2)

where f is the center frequency in hertz. ERBs are closely relatettitical bandwidths,
but they have been measured using different methi2gls [

As mentioned earlier, the sound reflections from boundafifest our perception of the
auditory environment. The localization is usually doneocading to the first wavefront
reaching the listener. This is called the precedence eff@esides the localization, there
are other things that the auditory system perceives for dbad event. For example, we
can estimate the size of the sound source. Auditory sourdthWASW) is a term relating
to the perceived width of the sound source, and it is padrtplimportant in concert hall
acoustics. Our auditory system perceives the apparentesoudth using the lateral reflec-
tions of the sound arriving during the first 5-80 ms after tirea sound 80Q]. Interaural
cross-correlations that have been measured with time wisad up to 80 ms have shown
correspondence with ASWs perceived in concert hdl [Listener envelopment (LEV) is
another term that is closely related to concert hall acosisthd room acoustics. It is used
to describe the spaciousness of the room, and depicts hol thedistener feels like be-
ing surrounded by the sound. LEV has been applied also t@aréve spatial properties of
sound reproduction systemd], [46]. Similar to auditory source width, the listener envel-
opment is achieved by the lateral reflections. LEV can be nredsas the energy fraction
of the lateral reflections arriving after 80 ms and the enaifgihe direct sound. Roughly
speaking, the lateral reflections arriving before 80 msrdaurte to ASW and those arriving
after 80 ms increase LEV3()]

The localization of amplitude-panned virtual sources, lmrgom sources, is under spe-
cial interest when spatial audio reproduction is considledateraural time and level dif-
ferences are the main localization cues for the stereopHoundspeaker playback as well.
Pulkki and Karjalainen44] studied the behaviour of the localization cues in sterstefi-
ing. They reported that the low frequency ITD and high fretpyelLD cues behave consis-
tently for the same direction of the virtual source. Thewerisgion between 1100 and 2600 Hz
where the cues deviate from each other. It has been disctisaedarrow-band virtual
sources on this region might have spread out localizaddh [The previous results apply
mainly for sources on the median plane, for which the ITD drd &are the main local-
ization cues. Additional localization cues are needed fdual sources that have been
elevated from the median plané(. In this work, only sources on the median plane are
considered, however.
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2.2 Production methods for multichannel audio

It is essential to have preliminary knowledge about the petidn process of audio sig-
nals, when the audio unmixing process is considered. Thie guoduction can be divided
roughly in two approaches: One is to capture the sound fieddttly with microphones and
reproduce it using the loudspeakers. The other involvesidag or synthetizing the sound
sources individually, and then panning them to appropiiatations in the multichannel
mix. These two approaches can be of course combined in the mabrding and mixing.

The pure microphone recording techniques aim at captutingsbund sources in their
original surround environments. The “dry” source signtie, direct sound waves from the
sound source, and the “wet” signals that contain the echd#ereverberation are merged
in the recorded audio tracks from the very beginning. Sékares of different microphone
placements can be used for both stereo and multichannetiirego The microphone signals
are not fed directly to the loudspeakers, but processingleaat matrixing operations need
to be done in forming the loudspeaker signad®] [

The mixing process of single sources is as follows: In tharegg the mixing engi-
neer has several individual recorded or synthetized audaiks$ which can be instruments,
singing or sound effects for example. The main problem is twomix these sources to the
available number of output channels so that the mixtureibh&nd enveloping spatial char-
acteristics and the levels of the sources are in correchbalaOne of the simplest forms of
building a mixture is amplitude panning, which generallyame giving each source signal
output channel -dependent coefficients. This can be dejicta matrix form as

x(t) = As(t), (2.2)

wherem output channels(t) are derived fronn source signals(t) usingm x n mix-

ing matrix A that consists of real values. The amplitude panning in chdiinel audio
production is often pair-wise panning between loudspeakins. If there are more than
two output channels:, and if then source signals(t) are present only in separate loud-
speaker pairs, the mixing matriX will be sparse in the sense that it will contain significant
amount of zero values. The energy-preserving amplitudeipgrrule ensures that the en-
ergy of the source signal that is present in many loudspezhiannels must remain equal
to the original. Thus, the energy-preserving panning atefitsa; ;-a,, ; of thel:th source
signal of EquationZ.2) must satisfy

> ap, =1 (2.3)

k=1
There are two main panning laws that have been derived foarth@itude panning of
the conventional stereo playback. These laws give theioekitips between the angles
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of the stereo layout, apparent azimuttof the virtual source and the amplitude panning

coefficients. The law of sines gives the relation
sinf  as —ay
sin ¢ N al + 61,27

(2.4)

wherea; andas are the amplitude panning coefficients for the two loudspeak They
can be easily determined for the desired direction afgiEthe virtual source by using the
energy-preserving rule of EquatioR.8), for example. The other rule, the law of tangents
has been said to represent better the situation when tbedisis allowed to move his or her
head B]. The formula of the law of tangents differs from the law afies in that tangents

are used instead of sines:
tant  as —ay

tan ¢ " ay +as
There is not much difference between the values given byvibddws. If the amplitude
panning coefficients remain the same, and the loudspeakgesaof¢ = 30°, the differ-
ence of the apparent direction andlegiven by the two laws i4.7° at maximum f44].
Vector base amplitude panning (VBAP) generalizes the lawan§ents for any two- or
three-dimensional loudspeaker set@g][ Other, non-pair-wise types of panning laws have
been also proposed for multichannel loudspeaker setupgexample, Gerzonlg] derived
optimal pan-pot laws for a four-channel surround setupet,.dihe 5-channel panning laws
have gained more interest]], [31], [51]. Complex panning laws that use phase shifts
and delays may have weaknesses in comparison to simplevigairamplitude panning,
however. They are more sensitive to the head movements ditaeer, and the moving
phantom images might be unstable. The pair-wise amplit@mipg, by contrast, is a
simple but robust solution for many casd$]| Pair-wise panning has remained popular in
multichannel audio, because it is simple but stable, afjhatihas limitations too.

(2.5)

2.3 Channel similarity measures

One of the first things in the unmixing process is to determihat is the level of simi-
larity between the audio channels. Channel similarity messare specially important in
multichannel audio coding techniques, which aim at deangabe amount of bits required
to represent the audio data by detecting the similaritiésdsen the channels. Many of the
parameters used in audio coding are perceptually motivatdwe sense that they are near
to localization parameters that were presented for splagiafing in Sectior2.1. MPEG
surround 4], for example, uses interchannel time differences (ICTiBtgrchannel level
differences (ICLD) and interchannel cross-correlatiofd) or coherence (IC), which all
have their corresponding interaural measures. Usuakyjrterchannel relationships are
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calculated individually for frequency bands which mimie ttritical bands of the auditory
system P], [7], [13], [24] [52].

There are several measures that can be calculated to exipectevel of similarity be-
tween two or more audio signals. Some of these methods caalb@ated in the time
domain, some in the frequency domain and some in the bothidem8&electing the cal-
culation domain depends of the application that the calicuids intended for. Different
measures require different amount of computational powelifferent domains. In addi-
tion, some parameters of calculation can be changed in omaidanore flexibly than in
another domain. The time-related parameters are easy hgeliathe time domain, while
the frequency-related parameteres are more flexible irdugiéncy domain.

The cross-correlation function is a very common similamigasure between two signals.
The similarity is measured as a function of a time shift, whig applied to one of the
signals. The cross-correlation function of two discréteetsignals;:; (k) andzo(k), is

p12(7 Zwl Jr2(k + 7), (2.6)

wherer is the time lag between the signals. The larger the valueeofuhction gets, the
more similar the signals are when that particular time shiipplied to one of them. If there
is a negative peak in the function, it means that the sigrelsienilar but phase inverted.

The sum in the cross-correlation function is calculated ¢ive whole signals from time
indices—oo t0 oo in a strict mathematical notation. In signal processing,itistantaneous
similarities are more interesting, and the complete signabt necessarily known. There-
fore, short-term rather than long-term signals are uswaiblyzed. The short-term similar-
ities between the signals can be measured using the simartetioss-correlation functions,
which can be calculated by applying the appropriate windamcfions to the parts of the
signals that are wanted to be analyzed. The short-time -carsslation function can be
written as

qblg Z 561 562(]{? + T)wg(k? + 7') (27)

wherew; (k) andw, (k) are the window functions for the signails(k) andzs(k), respec-
tively. Another reason for the use of the short-time cramsedation can be the restrictions
of computational power. The sum in Equatiéhg) can be also described as an inner prod-
uct of two infinitely long vectors, which requires calcutagiinfinite number of multiplica-
tions. It takes less multiplications to calculate the crosselation over shorter signals.

Let X;(7) and X»(z) be the discrete Fourier transforms (DFT) of the signalg:) and
x9(k). The cross-correlation theorem of the Fourier transfos6) §tates that the Fourier
transform of the cross-correlation function of two signialequal to the cross-spectrum of
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the signals, that is
7 {Z a1 (k)z2(k + T)} = X1(4) X5 (i), (2.8)
k

where F{} denotes the Fourier transform and taking the complex cagug marked
with *. Here again, the Fourier transform§, (i) and X5 (i) are calculated over the en-
tire signals. The cross-correlation theorem of EquatiB) @pplies also to the short-time
cross-correlation function of Equatio.{) in the case thak; (i) and X (¢) are the Fourier
transforms of the signals, (k) andzs(k), and they have been windowed using the window
functionsw, (k) andws (k).

The use of the cross-correlation theorem together withdkeFourier transform (FFT)
[10] can greatly reduce the amount of computation time requioedhe calculation of
the cross-correlation function. The computational coxipleof the direct calculation of
the cross-correlation function for two N-length signalguiees O(N?) operations. The
FFT, by contrast, require@ (N log(NN)) operations 10]. This benefit, therefore, becomes
more and more significant when longer signals are conceredther advantage of com-
putation in the frequency domain is that the cross-coimglatan be easily calculated for
sub-bands. If the cross-correlations are wanted to be lesécufor frequency bands in
the time domain, these bands must be first filtered from trggrai signal and then indi-
vidual cross-correlation functions need to be calculatedefich pair of bandpass-filtered
signals in the time domain. In the Fourier domain, by comtiags enough to calculate the
cross-spectrum only for the respective Fourier bins of éactd. There is not an additional
computational cost for the division in sub-bands. If thessroorrelation functions are de-
sired to be transformed back to the time domain, howeveragp inverse FFT (IFFT)
operation is needed for each band, and the number of reguirese transforms increases
in comparison to only one inverse tranform needed for thelevhand.

The computational analysis of the whole cross-correlafimmction would be time-
consuming. Often, the only interesting data is the amourpofelation between signals
rather than the values of the cross-correlation functiatifegrent time lags. The correlation
can be measured with simple correlation coefficients, warehusually normalized to vary
from -1 to 1 or from 0 to 1. Division by the square root of thergibpowers or the standard
deviations of the signals is a common normalization methg.opular correlation mea-
sure is the Pearson’s product-moment coefficid8}, [which is calculated by dividing the
covariance between the two signals by the standard devsatibthe signals. Let these two
signals be called andy, and the coefficient can be calculated using

rey = El(r - ;%;(y — )] ’ (2.9)
0y

whereE[ | is the expected value operator amé&ndo denote the means and the standard
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deviations of the signals, respectively.

There are also a number of other correlation coefficientsdaa be used for different
situations. The maximum value of the cross-correlatiorctiom is an example of a simple
coefficient measure. The negative peaks can be taken in @cbgwsing the maximum
absolute value of the correlation function. In some appbes, the maximum value or
the maximum absolute value is looked for only from a specifterival of time lags. This
can especially be the case when interaural cross-cometatire measured because of the
restrictions on how the human auditory system detects thelation. For example, an
interval of lags from -1 to 1 ms is used in binaural cue codiBGC) [2]. The zero-lag
value of the cross-correlation function can be used as @letion measure too, but this
does not necessarily detect the correlation when a tinfeedhsignal is compared to the
original. One can notice that Pearson’s correlation cdefftcdoes not detect correlation
between time-shifted signals, by taking a look at the Equa@.9).

In the frequency domain, there are less possibilities t@sbdow the correlation coeffi-
cient will be calculated. One formula for the correlatioreffiwient calculates the normal-
ized sum over the cross-spectrum:

_ 5 X (0)X5() | 2.10)
V2o X1 ()X (1) /22 X2(4) X5 (1)

This kind of cross-correlation coefficient has a few vaoiasi. The sums can be calculated

over different frequency bins, or the absolute value camkert from the sum. The analysis

of these options will be started from the formula that givies inverse discrete Fourier

transform (IDFT)

P12

N—-1
1 T .
w(k) =% > X(i)e ik, (2.11)
=0

wherez (k) is the signal in the time domaitk (7) is the Fourier transform of the signay;
is the length of the DFT angl denotes the imaginary unit. If only the signal value at the
time instantk = 0 is under interest, Equatio.(L1) gets the form

1 N-—1 '
2(0) = % > X (). (2.12)
=0

Correspondingly, if the value of the cross-corelation fiorc¢,,(7) at zero-lagr = 0 is
needed, summing over the whole cross-spectiiit) X5 (i) of the two signalsz; (k) and
x9(k) gives the desired result

1 N—-1

612(0) = > X1(6)X5 (i) (2.13)

1=0

This value can be then used as a correlation coefficient.
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If the values of the signals are real numbers, the cros®ledion function between them
is also real. The Fourier transforms of real signals are ¢exyfput have conjugate sym-
metry between the negative and positive frequencies. Tdhises that the sum over the
cross-spectrum of real signals has a real value, becausmaiginary parts of the complex
conjugates vanish when summed. In audio literature, howéwve real part is sometimes
taken from the sum over the numerator in Equatidri@ [7]. This is unnecessary as the
sum is real for real signals by definition, and the notatiam lzsa confusing for this reason.
In numerical computing, however, a small imaginary parthhigppear because of round-
off errors. Taking just the real part is justified in this sen¥he conjugate symmetry also
allows the other half of the spectrum to be ignored for theesafkkhe computational effi-
ciency. Since the result is then complex, the imaginary pftie result must be omitted
by taking only the real part.

As mentioned earlier, the correlation coefficient that isewed at the zero lag does not
notice phase shifts. Calculating the sum over the crosstgpe, thus, does not necessar-
ily give a good measure of correlation. Summing only overrtbe-negative frequencies,
which include the Nyquist and zero frequencies, gives a ¢exmesult and thus preserves
some phase information. This can be exploited, and the atiesghlue of the sum can
be used as a better correlation measure, which also cateifsefpeaks of the correlation
function near the zero lag. This is given in mathematicahfbly Breebaart and FalleT];

| X0 X5)|
ok VS 0K 6)

Notably, this gives only correlation values between 0 andrid thus does not preserve
information about inverse phases. The measure can be gatéedhannel coherence simi-
larly to interaural coherence, which was mentioned in $a&il

The geometrical mean of signal powers, which was used intitqsa@.10 and @.14),
is a common normalization term for correlation coefficieatsl functions. Other kinds
of divisors can be used as well. An alternative normalizaterm that is based on signal
powers was presented as an audio signal similarity meagukgdndano and Jotl]. They
use the regular arithmetic mean for normalization:

|32 Xa(0) X5.0)|
| Xa() X7 () + 0 Xa(0)X56)] /2

The value given by Equatior2(15) is also normalized between 0 and 1 as well, but it will
depend more on the relative powers between the signals ipadgon to the normalization
by geometrical mean. For example, if the signal powers a@® Hhd 1, their geometrical

(2.14)

P12 = (2.15)



CHAPTER 2. SPATIAL AUDIO ANALYSIS 14

mean will be around 32, but their arithmetic mean will be ad%00. Even though the
signals would be very correlated, the correlation coefficiormalized by the arithmetic
mean would show the correlation to be neglible in comparisotie coefficient that uses
geometrical mean, which would indicate much stronger sintyl between the signals.

2.4 Directional analysis of audio signals

The localization of sound events in multichannel audiehstg is different than in listen-
ing to a natural sound source. The direction of a phantomcsotlrat has been panned
between two loudspeakers on the median plane is perceiuaglthe summing localization
mechanism, and the localization is based on ITD and ILD cwbéch were described in
Section2.1 In the analysis of multichannel audio mixes, it is hard tiineste the localiza-
tion directions of different sound events, because thers@reral concurrent source signals
present in the signal channels. The ability to localize soewents from the mixtures is an
important part of the spatial analysis of multichannel algnhowever. There are some
ways to approximate the directions.

Many localization approximation methods estimate how thextions of the sound events
are perceived at the sweet spot of the loudspeaker system.afdparent location of the
phantom source can be represented with localization \&otdrich are usually calculated
by weighting the format vectors of the loudspeaker systehe férmat vectors are direction
vectors that have their initial point at the sweet spot ardténminal point at the standard
locations of the loudspeakers. The lengths of the vect@slarermined by the distances
between the loudspeakers and the optimal listening posithhen two-channel stereo and
five-channel surround signals are analyzed, unit vectoirstipg to the directions of the
standard loudspeaker locations can be used, because tlspéakers are equidistant from
the sweet spot. The format vectors for these reproductistesys are illustrated in Fig-
ure2.1l The format vectors;-¢,, of am-channel system form a format mati@, which is
given by

c=laa .. a]
_ sing; singg ... sing,, (2.16)
coSp1 COSy ... COSPm | .

where the angles,-¢,,, represent the directions of the loudspeakers.

Gerzon [L7] presented localization vectors that estimate the appalieection of the
arriving sound. Two simplest types of these localizatiooterss are called the velocity-
based localization vector and the energy-based localizatector. They assume that the
sound is perceived at the sweet spot. The velocity vectorefmdte particle velocity of the
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o

Figure 2.1: The format vectors of two-channel stereo anddihannel surround.

sound waves. Ideally, when there are appropriate measutsimighe sound field available,
it is very straightforward to calculate the particle vetgaiector. The particle velocities can
be estimated using the signal values of the loudspeakenelgarnhe format vectors -¢,,
of the loudspeaker layo are multiplied by the signal values -z,

I
Z2

i=-c| |, (2.17)

Tm

and the direction of the velocity-based localization vect@stimates the perceived arrival
direction of the sound. Gerzon refers to this kind of loaian approximation as the
Makita localization. The calculation of the energy vectervery similar to that of the

velocity vector. However, this time the format vectors aighted by the signal energies
rather than the signal values themselves:

g=C (2.18)

The velocity vector uses a first degree signal magnitudetimate the localization direc-
tion, while the energy vector is based on second degrees:allieey are thus called first
degree and second degree localization models by Getz@nlh later audio literature, the
energy vector has been also called the Gerzon vet8r [

Usually, it is not feasible to calculate the localizatiorctees for every time instant. The
directions and magnitudes of the vectors might changefggntly in fast phase. Averag-
ing over time should be considered to avoid rapid changes.lddalization vectors can be
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also calculated for frequency-domain signals. Calcutstim the Fourier domain include
already averaging in the time domain because of the tinggséecy resolution characteris-
tics of the Fourier transform. The localization vectorsiddue calculated for each Fourier
bin, but averaging over frequency bands can be beneficida.also supported by the fre-
guency selectivity of the human auditory system. The fraquédand averaging has been
used in present day methods], [20], [21], [43], [41], [42].

2.5 Blind source separation techniques

Recovering original source signals from a signal mixturerie of the fundamental prob-
lems of signal processing. This ability could be benefigialedmoving audible signal arte-
facts or noise. Different kind of signal processing couldapelied only to the desired part
of the signal mixture. A real-life source separation predeghe ability of human beings to
follow one speaker in a situation where several personspaaking on top of each others.
This classical example of source separation is called theKtail party problem”. Informa-
tion technology has developed a number of blind source agpar(BSS), or blind signal
separation, techniques. The term “blind” indicates thatetis no information or very lim-
ited amount of information available about the original meusignals or the underlying
mixing process. These techniques aim ideally to pure eitraof the original signals.
Assumptions of mutual independence, uncorrelation owogdhality between signals need
to be made usually.

Principal component analysis (PCA) or Karhunen-Loévestiamm (KLT) is a statistical
method that can be used for splitting the input signals ihagbnal signal components.
Its objective is to reduce the dimensionality of a data sasising of variables or signals
that are related to each others. The reduction operatioriged to preserve the variance
of the original data set as much as possible. PCA looks folitlear combination of the
original variables having maximum variance. Next, it finkdes variance-maximizing linear
combination that is orthogonal to the first linear combimati The variance of the second
linear combination is, thus, smaller than the variance efitist one. This procedure can be
continued until the number of orthogonal linear combinaiequals to the dimensionality
of the original data set. The new signals achieved by thatimembinations are called
the principal components (PCs). In dimensionality redumtit is desirable that first few
principal components already contain the most of the vaedhat is present in the original
data set. 29|

As it finds the dominant signal component amongst two or migyeats, PCA has its
applications in source separation problems. In audio jgig, it can be used, for example,
to separate the primary source signal and the ambiencelsigoa a multichannel audio
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signal B], [22], to remove interchannel redundancy from multichannehalg for better
audio coding performancé?2] or to upmix stereo signal[].

PCA is calculated by forming the covariance maiRbof the data samples in matrix.
The entries of the covariance matrix are the covariancesdegt the data vectoss,. The
values of the covariance matrix are given by

Rij = El(x; — pi)(x5 — p)]- (2.19)

The principal components are calculated from the covaeanatrix using the eigenvalue
decomposition. The eigenvectermust satisfy the linear equation

Rv = \v, (2.20)

where \ is the eigenvalue that corresponds the eigenveetollhe eigenvectors form an
orthogonal vector base for the the principal componentse digenvalues correspond to
the variances of the principal components. The eigenvamimesponding to the largest
eigenvalue is therefore the linear combination that forhres first principal component.
Similarly, the eigenvector with the second largest eigkrevaan be used to form the second
principal component and so on. PCA is a reversible transfdrhe principal components
can be transformed back to the original signals by using &neeseigenvectors, although
scaling by the eigenvalue will be needed to preserve thénatigignal energy. No further
scaling is required if the eigenvectors are initially sdade that their second vector norm is
one. The scaling changes also the eigenvalues, but ther isrdot changed, and the actual
eigenvalues are not needed in the transform process anyway.

Independent component analysis (ICA) [s a group of blind source separation tech-
niques, which find independent nongaussian signals frormikeire. The number of ob-
servations, or channels in the mixture, is required to batgre¢han or equal to the number
of signals to be separated. The latter requirement is committnprincipal component
analysis, but independence and nongaussianity requitsroktine source signals are differ-
ent from PCA, which is based on orthogonality of the sourt@# forms the independent
components as linear combinations of the original dataiaito PCA. Besides uncorrelat-
edness, ICA requires nonlinear independence betweenithieadisource signals. Using the
covariance matrix to form the linear combinations woula\alldecorrelating the signals,
which is not enough. The ICA methods, thus, use some sortighén order statistics”.
[25]

The PCA and ICA methods estimate the original source sigmmlnear combinations
of the mixture signal. The number of source signals canndiatger than the number
of signal channels or variables. This can be a bad restidto the analysis of stereo
or multichannel audio signals. It is very probable that aestesignal has more than two
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underlying sources in the mixture or that a 5-channel sitjaal been mixed using more
than five sources. Additinal source separation methodseapgred for recovering signals
from this kind of underdetermined cases. Further presumsgtiabout the signals need to be
introduced then. Sparse component analysis (SC3)) [32], [33], [53] or sparse principal
component analysis (SPCA)4] assume that signals have sparse representations. For audi
signals, the sparseness means that there are discretesthatare the only active sources
at some time instances or frequency bands. An example ofraespepresentation is a
stereo recording that contains a conversation of more thapérsons, where the speech of
different persons does not overlap significantly. If the imis been recorded with a system
of two directional microphones, location information oétspeakers can be estimated from
the instants where only one participant of the discussiattise.

The sparseness property makes it possible to estimate deelying mixing coefficients
for underdetermined cases, where the number of mixturessghan the number of sources.
Knowing the mixing coefficients, however, does not direcfiye a solution for the source
separation problem, because there are an infinite numbeluifans in underdetermined
cases. Figur@.2illustrates how the mixing coefficients can be obtained ftam signals
that are mutually sparse in the frequency domain. The sigmebures X (f) and Xo(f)
contain two common amplitude-panned source components. Biature signals have also
independent signal components. All source signals aredr@mtones which don'’t overlap
with each others in the frequency domain. The four diffeghal components can be
seen as four linear relationships between the Fourierfoemsbins of the mixture signals
X1(f) and X2(f). This case is of course a very ideal example of sparse comaead
the sparseness is seldom at this level in reality. Howewen @artial sparseness can be
exploited in estimating the mixing coefficien®J.

2.6 Conclusion

This chapter discussed the spatial audio analysis. Th&bpaiperties of multichannel au-
dio need to be analyzed first in order to preserve them as naphssible after the format
conversion, which is the objective of this study. The spdtaring of the human auditory
system was chosen as the initial topic because our heartegaes the directions where
we localize sound events and how we sense the spaciousnassdund. These are very
relevant sensations when the spatial audio reproductioarisidered. The perceptual cues
are derived from the sound field that our ears receive. Thiaddield is initiated by the
loudspeaker signals in loudspeaker listening. Correspgihyl the spatial analysis for the
modification of multichannel audio is more signal-orientétie common production meth-
ods of such signals were briefly discussed to give the reagecrucial basic background
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Figure 2.2: Fourier transform bins of two mutually sparsgnals plotted as points
(IX1(f)],|1X2(f)]). The four different sparse signals can be observed as foearire-
lationships of the points.

knowledge about the information that the signals contaioreemoving on to the actual
analysis of the audio signals.

Multichannel audio coding techniques were mentioned a®eifspally developed topic
that benefits from the spatial analysis of the audio signélse coding techniques aim at
reducing the amount of overlapping information from theiawgignal channels. The in-
terchannel similarity measures are essential in such igebs, and they are important in
multichannel audio transformations as well. Differentitinity measures were described,
and specially their computational aspects were openedulbty. Knowing the significant
properties and the computational efficiency of the meadaresleed important in later ex-
amination of spatial transform methods. Signal-basedneséis for the apparent directions
of audio sources were then presented. As is for the intereiaimilarity measures, these
estimates are used in spatial audio coding techniques.

Finally, blind source separation techniques of informmatiechnology were discussed as
tools that aim at ideal decomposition of signal mixturesh® original source signals. A
common limitation in the BSS techniques is that the amoumiafure signals is required
to be equal to or more than the amount of underlying sourceatsg Other limitations
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are the heavy amount of computational power needed, andnte sxtent, the idealist
approach of perfect separation of the original sources.ré&steiction of perfect separation
could be relaxed for spatial audio transformations, ancehdly it could allow separation
of more source signals than the number of mixture signalsoadh the restriction can be
somewhat avoided in audio processing by dividing the sigimabub-bands and analyzing
them one by one. Lately, research interest has risen on tireesgeparation techniques
that rely on sparse representations. The sparseness rhaatisetoriginal signals are non-
overlapping in some domain. Even though the sparsenessipsn would not be always
valid for average audio signals, the SCA techniques are mipemt future research topic
for the purpose of audio decomposition. The focus on thidystiowever, was directed to
the analysis and decomposition approaches that have beelopied for the audio coding
techniques, as they are already at a quite mature stage.



Chapter 3

Multichannel audio transform
technigues

This chapter describes four different techniques and &lkgos that are intended for con-
verting multichannel audio from a format to another. Thevethms aim at preserving the
perceivable spatial properties of the sound image. The&ld@gram in Figurel.1 (page2)
showed a general form for this type of techniques: the auldémeels are analyzed in the
analysis block, and the extracted parameters are used twktre tranformation, which
exploits information about the new reproduction system.

In multichannel audio coding techniques, it is importanmeaimove redundant information
from the audio channels. Many coding techniques calcuteepatial analysis of the orig-
inal signals and then transmit only reduced amount of infdiom, such as the compressed
sum signal of the original signals, and the spatial siderimmfdion yielded by the analysis.
In the synthesis phase, the spatial properties of the sigarabe reconstructed using the
transmitted analysis informatiofT][ The compression of signal data is not an objective in
multichannel transform techniques, but the spatial aimaipdormation is very beneficial
for this purpose. Multichannel audio coding is, therefaratrongly linking factor between
the techniques that will be discussed here. The first methes correlation analysis similar
to that of MPEG audio coding. Two of the other techniques a@mectly called as coding
techniques by their authors, whereas the last one is offerred to as a preprocessing step
for multichannel audio coding.

The organization of the chapter is as follows: First, theggehintroduction to the tech-
niques will be given. Then the techniques are compared iotifumal blocks, which are
similar to those shown in Figure1 Finally, the applicability of the techniques for multi-
channel audio transforming is discussed.

21
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3.1 General introduction

A potential transform technique for stereo signals was @sed by Faller 14] (the text
was later reproduced with some additions by Breebaart aihetr F&]). The model used in
this technique is inspired by a situation where there is glsisound source in the room
causing reflections from the side walls. Therefore, theestsignal is modeled by a single
amplitude panned signal and lateral channel-specific Egna

z1(k) = s(k) + ni(k)

3.1
x9(k) = as(k) + na(k) (31)

The source signal(k) corresponds to the dry sound source and the side signéls and
no(k) estimate the reflections. All three signals are defined tmbegendent. The source
signals(k) is multiplied by the amplitude panning coefficients 1 anahich determine the
direction of the source between the two stereo channelsmiuel assumes that the lateral
signals have the same power. This is the critical assumitiminenables estimation of the
decomposition signal components and amplitude panninffideats in Equation 3.1).
Multiple concurrent sources are allowed by dividing theestesignal in frequency bands
and applying the model individually to each band. The egtihaignal components can be
used to convert the stereo signal to be played from otheodeigtion systems, for example
a loudspeaker line array or a traditional 5.1 surround s@ystem.

Goodwin and Jot19], [20], [21] presented a multichannel audio format conversion tech-
nique that estimates the perceived direction of the soutiteasweet spot. The technique
can be exploited in multichannel audio coding, in which eahthe authors call it universal
spatial audio coding. The estimation of directions is dapasately for different sub-bands.
The directions are calculated using a localization vedtoilar to the signal power-based
vector of EquationZ.18 on pagel5. In this technique, however, the signal power values
have been normalized so that the sum of the energies ovéeaignal channels is one on
each sub-band. The normalized power-based localizatictoves, thus, given by

p1
. P2 1
g=0C Wv (3.2)
=1
Pm

whereC is the channel format matrix as the one in Equati®ri§). The subscripts of the
powersp are the channel indices andis the number of signal channels.

Normally, when the locations of the loudspeakers are esfaini from the listener, the
format matrix consists of unit vectors. If normalized powalues are used in the calcu-
lations, the length of the power vector is never greater tirem The length will be one if
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and only if all of the signal power is concentrated on a sirgjflannel, which means that
all the sound is played from one loudspeaker. The directiotihe power vector will be
pointing towards the corresponding loudspeaker in this.c@ke length of the power vec-
tor is always less than one if there are more than two actiysichannels. Let us consider
a two-channel stereo system with channel directiong-83° as an example. If there is
equal amount of signal power in both channels, their refalipowers are 0.5 each. The
localization vector will be then
0.5
H

[ sin(—30°) sin(30°) | [ 0.5
cos(—30°) cos(30°) 0.5

g = ¢ 62}

o
~ | 0866 ] ' (33)

There is only y-component in the direction vector, and ing®iexactly to the center point
between the stereo channels. The length of the vector igHassone. If the power pro-
portions of the channels are changed, the vector will agaiint po the center line between
the terminals of the format vectors, but its direction wilange. The line connecting the
terminals is illustrated in the left side part of FiguBeL The normalized power vector
of the two-channel stereo will always point to this line. Magenerally, if there are only
two active signal channels, the power vector will alwaysnpod the line connecting the
terminals of the format vectors of these channels. The-sgle part of Figure3.1 shows
the lines connecting the adjacent format vectors of a 5+élasurround system. Goodwin
and Jot note that these lines give the maximum lengths fdr @aection of the normalized
power vector. These lengths can be reached only when themxactly two active signal
channels, and the channels have adjacent format vector&oddwin and Jot’s method,
the format vectors with maximum lengths depict the case ofaietely directional sound,
which is modeled as coming from a single point-like sourcee Todel interprets that the
sound is at least partially non-directional, when the lizegion vector cannot reach the
connecting lines. In these cases, there are more than twe attannels or exactly two
active channels, that are non-adjacent. Finally, nullareas a localization vector repre-
sents completely non-directional sound. The above-meedigroperties allow the lengths
of the power vectors to be used for measuring the proportidiise directional and non-
directional sound. The ratio between the actual vectortteragd the maximum vector
length depicts the power relation between the directionahd and overall sound. The
sound direction and directionality information can be tlesaploited to render the multi-
channel audio to a new reproduction format.
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Figure 3.1: The power vector maximum lengths and formatorscof the two-channel
stereo and the five-channel surround.

Directional audio coding (DirAC)42] is a technique intended for spatial audio coding
and flexible audio reproduction with different playbacktsyss. It can be also applied to
stereo upmixing. DirAC divides the sound signals in freqyebands and then analyzes
the diffuseness of the sound field and the direction of angidound on each band at dif-
ferent time instances. Both STFT and filterbank-based fieguyency decomposition can
be used. DirAC is based on Spatial Impulse Response Regd&IRR) B5], which cal-
culates the sound direction information and the diffuserdghe sound from the physical
magnitudes of the sound field. The primary magnitude is te&airtaneous sound veloc-
ity, which is further used to calculate the sound intensitg ¢he sound energy density at
the locations of the microphones or at the listening poitie d@irectionality of the arriving
sound can be obtained from the intensity and energy densiisures. The input sound can
be then divided to non-diffuse (directional) and diffuser{rdirectional) parts. Finally the
sound is resynthesized as a combination of diffuse and iffuse streams for the selected
reproduction system. The main focus in DirAC has been ptlsen using Ambisonic16]
B-format microphone recordings as input signals, but tlayais of stereo signals has been
considered as well4], [41], [42]

Principal component analysis (see SectibB) is not exclusively an audio signal for-
mat conversion method, but it can be used to extract primadyaanbience signals from
stereo B4] and multichannel 22] recordings. PCA is also used to remove interchannel
redundancy for audio coding purpos&][ The original multichannel signat(k) can be
multiplied by the principal component vector which gives the mono signal of the primary
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beam:

s(k) = vIx(k) (3.4)

= [?}1,1)2,... ,Um] i (35)

The calculation of the primary component vector itself wamb discussed in Sectichb.
The primary beam can be then mixed for the new reproductistesy, and extracted from
the original signals using simple subtraction. The oneetlisional primary component is
subtracted from each original signal using the primary conent vector as a weight.

n(k) = x(k) — vs(k) (3.6)

The results of the subtraction operation are the ambiempealsin(k). The analysis of
principal components and the extraction of the primary &igan be done separately on
sub-bands either in the time-domain or after the Fouriersfiam. Goodwin and JoBp]
have also proposed that PCA-based primary-ambient decstigmocould be used as a
preprocessing method for their multichannel format cosieertechnique.

3.2 Analysis phase

All four techniques that were mentioned previously in thigpter divide the signal in sub-
bands and analyse each sub-band separately. It has bearedssuthe techniques that the
human auditory system can distinguish only the directioord dominant sound source
on each critical band. The sub-bands mimic the frequenayutsn of the human ear in
one way or the other. Faller's method uses frequency bandd &mauditory critical bands
[14], whereas the frequency bands of Pulkki’s DirAC impleméotaare two ERBs each
[41]. Short-time Fourier transform (STFT) or filterbank basiedetfrequency decompaosi-
tions are both possible in all the methods. STFT is usuakyepred for real-time applica-
tions because of its lower computational complexitf][ [42] and flexible possibilities to
change the frequency bands adaptiv@g][ The strength of the filterbank-based design is
that it allows different bands to be analyzed with differénte-frequency resolutions. In
STFT designs, all the bands share same time-frequencyutiesd, which is one of their
weaknesses. It is often desirable to have better frequespjution at lower bands than at
higher bands, because the resolution of the human audigstgm is also better at the low
frequencies.
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Faller's method estimates the common source signal andripditade panning coeffi-
cient exploiting the signal powers and interchannel caeFirst, equations of the signal
powers and ICC are formed using Equati8mlj:

Pzy = DPs +pn1 (37)

Pz = azps + Dny (38)

o = s (3.9)
\/Pz1 Pz

Above, the signal powers and ICC are denoteghlapnd®, respectively. An important defi-
nition in the decomposition model of Equatidh ) was that the decomposed signa(s),
n1(k) andny(k) are independent and thus uncorrelated. This definition séileepowers

of the stereo signalg; (k) andz, (k) equal to the summed powers of the independent signal
components in Equation8.() and 3.8). Equation 8.9) exploits the uncorrelatedness as
well, because the lateral signais(k) andnq(k) contribute to the correlation coefficient
only through their powers, which are present in the norma#ibn term.

Equations 8.7), (3.8) and @.9) have more unknown than known variables, and therefore
it is assumed that the powers of the independent laterablsign,, andp,,) are equal.
They can be marked hy, = p,,, = pn,. Now, the three remaining unknown variables, (
pn, anda) can be solved. This was already done by Fallellif] pnd [7], but without any
intermediate results. For the sake of clarity, a thoroudtitiem is presented below. It starts
from writing Eqgs. 8.7), (3.8) and @3.9) in new forms:

Pn = Pzy — Ps (3.10)
Pzy — Pn
ps = 17 (3.11)
(I) xT xT
a = EvParPry (3.12)
bs

The power of the common signal can be solved by substituting, in Eq. (3.11) with the
right hand side of Eq.3.10):

ps = Pzy — Pzy + Ds (313)

ps = —H =2 (3.14)
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Thena can be substituted from E¢3.(L4) by the right hand side of Eq3(12:

ps = Pzy — Pxy
’ (%W)Z .
Ds
q)mepr
Ps| —5— — 1 = Pzy — Pxy
Ds
q)mepr _
—— —Ps = DPxy — Px;
Ps
(I)mepmg - Pz = Ds (p:vg - pml)
pg + (pmz — Pz, )ps - (I)mepmz =0 (3-15)

The quadratic Equatior8(15 can be solved using the well-known quadratic formula:

_ —(Pry = Pay) T \/(parz - pa:1)2 + 4(1)2179611%2
2

Ps (3.16)

All the signal powers are positive by definition. Power of tieenmon sourcey;, has to be
positive as well, and therefore

P2y — Day| <V Dy — Py )2 + 492, Dy (3.17)

Using the property of Equatior8(17), the minus sign before the square root in the numer-
ator of Equation 3.16can be omitted:

Pzy — Pas + \/(pl’z - px1)2 + 4<I)2pm1p1'2
2

202, ps
= PP (3.18)

Pzy — Pzy + \/(par1 - px2)2 + 4(I)2pa:1pa:2

bs =

The final form of Eq. 8.18) is the same as the one given by Fallerid][and [7]. Now the
amplitude panning coefficieratcan be solved using Equatior& 12 and 3.18):

(I)\/pmpa:g
2¢2px1px2
Py —Pry +v/ Py —Pao)2+492 s pay

_ Pzy — Py + \/(p1'1 - pl’z)Q + 4(1)2px1px2 (3 19)
20D, pay

Finally p,, can be calculated from E¢3.(L0) using the measured value@f, and the solved
Ps-

The estimated power values andp,,, and the amplitude panning coefficiantan be
further used to estimate the modeled sigréls, n, (k) andns (k) from the original signals
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x1(k) andzs (k). The signal estimates are simply linear combinations obtiginal stereo
signals. For example, the estimaié) of the amplitude panned signglk) is given by

§(k) = wlml(k) + wgl'g(k), (320)

wherew, andw, are real-valued weights. Similar equations can be writbetthfe estimates
of the independent lateral signals:

fll(k)) = wgwl(k)+w4w2(k) (3.21)
ﬁg(k)) = w5w1(k)+w6w2(k) (3.22)

The weights are solved by minimizing the error signals

es(k) = 3(k)— s(k) (3.23)
enl(k) = ﬁl(k:)—nl(k:) (3.24)
eny (k) = fg(k) — na(k) (3.25)

in least squares sense. The minimization will be shown tere;{k) as an example. First,
Equation 8.20 is written in a new form using Equatio.Q)

= wy (s(k) + ni(k)) + w2 (as(k) + na(k)), (3.26)

»>

which yields in combination with Equatio3.23
es(k) = (w1 + awy — 1)s(k) + winy (k) + wana (k). (3.27)

The optimal weights have been found wheltk) is orthogonal tar, (k) andzs (k) [14].
Orthogonality holds true statistically when the signaks amcorrelatedd8:

Elzi(k)es(k)] = 0 (3.28)
Elzy(k)es (k)] = 0 (3.29)

Using Equations3.1) and 8.27) and the assumed independence of sigagi$, n, (k) and
no(k), Equations 8.28 and @.29 yield

(w1 + awsy — 1)PS +wP,, = 0 (3.30)
a(w1 + awgy — 1)PS +wyP,, = 0, (3.31)

from which the weights are solved

P.P,

_ st n . 2

T @211 PP, + P2 (3.32)
P.P,

wy = a (3.33)

(a®> +1) PP, + P?’
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The rest of the weights are estimated similarly. Finallystggraling is applied to the es-
timated signals to ensure that the powers of the estimatgtilsi equal to the previously
solved signal powergs andp,, = p,, = pn,. Faller [14] gives the exact formulas for the
signal weightsvs-wg and the post-scaling factors.

The spatial signal analysis of Faller's method is based gnasipower measures and
interchannel coherence, whereas Goodwin and Jot's mexpboits solely the signal power
measures in the analysis of the localization directionsod®on and Jot's method calculates
the relative powers of each signal channel and uses themighta/éor the format vectors
of the loudspeaker channels. The sum of the weighted forawbxs gives the power-based
localization vector. Its angle gives the apparent locébiradirection of the signal, if the
audio is played back from the appropriate reproductionesyggiven by the channel format
vectors. This kind of localization vector is also called @erzon vector (see Sez.4).

Goodwin and Jot's model calculates the power proportioniwden the directional and
non-directional parts of the multichannel audio signale @irectional sound is modeled as
a single point-like source, which has been amplitude pafeddeen two signal channels
that have neighboring format vectors. The length of the pdvesed localization vector
can be used to measure the relational signal powers of thetidinal and non-directional
sound. Figure8.1shows the maximum lengths of the power vector in the case whin
two neighboring signal channels are active. If the lengtthefvector does not reach the
maximum value of the respective direction, there is noedlional sound present in the
signals. The sound directivity ratiocan be obtained from

: (3.34)
1

1
T = [@ E’ﬁ} g

wherec,, andcy are the format vectors that are directly neighbouring tealleation vector
g, and||||; is the vector 1-normZ0]. The directionality ratio gives the power ratio of the
directional sound in comparison to the overall sound. Theadipower ratio of the non-
directional sound is theh—r. Unlike in Faller's method, the directional and non-direcal
audio signals themselves are not extracted from the ofigigaals in the analysis phase of
Goodwin and Jot’'s method.

Goodwin and Jot’s method approximates the power-basedizatian vetor at the op-
timal listening position. Directional audio coding esties the properties of sound field
in the same position. The analysis of DirAC was originallyplégd to B-format record-
ings, which ideally capture particle velocities and soumespure in the location of the
microphone 85]. The DirAC analysis is based on these physical magnitubesijt can
be applied to stereo or multichannel recordings if parti@city and sound pressure are
first estimated. In this kind of signal-based approach, #rdge velocity vector can be ap-
proximated by taking the same format vectors that were us&@bodwin and Jot's method
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and scaling them with the signal values. This kind of velpeiéctor is given by Equa-
tion (2.17). It should be noted that the format vectors are weightedlain gignal values
in DIrAC, while signal power values are used in Goodwin antisJmodel. The sound
pressurep can be approximated by summing the signal channels

Ny
pP=> Tn (3.35)
n=1

DirAC calculates two important magnitudes from the velpeiector: the instantaneous
sound intensity vector and the instantaneous sound enenggitd The sound intensity
vector can be calculated from the sound pressure and thelpamlocity vectors using
the formula

I = pi. (3.36)

The formula for the sound energy density is
E =p*+ |l (3.37)

where|| || is the Euclidean norm. Equatio3.87) differs a bit from the real physical for-

mula. It omits the fluid density and wave impedance valuesalge they vanish when
B-format microphone signals are useb]. The direction of the intensity vector can be
used to indicate the direction of the arriving sound. Themfeature behind DirAC is that

the diffuseness of the sound field can be measured by compghgrsound intensity and the
energy density. If the length of the intensity vector is dpthe sound energy arrives from
many directions and is almost diffuse. If the intensity @sér to the energy density value,
the sound is non-diffuse. The diffuseness ratio can be ledéml from the instantaneous
intensity and the sound energy density. It is given by

2/ 1]
= 1 _
v E
_ o 2blliEl (3.38)
P+ )

Equation 8.38 omits again some physical magnitudes that are not apperenidio sig-
nals. The normalization factor 2 in the numerator makes thatthe diffuseness ratio is
between 0 and 1. This is easily proven:

(la| —[o))*> > 0 (3.39)

la|® + [b]* = 2|allb] > 0 (3.40)
D

ellol (3.41)

jaf* + b
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It is important to point out that Equatio.@8 is in a little different form in §2], where
the omnidirectional B-format signal W is used directly as fiessure value, In DirAC, it
has been presumed that the signal W has been scaled down hytBudRlivided byy/2.
This scaling is used in Ambisonics B-format signdlg][

The PCA-based primary-ambient decomposition starts fraltutating the eigenvector
decomposition of the covariance matrix of the signal. Nateky, the covariance matrix
consists of signal correlations and power values. The eegor corresponding to the
largest eigenvalue is called the primary component vedtas used as a weight for the
signal channels. Multiplication by the primary componeattor forms the signal beam
with the most energy. This is the primary beam of the signdlee primary beam can
be subtracted from the original multichannel signal. Aftee subtraction, the resulting
multichannel signal is the ambience signal. The primary moment vector contains the
direction information of the primary beam. This informatis given for the signal space,
which has as many dimensions as there are signal channeth sitmal represents one
dimension. If needed, the direction information can bewderiusing the format vectors to
be used in the context of a multichannel reproduction systesithe values of the primary
component vector are simply used as the signal channel weitite direction vector of
the primary beam can be calculated by weighting the formetiove with the values of the
principal component vector. This kind of direction infortiea may be important in the
transform phase.

The four above-mentioned methods can be used to transfersosbr multichannel sig-
nals to a different reproduction format. The only method tbanentioned only applicable
to stereo signals is Faller’s method. That is because theriat hypothesis of the method
is that the independent lateral signals, or the ambienaglksigcontain equal amount of
energy. This hypothesis is difficult to expand to multicheinsystems. Meanwhile, the
method by Goodwin and Jot is quite fruitless to be used faationality analysis of two-
channel stereo signals, since it cannot distinguish afysdihess if there are only two signal
channels. It merely calculates the power-based locabizatector for each sub-band and
assumes that all the signal power is arriving from poing-lound sources in the directions
indicated by the vectors of the sub-bands. PCA and DirAC cayae audio content with
two or more channels.

The analysis phases of the methods are based on varioussigasures. The measures
used by Faller’s method and the PCA method are the most sirBitath calculate the sig-
nal powers and the correlations and then extract primaryaambience signals from the
original signals by using these measures. Faller does yhisaking the assumption of the
equal powers of the ambience signals, and then estimatingjghals. The signal estimates
are simply linear comibinations of the original signalsd aime weights are calculated with
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the minimum squared error criterion. The PCA method doesnadte further assumptions
about the primary or the ambience signals. It calculate®itpenvalue decomposition and
uses the primary component vector to form the primary bearthtBomultichannel signal.

The ambience signal is formed in both methods by subtra¢tiagorimary signal compo-

nent from the original signal. This makes them very closelated, and the signal power
assumption of Faller's method seems to be the biggest bdfcetice between the two
methods.

All the four methods presented in this chapter can be coraidasychoacoustically mo-
tivated in the sense that they divide the signal in frequdrayds that mimic the frequency
selectivity of the human auditory system. They also asstnaieonly one primary direction
of arrival can be heard for the sound of each band. Excephismissumption, the analysis
approaches of Faller's method and the PCA method seemytsighal-oriented, because
they concentrate on examining the signal channels, buteatditory scene perceived by
the listener. Goodwin and Jot's method and DirAC, by comtreploit the information of
the loudspeaker system to analyze the directions and teetidinality of the arriving sound
at the listening point. Goodwin and Jot's method calcul#tesdirection of arrival as well
as the directionality from the powers of the signals. DirA@reforgets the original signal
space by approximating the physical magnitudes of the stialtlat the optimal listening
point. Goodwin and Jot's method and DirAC analyze only thesaent directions of sound
and the diffuseness on each sub-band, but do not separagettie diffuse sound signal
from the original signals. Goodwin and Jot have proposed ajplying their method to
the signals given by the PCA-based the primary-ambientasidecomposition42]. This
could give good results with DirAC analysis as well, and i&iprominent topic for future
studies.

3.3 Transform phase

The previous section presented the sound direction anctidinality analysis of four audio
format conversion techniques. All the techniques evalttaeportions of the directional
and non-directional sound from total sound energy, althaodirAC these are called non-
diffuse and diffuse sound, respectively. Faller's method #tne PCA method both extract
the primary signal component and the ambience signal frenmthitichannel mix, whereas
Goodwin and Jot's method and DirAC estimate only the dicgctf the primary source
and the diffuseness of the sound. If diffuse sound is reduoée played back in the latter
two methods, a special sound diffusor block will be needelis Tan be a decorrelating
filter, which can be realized by convolving the sound witht@iertype of noise in the time
domain or filtering with a random phase all-pass filter in tiegéiency domain, for example.
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Before the transform can be conducted, it is important tadgeloow the direction values
of the original reproduction format project to the new fotmahis includes choosing the
panning mechanisms. Similar decisions need to be made ¥otdplay the diffuse sound
in the new system.

Faller considers in detail some specific reproduction fasnfiar his method. The first
one has a loudspeaker array in front of the listener, whigestcond format has the same
loudspeaker array in front of the listener and additiondé doudspeakers exactly on the
both sides of the listener. The aim of the loudspeaker agdg widen the sound image
while having more precise localization selectivity for theund events arrivign from dif-
ferent directions. The third reproduction system is theveational 5-channel surround
system. For the loudspeaker arrays he proposes that the siir@ctions of the primary
sources are scaled linearly so that the maximum angt88°) of the stereo system map
to the loudspeakers that have widest direction angles fraview of the listener. Then
the primary source is simply amplitude panned to the cotoeettion between the nearest
two loudspeakers. In the first case, where there are no sidispeakers, the lateral inde-
pendent sound should be played back from the loudspeakéch ate furthest away from
the listener. When the system contains two additional sgreadn the sides of the listener,
the lateral sound should be played from these loudspeakrdsthe loudspeaker array in
front of the listener should be used solely for playing thienary sources. For the upmix-
ing process of converting the original stereo sound to thbednel format, Faller proposes
that the lateral signals are played from the rear loudspeaked the primary sources are
panned between the two of three frontal loudspeakers, wdrielthosen according to the
source location14] [7]. The PCA method extracts specific primary and ambienceatsgn
which are similar to those of Faller's method. The transfqinase can therefore greatly
resemble that described for Faller's method. The PCA methodever, is also applicable
to multichannel signals, unlike Faller’'s method, which wasnded only for transforming
stereo signals.

Goodwin and Jot's method, as described in the original paeres not extract specific
non-directional and directional sound signals. The modskb on the localization vectors
calculated from the channel-specific signal powers. A doestises concerning what is
the actual sound content that will be played from the newldalk system. As there are
not any additional signals that are extracted from the walgsound signals, the original
signals have to be used in some way. Goodwin and Jot suggestivavays to fill the
new loudspeaker channels with different signals derivednhfthe original multichannel
signal. Then the directionality information should be usedalculate channel-specific
gain factors. For audio coding purposes, they propose teay éoudspeaker plays a mono
downmix of the original signal to reduce the transmittingdie. The spatial cues of the
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original multichannel signal will be preserved better i tine new signal channels contain
only the audio signals of the original signal channels thatli@cated closest to them. This
can be used for the audio format conversion since bitragaatran issue.

The gain factors of the new signal channels are calculatedrately for the directional
and non-directional sound and then summed. For the diredtsnund, only the two chan-
nels that are directly neighboring the localization vectall have non-zero weights. This
originates from the fact that the directional sound is medels coming from a single point-
like and amplitude panned source. The weights can be cttculeom

[ Te ] —|a & ]_15, (3.42)
op

wherec, andcs are the format vectors ang, andos are the power gain factors of the
directional sound for the closest channeland3, respectively. The gain factors should be
normalized so that,, + og = 1, which is the condition for energy-preserving. A different
approach is used for the weights of the non-directional Fdré completely non-directional
sound was described to have a null vector as the localizagetor. This property should
remain also for the non-directional part of the transforrsigdal. For this purpose, a special
null-weight vectors is calculated. The term null-weight vector comes from itgoarty that
the channel format matri¢C multiplied by it produces a null vector

Cé =0. (3.43)

It is desirable that the values of the null-weights for diffiet signal channels are non-zero
and equal each others as much as possible. This way thamittiagt the non-directional
sound is played back only from two loudspeakers which aresipp to each others can
be avoided, for example. This specification leads to the gthesis results as the non-
directional sound is played back evenly from all the possililections. Proper null-weights
can be derived by minimizing a cost function and using thehoebf Lagrange multipliers
[48]. This method was chosen by Goodwin and 28] The null-weight approach is valid
as is only in reproduction systems where the loudspeakergaeaing directly to the same
listening position and are equidistant from this position.

DirAC has different application-specific approaches fopliementing the transform. The
choice of the realization depends on the type of the origgighals as well as the loud-
speaker system that is used for the reproduction. The DiMy@ementation for B-format
signals extracts the loudspeaker signals from the sourdlifitdrmation by using virtual
cardioid microphones pointing at the loudspeaker direstidn DirAC for 2-to-5 upmix-
ing, which is more interesting application considering thork, a sum signal of the original
stereo signal can be played from a direction given by thectiineality analysis for the non-
diffuse sound. The directions need some temporal averagiagpid audible artefacts. This
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can be done by calculating gain factors for the new direstiamd then adapting the gain
factors, but not the actual directions, as proposed by Pulidke left stereo signal is used
for the diffuse reproduction of the left hemisphere, andghriportion, the right stereo signal
is used for the diffuse sound of the right hemisphere. To ntlaé&esound really diffuse, the
different loudspeaker signals can be decorrelated. Pplidposes convolving the diffuse
loudspeaker signals with short bursts of exponentiallyagizry white noise, although also
other methods can be used1] [42]

STFT-based stereo-to-three-channel implementations wexde for all four transform
techniques. The implementations had an interval of 23 medmt the FFT frames, and
there was 50% overlap for consecutive frames. The transfivase proved to be gener-
ally difficult in informal listening experiments. A commomgblem was that the analyzed
directions changed a lot from frame to frame, which causelibéaiartefacts, because the
direction of the primary point-like sound component wasndiag rapidly. The spatial
properties of the sound image deteriorated, if the diractiectors were averaged in time
to reduce the amount of artefacts, however. The averagedtidins remained near the
center direction almost all the time. Decreasing the tinestant of the averaging caused
again variations in the directions of the point-like sosrc@hich were heard as clicking,
as the signal powers of some bands of the signal channelsclerging rapidly. A spe-
cific problem of Goodwin and Jot’s method was that the steraterial which had been
panned to the center was played solely from the center chahtie three-channel system.
This made the sound image narrower than what it was when ipleged from the stereo
loudspeakers.

3.4 Conclusion

Four methods for transforming stereo or multichannel asdjoals from a format to an-
other were presented in this chapter. The methods are dadlést’'s method, Goodwin and
Jot's method, DirAC and the PCA method. First, a generabdhiction to the methods was
given. The spatial analysis of the audio signals was thesepited in detail for all the meth-
ods. Finally, the transform modules of the methods werertest All the methods divide
the audio signals in frequency bands that mimic the critigaids of the human auditory
system. The directions of the primary directional compdsenthe sound are analyzed for
all the bands. The power ratios between the directional anedirectional sound are also
estimated. In DirAC the directional and non-directionaimgmnents were called the non-
diffuse and diffuse sound, respectively. Two of the methéa@dler's method and the PCA
method, also extracted the primary component as well asetimaining ambience signal
from the mixture. Goodwin and Jot's method or DirAC do notragt specific signals from
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the mixture. Diffuse sound streams are synthetized by melahscorrelation in DirAC.

The methods were intended for different kind of signals.ldFal method was only ap-
plicable for two-channel stereo signals, because it madesanmption that the ambience
signal of the left and right sides have equal frequency haisé- power levels. This as-
sumption is difficult to generalize for multichannel corteoodwin and Jot's method,
by contrast, is not very usable for the transformation oftti@channel stereo, because it
cannot perceive non-directionality from this kind of sitmaDirAC and the PCA method
can be used to conduct the spatial transform on any signah#satwo or more channels.
More studies will be needed on how to apply the methods forsfaming 5.1-surround
to other formats, for example. Faller’s method appearecdetedoy promising for the mod-
ification of stereo signals, and it would be highly desiraiolde able to generalize it for
audio content with more signals. PCA could be applied diect multichannel content,
but its drawback is that it forms the primary component asralipation of all the signal
channels. This is not necessarily desirable, since thewpsdr panning of sound sources is
still a popular mixing technique in multichannel audio (Smtion2.2). Therefore a pair-
wise analysis approach similar to Faller's method is unaréest for multichannel signals.
This, however, would require more sophisticated modelsdbald estimate the powers of
channel-specific independent signal components.



Chapter 4

Analysis of multichannel audio mixes

Models for amplitude panning were presented in the earéetiens. In these models, a
multichannel mixture could be interpreted as consistingighals that were amplitude-
panned between two signal channels or independent signgbartents that were unique
for a signal channel. These models could be used in the amalfysiultichannel mixtures.
One of the simplest realizations of these models is havirgamnplitude-panned common
signal between each channel pair and one independent sigregich channel. The model
has less sensor signals than source signals, which makeddtdetermined according to
Section2.5. Therefore, some restricting assumptions about the mauled to be consid-
ered, or the equations will have infinite number of solutiofilse Faller model, which was
presented in SectioB, supposes that in a two-channel stereo signal there is anenoa
amplitude panned signal between the stereo pair and andndept signal in both chan-
nels. In this model, the necessary assumption was thatdepémdent signals of the stereo
channels have equal signal powers. The degree of freedomaiking this kind of assump-
tions is rather small for two-channel stereo. When the nurobehannels is increased, it
gets more difficult to make intuitive hypotheses about thegys of the signal components
and about the interchannel relationships in general. Euitlvestigation is needed to study
which signal channel pairs contain common signals moredftan the others.

Knowing the mixing techniques that are used in the prodaatiomultichannel mixtures
would help making the necessary assumptions about therttoriteis, in turn, would help
the process of transforming the audio to a different loudkpelayout. A database of 5.1
multichannel audio was extracted from DVD records and amalyin order to gain better
understanding of the mixing technigues used to producesagmrary multichannel audio.
The aim was to measure which of the channel pairs in 5.1 awgtitent usually contain
common amplitude panned sound events. Knowing this, it dvbel possible to allocate,
for example, more computational resources for analyzing signal pair than for some

37
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other signals pairs. The signal powers of the audio chanmetle also measured to support
later development of the multichannel audio analysis #lgor.

4.1 Testsetup

A database of five-channel audio signals was constructegttaoting the audio tracks from
commercially available 5.1 DVD recordings. The low freqogeffect (LFE) channels of
the recordings were omitted. There were 14 DVDs in total. @ focus was in analyzing
the audio tracks of DVD movies, hence 12 of the audio entnebé database were from
movies. The audio tracks from two concert DVDs were alsoyeeal for comparison. The
DVD recordings are listed in Table 1 The audio tracks were resampled from 48 kHz to
44.1 kHz. This was done to maintain compatibility with thelgsis-synthesis algorithm in
development, which was working at the sampling frequenc§dof kHz.

Table 4.1: The DVD records in the database.

DVD name Type | Year
Buena Vista Social Club Concert| 1999
Cars Movie | 2006
Chigago Movie | 2002
Dreamgirls Movie | 2006
Ice Age 2: The Meltdown Movie | 2006
In the Line of Fire Movie | 1993
Jumaniji Movie | 1995
The Lord of the Rings: The Return of the King Movie | 2003
Ray Movie | 2004
Santana: Supernatural Live Concert| 2000
Spiderman Movie | 2002
Spiderman 2 Movie | 2004
Spongebob Squarepants Movie Movie | 2005
Twister Movie | 1996

The DVD audio signals were analyzed in chunk2bf samples, which corresponds to
0.743 ms at the 44.1 kHz sampling rate. The chunks of thiscpdat size were used to
enable later comparability with the analysis results ofapgetary speech activity detector,
which required long analysis windows for proper detectibising smaller chunks would
have enabled better temporal resolution for the measursmamthe contrary.

The main target of the measurements was in investigating thevamplitude panning
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is used in the mixing process of the DVD audio tracks. This maasured by calculat-

ing cross-correlation coefficients between the audio celaniThe chosen correlation co-
efficient was Pearson’s product-moment correlation caefftc which was given in Equa-

tion (2.9). Pearson’s coefficient was considered good for measutirgggmplitude panning

relationships because it does not detect time shifts, winiclr in convolutive mixtures.

To lighten the computation power of the calculations, amuaggion of symmetry be-
tween the left and right half planes was made. The assumstadas that over a long time
period the spatial properties of the audio channels on theside of the listener are the
same as those of the audio channels on the right side of teedis This can be refered
to as a concept of spatial balance: in the long run, thereualeagmount of content on the
left side and on the right side of the listener. The instaewais focus of the audio events
can, however, be on either side. Figurd illustrates this assumption, which states that
the correlations between the front right (FR) channel aedccénter (C), back left (BL) and
back right (BR) channels are approximately the same as thelations between the front
left (FL) channel and the C, BL and BR channels. Similarlylthek right - center (BR-C)
cross-correlation is near that of the BL-C channel pair.

C
FL FR

BL BR

Figure 4.1: Channel pairs for which the cross-correlatioefficients were calculated

The signal powers of each signal chunk were calculated wysithere the sound is
usually concentrated in the multichannel mixes. The poweasurements could be also
used to verify the initial assumption of balance betweenédfteand right half planes, and
the results of the power measurements supported this asampdeed. Further results
are being discussed in the next section.
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4.2 Results

The first measures calculated from the correlation data Were@verage correlations be-
tween the channel pairs. Talsle2 shows the average correlation values of the movie DVDs.
There are six values, one for each channel pair. The chaaitslgre clearly divided in two
groups of three. The other group has the average correladilbres near zero while the
other has values from 0.16 to 0.26. The strongest corralasidetween the front stereo
pair (FL-FR). The two next pairs with almost the same averaweelation are the back
stereo pair (BL-BR) and the front left - center channel p&it-C). Three channel pairs
having least correlation are the left side (FL-BL), the bkefk- center (BL-C) and the front
left - back right (FL-BR). This means that the back left (Blbgnnel is largely independent
from the three front channels.

Table 4.2: Average correlations between each of the andilgiaannel pairs for the movie
DVDs in the database.

Channel pairf FL-FR FL-C FL-BL BL-C FL-BR BL-BR
Meanvalue| 0.26 0.16 0.02 0.01 0.01 0.19

The results in Tabld.2 give an indication of the channel pairs that have significami-
mon signals. Following from the left-right symmetry asstiom, the front right - center
pair (FR-C) is one of these as it is the counterpart of the Rhai€ It can be deduced using
the symmetry, correspondingly, that the back right chanoatains only little in common
with the three front channels. A summary of the measureddhémnel relationships is
illustrated in Figure4.2, where the signal channel pairs that contain the most Siqunifi
correlation have been connected to each others using Timesfigure shows, that the com-
mon five channel system is usually divided in two channel gspuhe frontal channels
and the back channels. It is more probable to find amplitudeed signals between the
members of the same channel group than between the membseparhite groups. This
means that most effort in analyzing the interchannel @hatifor detecting amplitude pan-
ning should be put into the relations between the membenrseskt groups, and the front
channels and the back channels can be analyzed separately.

The results that were given above are time averages for tigzaad movie DVDs, and
do not tell about the instantaneous relationships betweemhannels. The differences of
the time-averaged correlation coefficients between thei@sare not shown either. One
movie, for example, had the average correlation valuesptiorglly below 0.02 for all the
measured channel pairs except for the BL-BR pair, which hadaverage correlation of
0.06. Two other movies had 0.05 as the average correlatiome vetween the FL-C pair,
which was not common behaviour either. The FL-FR channelhzs the largest average
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correlation value in Tabld.2. This channel pair had the most significant correlation only
in half of the movies. For four movies the most significant peas the BL-BR. The FL-C
and FL-BR pairs were the most significantly correlated pafitgne movie each.

C
FL FR

BL BR

Figure 4.2: The channel pairs that have the most commonlsigiide signal channels
which have significant common signals have been connecteacto others with lines.

The two concert recordings in the database had correlaabres that differed signifi-
cantly from the values of the movies. The average correlatifor the both concert DVDs
have been presented in Taldl®. Comparison to Tablé.2reveals that both, the movies and
the concerts, have significant correlation between the Rlafd BL-BR pairs, albeit these
correlation values are higher for the concert audio. The édier measured channel pairs
(FL-C, FL-BL, BL-C and FL-BR) have completely different celation values between the
concert DVDs. For the first concert DVD the FL-BL, BL-C and BIR have correlation
values near zero, which is similar to the average behavibtiteomovies. Surprisingly, the
FL-C pair has zero average correlation in the first conceatr. the second concert DVD
all the correlations are above 0.16 and there is also ctioelbetween non-adjacent audio
channels. The results suggest that the first concert DVDéers produced by mixing single
instrument tracks, and that the second concert DVD has le@ended using a microphone
configuration to capture the sound field (see Se@i@ No general conclusion, however,
can be made from these concert DVDs because there were amlyomecert recordings in
the database. Still, these results indicate that the comddbs are mixed in a different
manner than an average movie DVD.

The instantaneous powers of the signal channels in the nizs were averaged over
time. The average powers of all the movies show that the biggertion of the signal
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Table 4.3: Average correlations between each of the ardlghannel pairs for the two

concert DVDs in the database.

Channel pair| FL-FR FL-C FL-BL BL-C FL-BR BL-BR
Concertl | 059 -0.05 -0.02 -0.01 -0.01 0.40
Concert 2 0.64 0.79 0.33 0.27 0.16 0.42

energies is concentrated on the center channel. For allth@es) the ratio between average
power of the center channel and the average power of thedbuslmainging signal channel
was between 1.9 and 5.8. The comparison of the average dhammers are given in
Table 4.4, which gives the ratios in desibels between the powers oftahnels to the
power of the center channel. There are noticeable diffe®between the average power
levels of the center channel, the front stereo channelstencetr stereo channels.

Table 4.4: Ratios between the channel powers and the poviee center channel.
Channel FL FR BL BR C
Average power (dB) -4.7 -45 -10 -10 O

The average powers of the front left and front right chanaetésusually approximately
the same. The relative difference between the average pasvgiven by

P, — Py|

‘
A=2 4.1
Pl P2 ) ( )

which is the absolute difference between the powgrand P, of the signals 1 and 2 di-
vided by their average. The relational difference betwéeraterage left and right channel
powers was calculated for all the movies. The values reddala the relational difference
between the front stereo channel§.ig7 by average and mostly beldwl0. There was also
one clear outlierJwister, which is a catastrophe movie from the year 1996 (see Fafbje
and which had).36 relational difference between the average powers of thefef right
channels. A similar balance can be found between the reaosthannels as well. For the
BL and BR channels, the relational difference is bel@w? in all the movies, while the
mean difference i6.10. Thus, the balance between the left and right is slightlylemat
the back than at the front of the listener.

The center channel had the highest mean power value of alihthenels. Intuitively,
it should be very probable that the center channel has the poegerful channel signal
at a given time instant. Similarly, the front stereo chagarstlould be instantaneously the
most powerful channels with equal probabilities. The samp@ies for the back stereo
channels. The probabilities for a channel to have the highssntaneous power are plotted
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in Figure4.3. The plot is a box plot, and the boxes have lines at the lowartidg, median
and upper quartile of the values of each channel over all théign. Whiskers extending
from the boxes show the extent of the rest of the data. Theoeeasoutlier for the front
left channel that has been marked with a cross. There is ecatlie difference between
the distribution of the FL and FR channels. The front righdaraiel has the probabilities
mostly near the median but the probabilities of FL spreadmate. The outlier case,
movie Ray, had 0.03 probability for FL channel but 0.40 probability R channel. This,
however, does not tell about the overall balance betweechi#wenels because the difference
in decibels might be really small or vice versa. The meanegsbf the probabilities that the
channel is the instantaneously most powerful channel awersin Table4.5. The median
values in Figuret.3seem to match with the mean values in Table The center channel
has the largest power for 2/3 of the time, which was exceptbd.back channels are most
dominant only rarely.
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Figure 4.3: Probability of the channels to be the instardesly most powerful channel of
the movie. The distributions have been plotted over all thgies.

Table 4.5: Probability for a channel to have the highestimstneous power in a movie.
Channel FL FR BL BR C
Probability (%) | 0.16 0.15 0.01 0.01 0.67
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4.3 Conclusion

Five-channel audio recordings were analyzed to inve&titiest properties of the audio chan-
nels and to detect which channel pairs contain common amglipanned signal compo-
nents more often than the others. The analyzed materialxtr@sted from 12 DVD movies
and 2 multichannel concert recordings.

The results revealed that there are amplitude panned sigrat often between the front
stereo (FL-FR), the front left - center (FL-C), the fronthig center (FR-C) and the rear
stereo (BL-BR) pairs in the movies. Amplitude panning betwéhe three frontal channels
(FL, FR, C) and the rear channels (BL-BR) is rare. These t®saln be used to allocate
analysis effort to these interchannel relationships. Tdtane of the results is general, how-
ever, and apply to the most of the movies but not all of themmil&rly, the instantaneous
interchannel behaviour can differ from the results giveovaband include amplitude pan-
ning between the front and rear channels, for example. Thareh pairs that had most
significant correlation values changed from movie to movie.

The correlation measures were calculated using Pearsom&ation coefficient, which
is little influenced by time shifts between the amplitude neth signals. Thus, the results
of the measurements do not describe the interchannelomthiips that have been achieved
by using convolutive mixing, for example. The mouierd of the Kings. Return of the
King had significantly low correlation values for all channelst i is improbable that the
channels are completely independent. The movie is a bigdiymtgduction from the year
2003, and most likely that its audio content has not been dnixg@ng the conventional
pair-wise amplitude panning methods, but recorded usimmgaphone techniques.

There are weaknesses in the use of correlation coefficieatrmgasure of amplitude
panning. When there are independent signals present irobdtle channels that are being
measured, correlation coefficient varies as a functionetiplitude panning coefficients,
even though they conform with the energy-preserving rude (=g. 2.3) on page8). The
correlation coefficient is largest when the common signal tbeen panned equally to the
both channels. The correlation is low if the other amplitpdaning coefficient has a small
value. This can be shown in the form of equation, and Fallstieseo signal model in
Equation 8.1) is good for the purpose, but now written in the form of enepggserving

amplitude panning:
z1(k) = a1s(k) + ny(k) 4.2)
zo(k) = ags(k) + na(k) '

Herexz (k) andxs (k) are the signal channels from which the correlation is meakuFhe
common signak(k) is amplitude-panned using energy-preserving coefficientsnd as.
Signalsn, (k) and no(k) are independent, and they do not contribute to the coroelati
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coefficient. Similarly to what was done in Equatidh9), the correlation coefficienp can

be characterized by
a1a2Ps

VP Py
wherep, is the power of the common signal, apg andp,, are the signal powers of the
known signal channels, which have the following dependemcthe power of the common
signal, the panning coefficients and the powers of the inuidg& signals:

P = (4.3)

Pzy = a%ps + Pny (4-4)
Pzy = a%ps + Dny (4-5)

Figure4.4 shows how Pearson’s correlation coefficient changes ascidanof ampli-
tude panning coefficients. White noise signals were used(for, n (k) andnsy(k). The
common signak(k) is 9 dB more powerful than the channel-specific independgnéis
n1(n) andna(k), which have equal powers. The way how the correlation coeffis mea-
sure amplitude panning stresses the fact that the resuttisoDVD analysis experiment
do not reveal accurately the amplitude panning relatigpmssbietween the channels. Thus,
the results give indications of the relationships but manmlex similarity measures are
required to exactly measure the use of amplitude panning.

The instantaneous powers of the five-channel audio signate ealculated in addition
to the investigation of the interchannel amplitude pannigtionships. The power mea-
surements revealed that the center channel was the mostfpbalennel in the analyzed
DVD movies 67% of the time and it was generally 4.5 dB more péuve¢han the other
frontal channels and 10 dB more powerful than the rear cHanfié@e powers of the front
left and the front right channel were approximately equaivarall. Same observation can
be made from the equal powers of the rear channels. There p@&diminary assumption
of the symmetry between the signal channels of the left agid sides in the test. The long
run balance between the power levels of the left and righpeup this assumption.
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Figure 4.4: The correlation coefficients between two chewvhich consist of a common
amplitude panned signal and independent signals. The consignal is 9 dB louder than
the independent signals. The signals consisted of whitenoi



Chapter 5

Experiments

5.1 Motivational listening test

A particular topic of interest in this work was finding modétmon methods for playback
of audio signals from compact, non-standard, loudspeaksigurations. A specific listen-
ing experiment was designed in order to study what are tlfierdifces in various physical
arrangements of loudspeaker drivers in such a compactpea#ter system. However, be-
cause of practical reasons the test was conducted usinghmaes as sound reproduction
devices. One of these reasons was the requirement of ketbjgiegperiment as a blind test,
in other words not giving the subjects any clues about thédpaaker layouts that they were
listening to. It would have been also a time-consuming tasthinge the layout after each
test case. Finally, the loudspeaker virtualization alldwlexibility in the positioning of the
loudspeaker.

Binaural impulse responses of a loudspeaker were meassirgglan artificial head. The
measurements were repeated for different loudspeakeattatigns. The impulse responses
were used to create virtual loudspeaker systems that ceultened using headphones.
Monophonic and multichannel versions of test audio signale played from these virtual
loudspeaker systems and the subjects were asked to ddfentriies between mono and
multichannel cases. This was expected to give informatimutthe different loudspeaker
layout and their suitability for compact but spatially riglayback of audio.

5.1.1 Testsetup

The first step in setting up the test was to measure binaugallga responses of M-Audio
StudioPro 3 loudspeaker with different orientations. Tleerflplan of the listening room
was rectangular with one 5.2 m long wall and another 6.3 m lgally The height of the
room was three meters. Georg Neumann GmbH KU8L1i artifial heedused for recording

a7
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the impulse responses. The location of the artificial heataneed constant during the
measurements whereas the angle of orientation of the leaélep changed. The room and
the locations of the loudspeaker and the artificial head llrgtriated in Figures.1 The
loudspeaker was intentionally placed to a non-symmetgcsition in the room. Non-
symmetrical in this case means that the distances from deevgalls were not equal. The
loudspeaker was also placed 1.5 meters away from the batkWedre was a distance of
2.5 meters between the artificial head and the loudspeaker.h&ad and the loudspeaker
were at a same height, 80 cm. The room layout was wanted twfallregular rather small
living room, where a compact loudspeaker system and thenbistare more towards to the
center of the room than to the walls.

(a) Zero degree case

(b) —40 degree case

Figure 5.1: The layout of the room while recording the bigdimpulse responses of the
loudspeaker with various angles of direction.
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In the initial setup, the loudspeaker driver was facing thies ef the artificial head. This
case shown in Figuré.1(a)is referred to as zero degree case. The binaural impulse re-
sponse of the loudspeaker was measured in this locatior&#fe next measurement the
loudspeaker was rotated 10 degrees towards the wall onftreide of the artificial head.
The rotation of 10 degrees was repeated after every measatemtil the loudspeaker was
directly facing the wall on the left side of the head, thush#ag the azimuth of 90 degrees.
Then same measurements were repeated so that the loudsgeadewas facing the wall
on the right side of the artificial head, covering the rotatamgles from—10° to —90°.
Figure5.1(b)shows the-40° case as an example. The measurements yielded 19 binaural
impulse responses in total.

The measured binaural loudspeaker impulse responses seaateaiconstruct 10 different
virtual loudspeaker layouts. All the layouts consistedhoée virtual loudspeakers named
left side, center and right side speaker according to trextions where their drivers were
pointing to. In all cases, the center loudspeaker was mgjrdirectly at the listener while
the direction angles of the side loudspeakers changed betdifferent layouts so that they
had different signs but same absolute values. The side peafters were, that is to say,
mirror images of each others in respect to the center axis.

The virtualization of the loudspeaker layouts was achidwgaonvolving three mono
channels with respective binaural impulse responses andchswg up the resulting stereo-
phonic signals. Two different tri-channel signals weredu® the experiment. The first
signal was composed of four separate instrument tracks afree song. Two of the in-
struments were played back from different side channelstlaadast two from the center
channel. The second signal consisted of white noise bantifs egiuivalent rectangular
bandwidths (ERB). None of the bands were overlapping ang wexe thus uncorrelated
with each others. The noise bands had equal sound powes.lé®eth side loudspeakers
played four bands and the center speaker played 8 bandsoffasignal types all 10 virtual
loudspeaker layouts were calculated. For all the layoutisségmal types also comparison
signal was made by summing the three audio channels as orecheomel which was then
convolved with the three loudspeaker impulse responses.

The headphone model used in the test was Beyerdynamic DRP820There was not
any individual headphone equalization used. During theeempent, the subjects had to
compare a reference sound X to samples A and B and tell whielobthe samples A or
B had been chosen as the reference. The A samples repreabmdgd the situation where
all three virtual loudspeakers played uncorrelated chiarare the B samples the situation
where all three virtual loudspeakers played the same mownm-aoix. The user interface
of the test program can be seen in Figbr2 There were 20 different ABX test cases: 10
loudspeaker layouts for both two signal types. The subpatssvered to each test case only
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once, and the order of the test cases was randomized foreathiects. In the beginning
of the test the subjects went through a short training petigthg which they learnt how to

use the test program to listen to the samples, and practiesihly the possible differences
between them.

Test 1/20

Play A ‘ Play B ‘

Play X

Choose whether

& Xis & " XisB

Next

Figure 5.2: The user interface of the listening test. Theriers had to choose whether the
audio sample X was equal to the sample A or sample B.

5.1.2 Results

In total 16 subjects performed the listening test. The tesare shown in figuré.3. The
Y-axis denotes the ratio of correct answers and the dineetimgles of the virtual side loud-
speakers are on the X-axis. For each of the 10 side loudspazkeuths there are two bars:
black bars for the music cases and white bars for the noigscas

With both signals types, a raising tendency can be found themesults as the azimuths
of the side loudspeakers are increased. For the zero degsedlw proportion of correct
answers stays below 50%. It should be remembered that irethedegree case the samples
A and B are the same, although a slightly different processgimcedure was used. The
difference between the samples is that all four signal cbisnimave been first convolved
separately with the binaural impulse response of the zegoedecase and then summed
in A. In B, the signal channels were first summed as four equ@iarchannels and then
convolved separately with the same impulse response.

The number of correct answers@twas 7 for the music and 5 for the noise, which are
47% and31% of all the answers. The latter ratio seems low when one keepsrid that
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Figure 5.3: The results of the listening test. For both, thisimand the noise samples, the
results are reported as percentages of correct answergdférent direction angles of the
side loudspeakers.

there were equal probabilites for correct and incorrecivans, and the expectation value is
50%. According to the probability theory, the probability ofttieg 4 correct answers from
n listeners is given by the probability mass function of thedonial distribution

P(K =k)= (Z)p’“(l —p) R, (5.1)

wherep is the probability of a correct answer. This probability i§ @or the zero-degree
case. Figurd.4 shows the binomial distribution for = 16 listeners. The probabilities of
getting 7 and 5 correct answers in the case ef 0.5 are17% and 7%, respectively. The
probability that half of the answers are corre($:. These probabilities can be compared
to the case when there are= 100 listeners. In ouf®° case for noise, there are three correct
answers less than the expectation valuen K= 100, the probability that the number of
correct answers is three less than the expected amount obttect answers 8%, which
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is near to the probability of getting 5 correct answers whea 16. However, ifn = 100

andk = § — 3 = 47, the ratio of correct answers4§%. Thus, a quantitatively small and
probable deviation from the expection value of the corresigers can lead to a big drop in
the ratio of the correct answers if the number of test subjeas low as in this experiment.
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Figure 5.4: Binomial probability distribution for = 16 tests.

As the direction angle increases, the ratio of the musicadsgincreases only slightly. At
90 degrees the ratio has risen to around 70%. At this azinmattdifference between the
samples A and B should be most evident. This is caused by thetidity properties of
the loudspeakers, which attenuate the high frequenci¢atbaadiated to the sides of the
loudspeakers significantly more than the low frequenciesiteg to the same direction. The
directivity patterns of the loudspeakers are shown in E&ub. When the side loudspeak-
ers have been rotated, the directivity pattern of the loedker attenuates and colorizes the
high frequency sound that arrives to the ears of the listeizethe shortest path possible.
This in turn should increase the perceptivity of the higlyérency reflections from the walls
because they do not suffer from the colorization or the atian that much. This means
that the increase of listener envelopment achieved by flextions should be most notice-
able at the azimuth of 90 degrees. With the noise the increfabe right choices at higher
direction angles is much more evident. After the azimuth@tidgrees the proportion of
correct answers in the noise cases fluctuates between 80%9©af

One more thing to notice from Figue3is an exceptional peak with the music cases at
the azimuth of 30 degrees, where the amount of correct asswat highest, at 75%. This
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500 Hz 1000 Hz 2000 Hz

Figure 5.5: The directivity patterns of the loudspeakedurghe test. The responses have
been normalized to 80 dB for on-axis’j(position.

may indicate that there is a clear difference between theksnat this azimuth. However,

the listeners did the selection for each case only once,humieans that the test results
cannot give a statistically significant measures aboutuberjoticeable differences. Some
listeners that could not distinguish between the samplasd®Bacould have still chosen the

correct answer. This problem of a possibly excessively pighk is closely related to the

low proportion of the correct answers for the noise samples@ azimuth.

5.1.3 Conclusion

Most subjects reported that choosing the sample equal toefeeence was easy for the
noise samples and very difficult for the music. This obséwmais consistent with the
results in Figurés.3, which show that the probability to choose a correct answir moise
increases significantly as the rotation angle increases.s@ime increase is much slighter
with music.
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The better ratio of correct answers for the noise samplegghehdirection angles can
be explained by coloration of high frequencies. Sound if@atad also from the sides of the
loudspeaker, and the high frequencies of this leakage sa@nchuch more attenuated than
the low frequencies. When the loudspeakers are rotateddhe ef the loudspeakers are
facing the listener more and more directly, and thus moré®fdéakage sound reaches the
ears of the listener. The majority of the sound energy radifitom the loudspeaker will
arrive to the ears of the listener after a wall reflection, iahds a longer path to the listener
than the leakage sound, which is the first sound arrivingeae#rs.

The noise signals had much more powerful high frequencyetrihan the music sig-
nals. When the rotation angle of the side loudspeakers wgs, lthe spectral properties
of the sound coming from the center loudspeaker and the eigispeakers were differ-
ent. The test subjects were comparing the differences leetwaultichannel version and
mono mix version of the sound, and could hear more easily ifferehce when some sig-
nal components moved partially from a loudspeaker to amotimethe case of the music
samples, the coloration of the high frequencies was notevtidlherefore the test subjects
could not usually perceive the change of the spatial imagértually any difference be-
tween the mono mix and the multichannel mix. The differenevieen the A and B music
sample was probably too small compared to the correspordiffegence between the A
and B noise samples. The test could have been modified byirgltise test subjects to
listen to the drums of the music samples. The drums were glbagek from the right side
loudspeaker in the multichannel mix and the drum track dnathcymbals, which are very
loud at high frequencies. Knowing this, the listeners cdwdsle been able to distinguish
between music samples A and B more easily.

The experiment could not show clear differences betweewitheal loudspeaker con-
figurations. A palpable reason for this is that listening idualized loudspeakers using
headphones is not a natural listening situation. The soonmdrgy from the headphones is
not changed if the test subject moves his or her head. Therheaements, however, play
big role in sound localization. A possibility of using a hetadicker to change the sound
according to head movements would be beneficial to make thealioudspeakers more
realistic b]. When the loudspeaker configurations of the experimenewstened to sub-
jectively in the real environment and in various listeniragitions, clear differences could
be perceived between the multichannel and mono mix cases.

Another issue in the listening test setup was the compagiofethe virtual loudspeaker
system. The binaural impulse responses were recorded fientotidspeaker which al-
ways remained in pretty much the same location of the roomy @ orientation of the
loudspeaker was changed between the measurements. Témm syas almost unrealizably
compact. Although this was specifically wanted from theesystsome later non-formal ex-
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periments were made with a system, in which the side loudtspedad been moved 20 cm
off from the center and more towards the walls. These teggesied that moving the side
loudspeakers could help in discriminating between the iohdhnel and the mono mix,
when listening to the virtual loudspeaker system played ffiemen headphones.

5.2 Enhancing spatial dimensions of a compact loudspeakefay-
back system

A listening test was conducted to experiment with the plaibaf stereo audio signals
from an experimental compact loudspeaker system. Thetolgesf the test was to convert
two-channel signals to three-channel signals, and plasethdting signals from three loud-
speakers. Using a three-channel system was believed to@nltze spatial dimensions of
the perceived sound image in comparison to a two-channeddaption system. Unlike the
test that was described in Sectibr, this experiment was conducted using a real compact
audio system rather than a virtualized loudspeaker systecompact two-channel system
was used as a reference playback system for the unprocdssea gudio.

Three of the audio transform techniques presented in $eRti@re chosen as processing
methods for transforming the two-channel stereo audioreetichannel form. The aim of
the processing was to get a separated center channel andidevchannels that would be
reflected from the boundaries of the listening room, andatptdduce sensation of a diffuse
sound field. The participants of the test were asked to etathe spatial dimensions of the
sound image in comparison to the reference stereo. All ghenlers performed the test in
two listening positions.

5.2.1 Testsetup

The experimental sound reproduction system used in theveesh three-channel compact
loudspeaker system, which consisted of a center loudspeaketwo side loudspeakers.
The model of the loudspeakers was M-Audio StudioPro 3, aeid tlirectivity patterns are
shown in Figureb.5. The side loudspeakers were in anglest@° while the center loud-
speaker had its driver pointing to the zero degree rotatighea thus directly to the listener
sitting at the sweet spot. A compact stereo system was placedp of the experimental
three-channel system as a reference system. The test sélluptirated in Figuré.6. The
three-channel playback system was designed to be situatdather small room, where
the room dimensions would allow exploiting the wall refleas in producing diffuse sound
that would reach the ears of the listener from the sides. Whis expected to enhance the
spatial properties of the perceived sound image.
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The objective of the test was to measure changes in percspagdhl dimensions of the
sound image. The comparison was made between the differ@reggsing methods and un-
processed stereo. Unprocessed reference stereo was phgledsing the reference stereo
system which consisted of two loudspeakers in angles4af. These rotation angles were
conceived as a compromise between ##° and0° azimuths, at which the loudspeaker
drivers would be facing to completely opposite directionaxactly same directions. The
stereo loudspeakers 190° azimuths would sound unnatural to the listener at the center
axis because all the loudspeaker drivers would be pointiinigaon the listener, and the di-
rect sound reaching the listener directly without wall retitens would be coming through
the side panels of the loudspeakers. The frequency-depedulectivity patterns (see Fig-
ure 5.5) of the loudspeakers would attenuate considerably theehifflequencies, which
would cause coloration of the sound. The zero-degree systertihe contrary, would not
make good use of the wall reflections and would be a bad refergystem for the purpose
of this experiment.

Figure 5.6: The loudspeaker layout used in the listening fEwree loudspeakers used for
playing processed audio are on the bottom. Upper two lowdspevere used to play the
stereo reference.

The side loudspeakers of the three-channel compact loakispsystem had two func-
tions. First of all, they were used to play diffuse side signahich would be reflected
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from the walls of the room. Having diffuse sounds coming fribva sides of the listener
was supposed to give a beneficial boost to the size of theipedceound image. In the sec-
ond place, the side loudspeakers were used to pan the proeatgr signals to be located
between the center and the side channels.

Three of the different processing techniques describedeicti® 3 were applied to
modify stereo audio signals to a suitable format for the arpental loudspeaker system.
These were the stereo decomposition method by Faller, apriambient signal extraction
method based on principal component analysis, and DirA@. tfdmsforming method by
Goodwin and Jot was not considered to be very suitable fargasing stereo signals. The
analysis phase of the Goodwin and Jot method would meretuleaé the energy-based lo-
calization vector for each sub-band, and interpret thattdide amplitude panned sources
in the respective locations play the sub-band signals. Tétad would not extract any
diffuse sound from stereo signals, and playing diffuse doisom the side loudspeakers
was the primary starting point for the experiment.

The Faller and PCA methods both extract a primary signal amdside signals from
the original stereo signal on each sub-band. The methodsaalslyze how the primary
signals were amplitude panned between the original staais. (' he location information
will be needed later in the synthesis process. In the expetinit was assumed that the
original stereo signals were intended for playback fromdsad stereo system that has the
loudspeakers iA-30° angles. This assumption limited also the directions of tedyezed
primary sources. In the synthesis phase, not much proceesis applied to the primary
signals given by the two methods. They were simply panndgtieltetween the left side
and the center channels or the right side and the center elsanithe panning method
used was regular energy-preserving amplitude panning. difhese side signals, or the
ambience signals in other words, were played back from tthe lsiudspeakers without
further processing.

DirAC, in comparison with the other two algorithms, has datént kind of analysis and
synthesis scheme. First of all, the directional and diffiess analysis is performed sepa-
rately for each Fourier bin instead of critical band$§][ Furthermore the primary sources
are not separated from the diffuse sound. DirAC measureditéetions of particle veloc-
ity at the listening position, while the other methods mdtieloriginal arrival directions of
the sound sources. The difference is that the particle itglbas a wave nature unlike the
directions of the sound sources. Therefore the directiopacticle velocity changes even
in the case of single sound source. For the analysis of steréio this means that the di-
rections are detected from an angular range that is grédwerthe assumett30° range of
stereo playback. The azimuth angles resulting from thestanalysis are limited t&90°
as reported in41].
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The three-channel signals synthetized by DirAC consistedio-diffuse and diffuse part.
The non-diffuse part was played from all three loudspeastedsthe diffuse part was played
from the side loudspeakers. The non-diffuse synthesis asedon the sum and difference
signals calculated from the original stereo signal chann€he center channel played the
sum signal, and the side channels played the differencalsigifhe left side loudspeaker
played the phase inverted version of the signal played ftaright side loudspeaker. The
non-diffuse signals were multiplied by channel specific timet-adaptive amplitude gains.
The gains were calculated according to the azimuth analyiemation. Vector base am-
plitude panning (VBAP)39] was used to calculate the instantenous gains, which were th
adapted using channel energies in the same way d8JinThe diffuse signals were filtered
from the original stereo signals by using an uncorrelatitigrfi This experimental imple-
mentation used an all pass filter that randomized the phdsbe é-ourier bins. Finally,
the non-diffuse and diffuse signals were summed with thegpate diffusiness weights
applied.

Eight stereo audio excerpts were processed using the adatemed methods and played
in the test. Five of the audio samples were taken from pop ecidalbums released in the
years 2006-2008. These excerpts were representing préggmhixing techniques. For
comparison, an additional pop song from the year 1998 was ase test sample. The
seventh sample was taken from a radio broadcast and it tem&iEthe speech of a sports
reporter over a singing audience at a hockey stadion. Thedasple was a recording of a
symphony orchestra.

There were 12 participants in the listening test. The ppdits were research students or
researchers in the field of acoustics and audio engine€rimgy were asked to compare the
processed samples to the reference and give their preéefenthe spatial width and depth
of the perceived sound image. The abstract term sound imageold to be comparable to
the size of the sound stage on which the sources in the soundené heard to be located.
The test subjects were advised to ignore all the other pgsdilanged charasteristics in the
modified sound and sound quality issues, for example distoand audible artefacts.

The evaluation scale of the test was from 0 to 100. The scoreeziht that the processed
sound had equally good spatial dimensions as the referea@os Lower score denoted
that the spatial dimensions of the processed sound werewltas those of the reference
stereo. Similarly scores greater than 50 were given to sssnphich had better required
properties than the reference. The participants were alsadato give comparable scores
to the three processed samples of each audio excerpt sd¢hane with the best spatial
dimensions had the highest score and the worst one had tkeetlsaore. The user interface
of the listening test program is shown in Figl&&.

All the test subjects had a short supervised training pdyafdre the test. In the training
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Trial 1 of 8: Speech
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Figure 5.7: The user interface of the listening test program

they learned how to use the test program and which propestidse signals they should
compare between the processed samples. During the telstoftie participants listened
to the reference stereo and all the processed samples ajlalleeidio excerpts. The orders
of the excerpts as well as the orders of the processed samplesrandomized for each
participant. Everyone conducted the test in two listeningifpns. The first listening
position was on the central axis of the loudspeaker systahttesecond one was an off-
axis position closer to the wall of the room. Fig&@illustrates the two listening locations
in the room as well as the location of the loudspeaker syst#nshould be noted that
the center axis of the loudspeaker system is not exactlyantlidway between the side
walls. This placement was intentional and it aimed to avb@dymmetrical special case of
having the loudspeaker system on the center axis of the rdbmdimensions of the room
were: width 5.7 meters, depth 7.4 meters and height 3.0 melée room was intended to
simulate a regular living room.



CHAPTER 5. EXPERIMENTS 60

ag O

U

Figure 5.8: The locations of the listening positions anddloelspeaker system in the room.

5.2.2 Results

The results of the listening test were analyzed using a girfwin, lose or draw” system.
The basic idea was that the processing methods were com@etiinst each other in pairs
and in every comparison the one with the better evaluati@nesgot one point. If the
listener gave same score to two methods, both methods da paint. This system can
be considered equal to a sports tournament of three comsetitvhich then get points
according to won or drawn games. This comparison or “touardfnvas made separately
for the answers of each excerpt by each listener. Finakywtimning ratios of the method
over the others could be calculated from the scores. Thibletigproducing simple key
ratios of the performances that the methods have over aliubgcts, all the excerpts, in
both listening positions, or any combination of them.

The general results of the listening test are shown in TaldleThe results can be char-
acterized by saying that the spatial dimensions of the naeltyoFaller were usually rated
the best from those of the chosen methods. It was rated hleéerDirAC in 86% of the
cases and better than PCA method in 67 % of the cases. The P@adrtead the second
best spatial properties in general as it was rated bette@iv&AC in 75% of the cases while
it was better than the Faller method only in one third of theesa Hence, in overall scores,
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DirAC was the worst.

Table 5.1: The overall results of the listening test. On yvew there is a percentage of
what was the probability that the method in the specific rovg Wwetter than the method
named in the column.

Methods| Faller PCA DirAC
Faller - 67 86
PCA 33 - 75
DirAC 14 25 -

Listing the results was not all that simple, however. Thdgrances between the three
methods varied in some extent from excerpt to excerpt andapyebetween the listening
points one and two. The difference between the listeningtpaan be seen by comparing
the Tables.2and5.3. The overall scores between the Faller method and DirAC eaglyn
the same for both the listening positions, whereas the sajrtie PCA method decrease at
the listening position two from those of the first listeningsftion. The preference between
the methods, however, stays the same for the both listersigigns.

Table 5.2: The overall results in the listening position.one

Methods| Faller PCA DirAC
Faller - 62 85
PCA 38 - 81
DirAC 15 19 -

Table 5.3: The overall results in the listening position two

Methods| Faller PCA DirAC
Faller - 71 87
PCA 29 - 70

DIirAC 13 30 -

Interesting observations can be made by looking at the geeralues of the actual eval-
uation scores. Taking a look at the means per audio excerpgxample, one can see how
successful a processing technique was in comparison tégrepgeference. Tab®g4lists
the mean evaluation values of each processing techniqueaftir song in both listening
positions. It should be remembered that values over 50 niesiriite processed sound had
better spatial dimensions than the reference stereo whtreaalues below 50 mean worse
spatial dimensions. The Faller method has always meanswalnécover 60. The means of



CHAPTER 5. EXPERIMENTS 62

the PCA method are generally lower than those of the Fallé¢hoaebut still more than 50.

The excerpt number five is an exception: the Faller methoctleasly lower mean score
than the PCA method. By average, the two first methods are taienprove the width and

depth of the spatial sound in comparison to the referencecst©n the contrary, the mean
values of DIrAC reach the reference score 50 only with threegpts and exceed it merely
with the eighth excerpt.

Table 5.4: The average evaluation scores given by the ¢éistenEach row presents the
processing method specific values for one sound excerpue¥ajver 50 mean that the
processed sound had better spatial dimensions than tlienmegestereo whereas the values
below 50 mean worse spatiality.

Faller PCA Dirac
72 63 50
69 64 42
73 51 50
62 57 41
61 68 43
62 60 45
72 63 46
74 65 55

0o N o ok WwN PP

The dispersion of the evaluation scores was relativelyelaiithe answers for each song
and processing method over all the listeners had standaidtidas which were nearly
always something between 10 and 20. The best mean value i@ Tdlwas 74, which is
24 more the reference but the lowest average value stayee 860 For most of the sound
excerpts in the test, there were scores both greater anthes$0 given. There was not
a simple suitable method found for normalizing the scoresrgby the test subjects and it
should be remembered that the average values are easiiedfay outliers. Therefore the
results should be interpreted only as indicative of whatllohprocessing methods should
be used in further testing and development for this kind ahsloreproduction systems.

5.2.3 Conclusion

The experiment measured the performance of three progessithods that were used to
transform two-channel stereo audio to a three-channel tbanis suitable for the three-
channel compact loudspeaker system under the experintent#® compact two-channel

stereo system was used as a reference sound source. Thienexp@valuated the listening
experiences of 12 test subjects. They were asked to scdrepthéerences of perceived
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spatial dimensions, namely width and depth, of the soundjémdayed from the compact
three-channel loudspeaker system. The test showed thaif tive processing methods, the
Faller method and the PCA method succeeded to improve thmlsmage in comparison

to the stereo reference. The Faller method was usually theetest. The third method,

DirAC, did not perform as well as the two other methods. Din&&s scored, by average,
worse than the reference stereo.

There were two different listening positions under exaridma The first listening posi-
tion was the sweet spot, which was located three meterdlgiiedront of the loudspeaker
system. The second position was an off-axis listening ositear the side wall of the
room. The PCA method was rated slightly worse in the secatdriing position. The
preference order of the three methods remained the sameybow

One reason for the poor performance of DirAC is that it haslukeloped for analyzing
the three-dimensional B-format audio signals, which aramhéo capture the sound field
in a given location. DirAC is meant to calculate physical sweas from the sound field
information, although the author of the method has testatsit on two-channel and mul-
tichannel audio signals with success. However, the stégeals contain only little spatial
information in comparison to sound field measures. The migreakbased methods used
in the test, therefore, had a better evaluated performaBiedC cannot extract diffuse
signals from stereo signals either, but the diffuse sigmalst be filtered from the original
signals. Possibly the use of a more powerful uncorrelatitgy ftould have improved the
performance of DirAC.

The test showed that the spatiality of the sound image pestilly a compact two-
loudspeaker stereo system can be improved by adding a thidspeaker so that there
are a center loudspeaker and two side loudspeakers. Sigaktlygfactors like the exis-
tence of audible processing artifacts or distortion wetenm@asured in the experiment, and
these should be tested separately. The experiment did ngiare the compact loudspeaker
system to the standard stereo playback either. Furthestigation needs to be done on suit-
able processing methods for the compact audio systems attte@patial improvements
achieved by these systems. The number of test subjects todeelincreased. The methods
that performed well in the test form a good basis for furthreraiopment.
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Conclusion

This work was a research on transform techniques that madififichannel audio con-
tent for non-standard loudspeaker configurations. The fication process was desired to
preserve the spatial properties that the audio reprodutias in the original loudspeaker
configuration. The initial objective of the work was to deygk technique of this kind. The
type of loudspeaker systems that was under special inte@sthe compact loudspeaker
systems. In such systems, the loudspeakers are locatedtaleach others in a single spot.
The research started from studying methods for spatiabaattlysis. These included the
human auditory system, which is indeed one of the most deli@adio analysis systems.
The other described spatial analysis systems were mordgria-$ased type, and included
channel similarity measures and source separation tastsid he latter are specially used
in the information theory. Various techniques for the sgddtansformation of audio signals
from a format to another were reviewed. The development wbtke transformation tech-
nique was supported by an analysis of commercial multichlaandio recordings, which
measured interchannel relationships and power values tinensignal channels. Finally,
two listening experiments were conducted to study the &ctrapact loudspeaker systems
and suitable processing methods that adapt audio contetfiefee systems.

Multichannel audio coding techniques rely also on the apatialysis of multichannel
signals. The signal similarity measures that are used icddang techniques seemed like
a promising starting point for the research. In these tephas, the similarity measures are
calculated separately on frequency bands that mimic thiecayatritical bands. They can
be thereby described to be psychoacoustically motivatde: audio coding methods aim
to remove similarities from the signals and then later netfsgtize them. This could be
beneficial in the audio transformation techniques. Indeed,of the studied multichannel
format conversion techniques exploited the cross-cdioelaneasures, which are used in
multichannel audio coding, to successfully extract priyrgignal components from stereo

64
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audio signals. This technique seemed promising to be gerestdor the modification of
multichannel content with more channels as well. The tegsmade an initial assumption
about equal power levels of channel-specific independgniats, but the assumption did
not appear to scale well for audio content with more than thanoels, however.

Preliminary knowledge about the actual multichannel aaindeas gathered by analyzing
DVD movies and concerts. The means of analysis were crasslation coefficients and
instantaneous power measures. The correlation valueseshthat generally the frontal
channels of five-channel surround systems had common aglppanned signals. The
two rear channels had common amplitude panned signals éeteach others, but rarely
shared signals with the frontal channels. The power measnts clarified that there is a
long-term balance between the power levels of left and tgltftplanes. The investigation
of more delicate interchannel relationships was left faufe work. These relationships
can be for example panning using time-shifts or other cartixa@ mixing methods. Solving
these relationships requires also more complex channdhsity measures, which would
help in transformation of multichannel audio signals ad.wel

Developing a transformation technique for multichanneliayroved to be significantly
more complex task than the transformation of stereo signblerefore, the main effort
in the listening experiments was put into studying the aayliility of the present day au-
dio format conversion techniques for the playback of twertlel stereo signals from a
compact loudspeaker system. The first listening test exgaried with different compact
loudspeaker systems. These were realized virtually byrégirding binaural impulse re-
sponses and then constructing various loudspeaker laggute means of convolving the
input signals with the impulse responses and then summéngahvolved signals. This test
did not show much differences between the virtual loudspesgstems although it revealed
that the differences in how the signals were played were neasler to distinguish from
synthesized noise signals than from natural music sigfalgas assumed that the virtual-
ization was a factor that caused poor perceptual resolatidhe differences between the
input signals. Therefore, the next listening experimens wanducted using a real, albeit
experimental, compact loudspeaker system. Three proceswthods were tested as audio
transform tools. It turned out that two of the systems comlgrove the spatial dimensions
of the audio material played from a three-channel setuprmpasison to the original signals
played from a compact two-channel setup. The two-chanrep s®uld be compared to a
conventional beatbox also known as “ghetto blaster”. Thealtef the experiment denotes
that existent stereo playback systems could be improvedithyg a third loudspeaker and
using spatial processing.

The present day blind signal separation technigues aregetfective and fast in terms
of computational power, and they could be applied to mudtictel audio transformation
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processes that are performed in real-time. The goal of the ®8hniques is to perfectly
reconstruct original signals that form the mixture. Thislgeequires that the number of
signals to be extracted is equal to or less than the numberxtiima signals. This is rarely
a valid assumption for the multichannel audio signals. &laee less strict requirements for
a new group of source separation methods that is calledesparsponent analysis. These
can prove as promising spatial transformation tools farrfitnultichannel audio methods.
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