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## 1 INTRODUCTION

### 1.1 Wireless multihop networks

A wireless multihop network refers to a network formed independently by mobile, wireless terminal devices without the aid of any fixed infrastructure. Communication over this kind of network occurs in a decentralized way, with the devices (or, henceforth, network nodes) relaying each other's traffic and connections between node pairs thus being formed over multiple transmission hops. Thus, besides being terminals, the network nodes also function as routers.

The application of wireless multihop networks is generally divided into two scenarios: sensor networks consisting of dedicated devices that provide monitoring or measurement data on their surroundings, and ad hoc networks formed anywhere and at any time, with communication as the primary purpose. The latter term is often used synonymously with wireless multihop networks in the literature.

Because of their intrinsic properties, wireless multihop networks have remained a challenge for commercial implementation: although, e.g., current Wireless LAN cards feature the ability to operate amongst themselves in an ad hoc mode, they lack the multihop functionality. However, this has far from discouraged the research community: wireless multihop networks have been studied with constantly increasing activity, both before and since the Internet Engineering Task Force (IETF) created the MANET working group (short for Mobile Ad-Hoc NETworks) as a forum for the study of this area in 1999 [MAN05].

### 1.2 Performance problems in wireless multihop networks

The nature of wireless multihop networks poses completely new performance and design problems. In this section, we introduce some characteristic problems, most of which we will be discussing further in this thesis.

## Connectivity

Due to the nature of wireless links and the unconstrained locations of network nodes, the topology of these networks is dynamic. This leads to perhaps the most fundamental problem, namely, the requirement that the nodes form a single connected network that allows them to communicate with each other in a multihop fashion.

The natural analytical framework for studying connectivity is graph theory. However, applying graph theory to these networks requires a definition of when a single link is connected. This boils down to issues on the physical layer: the quality of reception of a radio transmission depends on the signal-to-noise-and-interference ratio (SINR) at the receiver. From an information theory point of view, any positive SINR makes successful communication possible; only the achievable rate of communication depends on the SINR
[Sha49]. From this viewpoint, any link and hence any given network can always be said to be connected.

To say that some link is not connected therefore requires us to set a minimum value for the SINR corresponding to a required minimum rate of communication. Such a minimum value may also be dictated by technical design choices, such as the existence of proper modulation and coding schemes within a given communication framework. We will return to this issue in the next section, where we introduce two network models, both based on this idea but one more detailed than the other.

Another choice to be made when harnessing graph theory is whether to consider unidirectional links, which may often exist in practice: transmissions are well received in one direction but not in the other. As in most studies, we choose not to consider unidirectional links, the reason being, e.g., that they render acknowledged forms of communication difficult. This allows us to concentrate on undirected graphs.

Finally, connectivity itself is also subject to definition. Throughout this thesis, we study connectivity as defined in graph theory, namely, by the requirement that all node pairs are connected by the network. We also study the generalized property of $k$-connectivity, which means that the network remains connected after the removal of any $k-1$ nodes. In other words, by $k$-connectivity we mean $k$-node-connectivity, as opposed to link connectivity, which characterizes resilience against the removal of links. For comparison, connectivity has also been identified with percolation, i.e., the existence of an unbounded connected component in infinite random networks; we will also review existing results on percolation in the coming chapters.

The assumptions outlined above lead to the modeling of the topology of wireless multihop networks by geometric random graphs. In the simplest case, such a graph contains an undirected edge between all node pairs and those node pairs only - that are less than some predefined distance apart. As we will see in the next section, this case results from the Boolean network model. However, the earliest existing analytical results concern pure random graphs, or Erdős-Rényi random graphs [ER60], where every pair among a total of $n$ vertices is connected by an undirected edge independently with some common probability, $p$. It has been shown that the probability that such a graph is connected tends to one asymptotically if and only if $p(n)$ is such that $n \cdot p(n)-\log n$ tends to infinity with $n$, i.e., if the expected degree of a vertex $n \cdot p(n)$ increases faster than the logarithm of $n$ (see, e.g., [Bol85]). This condition was later shown also to hold true for simple geometric random graphs on vertices distributed uniformly at random [GK98], a case whose asymptotic $k$-connectivity properties have since been derived fairly exhaustively [WY04]. Recently, it has been shown that in the general case where the existence of an edge is dictated by any probability function of the pair of vertex locations, the logarithmic growth of the expected degree is still a necessary condition for asymptotic connectivity [Far05].

Beside the simplest geometric random graph, the connectivity problem has recently been studied under increasingly diverse modeling assumptions. A log-normal radio model - which also falls under the above gen-
eralized random graphs - is used in [HM04], where it is found that, as a result of the randomness in the radio conditions, the connectivity behavior resembles more closely that of pure random graphs. The benefit of using randomly directed antennae for connectivity is investigated in [BHM05].

## Coverage

One application of wireless multihop networks is sensor networks, where the main purpose of the devices is to measure or monitor some property in their surroundings, and the multihop communication ability serves the secondary purpose of delivering the sensor data to some central entity; see [ASSC02] for a survey on sensor networks. In this context, the coverage of a sensor network measures how well it is able to monitor a given target area (as, e.g., in the case of motion sensors).

Because of the large variety of possible sensor applications, coverage, like connectivity, is subject to a choice of definition. In [MKPS01], it is generally characterized as the measure of the quality of service (or quality of surveillance) of a sensor network. Generalizing the Boolean network model to sensor coverage leads to the modeling of the coverage region of a sensor by a circular disk whose radius equals the sensing range of the sensor, which indeed is the underlying assumption in the majority of existing studies.

Research topics related to sensor coverage can roughly be divided into algorithmic problems and analytical work on coverage processes [Hal88]. Examples of the former include finding optimal paths through a given bounded sensor network; the best-coverage path minimizes the distance of all its points to the nearest sensor, while the worst-coverage path maximizes this distance for all points. Centralized algorithms for both problems utilizing the Voronoi diagram and its dual structure, the Delaunay triangulation, are presented in [MKPS01], whereas localized algorithms are given in [LWF02]. Polynomial-time distributed algorithms for the sensor nodes to decide whether the target domain of the network is $k$-covered, i.e., whether every point is covered by at least $k$ sensors, have also been developed [HT03].

Given that the sensors have limited energy reserves, density control aims at maximizing the operational lifetime of the network by keeping a minimal subset of sensors active at each moment and letting the remaining sensors stand by in a low-power mode. One of the first studies addressing this problem under the constraint of preserving coverage is [TG02], and a recent, evolved algorithm for preserving both connectivity and coverage, along with an extensive survey of algorithmic sensor coverage problems, is given in [ZH05]. As in the latter study, many algorithms for maintaining connected coverage rely on the elementary relation that if a given set of sensors provides $k$-coverage of their target domain with a given common sensing range, then they form a $k$-connected network with a transmission range twice as great as the sensing range. Fundamental limits for the achievable lifetime in large random sensor networks are explored in [ZH04]. More results on the coverage of random networks will be reviewed in the next chapter.

Recent analytical results suggest that sensor mobility improves the coverage of sensor networks [ $\left.\mathrm{LBD}^{+} 05\right]$. Indeed, several algorithmic studies
consider directing mobile sensors so as to maximize coverage (see, e.g., [WCP04] and the references therein).

## Throughput and capacity

The fact that the wireless medium must be shared among the network nodes, together with the dual role of the nodes as both routers and terminals in multihop networks, gives rise to a limitation as fundamental in nature as the problem of connectivity. In the seminal paper [GK00], it was shown that as the density of nodes increases in relation to the typical distance between communicating source-destination pairs (as is also the case with larger and larger networks with constant node density and random destinations for each node), the burden from relaying other nodes' traffic grows for each node, with the result that the throughput obtained by each node for its own traffic diminishes. Thus, if every node is assumed to add its own contribution to the total traffic demand, then, because of the restrictions imposed by the spatial aspect, wireless multihop networks do not enjoy the virtually unlimited scalability of other networks.

Stated more precisely, one of the main results in [GK00], further refined in [AK04], states that under a so-called Physical model of communication, where the bit rate extracted from receiving a transmission is some step function of the prevailing SINR, a wireless network of $n$ nodes spanning a domain of area $A$ is capable of transferring at most $\Theta(\sqrt{A n})$ bitmeters per second. ${ }^{1}$ (We will introduce the Physical model in detail shortly; however, this result holds also for the Generalized Physical model, where the bit rate is the Shannon-capacity logarithmic function of the SINR ([AK04, Gup00]).) Thus, if all nodes generate traffic with some common constant rate, with destined receivers at average distance $\Theta(\sqrt{A})$, there are $n$ flows requiring $\Theta(\sqrt{A})$ bit-meters per second each, which yields a throughput of $\Theta(1 / \sqrt{n}) \mathrm{bit} / \mathrm{s}$ for each flow. Naturally, if the domain area increases with $n$, i.e., $A=\Theta(n)$, but communication remains local so that each flow requires $\Theta(1)$ bit-meters per second, the per-flow throughput also remains at a constant level.

It is important to note that these results are not ultimate informationtheoretic capacity limits. The assumptions behind the Physical model are based on the paradigms that dictate how current communication technology operates, but they are unnecessarily restrictive for ultimate limits for information transfer. For example, the assumption that all interference is essentially regarded as noise rules out the diverse possibilities of co-operative communication, such as active interference cancellation by some nodes in the network to improve the quality of reception of others. With this motivation, the aim in [XK04a] is to connect information theory to the world of networking, and find ultimate limits for how much information wireless networks can transport without making preconceived assumptions. Among the results in [XK04a], it is found that whenever the wireless medium is absorptive - which is generally the case - the transport capacity is upper bounded by a multiple of the total transmission power of all the nodes, which means that there is a lower bound on the energy price in joules

$$
{ }^{1} f(n)=\Theta(g(n)) \text { denotes that } f(n)=O(g(n)) \text { and } g(n)=O(f(n)) \text {. }
$$

per bit-meter of information transport. In addition, it is shown that at least in certain basic scenarios, the "multihop strategy" of coding and decoding packets successively hop by hop and letting concurrent transmissions be useless noise - which is a commonly agreed-upon assumption in current protocol development - is almost or completely order-optimal, meaning that it does not lead to drastically suboptimal scaling of transport capacity. This strategy is shown to be appropriate also for fading environments in [XXK05].

## Medium access control

One important design problem is medium access control (MAC). Although it is not so great an issue in wired networks, the solution used in wireless networks should allow the spatial reuse of the shared medium. Moreover, the time-varying network topology and the lack of centralized control in multihop networks render the use of coordinated MAC schemes difficult, making random access seem the preferred choice.

For later reference, probably the simplest random access protocol is Aloha [Abr70], in which network nodes transmit whenever they desire, and conflicts resulting from simultaneous transmissions destructively interfering are deduced from missing acknowledgements. Retransmissions are randomly delayed so as to avoid repeated collisions. The efficiency of this scheme is improved if transmissions are only allowed to occupy synchronized time slots; this is referred to as slotted Aloha [Abr73].

Another approach to accessing the medium, known as Carrier Sense Multiple Access (CSMA), is that network nodes determine whether or not to transmit by "listening" to any possible ongoing transmissions [KT75]. Although this is perfectly viable as such in wired networks, its implementation in wireless networks requires additional procedures around the receiver in order to overcome problems concomitant with the spatial aspect, such as so-called hidden and exposed terminals. CSMA is the basis for the medium access protocols used in WLANs [IEE99], while slotted Aloha is used, e.g., in the Random Access CHannel of GSM/GPRS [3GP05].

It has recently been shown that slotted Aloha, while making decentralized implementation possible, reaches the above upper bound for the scaling of transport capacity in wireless multihop networks [BBM04] under the Physical model. We will return to this matter in Chapter 3.

## Other problems

Among the performance and design problems that we will not discuss further in this thesis, one worth mentioning is routing. The dynamic topology of these networks makes the task of maintaining routing information challenging. A proactive approach may result in overwhelming signaling traffic as the information in a highly mobile network is updated, whereas relying only on reactive routing can lead to long connection set-up delays.

Finally, the fact that wireless devices are bound to have limited energy supplies calls for efficient power management: as we already mentioned, maximizing the operational lifetime of a sensor network is a widely-studied problem.

### 1.3 Common models for wireless multihop networks

This thesis presents the results of studies where the above performance problems are approached using diverse mathematical analysis techniques. As always when applying mathematics to complex real-life phenomena, this requires the object of interest to be represented with a model, stripped of all the complexity that is not essential - and perhaps, for the sake of tractability, even of some that may be essential. In this section, we introduce for later reference some popular models used in analyzing wireless multihop networks that our studies also rely on.

## Homogeneous Poisson point process

As already made apparent by the problem of connectivity, the geographical locations of network nodes are an important factor affecting the performance of wireless multihop networks, which underlines the need to model these locations. To take into account the possibility of practically any configuration of nodes, the locations are usually treated as random. Furthermore, unless more specific information is given, it is reasonable to assume that, a priori, the locations are uniformly distributed.

To this end, let us assume that $n$ nodes are randomly and independently located according to the uniform distribution over some bounded domain $\mathcal{A} \subset \mathbb{R}^{2}$ with an area $|\mathcal{A}|=A$ (generalization to a higher number of dimensions is straightforward). Then the number of nodes in any subdomain $\mathcal{D} \subset \mathcal{A}$ is random, with the distribution $\operatorname{Bin}(n,|\mathcal{D}| /|\mathcal{A}|)$. However, given the number of nodes $\tilde{n}$ in any other non-intersecting subdomain $\tilde{\mathcal{D}}$, the conditional distribution is different; hence, the two numbers are not independent.

Keeping our attention on the arbitrarily selected domains $\mathcal{D}$ and $\tilde{\mathcal{D}}$, let us consider the effect of letting the domain $\mathcal{A}$ become larger and larger, while keeping the average node density $n / A \stackrel{\text { def }}{=} \lambda$ constant. Since this makes $|\mathcal{D}| /|\mathcal{A}|$, the probability that an arbitrary node is in $\mathcal{D}$, diminish but keeps the expected number of nodes therein $n|\mathcal{D}| /|\mathcal{A}|$ constant, in the limit $n, A \rightarrow \infty$ the above binomial distribution tends to a Poisson distribution with the parameter $\lambda|\mathcal{D}|$. In the same limit, the number of nodes in $\mathcal{D}$ depends less and less on $\tilde{n}$ (because this leaves $n-\tilde{n}$ nodes outside $\tilde{\mathcal{D}}$, which also tends to infinity).

The point process that results in the limit is the homogeneous Poisson point process, often denoted by $\Phi$. It can be interpreted as points "uniformly distributed" over the whole plane with average density $\lambda$. It is completely characterized by the following two properties:

1. The number of points of $\Phi$ in a bounded set $\mathcal{D}$ has a Poisson distribution of mean $\lambda|\mathcal{D}|$ for some constant $\lambda$.
2. The numbers of points of $\Phi$ in $k$ disjoint sets form $k$ independent random variables, for arbitrary $k$.

## Boolean models

As mentioned earlier, applying graph theory to studying the connectivity of wireless multihop networks requires defining when a single link is con-
nected by setting a minimum value for the signal-to-noise-and-interference ratio (SINR).

Let us consider the case where we neglect interference altogether and instead only require some minimum value $T>0$ for the ratio of the received signal power to that of a constant-level ambient noise, i.e., the signal-to-noise ratio (SNR). Then any node $j$ located at point $x_{j}$ in Euclidean space is assumed to successfully decode the signal transmitted by another node $i$ at $x_{i}$ with power $P_{i}$ if and only if

$$
\frac{P_{i} l\left(\left\|x_{i}-x_{j}\right\|\right)}{N_{0}} \geq T
$$

where $N_{0}$ is the power of the background noise on the frequency channel utilized by the network and $l(\cdot)$ is some strictly decreasing attenuation function of propagated distance, i.e. $l\left(\left\|x_{i}-x_{j}\right\|\right)$ gives the path loss in power for a signal propagated from point $x_{i}$ to $x_{j}$.

The above condition is equivalent to

$$
\left\|x_{i}-x_{j}\right\| \leq l^{-1}\left(\frac{N_{0} T}{P_{i}}\right)
$$

i.e., we may translate it into a maximum distance from the transmitter $i$ within which the signal is successfully received, referred to as the transmission range of node $i$. This simple model, where the assumed condition for any two nodes being directly connected is that they are within each other's transmission ranges and hence only depends on these nodes, is known as the Boolean model.

A similar Boolean model can be used to study coverage in sensor networks, by assuming that each sensor covers a disk around it with a certain radius. This sensing range models the range within which a sensor must be from a given point in order for this point to be considered reliably monitored - or covered - by that sensor, perhaps to a predefined level of confidence. For an example of where such a notion of coverage is valid, one may think of motion sensors.

## Physical model

The Boolean model, by neglecting all interference, makes successful communication depend on the SNR rather than the SINR. The more accurate Physical model, first introduced in [GK00], explicitly takes into account interference from concurrent transmissions and replaces the above condition with

$$
\frac{P_{i} l\left(\left\|x_{i}-x_{j}\right\|\right)}{N_{0}+\sum_{k \neq i, j} P_{k} l\left(\left\|x_{k}-x_{j}\right\|\right)} \geq T .
$$

Note that the inclusion of the interference term makes things considerably more complicated than is the case with the Boolean model: whether or not two nodes are able to communicate directly no longer depends only on their transmission ranges and the distance between them, but also on the locations of all other nodes and their instantaneous transmission powers $P_{k}$.

It was assumed in [GK00] that whenever the above condition holds, the rate of communication from node $i$ to $j$ is always the same, no matter how far beyond $T$ the achieved SINR is; when referring to the Physical model, we also incorporate this assumption. (In contrast, the relaxed case where the bit rate is the Shannon logarithmic function of the SINR is named the Generalized Physical model in [AK04].)

## Random Waypoint mobility model

The mobility of nodes is integral to these networks and therefore also needs to be modeled somehow. One of the most popular mobility models used for wireless multihop networks, originally proposed for studying the performance of routing protocols for ad hoc networks in [JM96], is the Random Waypoint (RWP) model. In this model, a mobile node is assumed to move in a convex domain $\mathcal{A}$ between successive waypoints drawn independently and randomly from $\mathcal{A}$; again, the lack of more specific information makes uniform distribution a reasonable assumption. The leg between any two waypoints is traversed directly along a straight line segment, with a constant velocity that is also assumed to be an independent and identically distributed random variable for each leg. Furthermore, the node may be assumed to spend a random i.i.d. pause time at each waypoint. Finally, all the nodes in the network are assumed to move independently, governed by the same probability distributions for the waypoints, velocities, and pause times.

### 1.4 Structure and contribution of this thesis

This thesis gathers observations from various performance studies of wireless multihop networks. The first part comprises studies where these networks are modeled using Boolean models, and the second part treats them using the Physical model.

## Studies under Boolean models

We first discuss the connectivity of random networks. Determining the probability that a random network is $k$-connected is equivalent to knowing the distribution of the threshold range for $k$-connectivity. These distributions are known only asymptotically, as the number of nodes in the network tends to infinity. The joint contribution of Publications [1] and [2] is an approach for predicting these distributions for finite configurations, based on empirical models that describe the convergence of observed (simulated) distributions to the known asymptotic ones. In Publication [1], we present algorithms to determine the threshold range for a given set of nodes. These algorithms facilitate simulations, on the basis of which we also present initial, purely empirical models that do not yet take into account asymptotic distributions. The prior information regarding limit distributions is then taken as the basis for these models in Publication [2], resulting in good predictive power. Finally, in Publication [3] we use the qualitative implications of asymptotic distributions to approximate the probability of connectivity in a mobile network where the nodes move according to the Random Waypoint mobility model.

We then move on to the coverage problem of random networks. In Publication [4], we first note that the covered fraction of a bounded domain is a random variable and determine the expected coverage in a simple circular domain. We then point out that the problem of determining the probability of complete coverage, like that of connectivity, is also equivalent to knowing the distribution of a well-defined threshold range; we show how this threshold range can be determined for a given set of nodes. Interpreting previous analytical results as an asymptotic distribution of this threshold range for complete coverage, we generalize the approach of predicting this distribution for finite configurations by using empirical models. In a case where the limit distribution is not known as a result of a complex border effect, we derive an approximation for the asymptotic distribution.

Finally, we study connectivity as an optimization problem. Publication [5] presents a novel problem where a given disconnected network is to be made into a connected one by adding additional nodes to the network; the objective is to minimize the number of nodes added. We point out some connections of this problem to existing problems that are NP-hard and present gradually better-performing heuristic algorithms, along with their complexity analysis.

## Studies under the Physical model

So far the percolation properties of infinite random networks have been studied under the Physical model [DFM ${ }^{+} 06$, DT04], but little has been done to address connectivity as defined in graph theory when taking interferences into account. In Publication [6], we generalize the notion of the threshold range for connectivity to networks under the Physical model. Connectivity is now affected by the medium access scheme used in the network, through the time-varying interference; we consider two scenarios from existing studies. Because there is now more than one free parameter in the network, the threshold range generalizes into a boundary in the space of these parameters that implies tradeoffs between different performance quantities.

It has recently been shown that the optimal throughput scaling under the Physical model can be achieved when the medium access control is handled using slotted Aloha [BBM04] (see also the journal version [BBM06]). However, the quantitative results in this study are based on the assumption that the transmission powers in the network are exponentially distributed and hence unbounded. As our contribution in Publication [7], we extend the analysis of the proposed scenario: assuming that all nodes use some common constant transmission power, we develop numerical approximations for determining the probability of successful transmission in an infinite random network. We point out that this probability is a function of the locations of all surrounding nodes and therefore a random variable; we address both the expected value and the tail probability of its distribution.

## 2 STUDIES UNDER BOOLEAN MODELS

This chapter describes studies that all rely on Boolean models. The first two sections focus on the connectivity and coverage, respectively, of random networks. The final section presents an optimization problem of connectivity.

### 2.1 Connectivity of random networks

We begin by discussing the problem of connectivity of random wireless multihop networks when their topology is modeled using the Boolean model. Before proceeding to the connectivity problem that we focus on, we briefly review some related problem variations and previous work on them.

One problem studied under the Boolean model, motivated by the need for distributed topology control, is the following. Assume that every node in the network, by adjusting its transmission power, sets its transmission range equal to the distance to its $m$-th nearest neighbor, so that, taking only bidirectional links into account, any two nodes are directly connected if and only if they are both one of each other's $m$ nearest neighbors. The problem is to find such $m$ that a network of $n$ nodes uniformly and independently distributed in a domain with a simple shape is connected with high probability. Ending a long series of studies proposing different constants, or "magic numbers", it was shown in [XK04b] that $m$ must grow like the logarithm of the number of nodes, and explicit numerical, asymptotically almost sure lower and upper bounds for the multiplying constant involved were derived. In [WY04], the upper bound was improved and was furthermore shown to hold for $k$-connectivity in general.

The above problem statement deviates from the mainstream of the existing literature in that the majority of studies are based on the assumption that all nodes have the same transmission range. This assumption can be motivated by thinking of the common transmission range as resulting from a common maximum transmission power that the nodes can achieve, which can be deemed reasonable in many cases. Thus, such a range models the distance over which other nodes can be reached if need be, allowing us to address ultimate limits for connectivity.

In this spirit, assuming that all nodes have some common transmission range $r$, the connectivity of infinite networks has also been studied, in the setting where the nodes of the network are located at the points of a homogeneous Poisson point process with some intensity $\lambda$ in the infinite plane. This rules out studying graph-theoretical connectivity, since for any finite range $r$, there always exist isolated nodes with no other nodes within this range. Instead, the connectivity problem is then related to percolation theory. A fundamental theorem from continuum percolation [MR96] states that there exists a finite critical value of the relative intensity $\lambda r^{2}$ (which is scale-independent) below which all connected components in the network are almost surely bounded, whereas a unique unbounded connected component almost surely exists above this critical value. The probability that an
arbitrary node belongs to the infinite component is referred to as the percolation probability. The exact value of the critical relative intensity and the explicit expression for the percolation probability are still open problems. Percolation in such infinite networks was first studied in [Gil61] and later on, e.g., in [PPT89, DTH02].

In [PPT89], Philips et al. studied the graph connectivity of finite networks with a common transmission range. Assuming the Poisson process marking the node locations is restricted to a square with area $A$, it was shown that the expected number of direct neighbors of a node, $\lambda \pi r^{2}$, must grow logarithmically with the network area to ensure, in the limit, a moderate probability of network connectivity. This setting is in fact very close to the problem that we study and will present next; the only difference is that the number of nodes in our problem statement is given, not random.

## Problem statement

The problem that we examine closer is also based on the assumption that all nodes in the network have some common transmission range $r$, i.e., any two nodes are directly and bidirectionally connected if and only if they are within distance $r$ from each other.

We assume that the network consists of $n$ nodes located independently and randomly in some bounded, connected domain $\mathcal{D}$ in $d$-dimensional Euclidean space with $d>1$, and that the locations are identically distributed according to some probability density function $f_{\mathcal{D}}(\cdot)$ over $\mathcal{D}$. If $\mathcal{N}=\left\{X_{i} \in \mathcal{D} \mid i=1,2, \ldots, n\right\}$ denotes the set of random node locations, then by the assumption of one common transmission range $r$ for the nodes, the network topology can be represented by an undirected geometric graph $\mathcal{G}(\mathcal{N}, \mathcal{E}(\mathcal{N}, r))=\mathcal{G}(\mathcal{N}, r)$ with vertex set $\mathcal{N}$ and edge set $\mathcal{E}(\mathcal{N}, r)=\left\{\left(X_{i}, X_{j}\right) \mid X_{i}, X_{j} \in \mathcal{N}, i \neq j,\left\|X_{i}-X_{j}\right\| \leq r\right\}$.

The problem is then stated as follows.
Given $n, f_{\mathcal{D}}(\cdot)$ and $r$, what is the probability that the network, i.e., the random geometric graph $\mathcal{G}(\mathcal{N}, r)$, is $k$-connected?

This problem can also be stated in an alternative but equivalent form. To this end, let $R_{k}(\mathcal{N})$ denote the smallest transmission range $r$ with which the graph $\mathcal{G}(\mathcal{N}, r)$ with given node locations $\mathcal{N}$ is $k$-connected; we refer to $R_{k}(\mathcal{N})$ as the threshold range for $k$-connectivity (also often called the critical range in literature). Then the event $\{\mathcal{G}(\mathcal{N}, r)$ is $k$-connected $\}$ is equivalent to $\left\{r \geq R_{k}(\mathcal{N})\right\}$, whence the probability of interest to us is equal to the cumulative distribution function of $R_{k}(\mathcal{N})$ (with given $n$ and $\left.f_{\mathcal{D}}(\cdot)\right)$, evaluated at $r$. Therefore, being able to answer the above question with any $r$ reduces to knowing the probability distribution of $R_{k}(\mathcal{N})$ with given $n$ and $f_{\mathcal{D}}(\cdot)$.

## Review of existing results

For a finite number of nodes $n$, the distribution of $R_{k}(\mathcal{N})$ is not known even in the simplest cases such as uniform $f_{\mathcal{D}}(\cdot)$ on a domain $\mathcal{D}$ with a simple shape; all the existing precise analytical results are asymptotic in nature. Consequently, the tools used to address the problem in the finite case can be divided into analytical approximations and empirical methods.

In [Pen97], Penrose proved the following theorem for $R_{1}(\mathcal{N})$ which, as pointed out in [SMH99], is equal to the greatest edge-length in the Euclidean minimum spanning tree of $\mathcal{N}$. In analogy with $R_{k}(\mathcal{N})$, let $M_{k}(\mathcal{N})$ denote the threshold range for minimum degree $k$, i.e., the smallest transmission range $r$ with which every vertex in the graph $\mathcal{G}(\mathcal{N}, r)$ has degree at least $k$.

Theorem 2.1[Pen97] For uniform $f_{\mathcal{D}}(\cdot)$ on $\mathcal{D}=[0,1]^{2}$,

$$
\lim _{n \rightarrow \infty} \operatorname{Pr}\left[R_{1}(\mathcal{N})=M_{1}(\mathcal{N})\right]=1
$$

This implies that $R_{1}(\mathcal{N})$ has the same asymptotic distribution as $M_{1}(\mathcal{N})$ : in [DH89], for the same $f_{\mathcal{D}}(\cdot)$ and $\mathcal{D}$, the distribution of $n \pi M_{1}(\mathcal{N})^{2}-\log n$ has been shown to converge weakly to the Gumbel distribution. A similar but weaker result has been derived by Gupta and Kumar in [GK98], stating that for uniform $f_{\mathcal{D}}(\cdot)$ when $\mathcal{D}$ is a unit-area disk, the probability $\operatorname{Pr}[r(n) \geq$ $R_{1}(\mathcal{N})$ ] tends to one if and only if $r(n)$ is such that $n \pi r(n)^{2}-\log n \rightarrow \infty$.

As explained in [Pen97], Theorem 2.1 means that the longest edge is likely to be the same for the Euclidean minimum spanning tree as for the nearest-neighbor graph, and the qualitative meaning of the Gumbel distribution for $n \pi M_{1}(\mathcal{N})^{2}-\log n$ is that the asymptotics for $M_{1}(\mathcal{N})$ are as if the nearest-neighbor distances of the points $\mathcal{N}$ were independent. Penrose conjectures these two properties to hold for more general distributions $f_{\mathcal{D}}(\cdot)$ : in [Pen98], he shows them to hold when $f_{\mathcal{D}}(\cdot)$ is the standard $d$ dimensional normal distribution.

In [Pen99], Penrose generalized Theorem 2.1 to hold for $R_{k}(\mathcal{N})$ and $M_{k}(\mathcal{N})$ with any $k>1$, in the unit cube in $d$ dimensions with any $d>1$. However, the exact asymptotic distribution of $R_{k}(\mathcal{N}), k>1$, remained undetermined because of a dominating border effect: the complicated effect of nodes near the boundary of $\mathcal{D}$ having fewer direct neighbors, discussed already in [DH90a].

The boundary was successfully analyzed and the asymptotic distribution of $R_{k}(\mathcal{N})$ for all $k$ thus derived only recently in [WY04], for uniform $f_{\mathcal{D}}(\cdot)$ when $\mathcal{D}$ is both the unit-area square and the unit-area disk: it turns out that when $k=1$ and the border effect does not dominate, the distribution is the same in both domains, whereas it is different in the two domains when $k>1$. Thus, for uniform $f_{\mathcal{D}}(\cdot)$, the asymptotic distribution of $R_{1}(\mathcal{N})$ is at least to some extent independent of the shape of the domain $\mathcal{D}$, which is no longer the case for $k>1$.

Extensive work on the subproblem of determining such transmission range $r$ that results in a $k$-connected network with a predefined, high probability, has been done by Bettstetter. The theoretical basis for his approach is Theorem 2.1 and its generalization to $k>1$, along with the abovementioned asymptotic independent-like statistics of nearest-neighbor distances and the assumption of this holding in general for $k$-nearest-neighbor distances. These assumptions make way to approximating the probability of a $k$-connected network simply by the probability of a random node in the network having at least $k$ other nodes within range, raised to the power $n$. In [Bet02], this was computed without consideration of the border effect, a shortcoming remedied with Zangl in [BZ02]. Further applications of the
approach when $f_{\mathcal{D}}(\cdot)$ is the stationary node location distribution of the Random Waypoint mobility model or the normal distribution are demonstrated in [Bet04]. In short, the approach gives reasonably tight lower bounds for the required range when the target probability is at least $99 \%$ and the number of nodes is at least on the order of 100 .

The approach taken by D'Souza et al. to this problem in [DRL03] is in the same spirit as the one we will be discussing next. Studying the distribution of $R_{1}(\mathcal{N})$ by simulation when the nodes are uniformly distributed in a square region, their aim was to see whether determining the distribution with various $n$ had predictive power, by modeling the behavior of the mean of the distribution as a function of $n$. The estimated parameter characterizing the model for the mean was the asymptotic value of $R_{1}(\mathcal{N})$ as $n$ tends to infinity while the node density remains fixed - but this is in contradiction with the result by Philips et al. mentioned in the beginning of this section which implies that $R_{1}(\mathcal{N})$ has no such finite limit.

## Connectivity probability as a learning problem

Exact analytical determination of the $k$-connectivity probability or, equivalently, the distribution of the threshold range for $k$-connectivity $R_{k}(\mathcal{N})$, in finite networks is complicated: unlike in the asymptotic limit, the nearestneighbor distances cannot be treated as independent, and minimum degree $k$ does not imply $k$-connectivity with high probability.

Because analytical treatment of these complicated phenomena is daunting, we opt to encapsulate them in an empirical model. The purpose of this model is to describe how the distribution of $R_{k}(\mathcal{N})$ changes with $n$, with the aim of allowing the prediction of this distribution over as wide a range of different $n$ as possible. Thus, we approach our problem as that of learning, by which we mean improving our knowledge with the aid of observed data.

In our case, this observed data consists of samples of $R_{k}(\mathcal{N})$ determined from a large number of simulated random realizations of $\mathcal{N}$, with different numbers of nodes $n$. Our data acquisition therefore requires algorithms that determine $R_{k}(\mathcal{N})$ for given input $\mathcal{N}$; in Publication [1], we present such algorithms. Detailed algorithms are described for $k=1,2,3$, but the general principle is applicable for any $k$.

The next section will briefly describe these algorithms, and the empirical models for the distribution of $R_{k}(\mathcal{N})$ are discussed in the section that follows.

## Algorithms for finding $\boldsymbol{R}_{\boldsymbol{k}}(\mathcal{N})$

All our algorithms treat the input $\mathcal{N}$ as a fully connected Euclidean graph, in which the number of edges is quadratic in $n$. Since, for example, the Euclidean minimum spanning tree for $n$ points in the plane can be computed in $O(n \log n)$ time by utilizing the Delaunay triangulation [Aur91], the strength of our algorithms lies rather in their very simple implementation and effective operation with small $n$ than in good scaling to large $n$.

The idea in the algorithms is to find the threshold range incrementally. For a given $\mathcal{N}$, the initial range $r_{0}$ is chosen so that the geometric graph
$\mathcal{G}\left(\mathcal{N}, r_{0}\right)$ satisfies the necessary conditions for $k$-connectivity. Finally, the range is increased if required, to satisfy the sufficient condition as well. The necessary conditions are that $\mathcal{G}\left(\mathcal{N}, r_{0}\right)$ is $(k-1)$-connected and has minimum degree $k$; the sufficient condition is that there is no $(k-1)$-tuple of nodes $\mathcal{T}$ whose removal would disconnect the graph. The smallest range needed to eliminate a given such $\mathcal{T}$ equals $R_{1}(\mathcal{N} \backslash \mathcal{T})$.

For $k=1$, the above descriptions of $(k-1)$-connectivity and $(k-1)$ tuples of nodes are naturally not defined, and the steps of the algorithm can be described very concisely:

1. Set the range to $r=M_{1}(\mathcal{N})$ and find the connected components of $\mathcal{G}(\mathcal{N}, r)$.
2. If there is only one connected component, $R_{1}(\mathcal{N})=r$. Else, treating the components as single elements making up the set $\mathcal{N}$ and defining the distance between two components as the shortest node distance between them, go to step 1 .

Figure 2.1 illustrates an example network after two rounds of the above steps. This algorithm can also be seen as a simplified variation of Boruvka's algorithm for finding the minimum spanning tree [NMN01], where we only keep record of the greatest edge length in the tree formed on each round, instead of the tree itself.

The algorithm generalized to $k>1$ can be summarized as follows:

1. Set the initial range to $r_{0}=\max \left\{M_{k}(\mathcal{N}), R_{k-1}(\mathcal{N})\right\}$.
2. Find all the $(k-1)$-tuples of nodes $\mathcal{T}_{i}$ whose removal would disconnect $\mathcal{G}\left(\mathcal{N}, r_{0}\right)$.
3. If no such $\mathcal{T}_{i}$ were found, $R_{k}(\mathcal{N})=r_{0}$, else $R_{k}(\mathcal{N})=\max _{i}\left\{R_{1}\left(\mathcal{N} \backslash \mathcal{T}_{i}\right)\right\}$.


Figure 2.1: The network formed by a sample set $\mathcal{N}$ of 15 nodes with the range (a): $M_{1}(\mathcal{N})$ and (b): $R_{1}(\mathcal{N})$.


Figure 2.2: The network formed by the 15 -node sample set $\mathcal{N}$ with the range (a): $M_{3}(\mathcal{N})$, (b): $r_{0}=R_{2}(\mathcal{N})>M_{3}(\mathcal{N})$ (each separation pair $\mathcal{T}_{i}$ is marked with a distinct symbol), and (c): $R_{3}(\mathcal{N})$.
(See Figure 2.2 for an example with $k=3$.) Despite this seemingly general formulation, the task of finding the disconnecting $(k-1)$-tuples $\mathcal{T}_{i}$ (also done in step $l$ with $k-2$ to check whether $\mathcal{G}\left(\mathcal{N}, M_{k}(\mathcal{N})\right)$ is ( $k-1$ )-connected) becomes increasingly complex very rapidly as $k$ increases. When $k=2$, the disconnecting nodes, or cutvertices, are found in linear time with respect to the size of the graph by using depth-first-search (DFS), a basic text-book graph traversal algorithm. With $k=3$, finding the separation pairs is already notably more difficult, but a data structure called the SPQR-tree makes it possible to do this in linear time as well.

The SPQR-tree was introduced by Di Battista and Tamassia in [DT96] and only recently correctly implemented by Gutwenger and Mutzel in [GM00]. Due to the apparent difficulty of implementing the SPQR-tree and the fact that no implementation is publicly available, a simpler - and suboptimal - algorithm for finding the separation pairs is developed in Publication [1]. In short, this algorithm is based on storing a DFS tree of the biconnected network (obtained with the initial range $r_{0}$ ) with enough information to justify each node not being a cutvertex. The effects of single node removals on the DFS tree are then examined to find out whether a removal creates cutvertices in the network: if so, the removed node comprises separation pairs with the cutvertices. The emergence of cutvertices is determined by preserving those parts of the DFS tree that are known to be unaffected by the removal and rebuilding the rest of the tree. To find all the potential separation pairs, $n-1$ node removals have to be considered in this way. For further details, the reader is referred to Publication [1].

Note that these algorithms are also motivated by Theorem 2.1, its generalization to $k>1$, and the conjectured generalizations to other spatial distributions of nodes: as $n$ increases, the initial range $r_{0}=M_{k}(\mathcal{N})$ is the sought range with increasing probability.

## Empirical models

We apply the use of empirical models to our connectivity problem with uniform $f_{\mathcal{D}}(\cdot)$ on $\mathcal{D}=[0,1]^{2}$. The data used as the basis for these models


Figure 2.3: Squared inverses of estimated $q$-quantiles of $R_{k}, k=1$ (upper points) and $k=3$ (lower points).
consists of samples of $R_{1}(\mathcal{N}), R_{2}(\mathcal{N})$, and $R_{3}(\mathcal{N})$ determined using the above algorithms from 5000 random realizations of $\mathcal{N}$ with every fixed $n$; the different values of $n$ ranged from 5 to 350 .

Our first models are presented in Publication [1]. There we observe, purely by visual inspection, that the squared inverse of any fixed quantile of the simulated distribution of $R_{k}(\mathcal{N})$ seems to grow linearly with $n$ (see Figure 2.3). This suggests that the $q$-quantile $r_{k}(q, n)$ behaves like $r_{k}(q, n)=1 / \sqrt{a(k, q) \cdot n+b(k, q)}$ with some parameters $a(k, q)$ and $b(k, q)$. (Note that the $q$-quantile of the distribution of $R_{k}(\mathcal{N})$ is the transmission range that provides a connected network with probability $q$.)

This model implies that when $n$ increases while the transmission range equals $r_{k}(q, n)$, thus maintaining the probability $q$ for $k$-connectivity, the expected degree of a node $n \pi\left[r_{k}(q, n)\right]^{2}$ (ignoring the border effect) has the limit $\lim _{n \rightarrow \infty} n \pi\left[r_{k}(q, n)\right]^{2}=\pi / a(k, q)$. On the other hand, the asymptotic Gumbel distribution of $n \pi R_{1}(\mathcal{N})^{2}-\log n$ implies that in this limit, $n \pi\left[r_{1}(q, n)\right]^{2}$ equals the sum of $\log n$ and $-\log (-\log q)$, the $q$-quantile of the Gumbel distribution, and therefore increases indefinitely. (Naturally, it then follows that $n \pi\left[r_{k}(q, n)\right]^{2}$ must increase indefinitely for all $k$.) Thus, this model exhibits the same contradiction with asymptotic results as the one used in [DRL03]. We point out this contradiction already in Publication [1].

In Publication [2], we correct this deficiency. Taking the asymptotic distributions as the bases of the models, we let a model for a quantile encompass only the deviation from the asymptotic distribution, caused by the various complicated phenomena in the non-asymptotic regime.

More precisely, in the case $k=1$ we let the model describe the deviation of $n \pi\left[r_{1}(q, n)\right]^{2}-\log n$ from its asymptotic limit $-\log (-\log q)$. As an example, Figure 2.4(a) shows these deviations as estimated from the simulation data for $q=0.5$, together with the fitted four-parameter regression model which assumes that
$n \pi\left[r_{1}(q, n)\right]^{2}-\log n+\log (-\log q)=a \cdot n^{-b}-c \cdot e^{-d \cdot n}, \quad a, b, c, d>0$,
where the power-law part is sufficient to describe the tail of the model.


Figure 2.4: The model of the form (2.1) (a) and its residuals (b) obtained for $n \pi\left[r_{1}(0.5, n)\right]^{2}-\log n+\log (-\log 0.5)$, and the overall absolute (c) and relative (d) residuals for $r_{1}(0.5, n)$.

The residuals, i.e. the differences between the data points and the fitted model, plotted in Figure 2.4(b), seem to be evenly scattered around zero level, showing no trend as an indication of the convergence parting with the model. Furthermore, their variance around the zero level seems to remain constant as $n$ increases, implying that all the data points yield equally accurate information for fitting the model. Note that this is not the case with the residuals thus obtained for $r_{1}(0.5, n)$ itself, plotted in Figure 2.4(c), which demonstrate how the variance of $R_{1}(\mathcal{N})$ and hence that of the quantile estimate $\hat{r}_{1}(q, n)$ decreases with $n$. Finally, Figure 2.4(d) shows the relative residuals for $r_{1}(0.5, n)$ : the near-identical pattern with Figure 2.4(b) implies that the fitting of the model can be considered almost equivalent to minimizing the sum of squared relative residuals of $\hat{r}_{1}(q, n)$.

The median was chosen as the first quantile for building this model to maximize the accuracy of the used quantile estimates, as these estimates are obtained from simulation data with limited sample sizes. However, the same model is well able to describe the convergence of any quantile: Figure 2.5 shows the equivalent of Figure 2.4(d) for two more extreme quantiles. One can observe that due to the increasing inaccuracy inherent in estimating extreme quantiles from limited-sized data, the model error is roughly within $1 \%$ for $q=0.95$ and within $1.5 \%$ for $q=0.99$, as opposed to only $0.3 \%$ for $q=0.5$.

(a) $q=0.95$
(b) $q=0.99$

Figure 2.5: Relative residuals for other quantiles of $R_{1}$, obtained by using the model (2.1).

We now demonstrate the qualitative meaning of the asymptotic Gumbel distribution of $n \pi M_{1}(\mathcal{N})^{2}-\log n$ with uniform $f_{\mathcal{D}}(\cdot)$ on $\mathcal{D}=[0,1]^{2}$. Let us first write the probability that a random node of $\mathcal{N}$ is isolated, i.e., is out of range $r$ from all other nodes. If we neglect the possibility that this node is within range from the border, the probability that a given other node is out of range is $1-\pi r^{2}$. Because the node locations are independent, the probability that the node is isolated then equals $\left(1-\pi r^{2}\right)^{n-1}$.

We are interested in what happens when $n$ tends to infinity; naturally, if the range $r$ is fixed, the above probability goes to zero. In the non-trivial case where $r$ decreases as $n$ increases, the probability satisfies

$$
\begin{aligned}
\operatorname{Pr}[\text { Random node isolated }] & =\frac{\left(1-\pi r^{2}\right)^{n}}{1-\pi r^{2}} \xrightarrow[n \rightarrow \infty]{\longrightarrow}\left(1-\pi r^{2}\right)^{n} \\
& =\left(1-\frac{n \pi r^{2}}{n}\right)^{n} \xrightarrow[n \rightarrow \infty]{\longrightarrow} \exp \left(-n \pi r^{2}\right),
\end{aligned}
$$

where the last limit is equal to the probability that there are no points of a Poisson process with intensity $n$ in a circle with radius $r$. Note that the complement probability, as a function of $r$, is the cumulative distribution function of a randomly selected node's nearest-neighbor distance. On the other hand, the probability that none of the nodes is isolated is the cumulative distribution function of $M_{1}(\mathcal{N})$.

Now, let us write the latter cumulative distribution as that of the maximum of $n$ independent and identically distributed nearest-neighbor distances, and take the logarithm of both sides:

$$
\begin{align*}
\operatorname{Pr}\left[M_{1}(\mathcal{N}) \leq r\right] & =\left[1-\exp \left(-n \pi r^{2}\right)\right]^{n}  \tag{2.2}\\
\Leftrightarrow \log \operatorname{Pr}\left[M_{1}(\mathcal{N}) \leq r\right] & =n \log \left[1-\exp \left(-n \pi r^{2}\right)\right] .
\end{align*}
$$

Again, in the non-trivial case where the probability above does not tend to zero with increasing $n$, the probability that one random node is
isolated, $\exp \left(-n \pi r^{2}\right)$, diminishes with increasing $n$. Making use of the limit $\log (1+x) \xrightarrow[|x| \rightarrow 0]{\longrightarrow} x$, we then have

$$
\begin{array}{r}
\log \operatorname{Pr}\left[M_{1}(\mathcal{N}) \leq r\right] \xrightarrow[n \rightarrow \infty]{\longrightarrow}-n \exp \left(-n \pi r^{2}\right) \\
\Leftrightarrow-\log \left(-\log \operatorname{Pr}\left[M_{1}(\mathcal{N}) \leq r\right]\right) \xrightarrow[n \rightarrow \infty]{ } n \pi r^{2}-\log n \stackrel{\text { def }}{=} \alpha .
\end{array}
$$

Expressing the event $M_{1}(\mathcal{N}) \leq r$ equivalently using the definition of $\alpha$, we arrive at

$$
\operatorname{Pr}\left[n \pi M_{1}(\mathcal{N})^{2}-\log n \leq \alpha\right] \underset{n \rightarrow \infty}{\longrightarrow} \exp \left(-e^{-\alpha}\right)
$$

i.e., the asymptotic Gumbel distribution of $n \pi M_{1}(\mathcal{N})^{2}-\log n$.

The above derivation shows that the border effect does not dominate in the asymptotic distribution of $M_{1}(\mathcal{N})$ (and hence that of $R_{1}(\mathcal{N})$ ). In Publication [2], which was submitted before becoming aware of the exact asymptotic distributions recently derived in [WY04], we derive approximate asymptotic distributions for $R_{k}(\mathcal{N}), k>1$, as the bases of the corresponding quantile models. We do this as above, by neglecting border effects and writing the distribution of $M_{k}(\mathcal{N})$ as that of the maximum of $n$ i.i.d. $k$ -nearest-neighbor distances; we refer the reader to the publication for the details.

Finally, as the most important argument in favor of using these models, in Publication [2] we demonstrate their ability to predict the independent simulation data presented in [Bet02]. Figure 2.6, excerpted from [Bet02], shows the simulation results: here, $r$ has been fixed while $n$ has been varied. (The analytical curve represents the asymptotic relation (2.2).) The


Figure 2.6: "Simulation results for $n$ nodes with $r_{0}=20 \mathrm{~m}$ uniformly distributed on $A=500 \times 500 \mathrm{~m}^{2}\langle\ldots\rangle, 3000$ random topologies" [Bet02].

Table 2.1: The number of nodes $n$ required to achieve $k$-connectivity with probability $q$ when $r / \sqrt{A}$ is as in Figure 2.6, as predicted by our quantile models for $R_{1}(\mathcal{N}), R_{2}(\mathcal{N})$, and $R_{3}(\mathcal{N})$

|  | $q$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $50 \%$ | $75 \%$ | $90 \%$ | $95 \%$ | $99 \%$ |
| $k=1$ | 2057 | 2387 | 2790 | 3144 | 3871 |
| $k=2$ | 2805 | 3262 | 3807 | 4208 |  |
| $k=3$ | 3533 | 4065 |  |  |  |

predictions of our quantile models to this example scenario are given in Table 2.1. Comparison of the two shows that although the models were fitted to simulation data involving no more than $n=350$ nodes, their predictions turn out to be quite accurate even with up to ten times as many nodes. Furthermore, the models for $R_{2}(\mathcal{N})$ and $R_{3}(\mathcal{N})$ seem to perform as well as those for $R_{1}(\mathcal{N})$, implying that the derived asymptotic distributions serve as reasonable approximations when $k>1$.

## Connectivity probability under the Random Waypoint mobility model

Recall from the literary review of this section that Theorem 2.1 generalizes to $R_{k}(\mathcal{N})$ and $M_{k}(\mathcal{N})$ when $k>1$, and that the asymptotic distribution of $M_{1}(\mathcal{N})$ as that of the maximum of $n$ independent nearest-neighbor distances also holds for normally distributed points, which gives reason to assume that these properties should hold for more general spatial distributions.

The Random Waypoint (RWP) mobility model has been treated as a special case of a more general class of models using Palm calculus in [LV05], where it is rigorously proven that the RWP model reaches a stationary state distribution if and only if the inverse of the random velocity drawn for each leg and the pause time drawn after each leg have finite expectations, and that this stationary distribution is unique.

Assuming such a velocity distribution, consider the steady-state distribution $f_{\mathcal{D}}(\cdot)$ for the location of a node moving according to the RWP model with uniform waypoint distribution over the convex domain of movement $\mathcal{D}$ and no pause times (apart from the condition for reaching stationarity, this distribution is independent of the velocity distribution [Le 05]). This distribution is not uniform: the probability mass is concentrated around the center of $\mathcal{D}$ whereas the probability density reaches zero at the boundary of $\mathcal{D}$. While this stationary distribution is expressed in a complicated form for rectangular $\mathcal{D}$ in [NC04], approximated for various shapes of $\mathcal{D}$ in [BRS03], and given a formal yet high-level representation in [LV05], an explicit expression for any convex $\mathcal{D}$ has been derived recently [HV05, HLV06]. With the theoretical motivation that started this subsection, in Publication [3] we utilize this exact distribution in estimating the probability that a network of $n$ nodes moving according to the RWP model is $k$-connected at a random time instant; in other words, we address the problem statement of this sec-
tion when $f_{\mathcal{D}}(\cdot)$ is the stationary node location distribution in the RWP model.

The approximation method is the same as in the work by Bettstetter, i.e., we approximate the probability of $k$-connectivity by the probability that a random node has at least $k$ other nodes within range, raised to the power $n$. This is equivalent to approximating the distribution of $R_{k}(\mathcal{N})$ by that of the maximum of $n$ i.i.d. $k$-nearest-neighbor distances. However, whereas Bettstetter uses an approximation in deriving the latter probability from the spatial distribution, we derive it exactly. The other difference is that we use the exact node location distribution, unlike the approximation from [BRS03] used by Bettstetter in [Bet04].

Figure 2.7, demonstrating the accuracy of our approximation, shows that the approximation is quite poor with small $n$ but indeed improves as $n$ increases, which supports our assumption that the approximation is in fact asymptotically accurate. Furthermore, the approximation turns out to


Figure 2.7: Probability that $n$ nodes with range $r$ moving in a unit disk make a $k$-connected network at a random point in time, as determined using the approximation in Publication [3] (solid lines) and by simulation (dashed lines).


Figure 2.8: Probability that a network of $n$ nodes with range $r$ moving in a unit disk is connected, as determined using the approximations presented in [Bet04] (dotted lines) and in Publication [3] (solid lines), and by simulation (dashed lines).
improve with increasing $k$. The improvement brought by our approximation to that used in $[\operatorname{Bet} 04]$ is depicted in Figure 2.8.

The general conclusion drawn in [Bet04] was that with any given $n$ and $r$, the connectivity probability under the spatial node distribution caused by RWP mobility is always lower than when the nodes are uniformly distributed. One additional finding in Publication [3] is that with small $n$, the case is in fact the opposite. This can be observed from simulation data but is also correctly predicted by our approximation. The reason why this was not discovered in [Bet04] was that only values of $n$ greater than 200 were observed: the reverse situation can be observed roughly when $n<100$. The intuitive explanation for this phenomenon is that when only few points are drawn from the centralized RWP spatial distribution, they are all likely to lie in the center of the domain, close to each other in comparison to the uniform case. As the number of points increases, it becomes more likely that there are individual outlying points located far - relative to the uniform case - from the rest of the nodes.

### 2.2 Coverage of random networks

In this section, we study the coverage of random sensor networks under a Boolean coverage-disk model. The random locations of the sensors are motivated by the vision of large numbers of small sensors, often referred to as "smart dust", being scattered over some terrain from, say, an aircraft. On the other hand, networks of mobile sensors have also been studied; at a random time instant, the locations of such sensors are random.

Existing work on the coverage of mobile sensors under this coverage model has addressed, e.g., the time until a point is covered by sensors in Brownian motion [KKP03] and various coverage dynamics of sensors under a random-direction mobility model $\left[\mathrm{LBD}^{+} 05\right]$. Taking into account the limited operational lifetime of sensors, the temporal aspect of coverage also with stationary sensors has been studied in [ZH04], where the authors derive an upper bound for the $\alpha$-lifetime of large random networks, i.e., the maximum time for which at least the fraction $\alpha$ of some target domain is covered.

## Problem statement

We preserve much of the notation and assumptions used in the context of our connectivity problem in the previous section. We now assume throughout that the locations $\mathcal{N}$ of the $n$ sensors are independent and uniformly distributed in some domain $\mathcal{S} \supseteq \mathcal{D}$ where $\mathcal{D}$ is the bounded domain to be covered, and that all the sensors have a common sensing range $r$ : see Figure 2.9 for an illustration. We take $\mathcal{S}$ and $\mathcal{D}$ to be subsets of the Euclidean plane $\mathbb{R}^{2}$, although the generalization to a higher number of dimensions is straightforward.

For given $\mathcal{N}, \mathcal{D}$ and $r$, let $C(\mathcal{N}, \mathcal{D}, r)$ denote the area coverage as defined in [LT03], i.e., the fraction of the area of $\mathcal{D}$ that is covered by at least one sensor. As a function of the random sensor locations $\mathcal{N}, C(\mathcal{N}, \mathcal{D}, r)$ is a random variable. Our problem is the following.


Figure 2.9: Illustration of the coverage problem definitions. The locations $\mathcal{N}$ (black points) of $n=15$ sensors have been drawn uniformly at random in the rectangular region $\mathcal{S}$. Each sensor has the same sensing range $r$ and thus covers a disk drawn in gray. With this particular realization, the fraction $C(\mathcal{N}, \mathcal{D}, r)$ of the area of the square-shaped target domain $\mathcal{D}$ covered by the sensors is around $50 \%$.

> Given $n, \mathcal{S}, \mathcal{D}$ and $r$, what is the probability distribution of $C(\mathcal{N}, \mathcal{D}, r)$ ?

Note that in the unbounded limit where $\mathcal{S}$ is infinitely enlarged to be $\mathbb{R}^{2}$ while keeping the average sensor density $n /|\mathcal{S}|$ fixed, the point process marking the sensor locations becomes a Poisson process with intensity $\lambda=n /|\mathcal{S}|$.

## Review of existing results

To our knowledge, this problem has not been addressed as such, in the general form stated above. Furthermore, many existing studies on different subproblems assume instead that the sensors are located on the points of a Poisson point process on some bounded set to be covered. Overall, as with the problem of connectivity of random networks, exact analytical results in finite settings do not exist.

When $\mathcal{D}=\mathcal{S}$ in the above unbounded limit, the area coverage has a deterministic value: by the properties of the Poisson process, this value is $1-e^{-\lambda \pi r^{2}}$, as pointed out in [LT03].

In the case of sensors on the points of a Poisson process on a unit-area disk $\mathcal{S}=\mathcal{D}$, with some intensity $\lambda$, it has been shown in [Hal88] that the probability that $\mathcal{D}$ is completely covered has the bounds

$$
\begin{aligned}
\max \left\{0,1-3\left(1+\pi r^{2} \lambda^{2}\right) e^{-\lambda \pi r^{2}}\right\} & <\operatorname{Pr}[C(\mathcal{N}, \mathcal{D}, r)=1] \\
& <\frac{1}{20} \max \left\{0,1-\left(1+\pi r^{2} \lambda^{2}\right) e^{-\lambda \pi r^{2}}\right\}
\end{aligned}
$$

As noted in [GK98], if the number of points $n$ is fixed to $n=\lambda$ and $r(n)$ is such that $n \pi r(n)^{2}-(\log n+\log \log n) \xrightarrow[n \rightarrow \infty]{ } \infty$, then this result implies that $\operatorname{Pr}[C(\mathcal{N}, \mathcal{D}, r(n))=1] \rightarrow 1$, and if $n \pi r(n)^{2}-(\log n+\log \log n) \rightarrow$ $-\infty$, then $\lim _{n \rightarrow \infty} \operatorname{Pr}[C(\mathcal{N}, \mathcal{D}, r(n))=1] \leq 19 / 20$.

The following asymptotic result by Janson, also about complete coverage, is actually a special case, adapted to the context of our problem, of a much more general result presented in [Jan86]. Let $|\mathcal{S}|$ denote the Lebesgue measure of $\mathcal{S}$.

Theorem 2.2 Suppose that $\mathcal{D}=[0,1]^{2}$, that $\operatorname{Closure}(\mathcal{D}) \subset \operatorname{Interior}(\mathcal{S})$ and that $|\mathcal{S}|<\infty$. Suppose further that $A$ is the disk with unit radius.

For $r>0$, consider the set of disks $r A+X$, where $X$ is a set of random points uniformly distributed on $\mathcal{S}$, and let $N_{r}$ be the number of disks required to cover $\mathcal{D}$ completely.

Let $U$ have the extreme value distribution $\operatorname{Pr}(U \leq u)=\exp \left(-e^{-u}\right)$. Then, as $r \rightarrow 0$,

$$
\frac{\pi r^{2}}{|S|} N_{r}+\log \pi r^{2}-2 \log \left(-\log \pi r^{2}\right) \xrightarrow{d} U .
$$

The original theorem is stated for covering a more general $\mathcal{D}$ any given number of times with random sets $A$, in any number of dimensions, but in this general case the above asymptotic expression is more complicated. Note that just as with the threshold range for connectivity, we have here again a quantity with an asymptotic Gumbel distribution.

Complementing the above results, sufficient conditions for asymptotically almost surely covering $\mathcal{D}=[0,1]^{2}$ any given number of times, and also for not covering $\mathcal{D}$, have been derived in [KLB04], in the cases of $n$ sensors located on the points of a regular grid or points drawn uniformly at random, and sensors at the points of a Poisson point process.

Finally, as a curiosity, we remark that the sufficient conditions regarding asymptotic probability of complete coverage derived in [ ZH 04 ] can be obtained as direct corollaries from [Jan86].

In Publication [4], we address the expected value of $C(\mathcal{N}, \mathcal{D}, r)$ over $\mathcal{N}$, as well as the probability of complete coverage in the non-asymptotic regime. We devote the next two sections to discussing these quantities.

## Expected value of $C(\mathcal{N}, \mathcal{D}, r)$ over $\mathcal{N}$

In line with our problem statement, assume that $n, \mathcal{S}, \mathcal{D}$ and $r$ are given. Then the conditional expected value of the area coverage over the different sensor configurations, $\mathrm{E}_{\mathcal{N}}[C(\mathcal{N}, \mathcal{D}, r) \mid n, \mathcal{S}, \mathcal{D}, r]$, is simply the integral of $C(\mathcal{N}, \mathcal{D}, r)$ over the joint probability distribution of $\mathcal{N}$, in this case, a uniform distribution over $\mathcal{S}^{n}$. On the other hand, when also $\mathcal{N}$ is fixed, $C(\mathcal{N}, \mathcal{D}, r)$ is equal to the conditional probability that a random point in $\mathcal{D}$ is covered by a sensor. Thus, it is easy to see that $\mathrm{E}_{\mathcal{N}}[C(\mathcal{N}, \mathcal{D}, r) \mid n, \mathcal{S}, \mathcal{D}, r]$ $=\operatorname{Pr}_{\mathcal{N}}[$ Random point in $\mathcal{D}$ is covered $\mid n, \mathcal{S}, \mathcal{D}, r]$.

In Publication [4], we examine the expected area coverage when $\mathcal{D}$ is a disk with radius $R$ by solving this probability. We consider two alternative cases. When $\mathcal{S}=\mathcal{D}$, we must account for the border effect, i.e., the fact


Figure 2.10: The number of sensors per area $\pi R^{2}$ required to ensure $\mathrm{E}_{\mathcal{N}}[C(\mathcal{N}, \mathcal{D}, r) \mid n, \mathcal{S}, \mathcal{D}, r]=0.99$ if $\mathcal{D}$ is a disk with radius $R$, when $\mathcal{S}=\mathcal{D}$ causing a border effect (solid line) and when $\mathcal{S} \rightarrow \mathbb{R}^{2}$, eliminating the border effect (dashed line).
that points near the boundary are less likely to be covered. In this case, we obtain by straightforward calculation

$$
\begin{aligned}
& \mathrm{E}_{\mathcal{N}}[C(\mathcal{N}, \mathcal{D}, r) \mid n, \mathcal{S}, \mathcal{D}, r]=1-\left[\frac{\pi(R-r)^{2}}{\pi R^{2}}\left(1-\frac{\min \left\{\pi r^{2}, \pi R^{2}\right\}}{\pi R^{2}}\right)^{n}\right. \\
&\left.+\int_{|R-r|}^{R} \frac{2 \rho}{R^{2}}\left(1-\frac{A(\rho, R, r)}{\pi R^{2}}\right)^{n} d \rho\right]
\end{aligned}
$$

where we allow also the case $R>r$. Here, $A(\rho, R, r)$ denotes the area of the intersection of two disks with radii $r$ and $R$ when their centers are separated by $\rho>|R-r|$ (else this area equals $\min \left\{\pi r^{2}, \pi R^{2}\right\}$ ).

In the second case, we consider the limit $\mathcal{S} \rightarrow \mathbb{R}^{2}$, which eliminates the border effect; by the properties of the resulting Poisson process, we know that in this case the expected area coverage equals $1-e^{-\lambda \pi r^{2}}$.

Figure 2.10 demonstrates the border effect by comparing the sensor densities required to ensure a $99 \%$ expected area coverage on this particular $\mathcal{D}$ in the two cases, as implied by these results.

## Probability of complete coverage as a learning problem

We now turn to the subproblem of determining the probability that $\mathcal{D}$ is completely covered, i.e. $\operatorname{Pr}[C(\mathcal{N}, \mathcal{D}, r)=1$. In Publication [4], we point out that this problem, like the connectivity problem discussed earlier, also reduces to knowing the distribution of a well-defined threshold range: given $\mathcal{D}$, let $R_{\mathrm{c}}(\mathcal{N})$ denote the smallest sensing range $r$ with which $\mathcal{D}$ is completely covered by sensors at given locations $\mathcal{N}$, i.e., with which $C(\mathcal{N}, \mathcal{D}, r)=1$. We refer to $R_{\mathrm{c}}(\mathcal{N})$ as the threshold range for complete coverage. Now, the event $\{C(\mathcal{N}, \mathcal{D}, r)=1\}$ is equivalent to $\left\{r \geq R_{\mathrm{c}}(\mathcal{N})\right\}$, whence this problem reduces to knowing the probability distribution of $R_{\mathrm{c}}(\mathcal{N})$ with given $n, \mathcal{S}$ and $\mathcal{D}$.

For given $\mathcal{N}, R_{\mathrm{c}}(\mathcal{N})$ is equal to the distance from a point in $\mathcal{D}$ to the nearest point in $\mathcal{N}$, maximized over all points in $\mathcal{D}$. It follows that $R_{\mathrm{c}}(\mathcal{N})$ can be easily determined using the sensors' Voronoi diagram: it can be deduced to be the longest distance from a sensor to an edge of its Voronoi cell


Figure 2.11: Example of the threshold range for complete coverage when a) 25 sensors are placed randomly inside the square-shaped domain $\mathcal{S}=\mathcal{D}$, and b) sensors are scattered uniformly over the whole plane with average density $25 /|\mathcal{D}|$. The critical coverage ranges are shown with solid circles.
in $\mathcal{D}$. Moreover, when the boundary of $\mathcal{D}$ is piecewise linear, it is sufficient to concentrate on cell corners. Like the expected area coverage, the probability of complete coverage is strongly influenced by the border effect: Figure 2.11 shows examples of the threshold range determined for a squareshaped $\mathcal{D}$, both when $\mathcal{S}=\mathcal{D}$ and when the border effect is eliminated.

Recall that Theorem 2.2 gives the asymptotic distribution of the number of sensors required on the set $\mathcal{S}$ to cover $\mathcal{D}$ completely, as their sensing range tends to zero. It also allows us to solve the inverse cumulative distribution function of this number: to have $\mathcal{D}$ completely covered with probability at least $q$, the number of sensors with range $r$ must be at least $n(r)=\left[-\log (-\log q)-\log \pi r^{2}+2 \log \left(-\log \pi r^{2}\right)\right] \cdot|\mathcal{S}| / \pi r^{2}$.

On the other hand, we may also want to know the inverse cumulative distribution function of the threshold range for complete coverage, i.e., ask how large the sensing range should be with a given number of sensors $n$ to guarantee a coverage probability of at least $q$ : of course, the range should then not be less than the smallest $r$ with which the given $n$ is at least $n(r)$. By the continuity and monotonicity of $n(r)$, it follows that $r$ should be at least $r^{-1}(n)$, the inverse function of $n(r)$. We may thus conclude that Theorem 2.2 also holds with the given number of sensors $n$ and the threshold range for complete coverage $R_{\mathrm{c}}(\mathcal{N})$ substituted in the place of $N_{r}$ and $r$, respectively. Because the resulting expression with the asymptotic Gumbel distribution is a monotonically increasing function of $R_{\mathrm{c}}(\mathcal{N})$ with given $n$, it follows that this result gives the asymptotic distribution of the threshold range for complete coverage when the number of sensors $n$ tends to infinity.

The above observations provide the ingredients for treating the probability of complete coverage as a learning problem, exactly as done and discussed earlier with the connectivity probability. In what follows, we model
the convergence of the distribution of the threshold range for complete coverage using empirical models when $\mathcal{D}=[0,1]^{2}$.

The purpose of requiring that the set $\mathcal{S}$ completely encompass $\mathcal{D}$ in Theorem 2.2 is to eliminate the border effect, i.e., to avoid complications resulting from the otherwise likely event that the boundary of $\mathcal{D}$ is the last part to be covered. In other words, Theorem 2.2 does not apply to the case $\mathcal{S}=\mathcal{D}$ demonstrated in Figure 2.11(a). We will next discuss the empirical models in the setting without the border effect but will return to the case $\mathcal{S}=\mathcal{D}$ shortly.

To eliminate the border effect, the set $\mathcal{S}$ where the $n$ sensors are randomly placed for each sample of the threshold range $R_{\mathrm{c}}(\mathcal{N})$ is chosen as a larger square centered around the unit square $\mathcal{D}$. This other square is made large enough so that the resulting threshold range is never greater than the shortest distance from the boundary of $\mathcal{D}$ to that of $\mathcal{S}$; this way, sensors outside $\mathcal{S}$ would not affect the threshold range. (This requirement is checked for each sample of $R_{\mathrm{c}}(\mathcal{N})$; if it is not met, the set $\mathcal{S}$ is enlarged further and all the simulations for the particular sensor density are repeated.) As when simulating the threshold range for connectivity, $R_{\mathrm{c}}(\mathcal{N})$ was determined from 5000 random realizations of $\mathcal{N}$ with every fixed sensor density $n /|\mathcal{S}|$, and the value of $n /|\mathcal{S}|$ was varied up to 350 .

Now, let $r_{\mathrm{c}}(q, n)$ denote the $q$-quantile of $R_{\mathrm{c}}(\mathcal{N})$. In the same spirit as with the models in Publication [2], we let the model describe the deviation of $\frac{n}{|S|} \pi r_{\mathrm{c}}(q, n)^{2}+\log \pi r_{\mathrm{c}}(q, n)^{2}-2 \log \left(-\log \pi r_{\mathrm{c}}(q, n)^{2}\right)$ from its asymptotic limit $-\log (-\log q)$. Figure 2.12 is the equivalent of Figure 2.4, now showing as an example the corresponding information for these deviations for $q=0.95$ along with a fitted four-parameter regression model of the form

$$
\begin{gather*}
\frac{n}{|S|} \pi r_{\mathrm{c}}(q, n)^{2}+\log \pi r_{\mathrm{c}}(q, n)^{2}-2 \log \left(-\log \pi r_{\mathrm{c}}(q, n)^{2}\right)+\log (-\log q) \\
=a \cdot n^{-b}+c \cdot n^{-d}, \quad a, b, c, d>0 \tag{2.3}
\end{gather*}
$$

i.e., a combined power-law where a slower-decaying component characterizes the tail of the model. In short, this figure allows for the same conclusions as Figure 2.4.

We now turn to the case $\mathcal{S}=\mathcal{D}$. In [Jan86], Janson is able to derive the equivalent of Theorem 2.2 when $\mathcal{S}=\mathcal{D}=[0,1]^{2}$ and the set $A$ is the square $[-1 / 2,1 / 2]^{2}$ instead of the unit disk. In this case, covering $\mathcal{D}$ can be decomposed into the asymptotically seemingly independent events of covering the interior $[r / 2,1-r / 2]^{2}$, i.e., the region where the effect of the randomly placed scaled squares $r A$ is not affected by the boundary of $\mathcal{D}$, and covering its normal projections to the boundary such as $\{0\} \times$ $[r / 2,1-r / 2]$ with intersections of the overlapping squares, with length $r$. This is because when $A$ is chosen as the square, covering the boundary of $\mathcal{D}$ implies covering the strip between the boundary and the interior. Thus, the problem with border effects can be decomposed into subproblems in one and two dimensions, both free of border effects.

When $A$ is chosen as the disk with unit radius as in Theorem 2.2 adapted to our problem, covering the boundary of $\mathcal{D}$ no longer implies covering the strip between the boundary and the interior, and this decomposition is no


Figure 2.12: The model of the form (2.3) (a) and its residuals (b) obtained for $\frac{n}{|S|} \pi r_{\mathrm{c}}(0.95, n)^{2}+\log \pi r_{\mathrm{c}}(0.95, n)^{2}-2 \log \left(-\log \pi r_{\mathrm{c}}(0.95, n)^{2}\right)+$ $\log (-\log 0.95)$, and the overall absolute (c) and relative (d) residuals for $r_{\mathrm{c}}(0.95, n)$.
longer equivalent to the original problem. However, we may still derive the asymptotic probability that the interior $[r, 1-r]^{2}$ and its normal projections to the boundary of $\mathcal{D}$ are covered by the scaled disks $r A$, by repeating the steps shown in [Jan86] when $A$ is $[-1 / 2,1 / 2]^{2}$; the reader is referred to the appendix of Publication [4] for the details. Given these coverings, we assume that the remaining parts are covered asymptotically with high probability and thus use the result as an approximation for the asymptotic distribution for the threshold range for complete coverage of $\mathcal{S}=\mathcal{D}=[0,1]^{2}$ :

$$
\begin{gather*}
\lim _{n \rightarrow \infty} \operatorname{Pr}\left[n \pi R_{\mathrm{c}}(\mathcal{N})^{2}+\log \pi R_{\mathrm{c}}(\mathcal{N})^{2}-2 \log \left(-\log \pi R_{\mathrm{c}}(\mathcal{N})^{2}\right) \leq u\right] \\
=\exp \left(-\frac{4}{\sqrt{\pi}} e^{-u / 2}-e^{-u}\right) \tag{2.4}
\end{gather*}
$$

Note that here $|\mathcal{S}|=1$, so the quantity with the converging distribution is in effect the same as in the case without the border effect; only the limiting distribution is now different.

We use again the model (2.3) to describe the convergence as in the previous case, with the obvious difference that the limiting $q$-quantile is now $-2 \log (\sqrt{4 / \pi-\log q}-2 / \sqrt{\pi})$ instead of that of the Gumbel distribution, $-\log (-\log q)$. We show here as examples only the relative residuals ob-

(a) $q=0.5$
(b) $q=0.99$

Figure 2.13: Relative residuals for two quantiles of $R_{\mathrm{c}}(\mathcal{N})$, obtained by applying the model (2.3) to the approximate asymptotic distribution (2.4) when $\mathcal{S}=\mathcal{D}=[0,1]^{2}$.
tained after fitting this model to $50 \%$ and $99 \%$ quantiles estimated from simulation data, again with 5000 samples generated for each $n$ and $n$ ranging up to 350: see Figure 2.13.

We opt to validate these models in Publication [4] only in the latter case with $\mathcal{S}=\mathcal{D}=[0,1]^{2}$, i.e. when the models are based on the approximate asymptotic distribution (2.4), since it is fair to assume that the models based on the exact distribution in the case without border effects should perform at least as well. To this end, we test how well these models are able to predict the distribution of additional samples of $R_{\mathrm{c}}(\mathcal{N})$ determined from simulated random realizations with $n=1000$ sensors; because of the resulting extensive computation times, only 1000 samples were generated. The result is shown in Figure 2.14: slight differences are noticeable, which may be due to the approximation (2.4), invalidity of the model (2.3), inaccuracy in the model parameter estimates, or the small number of samples


Figure 2.14: The empirical cumulative distribution of $R_{\mathrm{c}}(\mathcal{N})$ determined from 1000 random realizations with $n=1000$ sensors in $\mathcal{S}=\mathcal{D}=[0,1]^{2}$ (solid line), and the predictions (drawn as points) of empirical models fitted to five different quantiles (indicated with the dashed lines).
in the validation data. However, the fact that the prediction errors are in both directions makes a systematic error seem less likely.

### 2.3 Connectivity improvement as an optimization problem

In Publication [5], we view the connectivity problem from a new perspective: we are concerned with what can be done when a wireless ad hoc network needs to be formed but the network nodes are too far apart to form a network with a desired level of connectivity. More precisely, we study the option of improving the connectivity of a static ad hoc network by placing additional network nodes at optimized locations. Networks where adding extraneous nodes is feasible are some sensor networks and such ad hoc networks that are used in a controlled situation where some central entity can organize the deployment of the nodes.

To our knowledge, the connectivity problem in ad hoc networks has not been addressed so far from this practical viewpoint: probably the closest related work has been done in [DTH02], where the authors study how the existence of base stations attached to fixed, wired network infrastructure improves the connectivity of random networks.

## Problem statements

Reusing the notation introduced in Section 2.1, we assume that the existing network is disconnected and consists of $n$ nodes with given locations $\mathcal{N}$ in a bounded and convex deployment region $\mathcal{D} \subset \mathbb{R}^{d}, d>1$, and that we may place additional nodes in $\mathcal{D}$ to be used as relays in the network. To distinguish between the two, we will refer to the existing nodes as terminal nodes and the additional nodes as relay nodes. We assume that the terminal nodes and the relay nodes have equal transmission and reception capabilities and hence have a common transmission range $r$. In this setting, the basic form of our problem is as follows:

Given $\mathcal{N}$ and $r$, find a set of locations $\mathcal{N}_{\mathrm{r}}$ with minimum cardinality $n_{\mathrm{r}}$ that makes the geometric graph $\mathcal{G}\left(\mathcal{N} \cup \mathcal{N}_{\mathrm{r}}, r\right)$ connected.

Obviously, $\mathcal{N}_{\mathrm{r}}$ is the set of locations to place relay nodes.
We also study the following problem variant which comes into question when too few relay nodes are available to make the network connected. In this case, we need to define the utility of the network.

Given $\mathcal{N}$ and $r$, find $\mathcal{N}_{\mathrm{r}}$ that maximizes the chosen utility metric $U=U\left(\mathcal{G}\left(\mathcal{N} \cup \mathcal{N}_{\mathrm{r}}, r\right)\right)$, subject to $n_{\mathrm{r}} \leq n_{\mathrm{r}}^{\max } \in \mathbb{Z}_{+}$.

The choice of the utility metric depends on the target application. Throughout Publication [5], we use the greatest number of terminal nodes that are all in the same connected component of the graph $\mathcal{G}\left(\mathcal{N} \cup \mathcal{N}_{\mathrm{r}}, r\right)$. In light of the above problem, this is equivalent to using the greatest number of terminal node pairs, i.e. the number of possible connections that can be formed within a connected component. In addition to this latter problem, we use the utility metric also in defining greedy approaches to the first problem.

The key assumptions behind these problem statements are that the locations of the terminal nodes are known and that the location information of these nodes can be collected even though the network is not connected. The motivation behind the latter assumption is that depending on the solutions on the physical layer, it can be possible to be able to sustain a low rate of communication over much further distance than to provide quality of service. In this case, the network is able to convey control information even if efficient communications are not possible. In other words, in this problem the transmission range $r$ models the longest distance that allows direct communication at the rate required by the application to be utilized over the network.

## Review of related problems and existing results

The closest related problem with existing literature is that of the Euclidean shortest-connection network, where the task is to form a connected network between a given set of points with minimum total edge length. This problem has two variants, depending on whether or not the addition of new points is allowed before forming the edges: when permitted, the problem is known as the minimum Steiner tree (or Steiner minimal tree) problem, and when not, it is the minimum spanning tree problem. Whereas finding the minimum spanning tree is a straightforward task, the Steiner tree problem is NP-hard [GGJ77]. A fundamental relation between the two problems is the greatest possible ratio between their optimal solutions, known as the Steiner ratio [DH90b]: for any set of points in the plane, the total edge length of their Euclidean minimum spanning tree is at most $2 / \sqrt{3} \approx 1.15$ times the total edge length of their Euclidean Steiner minimal tree.

Our problem in its basic form can be seen as a special variation of the shortest-connection network problem, where the geometric graph provides the edges implicitly and we are therefore restricted solely to adding new points. Accordingly, the objective function is then the number of added points.

Our problem could as well be stated with the generalized goal of making the network $k$-connected. The corresponding generalization of the shortest-connection network problem without the possibility to add points leads to the graph augmentation problem: in commonly used terms, the task in the minimum augmentation problem is to add to a given graph the set of edges with minimum total weight so that the resulting graph is $k$ connected. Thus, the case $k=1$ corresponds to the minimum spanning tree problem, but for any $k>1$ the problem is known to be NP-hard: see, e.g., [Hsu93] and the references therein. In this context, a somewhat related problem has been studied in [BR04], where an ad hoc network of mobile robot nodes is already assumed to be connected, and the task is to move the robots to make the network biconnected so that the total distance travelled by the robots is minimized.

## Heuristic algorithms

Our problem differs from the original shortest-connection network problems, e.g., in that it is solely the addition of new points that it is all about; hence, unlike in the original counterparts, the objective function is integer-
valued. However, as we point out in Publication [5], our problem reduces to the shortest-connection network problem in the limiting case as $r \rightarrow 0$ : the optimal solution is then to place the relay nodes along the edges of the Euclidean minimum Steiner tree for $\mathcal{N}$. In the general case, our problem poses the additional complication that we are not connecting only single points to each other, but connected components in the graph $\mathcal{G}(\mathcal{N}, r)$, where the best point for connecting to other components must be chosen.

Therefore, given the complexity of our problem, in Publication [5] we propose heuristic algorithms that are applicable to both of its forms stated earlier. In what follows, we present these algorithms and conclude with a brief analysis of their performance. Our complexity analysis is to a large part based on results gathered in [Aur91]; see the publication for more details.

## Minimum Spanning Tree algorithm

Our first algorithm utilizes the minimum spanning tree: if we only require that each relay node or contiguous chain of relay nodes connect exactly two connected components of the graph $\mathcal{G}(\mathcal{N}, r)$, the optimal solution is to place the relay nodes along the edges of the Euclidean minimum spanning tree (MST) calculated for the components, when the distance between two components is defined as the shortest distance between two terminal nodes in these distinct components. See Figure 2.15 for an example.

In fact, it is not difficult to show that this MST consists of exactly those edges of the MST for $\mathcal{N}$ that are longer than $r$. To this end, consider, e.g., Kruskal's algorithm [Kru56] for finding the MST applied to the set of points $\mathcal{N}$ : form the MST by drawing edges between points in the order of increasing length, drawing each edge only if it does not create a cycle with the edges drawn earlier. It is easy to see that when we halt this algorithm at edge length $r$, the terminal nodes in any given subtree formed so far are exactly those in a connected component of the graph $\mathcal{G}(\mathcal{N}, r)$, and hence the rest of the algorithm also finds the MST for these components.


Figure 2.15: Minimum Spanning Tree algorithm. The initially connected components in this example realization of 70 terminal nodes are connected with solid edges, and the edges to place relay nodes are dotted. The transmission range is $10 \%$ of the side of the domain, as illustrated by the circle.

If the number of relay nodes available limits the solution, the optimal selection of edges of the MST to place nodes generally requires going through all possibilities. In this case, we propose the greedy method of selecting edges in the order of added utility (with respect to the initial graph $\mathcal{G}(\mathcal{N}, r)$ ) per used relay node. With this approach, the running time of the algorithm is in any case determined by that of finding the MST, which is $O(n \log n)$ in the plane.

Note that with a non-negligible transmission range, the Steiner ratio no longer gives a valid approximation ratio for utilizing the MST in our problem: as a simple example, consider a regular pentagon whose vertices are on a circle with radius equal to the transmission range, and assume one terminal node at each of these vertices. These initially disconnected terminal nodes can be connected with a single relay node placed at the center of the circle, whereas the MST suggests placing as many as four relay nodes.

## Greedy Tessellation algorithm

The stricter requirement that a single relay node should, when possible, join more than two connected components of the network suggests points that are equally distant from several components as potential points of placement: our second algorithm is based on the observation that the points equally distant from three components are a subset of the vertices, i.e. the coinciding corners of the convex sets also called cells, of the Voronoi diagram of the existing nodes. Note that in practice, points equally distant to more than three nodes do not exist, but placing a relay node at a vertex close to other vertices may well result in connecting more than three components.

This is the motivation for our Greedy Tessellation algorithm. In every iteration of the algorithm, we examine the Voronoi diagram of $\mathcal{N} \cup \mathcal{N}_{\mathrm{r}}$ and


Figure 2.16: An example of the Greedy Tessellation algorithm, when applied to the same realization as in Figure 2.15. The edges of the Voronoi tessellation are shown with dotted lines, the candidate points for relay node insertion with ' + '-signs. The first location to add a relay node is marked with an asterisk.
regard as candidate points for node insertion the coinciding corners of such Voronoi cells that contain nodes all in different connected components; the candidate point that yields the maximal increase in the chosen utility metric is added to $\mathcal{N}_{\mathrm{r}}$. Finally, if the candidate points are all further than $r$ from the existing components, the remaining network is connected using the Minimum Spanning Tree algorithm. The final result is an algorithm that takes $O\left(n^{2}\right)$ time in $\mathbb{R}^{2}$ and $O\left(n^{3}\right)$ in $\mathbb{R}^{3}$ to connect the network. Figure 2.16 illustrates the algorithm.

## Greedy Triangle algorithm

With a closer look, we see that points equally distant from different components are not always optimal for relay nodes: the point equally distant from three given terminal nodes may fall outside the triangular convex hull of their locations, in which case it cannot be the optimal place for a relay node to connect the three nodes (optimal in the sense that the range required from the relay node to connect the terminal nodes is minimized). For example, the point marked in Figure 2.16 as the place for the first relay node is such a point. Thus, if looking only at the Voronoi diagram, one may not find all the places where connecting three components with a single relay node is possible.

However, for given locations of three disconnected terminal nodes, the optimal place for a relay node can be exhaustively determined: the point equally distant from the terminal nodes is optimal only if it is inside the triangle spanned by the terminal nodes; if the point is outside the triangle, the midpoint of the longest side of the triangle is the optimal place. Similarly,


Figure 2.17: Applying the Greedy Triangle algorithm to the realization of Figure 2.15. (a): The first point to place a relay node in the first phase, as indicated by the ' + '-sign. Note the difference from Figure 2.16 in the placement. (b): The first pair of points to place relay nodes, as determined in the second phase, after several relay nodes have been added in the first phase. Note that in this case, four components are connected.
one can find jointly optimal places for two relay nodes to connect three terminal nodes. Our analysis of this case, which is already more complicated, is presented in Appendix 4.

The analyses of the above two cases are the basis for our last algorithm. The Greedy Triangle algorithm proceeds through two rounds of iterations. The first round consists of repeatedly finding candidate triplets of terminal nodes that are all in different components and pairwise at most $2 r$ apart, and connecting the triplet that yields the maximal increase in the chosen utility metric with a single relay node. This is then repeated in the second round by connecting triplets at most $4 r$ apart with two relay nodes in each iteration. Finally, as in the Greedy Tessellation algorithm, the Minimum Spanning Tree algorithm is invoked to connect the network partitions that remain. The result of one iteration in both the two rounds is illustrated in Figure 2.17. The running time of this algorithm is of the same order as in the previous algorithm in two and three dimensions.

## Comparison of the algorithms

Finally, we present results from applying our three algorithms to simulated realizations of randomly and uniformly distributed terminal nodes in a square-shaped domain in the plane. The purpose is partly to compare the performance of the algorithms relative to each other, and in part to gain some idea on how close to optimal their solutions are. The latter is a problematic task, as the optimal solution for a general realization is usually unknown. We used as a benchmark the method of placing the relay nodes on those edges of the Euclidean minimum Steiner tree for $\mathcal{N}$ that connect different components of the graph $\mathcal{G}(\mathcal{N}, r)$. This method should be close to optimal with sparse networks, i.e. when the transmission range is small compared to the typical distance between neighboring terminal nodes.

Figure 2.18(a) shows the average number of relay nodes needed to connect random configurations with varying number of terminal nodes using each of the different algorithms. The transmission range was set to $10 \%$ of the side of the square domain, in order to demonstrate a "feasible" scenario where the number of relay nodes needed is still a fraction of the number of terminal nodes, making the addition of relay nodes sensible. As expected, our three algorithms produce gradually better solutions. The two greedy algorithms also outperform utilizing the Steiner tree with these parameters, as the minimum Steiner tree simply optimizes the wrong measure from our problem's viewpoint.

The gain from utilizing the Steiner tree is captured in Figure 2.18(b) which shows corresponding results with the transmission range set to $5 \%$ of the side of the domain. In a very sparse initial network, the existence of suitable candidate triangles is unlikely, and the Greedy Triangle algorithm practically reduces to the Minimum Spanning Tree algorithm, while the Steiner tree yields the best results. As the density of the initial network increases, the Greedy Triangle algorithm surpasses the Steiner tree method in performance.

The quantity that best describes what we referred to as the density of the network is the average number of other terminal nodes directly connected to a random terminal node in the initial configuration. Ignoring the border effect, this quantity is given by $n / A \cdot \pi r^{2}$ where $A$ is the area of the domain.


Figure 2.18: Average number of relay nodes needed to connect the network, as a function of the number of terminal nodes initially in the network, taken over 1000 random realizations. (a): The transmission range is $10 \%$ of the side of the square-shaped domain. (b): The transmission range is $5 \%$ of the side of the domain; the Greedy Tessellation algorithm has been omitted for clarity.

In essence, this quantity determines which method yields the best results, and for example the two greedy algorithms bring significant advantage over the MST algorithm at proper intermediate values of this quantity, when suitable candidate triangles are likely to exist.

### 2.4 Summary and Conclusions

This chapter focused on studies where wireless multihop networks are modeled with Boolean models. When used to describe the network topology, these models implicitly account for some constant-level background noise but not for interference from concurrent transmissions in the network. Thus, such a model is adequate for studying ultimate limits for connectivity, or connectivity in cases where interference is not a limiting factor for communications. The latter is the case in networks with low transmission activity or transmission powers, or when nodes are sparsely located and hence separated by long distances.

We first addressed the problem of determining the $k$-connectivity probability of random, finite networks. Scenarios where this problem arises include network dimensioning: for example, how densely should network nodes with given communication capabilities be scattered in order to have a $k$-connected network with high probability? As this problem is equivalent to knowing the distribution of the threshold range for $k$-connectivity, our first approach to this problem was to model empirically the convergence of these distributions, studied by simulation, to their previously analytically derived asymptotic limits, allowing the prediction of the $k$-connectivity probability for finite configurations. To this end, we developed algorithms to
determine the threshold range for 1-, 2-, and 3-connectivity for a given set of network nodes.

We also studied the connectivity of mobile networks, where $n$ nodes are assumed to move according to the Random Waypoint (RWP) mobility model. In this context, we applied an alternative approach, namely, an analytical approximation where the threshold range for $k$-connectivity is treated as the maximum of $n$ i.i.d. $k$-nearest-neighbor distances, which reflects the properties of the known asymptotic statistics.

Overall, because our empirical method is devoid of the systematic error present when assuming that the asymptotic properties of connectivity statistics also hold in the non-asymptotic regime, it provides the most accurate prediction results thus far. However, the requirements for using this approach with good results are that obtaining ample observations from finite configurations is not an obstacle and that the asymptotic distribution is known in analytical form; the case of RWP mobility is an example of where the latter does not hold true.

Next, we discussed the coverage of random networks under the Boolean model, which is of importance when dimensioning a sensor network with randomly scattered nodes. In this context, we formulated the problem as that of determining the distribution of the area coverage caused by randomly placed sensors in a bounded target domain. We showed that the expected value of this distribution is equal to the probability that a random point in the domain is covered, making possible the analytical calculation of this quantity in a simple setting. We also addressed the problem of determining the probability of full coverage and pointed out that this problem, like that of connectivity, is also equivalent to knowing the distribution of a well-defined threshold range. We showed how to determine this range for a given set of nodes and target domain, and interpreted existing analytical results as an asymptotic distribution of this threshold range. We also derived an approximate limit distribution of the threshold range in a case with border effects. With all the same ingredients as with the connectivity problem at hand, we also treated the problem of full coverage as a learning problem, with the result of predicting the distribution of the threshold range for full coverage from independent simulations with good accuracy. To our knowledge, no analytical approximations aiming at accurately predicting the probability of full coverage have been presented to date, which makes our empirical approach all the more important.

Finally, we presented a novel problem representing the algorithmic side of connectivity research. The problem is motivated by a practical disaster recovery scenario: given a disconnected network of terminal nodes deployed at known locations and the possibility of adding relay nodes with the same properties to the network, the task is to connect the network by adding a minimal number of relay nodes. We interpreted this problem as a special variation of the shortest-connection network problem and, in particular, pointed out its connection to the Euclidean minimum Steiner tree problem, known to be NP-hard. We presented three increasingly advanced, centralized heuristic algorithms along with their complexity analysis, and compared their performance by simulation. The more evolved algorithms are most useful at proper intermediate densities of the initial network.

In the assumptions of the last problem, we precluded the mobility of terminal nodes. The approach of adding relay nodes in optimized locations has little application if all the terminal nodes tend to move all over the network region. However, by keeping track of the locations of terminal nodes over time, it should be possible to recognize those nodes that are nearly stationary and place relay nodes to connect these nodes. This question has been taken under further study.

## 3 STUDIES UNDER THE PHYSICAL MODEL

The studies in this chapter have the assumption of the Physical model as the common denominator. The first section deals with generalizing the notion of connectivity to this model, and the second section discusses throughput in a particular network scenario.

### 3.1 Connectivity

In this section, we discuss connectivity when studied under the Physical model. In this case, connectivity is subject to a more difficult choice of definition than under the Boolean model. Whereas in the latter all the variables that dictate whether two nodes can communicate directly can be woven into a single parameter, viz. the transmission range within which direct connections exist, in the Physical model successful communication also depends on the interference from all other nodes that is time-varying in nature. Thus, not only will the existence of a direct link between two nodes be governed by the locations of all nodes in the network, but the condition for its existence should be defined with this temporal aspect in mind. On the other hand, the dependence on the interference means that connectivity is also affected by medium access control.

The existing literature on connectivity under the Physical model is sparse in comparison to that under the Boolean model; we will begin with a review of earlier studies.

## Review of existing results

The pioneering work in assessing the impact of interferences on connectivity has been made in [DBT03] (see also the journal version [DBT05]) where the authors study a CDMA network. In line with the Physical model, they assume that node $j$ can successfully receive the signal transmitted by node $i$ if and only if

$$
\begin{equation*}
\frac{P_{i} \cdot l\left(\left\|x_{i}-x_{j}\right\|\right)}{N_{0}+\gamma \sum_{k \neq i, j} P_{k} \cdot l\left(\left\|x_{k}-x_{j}\right\|\right)} \geq T \tag{3.1}
\end{equation*}
$$

where the factor $0 \leq \gamma \leq 1$ weighting the interference power sum is motivated by the partial orthogonality of CDMA codes and can be interpreted as the inverse of the processing gain of the system. Neglecting unidirectional links, an undirected edge is assumed to exist between nodes $i$ and $j$ if and only if (3.1) also applies with $i$ and $j$ interchanged; the resulting graph is named the Signal To Interference Ratio Graph (STIRG). Note that the case $\gamma=0$ reduces to the Boolean model.

Recently refined from the initial result presented in [DBT03, DBT05], it is then shown in $\left[\mathrm{DFM}^{+} 06\right]$ that in an infinite STIRG whose nodes are located on the points of a Poisson process on $\mathbb{R}^{2}$ and transmit with some common power, i.e. $P_{i} \equiv P$, percolation occurs when the node density $\lambda$ is greater than the much-studied critical intensity $\lambda_{c}$ of the case $\gamma=0$ (with
the given $T \cdot N_{0} / P$ ), provided that $\gamma$ is sufficiently small (but not zero). More precisely, assuming that the attenuation function $l(\cdot) \leq 1$ is continuous, strictly decreasing, and satisfies some additional non-degeneracy conditions, for any node density $\lambda>\lambda_{\mathrm{c}}\left(T \cdot N_{0} / P\right)$, there exists $\gamma^{*}(\lambda)>0$ such that for $\gamma \leq \gamma^{*}(\lambda)$, the graph has an infinite connected component. In [DT04], it is further shown that as $\lambda$ tends to infinity, the condition for the occurrence of percolation is that either $\gamma^{*}(\lambda)$ or the SINR threshold $T$ must decrease at least as fast as $1 / \lambda$. Since decreasing $\gamma$ requires using a wider frequency band and decreasing $T$ implies a lower rate of communication, this means in either case that the available transport capacity per fixed bandwidth decreases. This establishes thus a trade-off between connectivity and capacity.

Also an infinite random network, but employing slotted Aloha instead of CDMA, is analyzed in [BBM04, BBM06]. In the presented medium access scheme, time is slotted and each node is allowed to transmit in any slot with a fixed medium access probability $p$. The condition for node $j$ successfully receiving node $i$ 's transmission in any time slot - producing what is chosen as the unit throughput from $i$ to $j$ over this time slot - now becomes

$$
\begin{equation*}
\frac{P_{i} \cdot l\left(\left\|x_{i}-x_{j}\right\|\right)}{N_{0}+\sum_{k \neq i, j} e_{k} P_{k} \cdot l\left(\left\|x_{k}-x_{j}\right\|\right)} \geq T \tag{3.2}
\end{equation*}
$$

where $e_{k}$ is the indicator variable of the event that node $k$ is allowed to transmit in that time slot. The individual permissions to transmit are independent among both nodes and time slots, so that the variables $\left\{e_{k}\right\}$ in every time slot are independent Bernoulli-distributed random variables with parameter $p$.

In this study, connectivity is defined as a dynamic property: the authors show that slotted Aloha allows the transmission of packets over time from any node to any other node, under simple independence and nondegeneracy assumptions on node mobility, and also in the case without mobility if $N_{0}=0$, i.e., if there is no background noise. However, this definition places no requirements on the long-term rate of successful communication and can therefore be regarded as coincident with the omnipresent information-theoretic connectivity discussed in Chapter 1 .

Thus far, in the context of network models that account for interference - such as the Physical model - little has been done to address connectivity of finite networks as defined in graph theory, namely, the requirement that all node pairs be connected through the network. The aim in Publication [6] is to take a first step in this direction.

## Studying graph connectivity under the Physical model

In Publication [6], we generalize the notion of the threshold range for connectivity from the Boolean model to the Physical model. We do this under the two scenarios reviewed above, i.e., assuming first a CDMA network and then a network using slotted Aloha. As we will see, since there is more than one free parameter in these scenarios, unlike in the Boolean model characterized solely by the transmission range, the threshold range generalizes into a boundary in the space of these parameters. This boundary consists of segments of individual link connectivity constraints that are linear with
respect to at least some of the free parameters, and it can be traced in the parameter space by keeping track of the prevailing network topology and, in particular, the critical link for connectivity by applying a very simple rule.

Like in the definition of the threshold range under the Boolean model, we also assume throughout that all network nodes employ some common constant transmission power $P$. Further, although not at all necessary, we restrict ourselves to the commonly used power-law attenuation function

$$
\begin{equation*}
l\left(\left\|x_{i}-x_{j}\right\|\right)=\left(C\left\|x_{i}-x_{j}\right\|\right)^{-\alpha} \tag{3.3}
\end{equation*}
$$

to allow easy scaling of any configuration of network nodes to arbitrary physical node densities. Here, $C>0$ sets the scale and $\alpha>2$.

## Connectivity boundary in a CDMA network

We begin with the conceptually simpler scenario with the CDMA network which allows easy and unambiguous determination of the connectivity boundary. We will derive this boundary for a STIRG graph representing a network with given node locations $\left\{x_{k}\right\}$ and a fixed attenuation exponent $\alpha$ in the above attenuation function. As in [DBT03], we assume that all nodes transmit constantly, representing a worst-case scenario. In this case, (3.1) is equivalent to

$$
\begin{equation*}
A \leq-B \sum_{k \neq i, j}\left\|x_{k}-x_{j}\right\|^{-\alpha}+\left\|x_{i}-x_{j}\right\|^{-\alpha} \tag{3.4}
\end{equation*}
$$

where we have defined the two free parameters $A=C^{\alpha} \frac{T}{P / N_{0}}$ and $B=T \gamma$. Hence, in a given network, the condition for node $j$ successfully receiving node $i$ 's transmission is satisfied on and below the descending line in the $B / A$-plane with slope $-\sum_{k \neq i, j}\left\|x_{k}-x_{j}\right\|^{-\alpha}$ and intercept $\left\|x_{i}-x_{j}\right\|^{-\alpha}$, both of which we may calculate (see Figure 3.1 for three instances of such lines). Since our attenuation function is reciprocal, i.e. $l\left(\left\|x_{i}-x_{j}\right\|\right)=$ $l\left(\left\|x_{j}-x_{i}\right\|\right)$, which can also be said to hold in reality on a fixed frequency, the resulting condition for an edge existing between nodes $i$ and $j$ in the undirected STIRG is determined by this common intercept and the steeper one of the two slopes calculated in both directions (i.e., the receiver under more noise).

The domain in the $B / A$-plane in which the given network is connected then lies below a connected curve consisting of segments of descending lines, representing the constraints of different links that are critical for network connectivity at each point; this curve is the connectivity boundary (see Figure 3.1 for an example). It can be found as follows. Start at $B=0$, whence $\gamma=0$. This makes the model coincide with the Boolean model, meaning that that the critical link is found as the longest edge in the Euclidean minimum spanning tree of the nodes. The descending line corresponding to this link determines the boundary of the connectivity region as long as no line of the other links is crossed. When this happens, we may determine the new critical link using the following simple rule:

- When a line is crossed from below (as in the first intersection encountered in Figure 3.1 when increasing $B$ from 0 ), i.e. the connectivity


Figure 3.1: The connectivity domain of the network of Figure 3.2 when $\alpha=3$. The solid line indicates the border of the domain. Taking $A=0$ implies neglecting background noise; the case $\gamma=0 \Rightarrow B=0$ implies neglecting interference.
region of another link is left when tracing the current line, the corresponding disappearing link is the critical link from this point onwards if the remaining links no longer form a single connected graph. Otherwise, the critical link does not change.

- When a line is crossed from above (as in the second intersection of Figure 3.1), i.e. the connectivity region of another link is entered when tracing the current line, the corresponding appearing link is the critical link from this point onwards if it connects the two network partitions separated by the current critical link. Otherwise, the critical link does not change.

As an example, Figure 3.1 shows the resulting connectivity boundary of the network in a unit square shown in Figure 3.2.

In this model, we assumed that all other nodes transmit constantly. It would of course be more reasonable to assume that at least half of the nodes are receiving instead of transmitting at any instant. In general, if we assume that on average every $k$ th node is transmitting, we should regard $\gamma$ as a general interference thinning factor $\gamma=\tilde{\gamma} / k$, where $\tilde{\gamma}$ is the actual code orthogonality factor.

## Connectivity in a slotted-Aloha network

We then extend the definition of the connectivity boundary to the slottedAloha network. In addition to the node locations and the attenuation exponent, we assume that the medium access probability $p$ has been fixed. The equivalent of (3.4) is now

$$
\begin{equation*}
A \leq-T \sum_{k \neq i, j} e_{k}\left\|x_{k}-x_{j}\right\|^{-\alpha}+\left\|x_{i}-x_{j}\right\|^{-\alpha}, \tag{3.5}
\end{equation*}
$$

where the sum $\sum_{k \neq i, j} e_{k}\left\|x_{k}-x_{j}\right\|^{-\alpha}$ is a random variable independent in every time slot, having a discrete probability distribution with generally


Figure 3.2: An example network in the unit square. The prevailing topology with the identified critical links have been drawn at each of the vertices of the border in Figure 3.1. The dashing of the links corresponds to that used in Figures 3.1 and 3.3.
$2^{n-2}$ distinct possible values, with $n$ denoting the number of all the network nodes. Given the assumed information, we may calculate this distribution.

In addition to the free parameters $A=C^{\alpha} \frac{T}{P / N_{0}}$ and $T$, we then define a third parameter, link confidence $q$. For a given $q$, the $q$-quantile of the distribution of the above random sum describing the scaled interference gives the level below which the latter remains with confidence (probability) $q$ for each directed link $i \rightarrow j$. The difference from the previous section is that instead of the function $f_{i j}(\gamma)=\gamma \sum_{k \neq i, j}\left\|x_{k}-x_{j}\right\|^{-\alpha}$ that can be seen in (3.4), which is linear in its argument $0 \leq \gamma \leq 1$, we now have the nonlinear function $F_{i j}^{-1}(q)$ where $F_{i j}(\cdot)$ is the cumulative distribution function of the random sum $\sum_{k \neq i, j} e_{k}\left\|x_{k}-x_{j}\right\|^{-\alpha}$. (To be exact, we
define the inverse function of this discrete-valued cumulative distribution as $F_{i j}^{-1}(q)=\min \left\{t: F_{i j}(t) \geq q\right\}$.) Because of this nonlinearity, the parameter $q$ can no longer be incorporated into the second free parameter with $T$ but has to be treated as a separate, third parameter. Note however that the two functions $f_{i j}(\gamma)$ and $F_{i j}^{-1}(q)$ coincide at $\gamma=q=1$.

The connectivity boundary is a surface in the space of the three free parameters $A=C^{\alpha} \frac{T}{P / N_{0}}, T$, and $q$, a cross-section of which with fixed $q$ looks similar to Figure 3.1: (3.5) can be written in the form

$$
\begin{equation*}
A \leq-F_{i j}^{-1}(q) \cdot T+\left\|x_{i}-x_{j}\right\|^{-\alpha} \tag{3.6}
\end{equation*}
$$

which, with fixed $q$, is satisfied on and below the descending line in the $T / A$-plane with slope $-F_{i j}^{-1}(q)$ and intercept $\left\|x_{i}-x_{j}\right\|^{-\alpha}$. As in the previous section, we define the condition for nodes $i$ and $j$ being bidirectionally connected to be determined by the steeper slope, i.e., the greater interference with the given confidence $q$.

With any fixed $q$, the cross-section of the connectivity boundary in the $T / A$-plane is found exactly as in the previous section, by tracing along the critical links. The reason why the longest edge in the Euclidean minimum spanning tree is again the critical link as $T \rightarrow 0$ is that in this limit, the above condition (3.6) for every link is dominated by the intercept $\left\|x_{i}-x_{j}\right\|^{-\alpha}$ which is a monotonically decreasing function of the link distance.

To demonstrate the connectivity boundary in this case, we examine again the example network of Figure 3.2. We assume that $\alpha=3$ and take $p=0.1$, the latter representing a magnitude found suitable for the medium access probability in [BBM04]. Figure 3.3 shows the connectivity domain in the $T / A$-plane with $q$ fixed to different values; it is easy to see that $q=1$ leads to the domain of Figure 3.1 with $T$ in the place of $B$. The connectivity surface of the network in the space of all three parameters is depicted in Figure 3.4.

Next, we will show that the connectivity requirement in the slottedAloha network constitutes a boundary condition for a tradeoff between the delay and throughput of the network links and allows for an optimization between the two as desired.

To this end, recall that the link confidence $q$ defines when a pair of nodes is considered directly connected: we say that there is a link from any node $i$ to any other node $j$ only if, with given parameters $A=C^{\alpha} \frac{T}{P / N_{0}}$ and $T$, the probability $\tilde{q}$ that (3.2) holds in a random time slot is at least $q$. Assume that the conditions for a completely successful transmission from $i$ to $j$ are that (i): node $i$ is allowed to transmit, (ii): node $j$ does not transmit in the same time slot, and (iii): the states of the remaining nodes are such that (3.2) holds. Then, due to the nodes' independent operation, the number of time slots needed for one successful transmission from $i$ to $j$ obeys a geometric distribution with parameter $p(1-p) \tilde{q}$. Furthermore, for the critical link in a network with many nodes it is reasonable to assume that $\tilde{q} \approx q$. Hence, requiring a higher link confidence means requiring a lower maximum average link delay in the network, whereas allowing a lower link confidence means allowing a higher maximum average link delay.


Figure 3.3: The connectivity domain of the network of Figure 3.2 when $\alpha=3$ and $p=0.1$, with the boundary indicated by a solid line where needed. Note that in this case, there is no interference in an arbitrary time slot with probability $(1-0.1)^{8} \approx 0.43$, hence the zero-slope with $q=0.40$.


Figure 3.4: The surface below which the network of Figure 3.2 is connected when $\alpha=3$ and $p=0.1$. The cross-section of the surface is as in Figure 3.3(d) for all $q \leq(1-0.1)^{8} \approx 0.43$.

On the other hand, the probability $p(1-p) \tilde{q}$ is also the proportion of time slots with successful transmissions from node $i$ to $j$ over time. The defined unit throughput of each successful transmission in turn depends on the SINR threshold $T$ : if we take as a reference the Shannon capacity of a channel with Gaussian noise and interference and a given SINR, this is proportional to $\log (1+S I N R)$. Then the minimum time-averaged link throughput in the network is proportional to $q \log (1+T)$.

The two parameters $q$ and $T$ that together determine the maximum average link delay and the minimum link throughput are bound together by the connectivity constraint, which dictates that the greatest achievable $T$ depends on the required $q: T_{\max }=T_{\max }(q)$. For a given network, the required link confidence $q$ can be increased from zero to some positive value without sacrificing minimum link throughput (with our example network, we know that this value is at least $\left.q=(1-0.1)^{8}\right)$. The maximum of the minimum link throughput with respect to $q$ marks the beginning of Paretooptimal combinations of maximum link average delay and minimum link throughput, meaning that neither quantity can be improved without making the other quantity worse: beyond this maximizing value of $q$, a delaythroughput tradeoff must then be made according to design preferences.

The computational task of determining the distribution of the interference from a given network of $n$ nodes for a given transmitter-receiver pair grows exponentially with $n$, as it entails evaluating all the possible $2^{n-2}$ values of the interference and their probabilities. The end of Publication [6] is devoted to presenting a computationally efficient method for determining an approximation for this distribution.

### 3.2 Throughput

This section addresses throughput in networks under the assumptions of the Physical model, both as an aggregate quantity in the whole network and as experienced by an individual node. The most fundamental existing results, which we will discuss first, concern the highest achievable throughput under the restrictions of this model.

## Review of existing results

The aim in the study [GK00] that first presented the Physical model is to determine bounds and scaling laws for the achievable throughput under that model. For this purpose, the authors define bit-meter as the basic unit of information transfer in the network, and the transport capacity of the network as the bitrate-distance products summed over all concurrent singlehop transmissions taking place in the network, measured in bit-meters per second, in analogy with, e.g., the passenger-kilometers-per-year metric used by airlines.

The authors then derive bounds for the best-case transport capacity achievable in arbitrary networks, where the various parameters such as node locations, transmission powers and the traffic pattern can be arbitrarily optimized. The main result, further refined in [AK04], is that for a network of $n$ nodes in a domain with area $A$ under the Physical model and the power-law attenuation function (3.3), when the maximum transmission
power is bounded by $\Theta\left(n^{\alpha}\right)$, the transport capacity has the upper bound $\Theta(\sqrt{A n})$. This bound is sharp, in the sense that it is also an achievable lower bound. Furthermore, in the case without power constraints, the upper bound $O\left(n^{\frac{\alpha-1}{\alpha}}\right)$ holds.

In [BBM04, BBM06], Baccelli et al. analyze infinite random slottedAloha networks where the transmission powers are assumed independent random variables with identical probability distribution. The authors define an alternative throughput measure, the spatial density of progress, which is measured in bits per second crossing a meter of the line perpendicular to the direction of transfer in the planar network. The mean density of progress is proposed as the optimization criterion in selecting the medium access probability $p$; the optimal value depends only on the required SINR threshold $T$ and, more importantly, not on the density of nodes. This makes a decentralized implementation possible, provided that nodes have some local information on the location of other nodes. In contrast, the authors point out that for optimal spatial reuse and hence optimal throughput scaling in a network using CSMA, the range within which one transmission should be prohibited from another depends on the density of nodes, which is an impediment to the decentralized implementation of CSMA in wireless multihop networks.

Translating the mean density of progress to Gupta and Kumar's transport capacity, it is then shown in [BBM04] that a network with node density $\lambda$ in the infinite plane transports $\Theta(\sqrt{\lambda})$ bit-meters per second, per unit area, which is equivalent to the above bound $\Theta(\sqrt{A n})$. Thus, the upper bound for the scaling of transport capacity in multihop networks is in fact reached by random networks using slotted Aloha. This, along with the possibility for decentralized implementation, certainly makes this simple random-access scheme seem appealing.

Most of the quantitative analysis in [BBM04] assumes that the random transmission powers of the nodes are exponentially distributed and hence unbounded. In Publication [7], we extend the analysis by departing from this assumption, and evaluate the probability of successful transmission or, more aptly, reception - when all nodes transmit with a common constant transmission power. As the basis of the more evolved analysis also in [BBM04], this probability is one of the most fundamental performance quantities in the network and, as pointed out using the concept of link confidence in the previous section, also determines the long-term throughput of any given link. We discuss this in more detail in what follows.

Probability of successful transmission in a random slotted-Aloha network We begin by briefly going through the network modeling assumptions. As in [BBM04], the network that we study is infinite, with nodes located at the points of a Poisson point process $\Phi=\left\{X_{i}\right\}$ with intensity $\lambda$ on the plane $\mathbb{R}^{2}$. As with most results in [BBM04], we also assume the powerlaw attenuation function (3.3) and that the power of the background noise $N_{0}=0$, so that the condition for successful reception reduces to the one for the Signal-to-Interference Ratio (SIR). We remark, however, that since the evaluation of the probability of successful transmission reduces to that of the
distribution of the random interference, the assumption $N_{0}=0$ is made merely to allow compact results; in a practical scenario with numerical parameter values available, the following work could easily accommodate a non-zero noise power.

This setting where we neglect the background noise is equivalent to the extreme limit of an interference-dominated case, which results when transmission activity is high and the transmission powers or the spatial density of the network nodes is increased: these changes all have the same effect of diminishing the parameter $A$ introduced in the previous section. This can be contrasted with the noise-dominated case which results under the opposite conditions and whose extreme limit is equivalent to the Boolean model.

## Problem statement

Under the above assumptions, by the properties of the homogeneous Poisson process the probability of node $i$ at $x_{i}$ successfully receiving node $j$ 's transmission only depends on the distance $d=\left\|x_{j}-x_{i}\right\|$ and not on the specific locations $x_{i}, x_{j}$. Thus, without loss of generality we may select $x_{i}$ as the origin, whence the condition for successful reception can be written in the following equivalent forms:

$$
\begin{align*}
& \frac{P(C d)^{-\alpha}}{I} \geq T \quad \Leftrightarrow \quad I \leq P\left(C T^{1 / \alpha} d\right)^{-\alpha} \\
\Leftrightarrow & \frac{I}{P\left(C T^{1 / \alpha} d\right)^{-\alpha}}=\sum_{k} e_{k}\left(\frac{\left\|X_{k}\right\|}{T^{1 / \alpha} d}\right)^{-\alpha} \leq 1 \tag{*}
\end{align*}
$$

where $I=\sum_{k} e_{k} P\left(C\left\|X_{k}\right\|\right)^{-\alpha}$ is the interference power sum at the recipient. In Publication [7], we are interested in the probability that this condition holds given $d$. However, as will next be explained, we take a deeper look at this quantity than was done in [BBM04].

First of all, we may ask what is the probability, accounting for both the random locations $\left\{X_{k}\right\}$ and medium access states $\left\{e_{k}\right\}$ of all other nodes, that $(*)$ holds in a random time slot. In other words, if a random configuration $\left\{X_{k}\right\}$ is observed in a random time slot, what is the probability that $(*)$ holds, given the distance $d$ ? Let us write this probability as $\left.\operatorname{Pr}_{\left\{X_{k}\right\},\left\{e_{k}\right\}}\right\}(*)$ holds $\left.\mid d\right]$. This is the probability that was derived analytically for exponentially distributed transmission powers in [BBM04], and which we will discuss first.

Then we study the probability that $(*)$ holds in a random time slot for a given configuration of surrounding nodes $\left\{X_{k}\right\}=\left\{x_{k}\right\}$ representing - and completely characterizing - the interference environment of one receiving node in the network; we write this conditional probability as $\operatorname{Pr}_{\left\{e_{k}\right\}}\left[(*)\right.$ holds $\left.\mid d ;\left\{X_{k}\right\}=\left\{x_{k}\right\}\right]$. This probability is different for different configurations $\left\{x_{k}\right\}$, but it is fully determined once given the $\left\{x_{k}\right\}$. It is thus a function of the random node locations $\left\{X_{k}\right\}$ and therefore itself a random variable with a probability distribution over $\left\{X_{k}\right\}$. This distribution describes how different nodes in the network are in different positions with regard to the success of communication. In fact, the probability $\operatorname{Pr}_{\left\{X_{k}\right\},\left\{e_{k}\right\}}\{(*)$ holds $\mid d]$ discussed in the next section can be seen to be the expected value of this distribution over $\left\{X_{k}\right\}$.

## Probability of successful reception: expected value over $\left\{\boldsymbol{X}_{\boldsymbol{k}}\right\}$

We begin with the probability that (*) holds for a random configuration $\left\{X_{k}\right\}$ in a random time slot, given the distance $d$ of the transmitting node from the receiver. Determining this probability reduces to knowing the distribution of the random interference power sum $I$; as will become evident shortly, the Laplace transform of such a power sum is known in closed form, up to a certain integral. In our case, this integral requires resorting to numerical evaluation, making the inversion of the Laplace transform difficult. For this reason, we utilize a decomposition of the total interference power into two parts. By deriving the distribution of the interference power from some neighborhood of the receiver exactly, we are left with the remaining interference whose distribution can be deduced to be approximately Gaussian; the larger that neighborhood, the smaller the difference. The Gaussian approximation can be improved by utilizing the known Laplace transform with the aid of so-called Bahadur-Rao approximation. This way, combining the exact distribution of the near-by interference power and the approximate one of the remaining interference, we obtain a numerical approximation for the probability we are interested in that can be improved to an arbitrary level of accuracy. We sketch out the details in what follows.

Because we are interested in any random configuration for only one time slot, we may limit our attention in any configuration to the nodes that transmit in that time slot. By the properties of the Poisson process, we may then write the interference power sum in $(*)$ as $I=I_{\Phi(\lambda p)}=$ $P \sum_{k}\left(C| | Y_{k} \|\right)^{-\alpha}$, the shot noise of a Poisson process $\left\{Y_{k}\right\}$ with intensity $\lambda p$ at the origin. As pointed out in [BBM04], the Laplace transform of a general Poisson shot noise $I_{\Phi(\lambda)}$ with i.i.d. transmission powers $\mathcal{P}_{k} \sim \mathcal{P}$, calculated at the origin, is

$$
\begin{equation*}
I_{\Phi(\lambda)}^{*}(s)=\exp \left(-\lambda \int_{\mathbb{R}^{2}} 1-\mathrm{E}_{\mathcal{P}}\left[\exp \left(-s \mathcal{P}(C\|x\|)^{-\alpha}\right)\right] d x\right) \tag{3.7}
\end{equation*}
$$

The generalization of the above to the interference at the origin from transmitters in some arbitrary domain simply amounts to integrating over that domain instead of $\mathbb{R}^{2}$.

Let $P_{r}$ denote the power received from a transmitter at distance $r$, i.e. $P_{r}=P(C r)^{-\alpha}=P_{T^{1 / \alpha} d}\left(\frac{r}{T^{1 / \alpha} d}\right)^{-\alpha}$. By (3.7), the Laplace transform of $I$ is now

$$
I_{\Phi(\lambda p)}^{*}(s)=\exp \left[\lambda p 2 \pi \int_{0}^{\infty}\left(e^{-s P_{T^{1 / \alpha_{d}}}\left(\frac{r}{T^{1 / \alpha}}\right)^{-\alpha}}-1\right) r d r\right],
$$

from which it follows that

$$
\begin{equation*}
I_{\Phi(\lambda p)}^{*}\left(\frac{s}{P_{T^{1 / \alpha}}}\right)=\exp \left[\lambda p 2 \pi\left(T^{1 / \alpha} d\right)^{2} \int_{0}^{\infty}\left(e^{-s t^{-\alpha}}-1\right) t d t\right] \tag{3.8}
\end{equation*}
$$

where the last expression can also be seen as the Laplace transform of $I / P_{T^{1 / \alpha} d}$. Note that it is precisely $I / P_{T^{1 / \alpha} d}$ whose distribution we are interested in, since $(*)$ is also equivalent to $I / P_{T^{1 / \alpha_{d}}} \leq 1$. (With a positive background noise power $N_{0}$, the corresponding condition would be $I / P_{T^{1 / \alpha_{d}}} \leq 1-N_{0} / P_{T^{1 / \alpha} d}$, the probability of which reduces to zero as
the distance $d$ reaches the value with which $P_{T^{1 / \alpha} d}=N_{0}$; this value equals the transmission range of the Boolean model.)

A closer look reveals that $I / P_{T^{1 / \alpha_{d}}}$ has infinite expectation and variance. This is a side effect caused by the assumed power-law attenuation function (3.3) which has a singularity at zero distance. This shortcoming is implicitly dealt with by the following decomposition of the interference.

We will treat the total interference power $I$ as the sum of two parts. The distribution of one part is approximated using its Laplace transform, whereas the distribution of the other part is calculated exactly. The key observation allowing this division is that for $(*)$ to hold, there may be at most $m$ active transmitters at distances $y$ satisfying

$$
\frac{P(C d)^{-\alpha}}{(m+1) P(C y)^{-\alpha}}<T \quad \Leftrightarrow \quad y<[(m+1) T]^{1 / \alpha} d \stackrel{\text { def }}{=} r_{m},
$$

i.e., $m+1$ active transmitters alone at distance $r_{m}$ would still satisfy the condition (*), but moving them any closer would violate this condition. Now, we will partition the total interference power into two parts originating from different zones, i.e. $I_{\Phi(\lambda p)}=I=I_{\text {in }}+I_{\text {out }}$, where $I_{\text {in }}$ denotes the interference power originating from distances up to $r_{m}$ and $I_{\text {out }}$ denotes that from distances beyond $r_{m}$ (see Figure 3.5).
Distribution of $I_{\text {in }}$
Because of the above limitation to at most $m$ active transmitters within $r_{m}$, we may determine the distribution of $I_{\text {in }}$ exactly, as follows. By the properties of the Poisson process, given the number of nodes in the inner zone, their locations in that zone are i.i.d. uniformly distributed. Thus, the distribution of the interference $I_{1}$ from a single node in this zone can be easily determined: denoting by $R$ the distance of the node from the origin


Figure 3.5: Division of the interference into that originating from two zones, for some $(m+1) T>1$
and noting that $I_{1}=P_{R}=P_{T^{1 / \alpha} d}\left(\frac{R}{T^{1 / \alpha_{d}}}\right)^{-\alpha} \stackrel{\text { def }}{=} P_{T^{1 / \alpha} d} Q$ where $P_{T^{1 / \alpha} d}$ is constant, we easily obtain the probability density of $Q$ as

$$
f_{Q}(q)= \begin{cases}\frac{2}{\alpha(m+1)^{2 / \alpha}} q^{-(2+\alpha) / \alpha}, & q>\frac{1}{m+1} \\ 0, & q \leq \frac{1}{m+1}\end{cases}
$$

The total interference power from $i$ nodes in the inner zone is then the sum of i.i.d. random variables $P_{T^{1 / \alpha} d} \cdot \sum_{j=1}^{i} Q_{j}$, where the probability density of $\sum_{j=1}^{i} Q_{j}$ is obtained as the convolution of $i$ instances of the above density $f_{Q}(q)$, which we denote by $f_{Q}^{* i}(q)$. Given the condition that there are at most $m$ active transmitters within $r_{m}$, the conditional distribution of $I_{\text {in }}$ is then obtained by conditioning on $i$ with the Poisson distribution with parameter $\lambda p \pi r_{m}^{2}$, truncated at $m$ :

$$
f_{I_{\text {in }} / P_{T^{1 / \alpha}}}(q)=\frac{\sum_{i=0}^{m} \frac{\left(\lambda p \pi r_{m}^{2}\right)^{i}}{i!} f_{Q}^{* i}(q)}{\sum_{k=0}^{m} \frac{\left(\lambda p \pi r_{m}^{2}\right)^{k}}{k!}}
$$

For example, with $m=2$ this conditional distribution can still be calculated analytically (see Publication [7]).

## Distribution of $I_{\text {out }}$

Let us next turn to approximating the distribution of $I_{\text {out }}$. Applying (3.7) again yields the Laplace transform

$$
\begin{aligned}
& I_{\text {out }}^{*}(s)=\exp \left[\lambda p 2 \pi \int_{r_{m}}^{\infty}\left(e^{-s P_{r_{m}}\left(\frac{r}{r_{m}}\right)^{-\alpha}}-1\right) r d r\right] \\
\Rightarrow & I_{\text {out }}^{*}\left(\frac{s}{P_{r_{m}}}\right)=I_{\text {out }}^{*}\left(\frac{s}{P_{T^{1 / \alpha}} /(m+1)}\right) \\
= & \exp \left[\lambda p 2 \pi r_{m}^{2} \int_{1}^{\infty}\left(e^{-s t^{-\alpha}}-1\right) t d t\right]
\end{aligned}
$$

where the last expression can also be seen as the Laplace transform of $J \stackrel{\text { def }}{=} I_{\text {out }} / P_{r_{m}}=(m+1) I_{\text {out }} / P_{T^{1 / \alpha} d}$. After a change of variables $u=$ $t^{-(\alpha-2)}$, we then have for the logarithmic moment generating function $\varphi(\beta)=\log \mathrm{E}\left[e^{\beta J}\right]=\log J^{*}(-\beta)$ of $J$,

$$
\begin{align*}
\varphi(\beta) & =2 \lambda p \pi r_{m}^{2} \int_{1}^{\infty}\left(e^{\beta t^{-\alpha}}-1\right) t d t=\frac{2 \lambda p \pi r_{m}^{2}}{\alpha-2} \int_{0}^{1} \frac{e^{\beta u^{\alpha /(\alpha-2)}-1}}{u^{\alpha /(\alpha-2)}} d u \\
\varphi^{\prime}(\beta) & =\frac{2 \lambda p \pi r_{m}^{2}}{\alpha-2} \int_{0}^{1} e^{\beta u^{\alpha /(\alpha-2)}} d u  \tag{3.9}\\
\varphi^{\prime \prime}(\beta) & =\frac{2 \lambda p \pi r_{m}^{2}}{\alpha-2} \int_{0}^{1} u^{\alpha /(\alpha-2)} e^{\beta u^{\alpha /(\alpha-2)}} d u
\end{align*}
$$

which yields, e.g., the mean and variance of $I_{\text {out }}$ as $\mathrm{E}\left[I_{\text {out }}\right]=P_{r_{m}} \varphi^{\prime}(0)$ and $\operatorname{Var}\left[I_{\text {out }}\right]=P_{r_{m}}^{2} \varphi^{\prime \prime}(0)$.

Now, consider generating a random realization of $I_{\text {out }}$, taking only nodes within some maximum distance into account for conceptual simplicity. This can be done by drawing the Poisson-distributed number of
interfering nodes, placing these nodes independently and uniformly at random on the considered domain, neither closer than $r_{m}$ nor further than the maximum distance, and calculating $I_{\text {out }}$ as the sum of the individual interference powers. Thus, $I_{\text {out }}$ is the sum of i.i.d. random variables, and hence, by the Central limit theorem (see, e.g., [Lin22]), should obey a distribution that tends to the Gaussian as the node density tends to infinity. More precisely, provided that the density is so large that there is likely to be many nodes at the smaller distances with nearly equal contributions to $I_{\text {out }}$, the distribution of $I_{\text {out }}$ - and hence that of the scaled quantity $J$ should be close to Gaussian.

Note that given $\alpha$, the distribution of $J$ is fully characterized by the product $\lambda p r_{m}^{2}$. In fact, the quantity $\lambda p \pi r_{m}^{2}$ is the expected number of transmitting nodes within distance $r_{m}$ from an arbitrary reference point. This quantity also determines how close to Gaussian the distribution of $I_{\text {out }}-$ and hence $J$ - is: if this number is small, then the total interference power is likely to be dominated by few terms, resulting in a distribution far from the Gaussian. Accordingly, the larger the value, the better the Gaussian approximation. Figure 3.6 shows how the Gaussian approximation agrees with the simulated distribution of $J$ with different values of $\lambda p \pi r_{m}^{2}$. To facilitate the simulation, interference from distances beyond $k \cdot r_{m}$, with $k$


Figure 3.6: Cumulative distribution of $J=I_{\text {out }} / P_{r_{m}}$ with different values of $\lambda p \pi r_{m}^{2}$ when $\alpha=3$. The simulation domain has been defined using $k=100$. Upper line: simulated distribution; dashed line: Gaussian approximation; lower line: Bahadur-Rao approximation.
chosen to be some large number, was neglected; this changes the results in (3.9) so that the upper limit $\infty$ in any of the integrals now becomes $k$ and the lower limit 0 becomes $k^{-(\alpha-2)}$. One can see in the figure that the accuracy of the approximation indeed improves as $\lambda p \pi r_{m}^{2}$ increases, but the fit at the tails of the distribution remains poor. This can be remedied by adopting an approximation from large deviations theory (see [BR60, Section 6]) and applying it also below the mean; this approximation is introduced in the appendix of Publication [7]. This Bahadur-Rao (BR) approximation significantly improves the fit in the tails, while it coincides with the Gaussian approximation at the mean of the distribution: it is also shown in Figure 3.6.

Adding up $I_{\text {in }}$ and $I_{\text {out }}$
We may now combine the means to evaluate the distributions of $I_{\text {in }}$ and $I_{\text {out }}$ to obtain an approximation for the probability that $(*)$ holds: this can be written as

$$
\begin{align*}
& \operatorname{Pr}\left[\left(I_{\text {in }}+I_{\text {out }}\right) / P_{T^{1 / \alpha} d} \leq 1\right] \\
= & \operatorname{Pr}\left(\text { at most } m \text { active transmitters within } r_{m}\right) \\
& \times \int_{0}^{1} f_{I_{\text {in }} / P_{T^{1 / \alpha}}}(q) \operatorname{Pr}\left[I_{\text {out }} / P_{T^{1 / \alpha} d} \leq 1-q\right] d q \\
= & e^{-\lambda p \pi r_{m}^{2}} \sum_{k=0}^{m} \frac{\left(\lambda p \pi r_{m}^{2}\right)^{k}}{k!} \int_{0}^{1} \frac{\sum_{i=0}^{m} \frac{\left(\lambda p \pi r_{m}^{2}\right)^{i}}{i!} f_{Q}^{* i}(q)}{\sum_{k=0}^{m} \frac{\left(\lambda p \pi r_{m}^{2}\right)^{k}}{k!}} \\
& \times \operatorname{Pr}\left[(m+1) I_{\text {out }} / P_{T^{1 / \alpha}} \leq(m+1)(1-q)\right] d q \\
= & e^{-\lambda p \pi r_{m}^{2}} \int_{0}^{1} \sum_{i=0}^{m} \frac{\left(\lambda p \pi r_{m}^{2}\right)^{i}}{i!} f_{Q}^{* i}(q) \operatorname{Pr}[J \leq(m+1)(1-q)] d q . \tag{3.10}
\end{align*}
$$

The accuracy of different approximations for $\operatorname{Pr}_{\left\{X_{k}\right\},\left\{e_{k}\right\}}[(*)$ holds $\mid d]$ is demonstrated in Figure 3.7. In comparison, we point out that the Laplace transform (3.8) of $I / P_{T^{1 / \alpha_{d}}}$ can also be used directly, by applying the BR approximation; this method has also been included in the figure and can be seen to result in a very poor approximation. On the other hand, using (3.10) with $m=2$ already proves to be notably accurate and gives a significant improvement from using $m=0$. One may also note in Figure 3.7(a) how the probability behaves differently under the assumption of exponentially distributed transmission powers. In particular, the probability makes a sharper transition with increasing distance $d$ in our case. This is because the signal-to-interference ratio at reception varies less due to the lack of randomness in the transmission powers.

Note that we can improve the approximation to any level of accuracy by choosing sufficiently large $m$. The gain from increasing $m$ is twofold. First, through increasing $\lambda p \pi r_{m}^{2}$, it makes it possible to approximate the distribution of $J$ more accurately, as shown by Figure 3.6. Second, it decreases the share of $I_{\text {out }}$ in the total interference, thus mitigating the effect of the remaining inaccuracy. The cost of increasing $m$ is the added numerical labor in computing further convolutions $f_{Q}^{* i}(q)$.

We conclude by noting that a similar decomposition of interferers into near-by and distant ones is used in [WYAd05], in determining upper and


Figure 3.7: The probability of $(*)$ holding when $\alpha=3$, determined using (3.10) and applying the BR approximation with different values of $m$ (solid lines), and by simulation (points). For comparison, the corresponding probability in the case of exponentially distributed transmission powers as derived in [BBM04] (gray line) and the result of applying the BR approximation directly to the Laplace transform (3.8) of $I / P_{T^{1 / \alpha} d}$ (dashed line) are also shown. The interference from distances beyond $100 T^{1 / \alpha} d$ has been neglected in all cases.
lower bounds for what is called the transmission capacity of a CDMA network under the Physical model. To bound the probability of outage, the complement event of $(*)$, the authors utilize the probability that a certain neighborhood of the receiver is free of interferers (which results in a lower bound for the outage probability), along with a bound for the remaining interference power obtained using the Chebyshev inequality. Although the resulting bounds were quite crude, the authors consider the cases of both one common and individual transmission powers: in our terms, the used decompositions correspond to some real-valued $m \in[0,1]$ optimized in each case. ${ }^{1}$

## Probability of successful reception: distribution over $\left\{\boldsymbol{X}_{\boldsymbol{k}}\right\}$

We now turn to evaluating the probability that ( $*$ ) holds in a random time slot, given the distance $d$ and the configuration of surrounding nodes $\left\{X_{k}\right\}=\left\{x_{k}\right\}$. As we mentioned earlier, this probability is a function of $\left\{X_{k}\right\}$ and therefore itself a random variable; for brevity, we will use the notation $\operatorname{Pr}_{\left\{e_{k}\right\}}\left[(*)\right.$ holds $\left.\mid d ;\left\{X_{k}\right\}\right]=\Pi\left(\left\{X_{k}\right\}\right)$. We are interested in the distribution of $\Pi\left(\left\{X_{k}\right\}\right)$.

With $\alpha$ and $T$ fixed, the last form in (*) can be seen to be a condition for the transmission indicators $\left\{e_{k}\right\}$ and the distances to the other nodes from the recipient, relative to the distance $T^{1 / \alpha} d$. Thus, with $\left\{X_{k}\right\}$ fixed, $\Pi\left(\left\{X_{k}\right\}\right)$ only depends on the medium access probability $p$. Under the assumption that $\left\{X_{k}\right\}$ is a realization of a Poisson process, the distribution of $\Pi\left(\left\{X_{k}\right\}\right)$ then depends only on $p$ and the average number of nodes

[^0]within distance $T^{1 / \alpha} d$, equal to $\lambda \pi\left(T^{1 / \alpha} d\right)^{2}$. This should be contrasted with the fact that the averaged probability $\operatorname{Pr}_{\left\{X_{k}\right\},\left\{e_{k}\right\}}[(*)$ holds $\mid d]$ studied above, i.e. the mean of the distribution of $\Pi\left(\left\{X_{k}\right\}\right)$, only depends on the product $\lambda p \pi\left(T^{1 / \alpha} d\right)^{2}$, a scaling result pointed out already in [BBM04].

In what follows, we will concentrate on the tail probability $\operatorname{Pr}_{\left\{X_{k}\right\}}\left[\Pi\left(\left\{X_{k}\right\}\right)>\hat{P}\right]$. Let $I(\mathcal{S})$ denote the random interference power originating from the set $\mathcal{S} \subseteq \mathbb{R}^{2}$ and observed by the recipient at the origin in any time slot, with the convention $I=I\left(\mathbb{R}^{2}\right)$. Also, let $\mathcal{B}_{r}$ denote the disk with radius $r$ centered at the origin, i.e. $\mathcal{B}_{r}=\{x:\|x\| \leq r\}$, and denote its complement with $\overline{\mathcal{B}}_{r}$.

With this notation, let us assume that the locations of nodes in some neighborhood $\mathcal{B}_{r}$ and hence the probability distribution of $I\left(\mathcal{B}_{r}\right)$ in any time slot are given, and focus on the conditional tail probability of $\Pi\left(\left\{X_{k}\right\}\right)$,

$$
\begin{equation*}
\operatorname{Pr}_{\left\{X_{k} \in \overline{\mathcal{B}}_{r}\right\}}\left\{\Pi\left(\left\{X_{k}\right\}\right)>\hat{P} \mid F_{I\left(\mathcal{B}_{r}\right)}(t)\right\} \tag{3.11}
\end{equation*}
$$

where we have denoted the distribution of $I\left(\mathcal{B}_{r}\right)$ by its cumulative distribution function $F_{I\left(\mathcal{B}_{r}\right)}(t)$. We will now derive a method to approximately evaluate this conditional probability. Let us partition the exterior of $\mathcal{B}_{r}$ into an annulus with inner radius $r$ and some outer radius $\hat{r}>r$ and the rest, as shown in Figure 3.8, and make the approximation that the interference from every transmitting node in the annulus (drawn as black points in the figure) is equal to $P_{\tilde{r}}$, for some $r \leq \tilde{r} \leq \hat{r}$. Then, given the number of nodes $N$ in the annulus, the interference originating from the annulus in each time slot is $I\left(\overline{\mathcal{B}}_{r} \bigcap \mathcal{B}_{\hat{r}}\right) \mid N=X \cdot P_{\tilde{r}}$ with $X \sim \operatorname{Bin}(N, p)$, and we have $I\left(\mathcal{B}_{\hat{r}}\right)\left|N=I\left(\mathcal{B}_{r}\right)+I\left(\overline{\mathcal{B}}_{r} \bigcap \mathcal{B}_{\hat{r}}\right)\right| N$. Since this makes it possible to compute the distribution of $I\left(\mathcal{B}_{\hat{r}}\right) \mid N$, conditioning on $N$ - which in


Figure 3.8: Schematic representation of the partitioning of $\overline{\mathcal{B}}_{r}$ and the approximation made in the annulus $\overline{\mathcal{B}}_{r} \bigcap \mathcal{B}_{\hat{r}}$
our model is Poisson-distributed with mean $\lambda \pi\left(\hat{r}^{2}-r^{2}\right)$ - now leads to the following recursion for the conditional probability (3.11):

$$
\begin{gathered}
\operatorname{Pr}_{\left\{X_{k} \in \overline{\mathcal{B}}_{r}\right\}}\left\{\Pi\left(\left\{X_{k}\right\}\right)>\hat{P} \mid F_{I\left(\mathcal{B}_{r}\right)}(t)\right\}= \\
\sum_{n=0}^{\infty} \operatorname{Pr}(N=n) \cdot \operatorname{Pr}_{\left\{X_{k} \in \overline{\mathcal{B}}_{\hat{r}}\right\}}\left\{\Pi\left(\left\{X_{k}\right\}\right)>\hat{P} \mid F_{I\left(\mathcal{B}_{\vec{r}}\right) \mid N}(t \mid n)\right\} .
\end{gathered}
$$

In fact, by starting with $r=0$ and $F_{I\left(\mathcal{B}_{0}\right)}(0)=1$, this recursion can be used to evaluate the tail probability $\operatorname{Pr}_{\left\{X_{k}\right\}}\left[\Pi\left(\left\{X_{k}\right\}\right)>\hat{P}\right]$ to an arbitrary level of accuracy, by partitioning the plane into sufficiently many thin annuli.

Of course, this recursion in itself is infinite, through the infinitely many possible values of $N$ on the one hand and through the partitioning of $\mathbb{R}^{2}$ into an infinite number of annuli on the other. Proper pruning and termination conditions are therefore needed. The first and obvious termination condition is that (3.11) equals 0 for such a distribution of $I\left(\mathcal{B}_{r}\right)$ for which $\operatorname{Pr}\left[I\left(\mathcal{B}_{r}\right) \leq P_{T^{1 / \alpha} d}\right] \leq \hat{P}$. Since a high enough value of $N$ gives $I\left(\mathcal{B}_{\hat{r}}\right) \mid N$ such a distribution, we only need to add new terms to the above sum as long as the conditional probability $\operatorname{Pr}_{\left\{X_{k} \in \overline{\mathcal{B}}_{\hat{\sim}}\right\}}\left\{\Pi\left(\left\{X_{k}\right\}\right)>\hat{P} \mid F_{I\left(\mathcal{B}_{\hat{r}}\right) \mid N}(t \mid n)\right\}$ on the right-hand side differs from zero by this termination condition.

As for dealing with the infinite plane, we may, for some $r_{\text {max }}$, ignore how different configurations of nodes in $\overline{\mathcal{B}}_{r_{\text {max }}}$ result in different distributions of $I\left(\overline{\mathcal{B}}_{r_{\text {max }}}\right)$, and instead use the distribution averaged over all possible configurations, as if the configuration of nodes producing the interference was different in every time slot. This amounts to approximating the distribution of interference from transmitters in $\overline{\mathcal{B}}_{r_{\text {max }}}$, located according to a Poisson process with intensity $\lambda p$, by utilizing its Laplace transform exactly as done earlier. With such an approximation for the distribution of $I\left(\overline{\mathcal{B}}_{r_{\text {max }}}\right)$, the final level of recursion simply gives

$$
\begin{gathered}
\operatorname{Pr}_{\left\{X_{k} \in \overline{\mathcal{B}}_{r_{\text {max }}}\right\}}\left\{\Pi\left(\left\{X_{k}\right\}\right)>\hat{P} \mid F_{I\left(\mathcal{B}_{r_{\text {max }}}\right)}(t)\right\} \\
=\left\{\begin{array}{l}
1, \quad \operatorname{Pr}\left[I\left(\overline{\mathcal{B}}_{r_{\text {max }}}\right)+I\left(\mathcal{B}_{r_{\text {max }}}\right) \leq P_{T^{1 / \alpha}}\right]>\hat{P}, \\
0, \\
\operatorname{Pr}\left[I\left(\overline{\mathcal{B}}_{r_{\text {max }}}\right)+I\left(\mathcal{B}_{r_{\text {max }}}\right) \leq P_{T^{1 / \alpha} d}\right] \leq \hat{P},
\end{array}\right.
\end{gathered}
$$

where the probability is calculated by conditioning on $I\left(\mathcal{B}_{r_{\text {max }}}\right)$, which has a discrete distribution with a finite number of values.

Because of the scaling result that applies to the distribution of $\Pi\left(\left\{X_{k}\right\}\right)$, the parameter that completely characterizes the above recursion for evaluating the tail probability $\operatorname{Pr}_{\left\{X_{k}\right\}}\left[\Pi\left(\left\{X_{k}\right\}\right)>\hat{P}\right]$ is an increasing sequence $\left\{r /\left(T^{1 / \alpha} d\right)\right\}$ of distances $r$, starting with zero and ending with $r_{\text {max }}$, given relative to $T^{1 / \alpha} d$. These are the outer radii of the nested annuli to consider at the successive levels of recursion. Because no other node may transmit within distance $T^{1 / \alpha} d$ for (*) to hold, it is sensible to choose the first two distances as $\left\{r /\left(T^{1 / \alpha} d\right)\right\}=\{0,1\}$. Our method of choosing the remaining distances is to fix $r_{\text {max }}$ and the number of annuli to divide the distances [ $T^{1 / \alpha} d, r_{\max }$ ], and select the annuli so that the expected interference from each annulus is equal, i.e. the integral $\int_{r}^{\hat{r}} \lambda p 2 \pi t P(C t)^{-\alpha} d t$ is the same for each annulus.

The choice of $\tilde{r}$ with which the interference from every node in an annulus with inner and outer radius $r$ and $\hat{r}$, respectively, is taken to be $P_{\tilde{r}}$, determines the nature of our approximation: choosing $\tilde{r}=r$ naturally results in a conservative approximation, whereas setting $\tilde{r}=\hat{r}$ results in underestimating the interference. Aiming at an approximation as accurate as possible, we may choose $P_{\tilde{r}}$ as the expected interference power from a node placed uniformly at random in the annulus; this is our choice in the demonstration that follows. The fact that this expected interference from the inmost, degenerate annulus is infinite does not affect the final result, since the condition $(*)$ in any case prohibits all nodes in this annulus from transmitting.

We conclude with a validation of this recursion. In Figure 3.9 we compare the results given by the recursion with simulated distributions of $\Pi\left(\left\{X_{k}\right\}\right)$. Each simulated sample represents the proportion of 1000 time slots in which $(*)$ was satisfied in a given configuration of nodes, and 10000 random configurations were considered. The two subplots show how the accuracy of the recursion improves as the range covered by the annuli is increased and a larger number of annuli is used. This is particularly clear in the latter subplot, where the most accurate setting already required rather extensive computation time from the recursion, due to the high value of $\lambda \pi\left(T^{1 / \alpha} d\right)^{2}$, i.e. wide ranges of numbers of nodes to consider in each annulus. For comparison, upper and lower bounds obtained by choosing $\tilde{r}=r$ and $\tilde{r}=\hat{r}$ have also been plotted; these points are connected with dashed lines in the figure.

The ( $T, p$ )-pairs selected for the two validation cases represent values of $p(T)$ maximizing the mean density of progress with exponentially distributed transmission powers as presented in [BBM04]. The quantity $\lambda \pi d^{2}$


Figure 3.9: Cumulative distribution functions of 10000 simulated estimates of $\Pi\left(\left\{X_{k}\right\}\right)$ (solid curves) and $1-\operatorname{Pr}_{\left\{X_{k}\right\}}\left[\Pi\left(\left\{X_{k}\right\}\right)>\hat{P}\right]$ as determined by the recursion using different radius sequences (see legends), with $\alpha=3$ and $\lambda p \pi\left(T^{1 / \alpha} d\right)^{2}=0.598$. To ease simulations, interference from distances beyond $10 T^{1 / \alpha} d$ was neglected in all cases.
was chosen to make $\lambda p \pi\left(T^{1 / \alpha} d\right)^{2}$ the same in both cases, implying the same means for the two distributions. The means obtained from the simulation data can be compared with Figure 3.7, considering that here $\sqrt{\lambda p} T^{1 / \alpha} d \approx 0.44$. The slightly lower value predicted by the figure is due to the fact that here we have only taken interference from distances up to $10 T^{1 / \alpha} d$ into account, as opposed to $100 T^{1 / \alpha} d$ in Figure 3.7; substituting these distances in the place of $r_{m}$ along with the assumed $\alpha=3$ in the mean $\mathrm{E}\left[I_{\text {out }}\right]=P_{r_{m}} \varphi^{\prime}(0)$ obtained from (3.9), we see that we have here neglected $1 / 10$ of the expected interference from distances beyond $T^{1 / \alpha} d$, whereas only $1 / 100$ was neglected in Figure 3.7.

The fact that the latter distribution with a higher value of $\lambda \pi\left(T^{1 / \alpha} d\right)^{2}$ has a smaller variance can be explained by the fact that the number of nodes in any annulus with given inner and outer radii (relative to $T^{1 / \alpha} d$ ) is Poisson-distributed with parameter proportional to $\lambda \pi\left(T^{1 / \alpha} d\right)^{2}$, whereby a higher value implies a lower coefficient of variation for this number. Therefore, the number of nodes located within any distance interval has the smaller relative variance the greater the $\lambda \pi\left(T^{1 / \alpha} d\right)^{2}$, resulting in a smaller variance for $\Pi\left(\left\{X_{k}\right\}\right)$.

### 3.3 Summary and Conclusions

In this chapter, we studied the properties of networks modeled using the Physical model, which also takes into account the interference from simultaneous transmissions in the network.

We began by addressing the graph connectivity of finite networks under this model, which has seen few or no prior contributions. To this end, we generalized the notion of the threshold range for connectivity to the Physical model. In this case, connectivity also depends on medium access control through the time-varying interference: we focused on two previously-studied scenarios, a CDMA network and a network employing slotted Aloha.

In the former setting, we made the worst-case assumption that all nodes transmit constantly and thereby ignored the time dependence. In this case, the connectivity condition of each link is a linear constraint on the two free parameters, and the threshold range for connectivity generalizes into a boundary in this parameter space, consisting of connectivity constraint segments of individual links that are critical for connectivity at each point. We showed how to trace this boundary using a simple rule.

With the slotted-Aloha network, we defined a third free parameter, link confidence, which is the required minimum probability of successful transmission. The link connectivity constraint is no longer linear with respect to link confidence, but the connectivity boundary can be determined with any fixed link confidence according to the same principle as with the CDMA network.

Overall, the connectivity boundary can be seen to imply tradeoffs between different performance quantities in the network. Our results make it possible to extend the approach of studying connectivity of wireless multihop networks by simulation to interference-dominated scenarios such as
networks under a high traffic load, as well as studying the sensitivity of connectivity to different network parameters.

In the remainder of this chapter, we studied the temporal probability of successful transmission (or, more precisely, reception) in an infinite random slotted-Aloha network employing constant transmission power: this medium access scheme has recently been shown to achieve the optimal throughput scaling under the Physical model, but the existing quantitative results were based on exponentially distributed and hence unbounded transmission powers [BBM04].

We first focused on the probability of successful reception averaged over all configurations of other nodes surrounding the receiver. This probability only depends on the distribution of a certain Poisson shot noise. By deriving the distribution of interference power from the proximity of the receiver exactly, the distribution of the remaining interference can be approximated using its Laplace transform, making the evaluation of the overall averaged success probability possible.

We also addressed the distribution of the temporal probability of successful reception over different configurations of surrounding nodes and hence over different recipients. Dividing the neighborhood of the receiver into zones where each transmitter is assumed to produce equally strong interference and taking the effect of different configurations outside this neighborhood as an average, we obtained a recursion for evaluating the tail probability of this distribution.

Thus, both results are numerical approximations that can be improved to an arbitrary level of accuracy, at the cost of added numerical computations; we validated these approximations with the aid of simulations. As a potential direction for future work, it might be interesting to utilize these results in studying how the assumption of a common transmission power changes the values of the medium access probability that maximize the mean density of progress, determined for the exponentially distributed powers in [BBM04].

## 4 SUMMARIES OF PUBLICATIONS AND AUTHOR'S CONTRIBUTIONS

Publication [1] presents algorithms for determining the threshold ranges for $k$-connectivity for a given set of nodes under the assumption of the Boolean model with a constant transmission range. In addition, purely empirical models fitted to simulation data obtained by using these algorithms are presented. We conclude the publication by pointing out that these models are not consistent with existing asymptotic results.
Publication [1] is the sole work of the present author.
Publication [2] augments Publication [1] by taking the known asymptotic distributions of the threshold ranges as the bases of the empirical models. The models thus describe the convergence of the distributions to the known asymptotic ones. In addition, independently of the exact asymptotic distributions for $k$-connectivity with $k>1$ derived at the time of writing, we derive approximations for these distributions. Finally, we demonstrate the ability of these models to predict these distributions for finite networks.
Publication [2] is the sole work of the present author.
Publication [3] applies the recently derived exact expression for the stationary spatial distribution of nodes in the Random Waypoint mobility model to predicting the connectivity of networks of $n$ nodes moving according to this model. Motivated by asymptotic properties, the distribution of the threshold range for $k$-connectivity is approximated by that of the maximum of $n$ i.i.d. $k$-nearest-neighbor distances. In addition, approximations for the mean durations of connectivity periods are presented, also based on recently derived properties of the RWP model.

The present author pointed out the way to utilize the stationary distribution to approximate the probability of connectivity and contributed the analytical motivation for this approximation to the paper. In addition, the efficient way of validating the approximation, by comparison against the empirical cumulative distribution of the threshold range for $k$-connectivity, was suggested by the present author.

Publication [4] focuses on the coverage of random networks in a bounded domain when using a Boolean coverage disk model. The covered fraction of the target domain is defined as the random variable of interest, whose expectation is determined in a simple circular domain. It is pointed out that the problem of full coverage is analogous to that of connectivity, in that it also reduces to knowing the distribution of a well-defined threshold range that can easily be determined. Existing asymptotic results are interpreted as a limit distribution of this range, and an approximation for this distribution in the case dominated by border effects is derived. Finally, the applicability of empirical models in predicting these distributions for finite configurations is demonstrated.

Publication [4] is the sole work of the present author.
Publication [5] presents the problem of making a given network connected by adding as few additional nodes as possible to the network. The connections of the problem to existing NP-hard problems are shown, and increasingly advanced heuristic algorithms are proposed for the problem, together with their complexity analysis. Finally, the performance of the algorithms is compared by simulation.
The problem was originally presented by Dr. Karvo. The contributions of the present author include pointing out the connection with the Euclidean minimum Steiner tree problem, the idea of utilizing the Voronoi diagram, the exhaustive optimizations used in the most advanced algorithm, and the complexity analysis of all the algorithms. The present author is also the first author of this publication, having written most of the paper.
The optimization presented in the Appendix was omitted from the publication because of space restrictions, although it was included in the submission evaluated in the review process.

Publication [6] presents a generalization of the notion of threshold range for connectivity to the Physical model. Because connectivity is now also affected by medium access control through the time-varying interference, two scenarios from existing studies are considered. In contrast to the Boolean model, there is more than one free parameter, and the threshold range generalizes to a boundary in the space of these parameters that implies tradeoffs between different performance quantities; we show how to determine this boundary for a given network.
Publication [6] is the sole work of the present author.
Publication [7] extends the analysis of random slotted-Aloha networks by assuming that all nodes in the network transmit with some common constant power. We evaluate the probability of successful transmission in a random time slot. As a function of the random node locations, this temporal probability is a random variable with its own distribution. We develop numerical approximations for evaluating both the mean and the tail probability of this distribution. The accuracy of our approximations can be improved indefinitely, at the cost of added numerical computations.
In studying the success probability averaged over different configurations, the present author noticed that the constant transmission power can be translated into zones with maximum numbers of active transmitters, whereas Prof. Virtamo contributed the idea that the interference power from outside these zones should be approximately normally distributed, making it possible to apply the Bahadur-Rao approximation from large-deviations theory to evaluate this distribution. Following Virtamo's observation that the temporal probability is a random variable with its own distribution, the present author derived the recursion for evaluating the tail probability of this distribution. The present author is the first author of this publication, having composed the paper.

## Optimal placement of two relay nodes to connect three terminal nodes

For completeness, we present here the optimization of the placement of two relay nodes to connect three terminal nodes, utilized in the Greedy Triangle algorithm in Publication [5] but omitted from the final publication due to space restrictions.

By the optimal placement we mean that the transmission range required from the relay nodes is minimized. Recall that the case of one relay node is simple: if the point equally distant from the three terminal nodes falls inside the triangle spanned by the terminal nodes, then that is the optimal place for the relay node, else the midpoint of the longest side of the triangle is.

Then consider the problem of connecting three terminal nodes at given locations with the jointly optimal placement of two relay nodes. Let us name the locations of the three terminal nodes as points $A, B$, and $C$, forming the vertices of a triangle $A B C$. Without loss of generality, we assume that $|A B| \leq|C A| \leq|C B|$. We will choose Euclidean coordinates in $\mathbb{R}^{2}$ so that point $C$ is chosen as the origin and the first dimension is in the direction $\overrightarrow{C A}$, so that the position vector $\bar{r}_{A}=\left(\begin{array}{ll}a & 0\end{array}\right)$. Let $\bar{r}_{B}$ denote the position vector of terminal node $B$. Given the assumption $|A B| \leq|C A| \leq|C B|$, the triangle can always be flipped and rotated so that point $B$ is located inside the bounded set depicted in Figure 4.1(a). Also, note that any triplet of points in $\mathbb{R}^{d}$ is located on a $\mathbb{R}^{2}$ plane, and thus this algorithm generalizes easily to $\mathbb{R}^{d}$.

The optimal solution for the locations of the two relay nodes is either
A to use the relay nodes to split in half the two shortest sides ( $C A, A B$ ) of the triangle $A B C$ (as in the final two example figures in Table 4.1 at the end of this section), or

B first, to connect two terminal nodes ( $A$ and $B$ ) with one relay node and then place the second relay node midway between the first relay node and the remaining terminal node $C$ to be connected (the other example figures in Table 4.1).

It can be deduced that whenever case B is optimal, the first relay node must connect the two terminal nodes closest to each other. This is because by the possibility of case $\mathbf{A}$, the least required transmission range cannot exceed half the second-shortest distance between two of the three terminal nodes.

For now, assume that case $\mathbf{B}$ above is optimal (we will derive the conditions for this later). Under this assumption, our task is to optimize the location of the first relay node, point $P$, so as to minimize the required range $\max \left\{f_{1}(P)=|C P| / 2, f_{2}(P)=|A P|, f_{3}(P)=|B P|\right\}$. For an explanation of $f_{1}(P)$, recall that in case $\mathbf{B}$, the second relay node is placed in the middle of edge $C P$. We know that the optimal $P$ must lie inside the


Figure 4.1: The set of possible locations of terminal node $B$ (a); example triangle (b)
triangle $A B C$, for otherwise it would be possible to decrease the distance to all the points $A, B$, and $C$ by moving $P$. Furthermore, in the optimum we must have $f_{i}(P)=f_{j}(P) \geq f_{k}(P)$, for some $i \neq j \neq k ; i, j, k \in\{1,2,3\}$, otherwise $P$ could again be improved. Here, strict inequality applies if the two equal functions have attained their least possible common value.

The equation $f_{1}(P)=|C P| / 2=f_{2}(P)=|A P|$ is satisfied by points $P$ located on the circle with radius $\frac{2}{3}|C A|$, centered at $\frac{4}{3} \bar{r}_{A}$. Another circle is defined accordingly by the equation $f_{1}(P)=f_{3}(P)$. The solutions of the equation $f_{1}(P)=f_{2}(P)=f_{3}(P)$ are hence the intersections of these two circles, which are on the line $|A P|=|B P|$, as shown by Figure 4.l(b). It is easy to show that under the assumption $|A B| \leq|C A| \leq|C B|$, these intersections always exist. In light of the above, the optimal $P$ is located at such an intersection if it is inside the triangle, otherwise it is at the intersection of the line or circle $f_{i}(P)=f_{j}(P)$ and the side of the triangle where the value $f_{i}(P)=f_{j}(P)$ is smallest.

We know that one of the intersections $f_{1}(P)=f_{2}(P)=f_{3}(P)$ always falls outside the triangle $A B C$. In order that the other intersection not fall outside the side $A B$, the midpoint of $A B$ must lie inside the two circles. In fact, it suffices to write this condition for one circle only, since it implies the other, so we get

$$
\begin{equation*}
\left|\frac{\bar{r}_{A}+\bar{r}_{B}}{2}-\frac{4}{3} \bar{r}_{A}\right|<\frac{2}{3}|C A| \Leftrightarrow\left|\bar{r}_{B}-\frac{5}{3} \bar{r}_{A}\right|<\frac{4}{3}|C A|, \tag{4.1}
\end{equation*}
$$

i.e. point $B$ must lie inside the circle with radius $\frac{4}{3}|C A|$, centered at $\frac{5}{3} \bar{r}_{A}$. If this condition is not satisfied, the optimal $P$ - given the assumption that case $\mathbf{B}$ really is optimal - is located midway between $A$ and $B$, at $\left(\bar{r}_{A}+\bar{r}_{B}\right) / 2$. On the other hand, the condition for the other intersection not falling outside the side $C B$ is

$$
\begin{equation*}
\left|\frac{2}{3} \bar{r}_{B}-\frac{4}{3} \bar{r}_{A}\right|>\frac{2}{3}|C A| \Leftrightarrow\left|\bar{r}_{B}-2 \bar{r}_{A}\right|>|C A|, \tag{4.2}
\end{equation*}
$$

i.e. point $B$ must lie outside the circle with radius $|C A|$, centered at $2 \bar{r}_{A}$. If
this condition is not satisfied, the optimal $P-$ given the assumption that case $\mathbf{B}$ really is optimal - is located on the segment $C B$ at $\frac{2}{3} \bar{r}_{B}$. (Under the assumption $|A B| \leq|C A| \leq|C B|$, the other intersection cannot fall outside the side $C A$.)

In general, case $\mathbf{B}$ is optimal if the optimal $P$ presented above satisfies $|C P|<|C A|$. It is easy to check that whenever the optimal $P$ is at $\left(\bar{r}_{A}+\bar{r}_{B}\right) / 2$, this condition is always satisfied. When it is at $\frac{2}{3} \bar{r}_{B}$ (i.e. when $\left.\left|\bar{r}_{B}-2 \bar{r}_{A}\right|<|C A|\right)$, the condition becomes

$$
\begin{equation*}
\frac{2}{3}|C B|<|C A| \Leftrightarrow|C B|<\frac{3}{2}|C A| . \tag{4.3}
\end{equation*}
$$

Finally, let us derive the condition $|C P|<|C A|$ for the intersection $f_{1}(P)=f_{2}(P)=f_{3}(P)$ falling inside the triangle $A B C$. Let $\bar{r}_{B}=\left(\begin{array}{ll}x & y\end{array}\right)$. A general point $P$ on the line $|A P|=|B P|$ is then at $\bar{r}_{P}=\left(\left(\begin{array}{ll}a & 0\end{array}\right)+\left(\begin{array}{ll}x & y\end{array}\right)\right) / 2+t \cdot\left(\begin{array}{ll}y-0 & -(x-a)\end{array}\right)$. The value of the scalar $t$ corresponding to the intersection $f_{1}(P)=f_{2}(P)=f_{3}(P)$ falling inside the triangle $A B C$ can be solved to be

$$
\begin{gathered}
t=\left\{4 a y-\left[16 a^{2} y^{2}-\left(3 a^{2}-10 a x+3 x^{2}+3 y^{2}\right)\right.\right. \\
\left.\left.\times\left(12 a^{2}-24 a x+12 x^{2}+12 y^{2}\right)\right]^{1 / 2}\right\} \\
\quad /\left(12 a^{2}-24 a x+12 x^{2}+12 y^{2}\right) .
\end{gathered}
$$

On the other hand, the value of $t$ that makes $|C P|=|C A|$ and results in the greater $x$-coordinate for $P$, is
$t=\frac{-2 a y+\left(3 a^{4}-8 a^{3} x+6 a^{2} x^{2}-x^{4}+6 a^{2} y^{2}-2 x^{2} y^{2}-y^{4}\right)^{1 / 2}}{2\left(a^{2}-2 a x+x^{2}+y^{2}\right)}$.
We get the boundary for the condition of interest by setting these two values equal. The resulting equation is satisfied on the circles with radius $|C A| / 2$, centered at $\left(\begin{array}{ll}\frac{7}{8} a & \left. \pm \frac{\sqrt{15}}{8} a\right) \text {. Only the upper one of these creates a bound- }\end{array}\right.$ ary in the domain of interest. Simple experimenting shows that given the conditions (4.1) and (4.2), case $\mathbf{B}$ is optimal if

$$
\left|\bar{r}_{B}-\left(\begin{array}{cc}
\frac{7}{8} a & \frac{\sqrt{15}}{8} a \tag{4.4}
\end{array}\right)\right|<|C A| / 2 .
$$

The labels of the conditions (4.1) to (4.4) have been placed near their respective boundaries in Figure 4.2, so that each label is on the side of the boundary where the condition is satisfied. The resulting five subsets of the possible locations of terminal node $B$ have been labelled using Roman numerals, and the optimal solution in each subset is summarized in Table 4.1.


Figure 4.2: The division of the possible locations of terminal node $B$ according to the optimal placement of two relay nodes

Table 4.1: Optimal placement of relay nodes according to the locations of terminal node $B$ in Figure 4.2
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