
Helsinki University of Technology, Electronic Circuit Design Laboratory

Report 42, Espoo 2006

DIGITAL MODULATORS WITH CREST FACTOR
REDUCTION TECHNIQUES

Olli Väänänen

Dissertation for the degree of Doctor of Science in Technology to be presented with

due permission of the Department of Electrical and Communications Engineering for

public examination and debate in auditorium S4 at Helsinki University of Technology

(Espoo, Finland) on the 17th of March, 2006, at 12 noon.

Helsinki University of Technology

Department of Electrical and Communications Engineering

Electronic Circuit Design Laboratory

Teknillinen korkeakoulu

Sähkö- ja tietoliikennetekniikan osasto

Piiritekniikan laboratorio
brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Aaltodoc Publication Archive

https://core.ac.uk/display/80701686?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


Distribution:

Helsinki University of Technology

Department of Electrical and Communications Engineering

Electronic Circuit Design Laboratory

P.O.Box 3000

FIN-02015 HUT

Finland

Tel. +358 9 451 2271

Fax. +358 9 451 2269

ISBN 951-22-8081-7

ISSN 1455-8440

Otamedia Oy

Espoo



Abstract

Many of the modulation methods currently in use suffer from a high Peak-to-Average

power Ratio (PAR), also known as the Crest Factor (CF). The Global System for

Mobile communication (GSM) is a widespread second-generation (2G) system that

uses constant envelope Gaussian minimum shift keying modulation. The advantage

achieved by constant envelope modulation is the possibility of using power-efficient

power amplifiers (PAs). However, it might be beneficial to combine the carriers in a

digital intermediate frequency in order to reduce the number of analogue components.

The drawback with this is that the signal is no more a constant envelope signal, but it

has a strongly fluctuating envelope with a high CF. Enhanced Data rates for GSM Evo-

lution (EDGE) is an enhancement to the GSM system with the primary objective of

tripling the on-air data rate while meeting essentially the same bandwidth occupancy

of the original GSM signal. Also in the case of EDGE, if the carriers are combined

prior to amplification we would end up with the same high CF problem.

Wideband Code Division Multiple Access (WCDMA) has been selected by the

European Telecommunications Standards Institute for wideband wireless access to

support third-generation (3G) services. Orthogonal Frequency Division Multiplexing

(OFDM) is commonly considered to be a technical solution for fourth-generation (4G)

services. In both cases, the transmitted signal is generated by adding together a large

number of statistically independent signals, which leads to a signal with a high CF.

The high CF sets strict requirements for the linearity of the PA. In order to limit

the adjacent channel leakage, it is desirable for the PA to operate in its linear region.

High linearity requirements for the PA leads to low power efficiency and therefore

to high power consumption. An alternative to the expense of a wide-dynamic-range

PA is the use of deliberate clipping to digitally distort the signal so that the signal

quality is still maintained at a sufficient level. As an extra advantage, the decreased

CF gives rise to the possibility of utilizing the dynamic range of the digital circuitry

and digital-to-analog converter efficiently.

This thesis discusses digital modulator design, concentrating on CF reduction al-

gorithms. Two modulators, one capable of generating GSM, EDGE and WCDMA sig-
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nals and one a very wideband OFDM modulator for 4G, are implemented. Several CF

reduction algorithms are presented in the literature. Those most essential to this the-

sis are studied, and their applicability for the above mentioned transmission schemes

is tested. The windowing method is developed further, concentrating on the imple-

mentational issues. Also, a new method for CDMA-based systems is presented and

analysed. The method presented exploits the properties of the CDMA modulation in

a way that, despite the high error measured by using error vector magnitude and peak

code domain error, the receiving user does not experience any error. A specialised

method to compensate the sinc distortion in the OFDM system is also presented.



Tiivistelmä

Monet nykyisin käytössa olevista ja käyttöön tulevista modulaatiomenetelmistä kär-

sivät suuresta signaalin huipputehon ja keskimääräisen tehon välisestä suhteesta ns.

huippukertoimesta. Laajalle levinnyt GSM järjestelmä käyttää vakioverhokäyräistä

modulaatiota, mikä mahdollistaa hyvän hyötysuhteen omaavien tehovahvistimien käy-

tön. Toisaalta useiden GSM lähetteiden digitaalinen yhdistäminen ennen tehovahvis-

tinta mahdollistaa muuten tehokkaiden lähetinrakenteiden toteuttamisen. Ongelmaksi

tulee, että tässä tapauksessa signaali ei enää ole vakioverhokäyräinen vaan sen huip-

pukerroin voi olla hyvinkin suuri. GSM:n kehittyneempi versio EDGE kärsii tästä

samasta ongelmasta. Laajakaistainen koodijakoinen järjestelmä (WCDMA) on valittu

kolmannen sukupolven matkapuhelinverkkojen perustaksi ja monikantoaaltomodu-

laatioon perustuvaa OFDM järjestelmää on kaavailtu neljännen sukupolven verkkoi-

hin. Molemmissa tapauksissa lähetettävä signaali muodostetaan summaamalla usei-

den käyttäjien signaalit yhteen, mikä johtaa suureen huippukertoimeen.

Suuri huippukerroin asettaa suuria vaatimuksia tehovahvistimen lineaarisuudelle,

mikä johtaa huonoon hyötysuhteeseen ja sitä kautta suureen tehonkulutukseen. Epä-

lineaarinen tehovahvistin aiheuttaa signaalin vuotamista viereisille taajuuskaistoille.

Vaihtoehtona paljon tehoa kuluttaville lineaarisille tehovahvistimille on signaalin tar-

koituksellinen leikkaaminen. Tämä tarkoittaa signaalin huippuarvon keinotekoista

pienentämistä kuitenkin siten, ettei toimenpiteen aiheuttama häiriötaso nouse liian

suureksi. Signaalin huippukertoimen rajoittaminen mahdollistaa myös digitaalisten

piirien sekä digitaali-analogia (D/A)-muuntimen dynaamisen alueen tehokkaan käy-

tön.

Tässä työssä käsitellään digitaalisten modulaattorien suunnittelua keskittyen er-

ityisesti signaalinleikkausalgoritmeihin. Kaksi digitaalista modulaattoria on suun-

niteltu ja toteutettu. Toteutetut modulaattorit ovat GSM/EDGE/WCDMA-monijärjes-

telmämodulaattori sekä erittäin laajakaistainen OFDM-modulaattori. Useita signaa-

linleikkausmenetelmiä on esitetty kirjallisuudessa. Niistä tämän työn kannalta oleel-

lisimpien soveltuvuus yllämainittuihin modulaatiomenetelmiin on tutkittu. Ikkunoin-

timenetelmää on kehitetty eteenpäin keskittyen piiritoteutuksen kannalta oleellisiin
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näkökulmiin. Uusi menetelmä CDMA signaalin huippukertoimen pienentämiseksi

ilman, että signaaliin aiheutetaan käyttäjään vaikuttavaa säröä, on esitetty. Lisäksi

OFDM järjestelmään soveltuva menetelmä D/A-muuntimen aiheuttaman vääristymän

korjaamiseksi on esitetty.
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Chapter 1

Introduction

1.1 Motivation of the thesis

This thesis discusses digital modulator design, concentrating on CF reduction algo-

rithms. Many of the modulation methods currently in use suffer from high Peak-to-

Average power Ratio (PAR). The PAR is often measured by the Crest Factor (CF).

There are several CF definitions presented in the literature, but the definition used in

this thesis is

CF = 10log10

(

max(x2)

E[x2]

)

, (1.1)

where x is a real valued upconverted bandpass signal.

The Global System for Mobile communication (GSM) is a widespread second-

generation (2G) system that uses constant envelope Gaussian Minimum Shift Keying

(GMSK) modulation. The advantage achieved by constant envelope modulation is the

possibility of using power efficient power amplifiers (PAs). However, it might be ben-

eficial to combine the carriers in digital Intermediate Frequency (IF) in order to reduce

the number of analogue components [1], [2]. The drawback with this is that the signal

is no more a constant envelope signal, but one with a strongly fluctuating envelope

with a high CF. Enhanced Data rates for GSM Evolution (EDGE) is an enhancement

to the GSM system with the primary objective of tripling the on-air data rate while

meeting essentially the same bandwidth occupancy of the original GSM signal. Also

in the case of EDGE, if the carriers are combined prior to amplification, we would end

up with the same high CF problem.

Wideband Code Division Multiple Access (WCDMA) has been selected by the

European Telecommunications Standards Institute (ETSI) for wideband wireless ac-

cess to support third-generation (3G) services. Orthogonal Frequency Division Multi-

plexing (OFDM) is commonly considered as a technical solution for fourth-generation
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(4G) services. In both WCDMA and OFDM cases, the transmitted signal is generated

by adding together a large number of statistically independent signals, which leads to

a signal with a high CF.

The high CF sets strict requirements for the linearity of the PA. In order to limit

the adjacent channel leakage and other distortion effects, it is desirable for the PA to

operate in its linear region. High linearity requirements for the PA lead to low power

efficiency and therefore to high power consumption (class A amplifier). In the base

station, power consumption itself is not a problem as it is in mobiles, but the heat

generated by high power consumption is. An alternative to the expense of a wide-

dynamic-range power amplifier is the use of deliberate clipping to digitally distort

the signal so that the signal quality is still maintained at a sufficient level. As an

extra advantage, the decreased CF gives rise to the possibility of utilizing the dynamic

range of the digital circuitry and Digital-to-Analog (D/A)-converter efficiently. In

the following, the effect of the CF on the performance of PA and D/A-converter is

discussed in more detail.

1.1.1 Power amplifier

Due to the nature of signal generation, WCDMA, OFDM and multicarrier GSM and

EDGE signals have large CFs, which set high demands for the linearity of the PA. A

non-linear transfer function causes regrowth of the spectrum and decreases the modu-

lation accuracy.

PAs are divided into classes according to the biasing used. A class A amplifier is

defined as an amplifier that is biased so that the current drawn from the battery is equal

to the maximum output current. The class A amplifier is the most linear of all amplifier

types, but the maximum efficiency of the amplifier is limited to 50%. In reality, due

to the fact that the amplitude of the input signal is most of the time much less than its

maximum value, the efficiency is much less than the theoretical maximum, i.e. only a

few percent [3]. This poor efficiency causes high power consumption, which leads to

warming in physical devices. This is a problem especially in a base station where the

transmitted power is usually high.

To achieve a better efficiency, the amplifier can be biased so that current flows

only half the time on either the positive or negative half cycle of the input signal.

An amplifier biased like this is called a class B amplifier. The cost of the increased

efficiency is worse linearity than in a class A amplifier. High demands on linearity

make class B unsuitable for a system with high CF. On the other hand, the large

scale of the input signal makes it difficult to bias an amplifier operating in class A. In

practice, the amplifier is a compromise between classes A and B, and is called a class

AB amplifier. [3]
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1.1.1.1 Effect of the crest factor

The Output Back-Off (OBO) is defined as

OBO = 10log10

(

Psat

E[gnl(x)2]

)

, (1.2)

where gnl is a non-linear function representing the non-linear gain response of the PA

and Psat is the maximum output power of the PA. The OBO defines how many decibels

less than the maximum saturated output power the average output power is. This is

clarified in Figure 1.1. If the PA is assumed to operate in the linear region, and the CF

of the input signal is assumed to be high, i.e. the maximum output power is achieved,

the OBO becomes

OBO = 10log10

(

max((αx)2)

E[(αx)2]

)

= 10log10

(

max(x2)

E[x2]

)

, (1.3)

which is, in this case, the same as the CF of the input signal. In a real system, the gain

characteristic is not linear near the saturation point. For this reason, equality between

CF and OBO does not hold, but it can be assumed that

OBO ≈CF. (1.4)

It is a well known fact that the efficiency of the PA is dependent on OBO [3], [4].

CF reduction enables the reduction of the OBO and, thereby, improves the efficiency.

This gives a motivation to find methods for reducing the CF, which is the main topic

of this thesis.

1.1.2 D/A-converter

A further advantage of the digital clipping is that the maximum of the clipped signal

is known, which gives a possibility of scaling the clipped signal to full dynamic range.

This makes the design of the D/A-converter easier because the number of bits needed

can be reduced.

The Signal-to-Noise Ratio (SNR) at the output of the D/A-converter can be written

as

SNR = 10log10

(

E[x2]

E[e2]

)

, (1.5)

where x is the ideal waveform and e the quantization error. Assuming that the quan-

tization error is uniformly distributed between ±VLSB/2 (VLSB is the voltage corre-

sponding to the Least Significant Bit (LSB)), and the signal is scaled to full swing
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Figure 1.1 Definition of the Output Back-Off.

±Vre f , we obtain

SNR = 10log10

(

V 2
re f /cf

V 2
LSB/12

)

, (1.6)

where cf is the non-logarithmic presentation of the crest factor CF = 10log10(cf).

Using the relation between Vre f and VLSB, Equation 1.6 can be simplified to

SNR = 20log10(2
Nb−1)+10log10

(

12
cf

)

, (1.7)

where Nb is the number of bits, and further to

SNR = 6.02(Nb −1)+10.8−CF. (1.8)

In the derivation of Equation 1.8, the noise is integrated over the whole frequency

band from zero to the Nyquist frequency ( fs/2). In order to find an equation for the

Adjacent Channel Power (ACP), the noise must be integrated over a frequency band

with a bandwidth equal to the signal bandwidth (W ). This can be done as follows:
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E[e2
bb] = ∑

m∈W
|Em|2 =

W
fs/2

M−1

∑
m=0

|Em|2 =
W
fs/2

1
M

M−1

∑
m=0

|em|2 =
W
fs/2

E[e2]. (1.9)

The second equals sign is justified by assuming that the error spectrum (E) is flat, the

third follows from Parseval’s formula. In a manner similar to that of the previous case,

we obtain

ACP = 6.02(Nb −1)+10.8−CF+10log10

(

fs

2W

)

. (1.10)

Equations 1.8 and 1.10 are tested through simulations and the results presented in

Figures 1.2 and 1.3. The test signal is a multitone bandpass signal with a brickwall

type spectrum. The relationship between the bandwidth and the sampling frequency is

fs/W = 9.86. This value was chosen because it corresponds to the OFDM modulator

case presented in Chapter 9. In this example, the simulated values are very precisely

in accord with the theoretical values. The simulations were repeated varying the fs/W

value between 8 and 80; the results were concordant with the case presented.

In practice, the CF can be reduced utilising various methods. Depending on the

method chosen, the CF is normally reduced at the cost of the signal quality, i.e. re-

duced SNR and increased ACP. Therefore Equations 1.8 and 1.10 should not be as-

sumed to give precise results in the real case when clipping is involved. Instead, they

show the general relationship between the CF and signal quality. When the examina-

tion is limited to the D/A-converters quantization error, an adequate performance in

terms of SNR and ACP can be achieved with lower number of bits when the CF is

kept low.
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Figure 1.2 Simulated and theoretical SNR curves ( fs/W = 9.86).
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1.2 Related work

As shown in previous sections, it is advantageous to minimise the CF. Several ad-

vanced CF reduction algorithms, in addition to the most obvious soft limiting [5]- [7],

have been presented in the literature. These algorithms can be divided into two main

categories. In the first category, the signal is deliberately distorted, still keeping the

signal quality at sufficient level. The second category includes the algorithms that

exploit the properties of the modulation in such a way that the signal quality is not

deteriorated. In practice, this means a reduced payload, because a part of the signal is

used for CF reduction or side information to be transmitted.

One problem with the soft limiting is that, as a non-linear operation, it causes spec-

tral splattering. This can be prevented by filtering, e.g, placing the clipping operation

before the channel filter. Unfortunately, the filtering tends to increase the CF, partly

cancelling the effect of clipping. In [8], an algorithm to reduce the undesirable peak

regrowth caused by filters is presented. Another problem is that when the sidebands

are cleaned using filters, all the clipping noise is located at the signal band. In [9], a

method to control the amount of clipping noise at the signal band is presented.

A windowing method that makes it possible to control the spectrum of the clipped

signal by choosing a suitable window is presented in [10]- [14]. The idea is to multiply

the original signal with a function composed of windows so that the wanted clipping

result is achieved. The spectrum of the clipped signal can be controlled by the shape

and length of the window in use.

A method to achieve a constant envelope in Code Division Multiple Access (CDMA)

transmission is presented in [15]. This is an example of the method in which the pay-

load is reduced in order to decrease the CF. In this method, only a part of the spreading

codes is used for the transmission, while the rest of the codes are used for CF reduc-

tion. The unused codes are added to the transmitted signal with suitable weighting

coefficients in order to keep the envelope of the composite signal constant. A tone

reservation method for OFDM, based on an idea similar to that presented in [15], is

presented in [16]. Instead of codes, a part of the subcarriers is reserved for CF reduc-

tion purposes.

One approach to the CF reduction problem is the use of specially chosen data, code

and subcarrier sets. Examples of these methods are presented in [17]- [21]. Because

these methods involve not only the modulator-level design but also the higher-level

system design they are not discussed further.

Direct comparison of the modulators presented in this work to the state of the art

modulators is difficult due to structural dissimilarities. [2] is an example of a GSM

modulator with an on-chip D/A-converter. Published OFDM modulators, e.g. [22]

and [23], are baseband-DSP processors without digital IF or on-chip DAC.
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1.3 Research contribution and organisation of the the-

sis

This thesis discusses digital modulator design, concentrating on CF reduction algo-

rithms. Two modulators, one capable of generating GSM, EDGE and WCDMA sig-

nals and one very wideband OFDM modulator for 4G are implemented.

Several CF reduction algorithms have been presented in the literature [5]- [21].

The most essential of those for this thesis are studied and their applicability for above

mentioned transmission schemes is tested. The windowing method [10] is developed

further, concentrating on the implementational issues. The presented implementation

enables the windowing at high clock frequencies with a negligible processing delay.

Also, based on [15], a new method for the CDMA system is presented and analysed.

The method presented differs from [15] in that it does not aim for constant envelope

signal. Instead, the target is only to reduce the CF by adding unused codes, which

makes this method much more flexible than the one presented in [15]. The method

presented is not comparable to the conventional clipping methods in terms of system

specifications. The method presented exploits the properties of the CDMA modulation

in a way that, despite the high error measured by using Error Vector Magnitude (EVM)

and Peak Code Domain Error (PCDE), the receiving user does not experience any

error.

A novel method to compensate the sinc distortion in the OFDM system caused the

sample and hold circuit of the D/A-converter is presented. Conventionally, the sinc

distortion is compensated by using filters [24], [25]. The compensation method pre-

sented is based on the properties of the OFDM modulation and is therefore applicable

in the aforementioned system only.

The necessary signal quality metrics related to GSM, EDGE, WCDMA and OFDM

transmission are discussed in Chapter 2. For GSM, EDGE and WCDMA signals, the

quality metrics are specified in GSM and WCDMA standards. However, it is shown

that, in the case of WCDMA, the quality metrics used do not guarantee an adequate

signal quality for every user. Despite the fact presented, elsewhere in this thesis the

quality metrics are used as they are specified in WCDMA standards. A mathematical

model for signal quality metrics of the baseband clipped Gaussian distributed signal is

presented in Chapter 3. Chapter 4 presents a new implementation for the windowing

algorithm [10]. In Chapter 5, several clipping methods presented in the literature are

discussed and compared in the case of WCDMA. An alternative method to decrease

the CF of the CDMA signal, not comparable to methods discussed in Chapter 5 in

terms of system specifications, is presented and tested in Chapter 6. The idea was

developed jointly by the author and Dr. T. Viero while L. Kantola M.Sc assisted with

the linear programming optimisation problem. Properties of GSM and EDGE mul-
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ticarrier signals are discussed in Chapter 7 where the applicability of the windowing

method is studied also.

Chapters 8 and 9 present a digital multimode modulator and an OFDM modulator,

respectively, both designed at the Electronic Circuit Design Laboratory (ECDL). The

algorithm design of the multimode modulator was done jointly by the author and Dr. J.

Vankka. The electrical design of the digital part and the D/A-converter was carried out

by J. Ketola M.Sc, J. Sommarek Lic.Sc and M. Kosunen Lic.Sc. The algorithm design

of the OFDM modulator was done by the author and the electrical design was carried

out by J. Lindeberg M.Sc. The D/A-converter was designed by J. Pirkkalaniemi M.Sc.

In this design, the clipping algorithm is also implemented. Chapter 9 presents also a

novel method to compensate the sinc distortion in the OFDM system. Finally, Chapter

10 presents the conclusions of the thesis.
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Chapter 2

Quality parameters of the signal

This chapter presents the signal quality metrics used in this thesis. The relationship

between EVM and PCDE is mathematically analysed; it is shown that there are defi-

ciencies when the EVM and PCDE are used to measure the quality of the WCDMA

signal. Section 2.3 is based on [26].

2.1 Spectrum of the signal

In order not to disturb the other communication systems, the power of the transmit-

ted signal must be located within a limited frequency band. Due to the non-ideal

transmitters and clipping, it is impossible to generate a signal with fully limited band-

width. Instead, the maximum level of disturbance tolerated at the adjacent channels is

defined.

For GSM and EDGE signals, the spectrum of the signal is calculated; it should fit

to the mask specified in [27]. In the case of a WCDMA signal, the Adjacent Channel

Leakage power Ratio (ACLR) is calculated; it should stay below the value specified

in [28]. The ACLR is the ratio of the transmitted power to the power after a receiver

filter in the adjacent channel. Both the transmitted power and the received power are

measured through a matched filter (Root Raised Cosine) with a noise bandwidth equal

to the chip rate 3.84 MHz [28].

2.2 Modulation accuracy

2.2.1 Error Vector Magnitude

The modulation accuracy of the WCDMA and EDGE signals is measured by Error

Vector Magnitude. EVM is a measure for the difference between the theoretical wave-
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form and modified version of the measured waveform. The measured waveform is

modified by first passing it through a specified receiver measuring filter [27], [28].

The waveform is further modified by selecting the frequency, absolute phase, abso-

lute amplitude and clock timing so as to minimize the error vector. The EVM result

is defined as the square root of the ratio of the mean error vector power to the mean

reference signal power expressed as a percentage. Mathematically, the error vector e

can be written as

e = y− x, (2.1)

where y is the modified measured signal and x the ideal transmitted signal. EVM can

be defined as

EVMrms =

√

E[|e|2]
E[|x|2] . (2.2)

2.2.2 Peak Code Domain Error

The quality of a WCDMA signal is also measured by the Peak Code Domain Error.

PCDE is computed by projecting the power of the error vector (Equation 2.1) onto the

code domain at a specific Spreading Factor (SF). The Code Domain Error for every

code in the domain is defined as the ratio of the mean power of the projection onto that

code to the mean power of the composite reference waveform. This ratio is expressed

in dB. The Peak Code Domain Error is defined as the maximum value for the Code

Domain Error for all codes [28].

The composite reference waveform s is equal to x in Equation (2.1). The projection

of the error vector is calculated by despreading the error vector by all codes. After the

despreading operation, there are SF error signals ed,k. The PCDE is calculated from

equation

PCDE = 10log10

(

max(E[|ed,k|2])
E[|s|2]

)

. (2.3)

2.2.3 Phase error

The accuracy of the GMSK modulation is measured by computing the difference be-

tween the phase of the transmitted waveform and the phase of the expected one. The

Root Mean Square (RMS) and peak value of the phase error shall not be greater than

specified in [27].
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2.3 Performance of EVM and PCDE in a WCDMA

Downlink

In a WCDMA system, the downlink signal the base station transmits is designed to

fulfil the specifications set in the Third-generation Partnership Project (3GPP) stan-

dard [28]. In this section, the performance of the EVM and PCDE quality metrics is

impugned. It is shown that the limits of EVM and PCDE do not guarantee that the

user will experience an adequate SNR.

Due to the high CF of the WCDMA downlink signal, it may be viable to distort

the signal digitally, allowing some deterioration in the signal quality. The amount

of distortion in the time domain is measured by EVM and PCDE. In base-station

conformance testing, specialized test signals are used [28]. When the effect of clipping

is studied, it may cause problems if these signals alone are tested. In a real system,

the number of users and the relative power levels between users vary. Keeping the

EVM and PCDE at some predefined level does not necessarily lead to a situation

in which the SNR for each user, after the despreading operation, is sufficient. A

mathematical model for the behaviour of the SNR as a function of the PCDE and the

number of active codes is presented in the following. It is shown that the SNR is

strongly dependent on the number of active codes, not only the PCDE, as it would be

if it were assumed that fulfilling the PCDE requirements leads to an adequate signal

quality in every case.

2.3.1 Mathematical analysis

In a WCDMA system, the base station spreads and sums the baseband signals intended

for different users. The signal intended for user k can be written in the complex domain

as

dk(m) = uk(m)ck(m), (2.4)

where uk is the data waveform and the ck the spreading waveform, known as a chan-

nelization code. The Quadrature Phase Shift Keying (QPSK) modulation is assumed,

so the complex symbols uk have a constant amplitude. The composite baseband signal

can be written as

s =
K

∑
k=1

akdk, (2.5)

where K is the number of active codes and ak the weighting coefficient proportional

to the power of the code channel k. At the transmitter, noise is added as a result of

clipping and other non-idealities. The transmitted signal s′ can be expressed as

s′ = s+ e, (2.6)
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where e is an error signal. The signal quality is measured by the EVM and PCDE [28]

presented in Equations 2.2 and 2.3 respectively. When the number of active codes K is

large enough, according to the central limit theorem, the composite signal s becomes

normally distributed. In this case, as it will be shown in Chapter 3, the relationship

between the EVM and the PCDE can be written as

PCDE = 10log10

( 1
SF

EVM2
)

, (2.7)

where SF is the spreading factor used.

The signal quality experienced by the user k can be measured by SNR γ, defined

as

γk =
E[|sd,k|2]
E[|ed,k|2]

, (2.8)

where sd,k is the despread version of the signal s when the code k is used in the de-

spreading operation. Using Equation 2.5, we get the power of the despread signal so

Equation 2.8 can be written as

γk =
a2

k

E[|ed,k|2]
. (2.9)

This equation shows how the SNR of the user k is strongly dependent on the power

level of the user in question. When the EVM is kept at some specified level and a fixed

spreading factor is used, according to Equation 2.7, the PCDE can be calculated by

using these two quantities. When the error signal e is additive white Gaussian noise,

the variance of the despread error signal does not depend much on the code k used.

If all users have equal power levels (ak = 1), the composite signal is simply a sum of

binary random variables with variance K [29]. In this case, the PCDE can be written

as

PCDE = 10log10

(E[|ed,k|2]
K

)

, (2.10)

and, assuming that all active channels have approximately equal behaviour, this can

be further written as

PCDE = 10log10

( 1
Kγ

)

, (2.11)

from which the SNR can be solved:

γ =
10−PCDE/10

K
. (2.12)

This can be expressed in decibels as

SNR =−PCDE−10log10(K). (2.13)
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The simulated SNR and the SNR calculated from Equation 2.13 are presented in Fig-

ure 2.4 as a function of the number of the active channel codes when the PCDE is -35

dB. The spreading factor of 256 is used and all the active codes have equal powers.

The results show that the behaviour of the SNR is as Equation 2.13 predicts. The error

signal is generated by clipping the original transmitted signal at the baseband.

The SNR experienced by a user depends strongly on the power level of the user

in question, while the EVM and PCDE still fulfil the specifications. In the WCDMA

conformance testing [28], the measurements of the EVM and PCDE are limited in a

few cases when the specified test signals are used. In the PCDE measurements, there

are two possible test signals, one with 16 active channels and the other with 32 active

channels. The larger of these two options that can be supported by the equipment

being tested should be used. In both cases, the PCDE specification is the same, -33

dB. According to Equation 2.13, this leads to unequal user SNR between these two

cases.

The main issue in the preceding review is to show that the specified EVM and

PCDE levels do not guarantee that the user has an adequate signal quality. The pre-

sented case is simplified by assuming that all users have the same power level, in

which case only the number of users affects the SNR, through the fact that the total

power is distributed among the users. If power control is used, i.e. unequal power

levels are used, the situation is more complicated, but the problem remains the same.

The main problem is whether the EVM and PCDE are adequate performance param-

eters when the transmitter is designed. Especially when clipping is being studied, the

specified test signals [28] are not suitable and, as shown, in general, the performance

of the single code channel cannot be measured by using only EVM and PCDE.

2.4 Conclusions

The essential signal quality metrics are presented and a problem related to the EVM

and PCDE specifications is discussed. It is shown that the SNR experienced by the

user is not dependent only on the EVM and PCDE, as it would be if it were assumed

that fulfilling the requirements leads to an adequate signal quality. This limits the

usage of the EVM and PCDE in a few specified cases [28]. Unfortunately, when

clipping is studied, more test signals are needed; therefore it might be beneficial to

change the definition of the PCDE so that the error projected to the specified code is

compared to the power of the corresponding code channel instead of the power of the

composite signal.
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Chapter 3

Effect of baseband clipping

In this chapter, the effect of baseband clipping on signal quality is analysed. It is

assumed that the In-phase (I) and Quadrature (Q) branches of the complex signal

to be clipped are Gaussian distributed. This assumption is valid for signals that are

generated by adding several statistically independent signals, e.g. CDMA and OFDM

signals. A mathematical model for EVM and PCDE as a function of the clipping ratio

is presented in two cases. At first, I and Q components are clipped independently,

after which the complex envelope is clipped. The evaluation of the EVM is valid for

all Gaussian distributed signals, but the use of the PCDE is restricted to CDMA signals

only.

The clipping takes place before the pulse shaping filtering and, therefore, the spec-

tral splattering is not a problem. In this analysis, the modulation and demodulation are

assumed to be ideal and the clipping is the only source of error. Due to the peak re-

growth caused by the pulse shaping filtering, this analysis cannot give accurate results

for the relationship between the CF of the IF signal and the clipping level. However,

these results give a straightforward way to minimise the clipping ratio within given

signal-quality constraints which, if it is assumed that the peak regrowth is indepen-

dent of clipping, leads to minimised CF at IF. This Chapter is based on [30].

3.1 Clipping I and Q independently

Signals I and Q are clipped independently so that the maximum amplitude of I and

Q is A. This is presented in Figure 3.1. Signals I and Q can be modelled as inde-

pendent Gaussian distributed random variables with zero mean and variance σ2. The

Probability Density Function (PDF) of the random variable x, presenting both I and Q
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is

f (x) =
1√
2πσ

e−x2/2σ2
. (3.1)

Using x, the clipping can be written as

x′ =















A x > A

x |x| ≤ A

−A x <−A.

(3.2)

Probability Pc+ that clipping occurs at the positive side is

Pc+ = P(x > A) =
1√
2πσ

∫ ∞

A
e−x2/2σ2

dx (3.3)

=
1
2

erfc(
A

σ
√

2
).

Let us define an error signal e as

e =

{

x−A x > A

0 x ≤ A.
(3.4)

By using the conditional PDF,

f (x|x > A) =
f (x)

∫ ∞
A f (x)dx

=







2 f (x)
erfc( A

σ
√

2
)

x ≥ A

0 x < A
(3.5)

we can calculate the first and the second conditional moment for error signal e as

follows

E[e|x > A] =

√

2
π

1

σerfc( A
σ
√

2
)

∫ ∞

A
(x−A)e−x2/2σ2

dx (3.6)

=

√

2
π

σ
erfc( A

σ
√

2
)

e−A2/2σ2 −A

E[e2|x > A] = σ2 +A2−
√

2
π

σA

erfc( A
σ
√

2
)

e−A2/2σ2
. (3.7)

Because PDF 3.1 is symmetrical, in the case that the clipping occurs both at the nega-

tive and positive side, we can assume that

Pc = P(|x|> A) = 2P(x > A) = erfc(
A

σ
√

2
), (3.8)

E[e
∣

∣|x|> A] = 0, (3.9)
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E[|e|
∣

∣|x|> A] = E[e
∣

∣x > A], (3.10)

E[e2
∣

∣|x|> A] = E[e2|x > A]. (3.11)

The average power of the error signal can now be calculated by multiplying the con-

ditional second moment with the clipping probability

E[e2] = PcE[e2
∣

∣|x|> A] (3.12)

= (σ2 +A2)erfc(
A

σ
√

2
)−σA

√

2
π

e−A2/2σ2
.

Similarly, we get the average absolute value of the error signal

E[|e|] = σ
√

2
π

e−A2/2σ2 −Aerfc(
A

σ
√

2
). (3.13)

3.1.1 Error Vector Magnitude

The received signal y can be written as

y = x− e, (3.14)

where x is the ideal transmitted signal and e the error signal. The EVM is calculated

by comparing the received signal y to the reference signal x′, which is a scaled version

from signal x. The error is calculated from equation

e′ = x′− y = αx− y = (α−1)x+ e, (3.15)

where α is the scaling factor. EVM is defined as

EVM =

√

E[e′2]
E[x′2]

=

√

E[e′2]
α2E[x2]

. (3.16)

The scaling factor α must be chosen so that EVM is minimized. Combining Equations

3.15 and 3.16, we get

EVM =

√

(α−1)2E[x2]+2(α−1)E[xe]+E[e2]

α2E[x2]
, (3.17)

which is minimized when

α =
1−2 E[xe]

E[x2]
+ E[e2]

E[x2]

1− E[xe]
E[x2]

. (3.18)
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The term E[xe] can be written as

E[xe] = E[(A+ |e|)|e|] = AE[|e|]+E[e2]. (3.19)

Combining Equations 3.12, 3.13, 3.16, 3.18 and 3.19, α becomes

α =
1+(A2

σ2 −1)erfc( A
σ
√

2
)− A

σ

√

2
π e−A2/2σ2

1− erfc( A
σ
√

2
)

, (3.20)

and EVM can be written in the form

EVM =
1
α

[

(α−1)2 +[(2α−1)+
A2

σ2 ]erfc(
A

σ
√

2
) (3.21)

−A
σ

√

2
π

e−A2/2σ2
]1/2

.

The EVM calculated from Equation 3.21 and the simulated EVM are presented in

Figure 3.2. The test data is a combination of 67 code channels with a spreading factor

of 128, and the number of samples is 128000.

3.1.2 Peak Code Domain Error

At first, the error signal e′ is projected onto the code domain. The PCDE is the ratio

of the mean power of the projected error signal to the mean power of the reference

waveform x′ expressed in decibels. The mean power of the reference waveform equals

the variance α2σ2 of the signal x′. It is assumed that descrambling has no effect on the

distribution of the error signals.

The projection of the error vector e′ onto the code domain can be expressed as

ed,k(n) =
1

SF

SF
∑
i=1

ck(i)e
′(nSF+ i), (3.22)

where ck is the spreading code. Defining

ei(n) = e′(nSF+ i), (3.23)

ed,k can be modelled as a sum of random variables ei, i = 1,2, ..,SF. Because e′ has

zero mean, also ed,k and ei have zero mean. For a zero mean signal, the power of the
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signal (second moment) is equal to variance. Variance of the ed,k is

E[e2
d,k] =

1

SF2

[SF
∑
i=1

ck(i)
2E[e2

i ]+ ∑
i6= j

cic jCov[ei,e j]
]

(3.24)

=
E[e′2]

SF
+

1

SF2 ∑
i6= j

cic jCov[ei,e j] =
1

SF
(E[e′2]+Ci j).

The PCDE can be written in the form

PCDE = 10log10

(E[e2
d,k]

E[x′2]

)

(3.25)

= 10log10

( 1
SFα2E[x2]

(E[e′2]+Ci j)
)

.

If random variables ei, i = 1,2, ..,SF are assumed to be independent, the covariance

term Ci j is zero. Using Equation 3.16, Equation 3.25 can be written as a function of

EVM

PCDE = 10log10

( 1
SF

E[e′2]
α2E[x2]

)

(3.26)

= 10log10

( 1
SF

EVM2
)

.

The PCDE calculated from Equation 3.26 and the simulated PCDE are presented in

Figure 3.3. The difference at high clipping rations can be explained by the fact that,

due to the calculation of the PCDE, a Gaussian distributed test signal cannot be used.

Instead, a CDMA signal with a limited peak value is used, which means that, with

high clipping ratios, the probability of exceeding the clipping threshold is consider-

ably smaller than in the case of an ideally Gaussian distributed signal. Therefore, the

simulated results are slightly better than the calculated.

3.2 Clipping complex envelope

The complex baseband signal

x = I + jQ (3.27)

is clipped so that the maximum absolute value of the x is A. This is illustrated in

Figure 3.1. As was the case earlier, I and Q are Gaussian distributed with zero mean

and variance σ2 and independent. Amplitude x̂ is defined as

x̂ =
√

I2 +Q2 (3.28)
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which has the Rayleigh PDF [31]

f (x̂) =
x̂

σ2 e−x̂2/2σ2
ε(x̂). (3.29)

The first and second moments of x̂ are

E[x̂] =

√

π
2

σ (3.30)

and

E[x̂2] = 2σ2. (3.31)

Phase θ is defined as

θ = arctan(
Q
I

) (3.32)

which has PDF given by

f (θ) =
1

2π
. (3.33)

Clipping can be expressed in mathematical form

x̂′ =

{

A x̂ > A

x̂ x̂ ≤ A.
(3.34)
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Phase θ is not changed in this kind of clipping operation. Clipping probability Pc can

be calculated from Equation 3.29.

Pc = P(x̂ > A) =
∫ ∞

A

x̂
σ2 e−x̂2/2σ2

dx̂ = e
− A2

2σ2 (3.35)

Let us define an error signal e as

e =

{

x̂−A x̂ > A

0 x̂ ≤ A.
(3.36)

By using the conditional PDF

f (x̂|x̂ > A) =
f (x̂)

∫ ∞
A f (x̂)dx̂

=

{

eA2/2σ2
f (x̂) x̂ ≥ A

0 x̂ < A
(3.37)

the first and the second conditional moment for error signal e becomes

E[e|x̂ > A] = σ
√

π
2

eA2/2σ2
erfc(

A

σ
√

2
) (3.38)

E[e2|x̂ > A] = 2σ2−2σA

√

π
2

eA2/2σ2
erfc(

A

σ
√

2
). (3.39)

The average power and the mean value of the error signal can be calculated as earlier

E[e2] = 2σ2e−A2/2σ2 −2σA

√

π
2

erfc(
A

σ
√

2
) (3.40)

E[e] = σ
√

π
2

erfc(
A

σ
√

2
). (3.41)

3.2.1 Error Vector Magnitude

The amplitude of the received signal y can be written as

ŷ = x̂− e, (3.42)

where x̂ is the amplitude of the ideal transmitted signal and e the amplitude of the error

signal. The EVM is calculated by comparing the received signal y to the reference

signal x̂′, which is a scaled version of signal x̂. The error is calculated from equation

e′ = x̂′− ŷ = αx̂− ŷ = (α−1)x̂+ e, (3.43)
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Figure 3.4 Calculated and simulated EVM with 67 code channels.

The EVM can be calculated using amplitudes only, because, in this case, the clipping

does not have an effect on the phase of the complex signal. After a derivation similar

to that in Section 3.1.1, we get

α =
1− e−A2/2σ2

1− e−A2/2σ2
+ A

2σ
√π

2 erfc( A
σ
√

2
)

(3.44)

and

EVM =
1
α

[

(α−1)2 +(2α−1)e−A2/2σ2

−α
A
σ

√

π
2

erfc(
A

σ
√

2
)
]1/2

. (3.45)

The EVM calculated from Equation 3.45 and the simulated EVM is presented in Fig-

ure 3.4. The test data is a combination of 67 code channels with a spreading factor of

128, and the number of samples is 128000.

3.2.2 Peak Code Domain Error

All the following calculations are done using the in-phase component I. It is assumed

that behaviour of the quadrature component Q is similar. The mean power of the

reference waveform equals the variance α2σ2 of the scaled signal αI.

First we have to project the power of the error signal e′ onto the I-plane. The error

signal e′ has PDF fe′ , which does not have to be known exactly. The projected error
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Figure 3.5 From Equation 3.48 calculated and simulated PCDE.

signal can be expressed as

ep = e′ cos(θ). (3.46)

Because clipping has no effect on θ in this case, the PDF of the θ is given in Equation

3.33. The power of the projected error signal can be written as

E[e2
p] =

∫ ∞

−∞

∫ 2π

0
e′2 cos2 (θ) fe′(e

′)
1

2π
dθde′ (3.47)

=
1
2

∫ ∞

−∞
e2 fe′(e

′)de′ =
1
2

E[e′2].

Similarly, it can be shown that the signal ep has zero mean. Mathematical formulation

of the PCDE is similar to that presented in Section 3.1, and the PCDE becomes

PCDE = 10log10

( 1
SF

E[e′2]
2α2σ2

)

(3.48)

= 10log10

( 1
SF

EVM2
)

.

The PCDE calculated from Equation 3.48 and the simulated PCDE are presented in

Figure 3.5.
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3.3 Conclusions

A mathematical model for EVM and PCDE was derived in the case of baseband clip-

ping. The signal is assumed to be Gaussian distributed and the clipping is performed

in both branches, I and Q, either independently or jointly. The presented model is

tested through simulations and seen to be valid. The results can be used for adjusting

the clipping level in a WCDMA base station, or in any transmitter that has Gaussian

distributed signals, so that the downlink signal still fulfils the specifications. Unfortu-

nately, this theory cannot predict the CF of the IF signal because of the peak regrowth

caused by the following filters. It is possible to evaluate the worst case increment

caused by the filters, but, due to the very small probability of occurrence, it does not

give reasonable results, and therefore it is not considered further.
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Chapter 4

Windowing method

This chapter presents an efficient implementation for the peak windowing method

[10]- [14]. Conventional clipping, which is expressed mathematically in Equation

3.2 causes sharp corners in a clipped signal, which leads to an unwanted out-of-band

radiation (increased ACP). To smooth these corners and overcome the out-of-band

power problem, the clipping is implemented by multiplying the original signal with

a suitable function. The procedure is called windowing. The difference between the

conventional clipping and windowing is presented in Figure 4.1. The advantage of

windowing compared to the methods combining conventional clipping and filtering

is the absence of the peak regrowth, which is a common problem when filtering is

involved. Also, the windowing can be applied as well to a single carrier as to a multi-

carrier signal.

Keeping in mind that the multiplication in the time domain corresponds to convo-

lution in the frequency domain, it is obvious that the spectral widening of the clipped

signal can be controlled by adjusting the spectral properties of the multiplying signal.

In theory, the multiplying signal can be any arbitrary signal that gives a wanted re-

sult, but, in practice, the signal must be generated in a systematic way. In the peak

windowing algorithms, the multiplying signal is a sum of window functions [10]. In

the following, a systematic and simple algorithm to form the multiplying function

based on the window function is presented not involving any exhaustive or iterative

optimisation processes. A very straightforward algorithm can be implemented with

a specialised Finite Impulse Response (FIR) filter structure. This algorithm was first

published in [32].



30 Windowing method

PSfrag replacements

clipped

windowed

clipping threshold

Figure 4.1 Clipped signal and windowed signal.

4.1 Windowing algorithm

Instead of using Equation 3.2 the conventional clipping can be expressed as a multi-

plication

x′(n) = c(n)x(n), (4.1)

where

c(n) =

{

1 , |x(n)| ≤ A
A

|x(n)| , |x(n)|> A,
(4.2)

where A is the maximum amplitude allowed for the clipped signal. The idea of the

windowing method is to replace the function c(n) with the function

b(n) = 1−
∞

∑
k=−∞

akw(n− k), (4.3)

where w(n) is the window function and ak a weighting coefficient. The block diagram

of the windowing method is presented in Figure 4.2. To achieve the wanted clipping

level, the function b(n) must satisfy the inequality

1−
∞

∑
k=−∞

akw(n− k)≤ c(n), (4.4)

for all n.
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Figure 4.2 Block diagram of the windowing method.

To minimize the error in the time domain, i.e. to minimise the difference between

c(n) and b(n), inequality 4.4 must be as near equality as possible. The difference

between c(n) and b(n) depends on the shape of the window, the window length Nw

defined as a number of samples w(n) that are not equal to zero, weighting coefficients

ak and, of course, the clipping threshold. Spectral properties of the clipped signal de-

pend on the shape and the length of the window. In order to keep the algorithm simple

enough to be implemented, the shape and the length of the window and the clipping

threshold should be fixed. Choosing the parameters mentioned above is discussed

in the following section. The only parameters that cannot be predetermined are the

coefficients ak. After the shape and the length of the window is chosen, weighting co-

efficients ak need to be optimised. Instead of calculating ak explicitly, b(n) is formed

from c(n) directly, as presented in the following.

If it is assumed that clipping probability and window length are so low that win-

dows do not overlap in the time domain, the easiest way to form the function b(n) is

to find the part

∞

∑
k=−∞

akw(n− k) (4.5)

by convolving the function 1− c(n) with the window w(n), when b(n) becomes

b(n) = 1−
∞

∑
k=−∞

[1− c(k)]w(n− k). (4.6)

The convolution can be implemented as an FIR filter structure.

In a real system, windows unfortunately overlap, and, as a result of convolution,

the signal is clipped much more than needed, which leads to a high error and gain

reduction. In the worst case, the sign of function b(n) may become negative, which

is fatal for the system. The effect of the overlapping windows can be seen in Figure

4.4. Hence, another way to form the function b(n) must be found. A simple solution

to the problem mentioned above is to combine the conventional FIR structure with a
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feedback structure, which scales down the incoming value if necessary. This reduces

the overlapping effect caused by consecutive large samples. The proposed structure is

presented in Figure 4.3, where ’b c’ denotes the floor operation. The impulse response

of the filter (coefficients wn) is equal to the window function w. Based on the previous

values, the feedback loop calculates a correction term, which can be subtracted from

input while the output still satisfies inequality 4.4. If the correction term is larger than

the input value, signal y (Figure 4.3) becomes negative after the subtraction, which

leads to an unwanted clipping result. This is prevented by adding a block that replaces

negative values with zero. Figure 4.4 presents function b(n) formed with and without

the feedback loop. This example clearly shows the problem caused by overlapping

windows and it also shows the benefit achieved by using feedback.

4.2 Window selection

As mentioned earlier, the multiplication in the time domain corresponds to convolu-

tion in the frequency domain. In order to limit the spectral widening, the window

function should have a narrow spectrum. However, the strict localisation in the fre-

quency domain leads to a wide response in the time domain, which means that the

effect of the clipping is spread to the samples adjacent to the sample to be clipped,

increasing the EVM. It can be concluded that the choosing of the window is a trade

off between the EVM and the spectral properties. The optimal choice depends heavily

on the system in which the windowing is applied.

As an example, we consider the use of some well-known windows [33] in reducing

the CF of a WCDMA signal. The CF of the unclipped signal is 14.86 dB when an

Oversampling Ratio (OSR) of 16 is used. In each case, the window length is constant



4.2 Window selection 33

−2.5

−2

−1.5

−1

−0.5

0

0.5

1

c(n)     
convolved
feedback 

Figure 4.4 Function b(n) formed by convolution (4.6) and by presented algorithm (Figure 4.3).

(Nw=67) and the clipping threshold is chosen to reduce the CF down to 10 dB. Kaiser5

refers to a Kaiser window with a beta value of 5. The resulting spectra are presented

in Figure 4.5 and the EVM and ACLR results in Table 4.1. In this case, the Hamming

and Kaiser windows stand out and, foreseeably, the triangular window gives the worst

performance.

In Figures 4.6 and 4.7, the ACLR and EVM are presented respectively as a func-

tion of the window length. The window used is a Hamming window and the test signal

is equal to the one in the previous case. This result supports the assumption about the

trade off between ACLR and EVM.

The purpose of this section is not to find the optimal window, but only to demon-

strate and discuss the effect of the related parameters. Another topic, not considered

in this section, is the implementational issues of the algorithm. As an IF clipping

method, the windowing may need to operate at high frequency. This can set require-

ments for the shape of the window also. An example of this is discussed in more detail

in Chapter 9.
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Table 4.1 Window comparison.

Window EVM (%) ACLR (dB)
Hamming 4.46 66.4
Hanning 4.43 64.5

Blackman 4.28 61.5
Kaiser5 4.45 66.9

Triangular 4.40 59.4
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4.3 Conclusions

An efficient algorithm to implement the peak windowing method is presented. Its ap-

plicability in different transmission techniques is discussed later in this thesis. Here,

the main objective is to keep the computational complexity of the algorithm low

enough for high-speed implementations and avoid iterative processes causing delay.

Most probably, this does not lead to an optimal performance in terms of CF, ACP and

EVM and, therefore, it would be beneficial to take another kind of approach, not so im-

plementation oriented, and, for example, study whether the method can be improved

by using self-adjustable window length or some other trick.



Chapter 5

Effect of clipping in WCDMA

system

A WCDMA signal is a sum of signals intended for different users, as presented in

Figure 5.1, where uk is the complex data of the user k, ck a spreading code, bk a

weighting factor, s a complex scrambling sequence and ω the angular frequency of the

carrier. When statistically independent signals are summed, according to the central

limit theorem, the I and Q parts of the resulting signal are Gaussian distributed, which

leads to a high CF. The following root raised cosine filtering tends to increase the CF

further. If several carriers are combined in the digital domain the situation becomes

even worse. To avoid the problems caused by the high CF, an efficient CF reduction

method is needed.

In this chapter, the effects of several different clipping methods on the EVM,

PCDE and ACLR in the WCDMA system are derived through simulations. The per-

formances of different clipping methods are compared in terms of CF reduction, while

the signal quality meets the WCDMA specifications. The clipping methods discussed

are limited to those that can be applied without any modifications to the transmission

and reception procedure. Methods excluded for this reason are, for example, methods

based on code selection and the method presented in Chapter 6. This Chapter is based

on [32] and [34].

5.1 Clipping methods

5.1.1 Baseband clipping

In baseband clipping, the I and Q signals are modified either independently or jointly.

The independent clipping of I and Q leads to the situation where the constellation
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of the baseband symbols is circumscribed by a square. In the following text, Square

refers to this method. In the joint clipping, the amplitude of the complex symbol is

clipped, but the angle remains unchanged. In this case, the constellation is circum-

scribed by a circle. This method is referred to as Circle. The clipping takes place

before the pulse shaping filtering and, therefore, it is obvious that it has no effect on

the ACLR. A mathematical analysis of the behaviour of the EVM and PCDE as a

function of the clipping ratio was presented in Chapter 3. The theory presented gives

an accurate relationship between the CF of the baseband signal and the error met-

rics, but due to the following pulse shaping filter, simulations are needed for a reliable

evaluation of the CF at the IF.

5.1.2 Adaptive baseband clipping

The problem of the baseband clipping is that the pulse shaping filter (root raised co-

sine) tends to increase the CF and partially cancels the effect of clipping. An adaptive

peak suppression algorithm to prevent the peak regrowth is presented in [8]. Here the

same idea is used in the following way. We assume that an oversampling ratio of 2

is used in the filtering, i.e. that the input signal is zero-padded with a factor of 2 be-

fore the filter, and the filter “fills in” the zero-valued samples with interpolated sample

values. The clipping threshold after filtering is specified to be A. The algorithm is as

follows:

1. The unclipped signal is filtered and analyzed.

2. If the threshold is exceeded there are two options:

• If the peak is not an interpolated sample, the corresponding sample of

the unfiltered signal is scaled down by factor k = A/As, where As is the

amplitude of the peak.
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• If the peak is an interpolated sample, the two adjacent samples of the corre-

sponding sample of the unfiltered signal is scaled down by factor k = A/As.

3. After scaling operations, the new version of the unfiltered signal is filtered.

As it can be seen, this clipping algorithm requires at least one iteration loop. The

optimal way to apply this algorithm is to use many iteration loops and decrease the

clipping level step by step. In practice, the complexity and the processing delay restrict

the number of the iteration loops. This method is simulated in two cases. In the first

case, referred to as Adaptive, the presented algorithm is used with one iteration loop.

The block diagram of this is presented in Figure 5.2. In the second case, referred to

as Iterative, the presented algorithm is used with 20 iteration loops. This example is

not meant to be a practical solution but is presented to test the concept. In a practical

design, i.e. in the one presented in Chapter 8, the implementation of 20 iteration loops

would require 21 pulse shaping filters (37 taps), causing a filtering delay of 200 chips

and some processing delay.

Pulse
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multi iterative option
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scaling factor
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Scaling

Delay

shaping 
filter

PulsePSfrag replacements
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Figure 5.2 Block diagram of the adaptive baseband clipping structure.

5.1.3 IF clipping

Another way to clip the signal is to operate with the IF signal. As a nonlinear op-

eration, the clipping obviously distorts the signal and the ACLR is decreased. The

ACLR can be increased by bandpass filtering after the clipping operation. The peak

regrowth caused by the filter is a problem, as it is in the baseband case. In theory, the

adaptive clipping can be used in the IF case also. However, it is not discussed in this

thesis, mainly for two reasons. Even in the baseband case, the iteration is a complex

procedure, and, at the IF where the sampling frequency is higher, the implementation
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becomes even more difficult and unpractical. Another reason is that, when several IF

carriers are combined, all filtering base solutions become unpractical.

The IF clipping, with and without a bandpass filter, is simulated. Also, two more

advanced clipping methods, error shaping [9] and windowing method [10], are simu-

lated. The windowing method is discussed in detail in Chapter 4. It can be shown that

most of the clipping noise is located at the signal band [35]. The ACLR can be in-

creased by bandpass filtering, but then the EVM and PCDE becomes restrictive. In [9],

a method for shaping the noise spectrum caused by clipping is presented. The purpose

of the error shaping is to reduce the error in the signal band that leads to reduced EVM

and PCDE, enabling the decrease of the clipping ratio. The block diagram is presented

in Figure 5.3.

5.2 Simulation model

All simulations were carried out by using Matlab. The test data is generated according

to [28]. The generation of the WCDMA signal is presented in Figure 5.1.

The block diagram of the modulator model used is presented in Figure 5.4. The

pulse shaping filter is Root Raised Cosine FIR filter with 1001 coefficients. The num-

ber of coefficients is chosen to be high, so that the clipping is the only significant

source of error. The interpolation ratio of the pulse shaping filter is two. After the

pulse shaping filter there are 3 half band filters. The function of the half band filters is

to increase the sampling rate. Every half band filter interpolates by a factor of two, so

the OSR at the IF becomes 16. The ACLR and CF are calculated for the IF signal in

Figure 5.4.

Calculation of the EVM and PCDE is performed as presented in [28]. In the

multicarrier case, the EVM and PCDE are calculated for the carrier with the highest

frequency. The ACLR is calculated by using the adjacent channel above the highest
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frequency channel used.

Simulations are performed using two different specifications. In the first case, the

CF is minimized so that the ACLR, EVM and PCDE still fulfil the system specifica-

tions ACLR more than 50 dB, EVM less than 17.5% and PCDE less than -33 dB [28].

In the second case, there is some margin left for the error caused by the following

analogue parts. ACLR is specified to be more than 65 dB, EVM less than 3% and

PCDE less than -49 dB.

5.3 Results

5.3.1 Single carrier

The single carrier case is simulated using two different test data generated as presented

in the WCDMA base station conformance testing specification [28] (Test Model 3).

Simulation results for Test Model 3 with 32 active codes and three control channels

are presented in Tables 5.1 and 5.2. The CF before clipping is 15.418 dB. Results for

Test Model 3 with 16 active codes and three control channels are presented in Tables

5.3 and 5.4. The CF before clipping is 15.414 dB. In both cases the spreading factor

is 256.

In the baseband clipping, Circle method seems to be more efficient than Square

method, even if the clipping ratio for Square is less than the clipping ratio for Circle.

This can be explained by using the equation

IF = I cos(ωt)−Qsin(ωt) =
√

I2 +Q2 cos(ωt +φ) (5.1)

which shows that the envelope of the signal IF is linearly dependent on the amplitude

of the complex baseband signal. When the I and Q are clipped independently to value

A, the critical maximum amplitude of the complex baseband signal becomes
√

2A. If

one of the signals (I or Q) is below the clipping level, and the other is clipped to value

A, the amplitude of the complex symbol becomes less than
√

2A. Because the critical
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point is the limiting factor from the CF point of view, it can be said that, in most of

the cases, the amplitude of the complex signal is clipped too much without gaining

any advantage, and the EVM is increased. The region clipped in vain is presented in

Figure 5.5. Taking into account the fact that, in the case of method Circle, the angle of

the complex phasor does not change, which can be a useful property in the receiver,

the Circle method is more suitable for baseband clipping than the Square method.

Adaptive clipping has better efficiency than the conventional baseband clipping

methods. When a high level of error is tolerated the efficiency of the Adaptive method

can be increased by using more iteration loops (the Iterative method). In this case,

the efficiency of the Iterative method becomes about same as the efficiency of the IF

clipping with filtering. For high clipping levels, i.e. for a low tolerated error level, the

efficiency of the adaptive clipping does not improve when the number of iterations is

increased.

Clipping at IF is slightly less efficient than conventional baseband clipping. How-

ever, by combining the IF clipping with bandpass filtering, the efficiency can be sig-

nificantly improved. When clipping is performed at IF, the ACLR is the limiting

parameter. By using the bandpass FIR filter with 50 coefficients, the ACLR can be

increased so that the EVM and PCDE become the limiting parameters. The problem

of this method is the regrowth of the CF after the clipping operation and the fact that

it is difficult to find the optimal combination of the clipping ratio and the band pass

filter.

As the results in Tables 5.1 and 5.2 show, no advantage is achieved by using error

shaping. The idea of the error shaping is to remove clipping noise from the signal

band so that the clipping ratio can be decreased. Most of the clipping noise is located

at the signal band [35]; filtering it out leads to a situation where the CF is increased.

Even if the filter has a maximum attenuation of no more than 1.5 dB in the stop band,

the decrease of the clipping ratio cannot compensate the increase of the CF.

The windowing method is the most efficient of the presented clipping methods.

The window used is a Hamming window with the length of 75. In Chapter 4, the

properties of some common window functions are compared and it seems that the

Hamming window has a good relationship between the EVM and ACLR. Choosing a

window length is a problematic issue. Results show that, in most cases, the EVM or

PCDE is the limiting parameter and that there is some margin for ACLR. In theory,

reducing the window length decreases the EVM, PCDE and ACLR, which leads to

a situation where the clipping ratio could be decreased. Simulations showed that,

in this case, the CF increased, so no advantage was achieved. Another reason that

makes the windowing method more attractive than IF clipping with filtering is that

the windowing method can be easily applied to a multicarrier system and, further, the

clipped signal does not exceed the threshold value, which is not the case when the
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Figure 5.5 Region clipped in vain when I and Q clipped independently.

filtering is involved. This gives rise to the possibility of utilizing the whole dynamic

range of the following digital circuitry and D/A-converter.

5.3.2 Multicarrier

The multicarrier signal is simulated by adding together four signals after the upconver-

sion. All four signals are generated by using independent data and an equal number of

codes. Baseband clipping is performed independently for each baseband signal with

an equal clipping ratio. IF clipping is done after carriers are combined. Results for

data with 32 code channels are presented in Tables 5.5 and 5.6. The CF before clip-

ping is 13.745 dB. It is counter intuitive that the CF in the multicarrier case is smaller

than in the corresponding single carrier case, but the explanation is that, in this spe-

cific example, the peaks are cancelled out in the summation. In theory, it could be the

opposite.

In all cases, both baseband clipping methods are inefficient and no advantage is

achieved. When different signals are combined at IF, high peaks of the individual

signals can be cancelled out and correspondingly new peaks can be generated to the
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Table 5.1 Simulation results for test data with 32 active codes and 3 control channels.

Method ∆CF EVM PCDE ACLR
Square 3.22 dB 16.2 % -33.1 dB 92.0 dB
Circle 4.33 dB 17.5 % -33.5 dB 92.0 dB

Adaptive 5.46 dB 17.5 % -34.2 dB 92.0 dB
Iterative 6.15 dB 17.5 % -33.6 dB 92.0 dB

IF 3.05 dB 0.73 % -58.6 dB 50.1 dB
IF+filt 6.10 dB 16.4 % -33.0 dB 52.6 dB

Error Shaping 5.48 dB 15.8 % -33.0 dB 51.8 dB
Windowing 7.35 dB 17.5 % -33.4 dB 56.1 dB

Table 5.2 Simulation results for test data with 32 active codes and 3 control channels. High
margin.

Method ∆CF EVM PCDE ACLR
Square 1.80 dB 3.0 % -50.8 dB 92.0 dB
Circle 2.05 dB 3.0 % -50.8 dB 92.0 dB

Adaptive 2.33 dB 3.0 % -51.0 dB 92.0 dB
Iterative 2.33 dB 3.0 % -50.1 dB 92.0 dB

IF 1.00 dB 0.3 % -58.9 dB 65.1 dB
IF+filt 2.57 dB 3.0 % -51.5 dB 67.4 dB

Error Shaping 2.45 dB 3.0 % -51.5 dB 66.5 dB
Windowing 3.65 dB 3.0 % -49.9 dB 72.0 dB

Table 5.3 Simulation results for test data with 16 active codes and 3 control channels.

Method ∆CF EVM PCDE ACLR
Square 3.37 dB 9.9 % -33.1 dB 92.0 dB
Circle 3.61 dB 10.1 % -33.1 dB 92.0 dB

Adaptive 4.50 dB 11.4 % -33.0 dB 92.0 dB
Iterative 4.71 dB 10.4 % -33.0 dB 92.0 dB

IF 3.69 dB 0.7 % -57.5 dB 50.0 dB
IF+filt 4.62 dB 8.4 % -33.0 dB 57.3 dB

Windowing 6.17 dB 9.7 % -33.0 dB 61.5 dB
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Table 5.4 Simulation results for test data with 16 active codes and 3 control channels. High
margin.

Method ∆CF EVM PCDE ACLR
Square 2.47 dB 3.0 % -49.2 dB 92.1 dB
Circle 2.48 dB 3.0 % -49.3 dB 92.1 dB

Adaptive 2.93 dB 3.0 % -49.8 dB 92.0 dB
Iterative 2.93 dB 3.0 % -49.7 dB 92.0 dB

IF 1.35 dB 0.3 % -57.8 dB 65.1 dB
IF+filt 3.03 dB 3.0 % -49.0 dB 65.9 dB

Windowing 4.09 dB 2.8 % -50.0 dB 72.8 dB

Table 5.5 Multicarrier signal with 4 carriers, 32 code channels per carrier.

Method ∆CF EVM PCDE ACLR
Square 0.07 dB 17.5 % -34.6 dB 90.1 dB
Circle -0.03 dB 17.5 % -34.4 dB 90.1 dB

IF 1.52 dB 0.41 % -65.1 dB 50.0 dB
Windowing 5.57 dB 17.5% -34.7 dB 51.1 dB

composite signal. For this reason, the adaptive baseband clipping is not considered

in this context. An effective baseband clipping method would require a feedback

structure, which, however, would be very complex and hard to implement.

As in the single carrier case, the ACLR is a limiting parameter in the IF clipping.

Because it is difficult to apply filtering in the case of a multicarrier signal, the window-

ing method becomes the most interesting. Results show that, by using the windowing

method, the CF can be reduced significantly. The major problem, as in the single

carrier case, is still choosing the window length. In simulations, efforts were made to

minimize the CF.

Table 5.6 Multicarrier signal with 4 carriers, 32 code channels per carrier. High margin.

Method ∆CF EVM PCDE ACLR
Square -0.06 dB 3.0 % -50.0 dB 90.1 dB
Circle -0.06 dB 3.0 % -50.7 dB 90.1 dB

IF 0.48 dB 0.3 % -66.5 dB 65.0 dB
Windowing 3.03 dB 3.0 % -50.5 dB 65.0 dB
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5.4 Conclusions

The effects of several different clipping methods on the EVM, PCDE and ACLR are

derived through simulations. In simulations, different types of test data are used and

both single carrier and multicarrier signals are considered. It is shown that a significant

CF reduction can be achieved using different methods. Which method is the best

depends on, of course, the modulator structure. However, the windowing method

stands out with its performance in both the single carrier and multicarrier case.



Chapter 6

Projection method

As presented earlier, several advanced clipping methods can be applied in a CDMA

system. However, typically, the signal quality is degraded in the clipping operation.

In this chapter, a clipping method that minimizes the error experienced by the user is

presented. In a CDMA system, user separation is based on the usage of the orthog-

onal channelization codes. The main idea of the presented clipping algorithm is that

the error signal caused by clipping is orthogonal to all the active channel codes and

therefore, in the ideal case, it does not introduce any error at the receiver. In a real

system, the non-ideal modulation and the non-ideal channel partly destroy the orthog-

onality, but, if the power of the added signal is relatively low, some advantage can be

achieved compared to conventional methods (Chapter 5) in which the error power is

uncontrollably distributed among the active and non-active channel codes.

At first, the idea of the method is presented and some practical implementations

are proposed and tested through simulations. Then, the same problem is studied as a

mathematical multivariable problem in order to find the optimal solution to be used

as a reference when the performance of the practical algorithms is evaluated. This

chapter is mainly based on [36] and [37].

6.1 Clipping algorithm

In [15], an idea of using reserved channel codes for achieving a constant amplitude

modulation is presented. The main idea is to use only a part of the orthogonal codes

for data transmission and combine the remaining codes to the composite signal so that

the amplitudes of the symbols become constant. However, this may be complex and

may set limitations to code selection, especially when the spreading factor is large.

Also, when the power control is used, the constant amplitude cannot be achieved. The

algorithm presented here also uses the idea of exploiting the unused channel codes.
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At first, a residual signal, which will be subtracted from the composite signal for

achieving the wanted clipping result, is generated. The generation of the residual

signal is discussed in detail in Section 6.2. Then the residual signal is estimated by

using the unused channelization codes, which means that the estimate is orthogonal to

all the active channel codes. The orthogonality makes the residual signal in the ideal

case invisible for receivers, and at the same time the CF of the composite signal is

reduced. The algorithm is presented in detail in the following.

The base station spreads and sums the baseband signals intended for different

users. The spreading and summation is presented in Equations 2.4 and 2.5 and in

Figure 5.1. It is assumed that the channelization codes are orthogonal and have a

fixed length SF equal to the spreading factor. In this case, there are SF orthogonal

codes. Also, it is assumed that only some of the codes are active simultaneously.

The clipping algorithm presented here processes real and imaginary parts of the signal

independently. In the following, all signals are assumed to be real.

We define a residual signal r by equation

s′ = s− r, (6.1)

where s′ is the clipped version of the composite signal s. The exact derivation of the

residual signal is discussed later. The main idea of this clipping method is that the

residual signal added is orthogonal to the composite signal. We consider the set of

channelization codes as a vector space with dimension SF, where every code repre-

sents a basis vector.

The continuous chip sequence is cut into blocks of SF chips and each block is

processed independently. The nth block of the orthogonal residual signal r′ can be

derived from the nth block of the non-orthogonal residual signal r by projecting r to

the subspace of unused codes. The first step is to calculate the weighting coefficients

corresponding to the unused codes, according to the equation

wn =
1

SF
Hrn, (6.2)

where H is a matrix in which every row represents an unused channelization code, rn

is the nth block of the r and wn is a vector of weighting coefficients corresponding to

the code matrix H. An estimate for rn can be calculated by summing unused channel-

ization codes with corresponding weighting coefficients according to the equation

r′n = HT wn =
1

SF
HT Hrn (6.3)

As Equation 6.3 shows, the whole operation can be performed in one step using pro-

jection matrix HT H. The continuous estimate r′ for the residual signal is composed
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of the blocks r′n and the clipped composite signal becomes

sclip = s− r′. (6.4)

It is obvious that r′ is orthogonal to s. At the receiver, the despreading operation

can be written as

un =
1

SF
Csclip,n =

1
SF

(Csn−Cr′n) =
1

SF
Csn, (6.5)

where C is a matrix composed of the channelization codes used and un is a vector of

received data symbols. The result shows that clipping has no effect on the received

data symbols when the system is assumed to be ideal.

6.2 Residual signal

Four possible ways to derive the residual signal are presented. In the first case, later

referred as Algorithm 1, I and Q branches are clipped independently, which leads to

the situation when the constellation of the baseband symbols is circumscribed by a

square. The residual signal is defined by equation

r =















s−A ,s > A

0 , |s| ≤ A

s+A ,s <−A,

(6.6)

where A is the clipping level and s denotes the real valued signal either in I or Q

branch.

In the second case (Algorithm 2), the amplitude of the complex symbol is clipped

but the angle remains unchanged. In this case, the constellation is circumscribed by a

circle and the residual signal can be written as

r =







s(1− A√
I2+Q2

) ,
√

I2 +Q2 > A

0 ,
√

I2 +Q2 ≤ A,
(6.7)

where A and s are defined as earlier.

The problem with the methods described earlier is that the pulse shaping filter

tends to increase the CF and partially cancels the effect of clipping (see Section 5.1.2).

An adaptive peak suppression algorithm [8] is used in order to prevent the peak re-

growth, as presented in Section 5.1.2. This clipping algorithm requires at least one

iteration loop. The optimal way to apply this algorithm is to use many iteration loops

and decrease the clipping level step by step. In reality, the complexity and the pro-
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cessing delay restrict the number of iteration loops. In these simulations, 20 iterations

are used.

In the third case (Algorithm 3), the I and Q are clipped independently and the

aforementioned algorithm is used to prevent the peak regrowth in the filtering opera-

tion. The residual signal is the difference between the original and the clipped wave-

forms. The fourth case (Algorithm 4) is similar to the third case, except the complex

envelope is clipped.

6.3 Results

The presented clipping algorithm is simulated by using all four of the presented resid-

ual signal definitions. The simulation model used is presented in Figure 5.1. After the

clipping operation, the signal is filtered and upconverted. Oversampling is included in

the filtering operation. The CF is calculated from the real valued IF signal. The CF

reduction achieved is presented in Table 6.1 for input signals with a varying number of

active channel codes. In these simulations, the active codes are chosen randomly and

the modulating data is a pseudorandom QPSK signal. Each code channel has a ran-

domly chosen relative weighting coefficient between 0.2 and 1. The spreading factor

is 256 in each case. Another presented quantity Pr/Ps is the ratio of the residual signal

power to the composite signal power. This is an important quantity when the system

is not assumed to be ideal and when there is cross correlation between the channel

codes. It can be assumed that the real error due to clipping is more or less the same as

the error in the situation when the unused codes are used as normal data channels with

relative power Pr/Ps. In every case, the results show that the power of the residual

signal is relatively low, less than 6 % of the composite signal power. In each case, the

clipping level is set to minimize the CF.

Ignoring some minor exceptions, possibly caused by the random nature of the sim-

ulations, some general remarks regarding the results can be made. With the exception

of one case (128 active codes), it is more efficient to clip the complex envelope (Al-

gorithm 2) than I and Q independently (Algorithm 1). The same observation can be

made also when the effect of the pulse shaping filter is taken into account (Algorithm

3 compared with Algorithm 4). The explanation for this is similar to that presented in

Chapter 5.

By taking into account the effect of the pulse shaping filter (Algorithm 3 compared

with Algorithm 1 and Algorithm 4 compared with Algorithm 2) the reduction of the

CF can be enhanced. There is one exception, however: the difference in favour of Al-

gorithm 1 compared with Algorithm 3 is negligible. The cost of the enhanced clipping

result is the increased residual signal power.

It is obvious that the number of active codes affects the efficiency of the presented
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clipping method. Excluding the simulation result with 16 active codes, and one case

with Algorithm 4, the CF reduction is reduced when the number of active codes is

increased, which is the anticipated result. The selection of the active codes plays a

major role and is discussed in Section 6.5.

6.4 Optimal method

In the previous sections, a straightforward algorithm to utilise unused channelization

codes in order to reduce the CF of the composite signal is presented. To keep the

algorithm simple enough for practical implementations, the performance of the clip-

ping method is compromised. In order to evaluate the performance of the presented

algorithm, an optimal solution is found and compared with the algorithm presented.

To keep the problem simple enough, only the independent clipping of I and Q cor-

responding to case 1 in the previous section is studied. The clipping procedure can

be considered as a multivariable optimisation problem and can be solved using Linear

Programming (LP) methods [38].

As earlier, the clipped signal can be written as a sum of original signal and residual

signal

s′ = CT u−HT w. (6.8)

To find a residual signal that minimises the CF, the elements of vector w are considered

as variables of a multivariable optimisation problem. The CF of one data block can be

written as

CF =
||s′||2∞
1

SF s′T s′
. (6.9)

Using Equation 6.8, the denominator of Equation 6.9 can be written as

1
SF

s′T s′ = uT u+wT w = Ps +Pr (6.10)

when Equation 6.9 becomes

CF =
||CT u−HT w||2∞

Ps +Pr
. (6.11)

In order to minimise the CF, the numerator should be minimised and the denominator

maximised. However, the denominator can be maximised only by increasing the resid-

ual signal power Pr, which is undesirable for the reason explained earlier. Therefore,

instead of minimising the CF, only the maximum peak is minimised while the power
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0.005
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of the residual signal is constrained. Ideally, limiting the residual signal power means

that the squared Euclidean norm ||w||22 is limited, which leads to a quadratic constraint

and convex programming problem. To retain linearity, the power of the residual signal

is controlled using linear constraints sum-absolute-value ||w||1 and sup-norm ||w||∞.

The minimisation problem can be written as

minimise ‖CT u+HT w‖∞

subject to ‖w‖1 ≤W1

‖w‖∞ ≤W∞, (6.12)

where W1 and W∞ are control parameters for sum-absolute-value and sup-norm, re-

spectively. It is possible that there are several solutions in the sense that the peak is

minimised and, in order to keep the power ratio Pr/Ps small, the cost function needs

to be modified. This is achieved by adding ‖w‖1 to the cost function with a suitable

small coefficient δ, which means that the lowest possible peak may not be reached,

but a proper choice for δ will keep the solution close enough to the optimum. Now the

final optimisation problem can be written in the form

minimise ‖CT u+HT w‖∞ +δ‖w‖1

subject to ‖w‖1 ≤W1

‖w‖∞ ≤W∞. (6.13)

In a matrix form, a general linear problem can be expressed as [38]

maximise / minimise cT x

subject to Ax









≤
=

≥









b

l ≤ x ≤ t, (6.14)

where x is the variable vector l, t and b are limit vectors and c and A contain coef-

ficients for the objective and constraint functions. Notation a < b means that every

element of a is smaller than the corresponding element of b. The next task is to write

problem 6.13 in the form of 6.14. First we remove the sup-norm from the objective

function and replace it with a new variable t so the problem becomes
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minimise t +δ‖w‖1

subject to CT u+HT w ≤ t1

CT u+HT w ≥−t1

‖w‖1 ≤W1

‖w‖∞ ≤W∞

t ≥ 0, (6.15)

where 1 is a vector of ones the same size as w. In the following, the size of 1 depends

on the mathematical context. The next step is to get rid of the sum absolute value of

w. This can be done by splitting the vector into two components w = w+−w− so that

the elements of w+ and w− are non-negative. Further, W∞ limit can be written without

sup-norm when the problem becomes

minimise t +δ(w+ +w−)T 1

subject to CT u+HT (w+−w−)≤ t1

CT u+HT (w+−w−)≥−t1

wT
+1+wT

−1 ≤W1

w+ ≤W∞1 and w− ≤W∞1

t,w+,w− ≥ 0. (6.16)

Now, the objective function and the constraint functions are linear, and the variables,

coefficients and limits can be collected as follows

minimise [δ1,1]









w+

w−

t









subject to









HT −HT −1

−HT HT −1

1 1 0

















w+

w−

t









≤









−CT u

CT u

W1









0 ≤









w+

w−

t









≤









W∞1

W∞1

∞









. (6.17)

Now the problem is in the form of 6.14 and can be solved. There are several algorithms

and tools for solving LP problems [38], but the details are not discussed here.
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Table 6.2 Crest factor reduction without power constraints.

Number of codes CF CFLP ∆CFLP Pr/Ps

16 12.87 dB 8.59 dB 4.27 dB 0.4328
32 13.26 dB 8.37 dB 4.89 dB 0.5131
64 13.22 dB 8.78 dB 4.44 dB 0.5016
128 13.06 dB 9.46 dB 3.59 dB 0.4519
192 14.18 dB 10.23 dB 3.95 dB 0.4048
224 12.95 dB 10.46 dB 2.48 dB 0.3257
240 13.08 dB 10.91 dB 2.17 dB 0.2373

6.4.1 Results

The LP optimisation algorithm is tested and the results are presented in Tables 6.2 and

6.3. The test signals are similar to the test signals used in Section 6.3. The control

parameter δ is chosen by decreasing its value step by step until it has no significant

effect on the result. The signal is divided into blocks of SF=256 chips corresponding

to one symbol and each block is processed separately. The CF is calculated for filtered

and upconverted signals.

In Table 6.2, the LP algorithm is applied without any constraints to evaluate the

optimal CF reduction. A significant CF reduction can be achieved, even if the number

of active codes is as high as 240. However, this is achieved at the cost of a high Pr/Ps

power ratio and it should be noted that this example is presented only in order to test

the concept, not as a practical solution. Based on the results presented in Section 6.3,

it can be assumed that the reduction of the CF could be even higher if the complex

envelope is minimised instead of minimising I and Q independently. That kind of

minimisation problem is no more solvable by the means of LP, and therefore it is not

studied further.

In Table 6.3, the power of the residual signal is limited to be equal to the reference

case. The reference power limits are obtained by using projection method case 1. The

clipping level is chosen to minimise the CF and the power ratio Pr/Ps is calculated,

after which the constraints W1 and W∞ are chosen by trial and error. The projection

method seems to give a higher CF reduction, but this is only because the LP optimi-

sation is carried out for each block, even when there is no need for clipping. This

increases the Pr/Ps power ratio, while no advantage is gained. Extensive and very

time consuming computer simulations are needed to achieve the maximal CF reduc-

tion using LP optimisation with power constraints. Therefore, this subject is excluded

from this thesis.
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Table 6.3 Crest factor reduction with power constraints.

Number of codes CF ∆CFpro j ∆CFLP,lim Pr/Ps

16 12.86 dB 2.55 dB 1.88 dB 0.044
32 13.26 dB 2.89 dB 2.72 dB 0.036
64 13.22 dB 2.52 dB 2.67 dB 0.037

128 13.06 dB 1.79 dB 1.90 dB 0.014
192 14.18 dB 0.99 dB 0.74 dB 0.007
224 12.95 dB 0.31 dB 0.21 dB 0.005
240 13.08 dB 0.13 dB 0.24 dB 0.003

6.5 Code selection

An important topic related to the clipping method presented is the selection of the

active codes. In simulations, the best results are achieved when the active codes are

chosen randomly from the code space. When the active codes are taken from one

branch of the code tree, only the performance of the clipping is degraded. This can

be explained by taking a look at the code matrices. The Walsh code matrix Kn can be

generated iteratively:

K2n =

[

Kn Kn

Kn −Kn

]

, where K1 = [1] (6.18)

If the first half of the codes are active in data transmission, we get

C =
[

Kn Kn

]

and H =
[

Kn −Kn

]

(6.19)

and the resulting coded signals become

CT u =

[

KT
n u

KT
n u

]

and HT w =

[

KT
n w

−KT
n w

]

. (6.20)

Due to the symmetry, if the highest peak of KT
n u denoted by š is present in row i it is

also found in row i+n. Now, if the ith row of the residual signal HT w is ri, row i+n

becomes −ri. In order to reduce the highest peak š, the following inequalities should

both be true.

|š+ ri|< |š| and |š− ri|< |š| (6.21)

Since the conditions can not be met at the same time, we can conclude that it is indeed

impossible to reduce peaks generated from the first half of the code matrix by using

the second half of the code matrix. This should be taken into account when the codes
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are allocated and, if there are freedoms in the code selection, the active codes should

be chosen so that the different branches of the code tree are represented as widely as

possible.

6.6 Conclusions

The principle for a clipping method that exploits the unused channel codes is pre-

sented. In an ideal case, this clipping method does not introduce any error at the

receiver. In reality, it can be said that the clipping does not introduce more error than

would be the case by adding new users with relatively low power levels into the sys-

tem.

Several possible algorithms are presented and tested through simulations. The

most simple clipping problem is solved also as a mathematical multivariable problem

in order to test the real potential of the presented idea. Results show that the CF can be

reduced some dBs, depending on the number of active codes and the definition used

for the residual signal. The mathematical solution shows that there is still a margin

between the optimal solution and the solution achieved by the presented methods: this

gives fertile ground for further research.
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Chapter 7

Reducing the crest factor of

multicarrier GSM and EDGE

signals

The GSM is a widespread 2G system that uses GMSK modulation. The advantage of

this modulation method is the constant envelope signal, which makes it possible to use

power-efficient power amplifiers. EDGE is an enhancement to the GSM system. The

primary objective for the EDGE signal is to triple the on-air data rate while meeting

essentially the same bandwidth occupancy of the original GMSK signal. The EDGE

system uses 3π/8-shifted 8-Phase Shift Keying (PSK) modulation, which is not a

constant envelope modulation.

In conventional base station solutions, transmitted carriers are combined after

power amplifiers. An alternative to this is to combine the carriers in the digital IF

domain [1] [2]. This saves a large number of analogue components and, because there

is no analogue I/Q modulator, many problems, i.e. DC offset and mismatch of the

components can be avoided. The major drawback to combining the digital carriers is

a strongly varying envelope of the composite signal. When a number of carriers are

combined, according to the central limit theorem, the envelope of the composite signal

becomes Gaussian distributed with high CF. In this chapter, at first the properties of

the GSM and EDGE multicarrier signals are discussed and then the conventional IF

clipping (Equation 3.2) and windowing method presented in Chapter 4 are applied in

both cases. This chapter is based on [34] and [39].
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7.1 Signal model

In both cases, GSM and EDGE, a single carrier IF signal is generated using the burst

format specified in [40]. The oversampling ratio of 240 is used at the IF. This corre-

sponds to 65 MHz sampling frequency in the digital modulator, because the symbol

rate is 270.833 ksym/s in GSM/EDGE. The oversampling ratio must be chosen high

in order to achieve an IF frequency high enough to enable the digital combining of

a large number of carriers. A multicarrier signal is generated by combining several

single carrier signals at IF, using 600 kHz channel spacing. All combined signals are

generated by using independent random data and the initial phase of the carrier is

chosen randomly.

The CF of the real single carrier GSM IF signal is approximately equal to the CF

of the sinusoidal signal, 3.01 dB. Simulations have shown that the CF of the corre-

sponding EDGE signal is about 6.18 dB.

If all the carriers are assumed to be statistically independent, the power of the

composite signal is doubled when the number of carriers is doubled. In the worst

case, all the carriers have their maximum simultaneously, which means that, when the

number of carriers is doubled, the maximum of the composite signal is doubled and

the peak power is multiplied by four. In this case, the PAR is doubled, which means an

about 3 dB increment in the CF. In reality, it is very unlikely that all the carriers reach

their maximum simultaneously, and the CF does not increase as much as predicted.

Simulated CFs for composite signals with different numbers of carriers are presented

in Table 7.1. The results show that the CF does not increase as much as in the worst

possible case, but, anyway, for a large number of carriers it becomes very high in both

cases, GSM and EDGE.

In the future, it will be possible to transmit GSM and EDGE signals simultane-

ously using the same power amplifier. The CFs of the signal with 16 carriers when the

number of EDGE carriers is varied is presented in Table 7.2.

Table 7.1 Simulated CFs for signals with different number of carriers

Number of carriers CF GSM CF EDGE
1 3.010 dB 6.176 dB
2 6.020 dB 8.969 dB
4 9.012 dB 11.102 dB
8 11.397 dB 12.956 dB
16 14.258 dB 15.747 dB
32 17.395 dB 18.649 dB
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Table 7.2 Crest Factor of the signal with 16 carriers when the number of EDGE carriers is
varied

Number of CF
EDGE carriers

1 14.372 dB
2 14.391 dB
4 14.266 dB
8 14.372 dB
12 14.783 dB

7.2 Results

The clipped signal must fulfil the system specifications [27]. In the case of GSM, the

signal quality is measured by phase error, and, in the case of EDGE, the signal quality

is measured by EVM. In both cases, the spectrum of the signal must fit the spectrum

mask.

7.2.1 GSM

At first, different window types are compared. The spectrum of the unclipped sig-

nal, the spectrum of the clipped signal and the spectra of the windowed signals are

presented in Figure 7.1. The window length of 551 is used. Results for Hanning

and Blackman windows are presented. Other common window functions, i.e. Kaiser,

Hamming and Gaussian, are also investigated; the Hanning and Blackman windows

are found to be better than the other windows.

The test signal consists of 16 carriers and the CF of the unclipped signal is 14.26

dB. In each case, the signal is clipped so that the Crest Factor becomes 10 dB. Figure

7.1 shows that the conventional clipping causes very high out-of-band radiation and

therefore it is not applicable in the case of GSM transmission. A Blackman window

seems to give better spectral properties than a Hanning window.

The effect of the window length (Blackman) used is presented in Figure 7.2 and

in Table 7.3. The CF of the test signal is clipped to 12 dB. In this example, the win-

dow length of 240 corresponds to the length of one symbol (an oversampling ratio of

240 is used). It is obvious that a long window gives better spectral properties than a

short window, but the interesting result is that the long window gives a better phase

error performance than a short window. This is surprising, because, when the win-

dow length increases, the difference between the transmitted and the ideal waveform

increases, and therefore, intuitively, the phase error should increase.

The achieved CF reduction (∆CF) in the case of 8, 16 and 32 carriers is presented

in Table 7.4. The window length used is 601 and the clipping level is set so that the
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Figure 7.1 Spectrum of the GSM signal when different clipping methods are used.

spectrum is the limiting element. The results show that the CF of the multicarrier GSM

signal can be reduced significantly while the distortion is still kept at tolerable level.

The phase error specifications are 5◦ for RMS and 20◦ for peak error [27]. In practice,

implementing the windowing algorithm presented in [32] with a window length of

601 might be very difficult and lead to high area and power consumption in the circuit

implementation. The window length required can be decreased by decreasing the

OSR, but, as mentioned earlier, this limits the number of carriers combined digitally.

Table 7.3 Phase error of the GSM signal as a function of the window length.

Window length rms peak
101 0.957◦ 5.049◦

201 1.033◦ 5.567◦

401 0.667◦ 3.308◦

601 0.157◦ 0.818◦

7.2.2 EDGE

Again different window types are compared. The spectrum of the unclipped signal, the

spectrum of the clipped signal and the spectra of the windowed signals are presented

in Figure 7.3. Two different windows, Hanning and Blackman, are used. In both

cases, the window length is 525. The test signal consists of 16 carriers and the CF
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Figure 7.2 Spectrum of the GSM signal as a function of the window length.

Table 7.4 Crest Factor reduction in the case of multicarrier GSM signal.

number of CF ∆CF rms peak
carriers

8 9.131 dB 2.266 dB 0.199◦ 0.866◦

16 10.207 dB 4.051 dB 0.230◦ 1.212◦

32 10.658 dB 6.737 dB 0.360◦ 2.805◦

of the unclipped signal is 15.75 dB. In every case, the signal is clipped so that the

CF becomes 12 dB. Figure 7.3 shows that, as earlier, the conventional clipping causes

very high out-of-band radiation and therefore it is not applicable in the case of EDGE

transmission. A Blackman window seems to give better spectral properties than a

Hanning window.

The effect of the window length (Blackman) is presented in Figure 7.4 and in Table

7.5. The CF of the test signal is clipped one decibel. The longer window gives better

spectral behaviour but the EVM becomes high. A window long enough to meet the

spectral specifications causes an EVM which is very near or above the EVM specifica-

tions: 7% for RMS and 24% for peak value [27]. In a real digital modulator EVM, this

high cannot be tolerated, because some margin must be left for the following analogue

parts. In conclusion, it can be said that neither of the clipping methods discussed here

can be used for EDGE clipping. Even one decibel reduction in CF leads to an intolera-

ble error. Generally, EDGE signals seem to be very sensitive to clipping errors, which
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Figure 7.3 Spectrum of the EDGE signal when different clipping methods are used.

makes the CF reduction a very challenging problem.

The reason for the poor performance of the EDGE clipping is that the clipping

seems to affect more the amplitude of the signal than the phase of the signal. Because

the distortion in the case of the EDGE signal is measured by both amplitude error

and phase error, the error metric EVM becomes high. In the case of GSM clipping,

the error is measured by phase error only, and therefore the signal can be clipped

significantly. If we down-convert the clipped GSM signal and divide it into the in

phase and quadrature branches and calculate the EVM, as in the case of EDGE, it can

be seen that, while the phase error remains low, the EVM can be high. For the signal

with 0.19 degrees RMS and 0.88 degrees peak phase error, the corresponding EVM

values are 5.4% and 19.6%, respectively.

Table 7.5 EVM of the clipped EDGE signal as a function of the window length.

Window length rms EVM peak EVM
101 2.763 % 11.526 %
201 3.683 % 15.156 %
401 5.690 % 21.920 %
601 6.944 % 24.783 %
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Figure 7.4 Spectrum of the clipped EDGE signal as a function of the window length.

7.2.3 GSM/EDGE

As shown earlier, the EDGE clipping is much more complicated than the GSM clip-

ping, so it can be assumed that, when the GSM and EDGE carriers are transmitted

simultaneously, the performance of the EDGE signals restrict the clipping. When a

signal with 15 GSM carriers and one EDGE carrier is clipped by using the windowing

method, the CF is reduced about 1.5 dB from 14.37 dB to 12.88 dB. In this case, the

RMS EVM is 3.1 % and the peak EVM is 21.5 %, which fulfils the specifications, but

the values are intolerably high. When the number of the EDGE carriers is varied, the

results are of the same kind; especially the peak EVM seems to be problematic.

7.3 Conclusions

Two different clipping methods, conventional IF clipping and the windowing method,

are applied to GSM and EDGE multicarrier signals in order to reduce the CF. In the

case of GSM, the windowing method is shown to be efficient and the CF is reduced

significantly, while the distortion is still kept at a tolerable level. In the case of EDGE,

both clipping methods are proved to be inapplicable.
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Chapter 8

Multimode modulator

As mentioned earlier, GSM is a widespread 2G system and its enhanced variant,

EDGE, is a step towards 3G systems. WCDMA has been selected by ETSI for wide-

band wireless access to support 3G services. Because it is obvious that the existing

networks will not be replaced at one attempt, it is desirable that the first generation

of the 3G base station modulator should support all of the modulation methods men-

tioned. Instead of three separate modulators, it is reasonable to implement one pro-

grammable modulator.

In this chapter, a digital multimode GSM/EDGE/WCDMA modulator is presented.

First, the modulation methods are discussed, after which the algorithms to generate the

modulations in question are presented. All the building blocks are designed to give

an adequate signal quality with minimal complexity. In practice, this means that the

word lengths, number of filter taps etc. are chosen in a way that the non-idealities

of the D/A-converter, which are the common bottlenecks of this kind of system, are

dominating the total performance. Extensive Matlab simulations were carried out in

order to minimise the amount of hardware needed. In this thesis, only the system-level

design is considered. The details of the Application Specific Integrated Circuit (ASIC)

implementation can be found in [1], [42] and [43]. Finally, measurement results are

presented and compared with specifications.

8.1 Modulation methods

8.1.1 GSM

In GSM transmission, GMSK modulation is used [40]. Differentially encoded data

symbols (αi ∈ {−1,1}) at rate 270,833 kbit/s are filtered using a filter with impulse

response
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hgsm(t) = g(t)∗ rect(
t
T

), (8.1)

where

rect(
t
T

) =

{

1
T |t|< T

2

0 otherwise
(8.2)

The pulse g(t) is defined by

g(t) =
exp( −t2

2δ2T 2 )
√

2πδT
, (8.3)

where

δ =

√

ln(2)

2πBT
and BT = 0.3. (8.4)

B is the 3 dB bandwidth of the filter and T is the duration of one input symbol. The

phase of the modulated signal is

φ(t) = ∑
i

αiπh
∫ t−iT

−∞
g(u)du, (8.5)

where the modulating index h = 1/2. The modulated Radio Frequency (RF) carrier

can be expressed as

RFgsm(t) =

√

2Ec

T
cos(2π fct +φ(t)+φ0), (8.6)

where Ec is the energy per modulating bit, fc the centre frequency and φ0 a random

phase that is constant during one burst.

8.1.2 EDGE

The primary target of the EDGE is to triple the data rate of the GSM transmission. The

EDGE signal is generated by using an 8-PSK modulation with 3π/8 symbol rotation

and filtering the symbols with a linearised GMSK filter [40]. The modulating bits are

mapped in groups of three to 8PSK symbols, according to the rule

si = e j2πl/8, (8.7)

where l is given by Table 8.1. The symbol rate becomes 812.5
3 kbit/s = 270.833 kbit/s,

which is equal to the symbol rate of GSM. The symbols are continuously rotated

according to the equation
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Table 8.1 Mapping between modulating bits and the 8PSK symbol parameter.

d3n,d3n+1,d3n+2 0,0,0 0,0,1 0,1,0 0,1,1 1,0,0 1,0,1 1,1,0 1,1,1
l 3 4 2 1 6 5 7 0

ŝi = si · e ji3π/8. (8.8)

Input symbols for the modulator follows Equation 8.8 i.e. the symbol mapping is

performed off-chip.

The impulse response of the linearised GMSK filter is defined as

hedge(t) =

{

∏3
i=0 S(t + iT ) 0 ≤ t ≤ 5T

0 otherwise
(8.9)

where

S(t) =















sin(π
∫ t

0 g(u)du) 0 ≤ t ≤ 4T

sin(π
2 −π

∫ t−4T
0 g(u)du) 4T ≤ t ≤ 8T

0 otherwise

(8.10)

and

g(t) =
1

2T
(Q(2π ·0.3

t −5T/2

T
√

log(2)
)−Q(2π ·0.3

t −3T/2

T
√

log(2)
)). (8.11)

T is the symbol period. The error function Q(t) is defined as

Q(t) =
1√
2π

∫ ∞

t
e−

τ2
2 dτ. (8.12)

The baseband signal becomes

x(t) = ∑
i

ŝi ·h(t − iT +
5
2

T ). (8.13)

The In-phase (I) and Quadrature (Q) signals are the real and imaginary parts of y(t),

respectively.

I(t) = ℜ{x(t)}= ∑
i

cos(φi) ·h(t − iT +
5
2

T ) (8.14)

Q(t) = ℑ{x(t)}= ∑
i

sin(φi) ·h(t − iT +
5
2

T ) (8.15)

where φi = angle(ŝi). The modulated RF carrier becomes

RFedge(t) = I(t)cos(2π fct)−Q(t)sin(2π fct) (8.16)
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8.1.3 WCDMA

In WCDMA, the data intended for different users is spread and scrambled using spe-

cific codes [44]. This is not included in this modulator implementation. The complex

spread and scrambled symbols with symbol rate 3,84 Mbit/s are divided to I- and

Q-branches. Both branches are filtered with a Root Raised Cosine filter [45] with

impulse response

hwcdma(t) =
4αrrc

π(1−αrrc)+4αrrc
× (8.17)

[

T sin( π
T (1−αrrc)t)

4αrrct
+

cos( π
T (1+αrrc)t)+ 4αrrct

T sin( π
T (1−αrrc)t)

1− ( 4αrrct
T )2

]

,

when t =± T
4αrrc

. hwcdma(0) = 1 and

hwcdma(±
T

4αrrc
)=

4αrrc

π(1−αrrc)+4αrrc
×

(8.18)
[

T sin( π
4αrrc

(1−αrrc))

2
+

cos( π
4αrrc

(1+αrrc))+ sin( π
4αrrc

(1−αrrc))

4
√

2

]

.

T is the symbol duration and αrrc = 0.22 is the roll-off parameter defining the band-

width used. The modulated RF carrier is generated according to the equation

RFwcdma(t) = I(t)cos(2π fct)−Q(t)sin(2π fct) (8.19)

8.2 Modulator structure

The digital modulator consists of a programmable pulse shaping filter, two interpolat-

ing halfband filters, a programmable interpolator and a COordinate Rotation DIgital

Computer (CORDIC) rotator to generate a digital IF signal. After the CORDIC ro-

tator, an inverse sinc filter is placed to compensate the distortion caused by the D/A-

converter. Finally, there is a ramp generator in front of the D/A-converter. The ramp

generator is needed to implement the burst format in the GSM and EDGE transmis-

sion. A block diagram of the multimode modulator is presented in Figure 8.1. The

area enclosed by the dashed line is included in the chip.
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8.2.1 Filtering

The filter section consists of a pulse shaping filter and two halfband filters. The pur-

pose of the halfband filters is to increase the oversampling ratio with a factor of four.

To relax the complexity of the following fractional rate interpolator, the pulse shaping

filter is also interpolating by a factor of two when the oversampling ratio of the whole

filter chain becomes 8.

An interpolating filter can be decomposed into its polyphase components [46]. In

this case, the filters are divided into two subfilters, one including the odd taps and the

other including the even taps. This halves the computational rate and makes it easier

to use the pipelining/interleaving (P/I) technique. All filters are implemented using

Canonic Signed Digit (CSD) coefficients, which enables a multiplier free structure.

The idea of the CSD coefficients is to present the multiplying constant as a sum of

powers of two. Then the multiplication can be performed using shift and add opera-

tions only. Because all the filters to be implemented are symmetrical, it is possible to

use folding. The amount of hardware can be reduced further using the P/I technique,

which enables the filtering of the several data streams using one filter only [47]. In

this case, I and Q signals are interleaved and only one filter chain is needed (unlike the

case shown in Figure 8.1). This is performed at the expense of some additional logic

and a doubled sampling frequency, leading to slightly increased power consumption.

In order to realise all the three modulations described above, the coefficients of the

pulse shaping filter must be programmable. The pulse shaping filter is implemented

as a 37 tap FIR filter, which means that the impulse responses defined in Equations

8.1, 8.9 and 8.17 are truncated and sampled.

In the case of GSM and EDGE, the input signal is oversampled by four, which

makes it easy to add the 8.25 symbols long guard period needed [48]. This means

that three zeros must be placed between the incoming symbols before the filtering.

Instead of using Equation 8.1, the coefficients of the GSM pulse shaping filter are cal-

culated using Equation 8.3. The convolution with rectangular pulse in Equation 8.1 is

implemented by combining the rectangular waveform directly to the incoming sym-

bols. In practice, this means that the signal is not zero-padded, but the symbols are

repeated four times to form the rectangular waveform. The coefficients of the EDGE

pulse shaping filter are calculated according to Equation 8.9, and the coefficients of the

WCDMA filter according to Equation 8.17. The folded direct form structure is cho-

sen for the pulse shaping filter because it must be possible to change the modulation

scheme from GSM to EDGE, or vice versa, between adjacent time slots. The folded

transposed direct form structure [49] has less complex hardware and better speed per-

formance, but the changing of the taps cannot be seen at the output immediately.

Both half band filters are implemented using folded transposed direct form archi-
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tecture [49]. The first filter has 23 taps and the second has 11 taps. In both cases,

the even taps, excluding the centre tap, are zero, which means that, in the polyphase

decomposition, the second subfilter becomes extremely simple, including only one

tap.

In the filtering chain as well as in the following parts, the scaling of the signal

must be considered carefully. In order to prevent overflows, the signal level must be

low enough; on the other hand, a margin that is too large leads to an inefficient use of

the dynamic range of the equipment. Therefore, the scaling of the signal was decided

after extensive computer simulations.

8.2.2 Fractional rate interpolation

After the filter chain described earlier, the GSM/EDGE sampling rate is increased

by a factor of 24 and the WCDMA sampling rate by a factor of 8, which leads to

sampling frequencies of 6.5 MHz and 30.72 MHz, respectively. Because the sampling

frequency of the D/A-converter is fixed, a programmable interpolator is needed to

make the conversion between the different symbol rates and the fixed output symbol

rate. Furthermore, because there is no common integer ratio multiple for both symbol

rates at the reachable frequencies, the interpolation rate must be a rational number.

The output instant for the interpolant is controlled by the fractional interval

µ =
kTi −mTs

Ts
, (8.20)

where Ts is the sampling interval, Ti the output interval and n the largest integer for

which nTs ≤ kTi. In practice, µ is calculated using a Number-Controlled Oscillator

(NCO) [50]. Furthermore, the Most Significant Bit (MSB) of the NCO can be used as

the sampling clock for the interpolator and the preceding filter chain.

The interpolated signal can be written as

y(kTi) =
N/2−1

∑
i=−N/2

x[(m− i)Ts]h[(i+µ)Ts], (8.21)

where x[(m− i)Ts] are the N input samples, i.e. basepoints of the input signal, and

h[(i+µ)Ts] are the N samples from the continuous impulse response of the interpola-

tion filter [50].

Equation 8.21 shows that the impulse response of the digital interpolation filter de-

pends on µ, which is varying. This means that a new set of filter coefficients is needed

for every output sample. For arbitrary sampling rates, a huge memory is needed to

store the precalculated impulse responses or a very complex computational block to

calculate the coefficients real time. To avoid this problem, a polynomial based solu-
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tion is chosen [51]. Using a third degree Lagrange polynomial, the interpolated signal

can be written as

yk =
1

∑
i=−2

Cix(m−1−i), (8.22)

where

C−2 = 1
6 µ3− 1

6 µ

C−1 =− 1
2 µ3 + 1

2 µ2 +µ

C0 = 1
2 µ3−µ2− 1

2 µ+1

C1 =− 1
6 µ3 + 1

2 µ2− 1
3 µ

(8.23)

Equation 8.22 is implemented using a Farrow structure [52] shown in Figure 8.2. A

Farrow structure can be found for any polynomial-based filter. In this work, the target

was to find an interpolator that can keep the signal quality at a sufficient level with

minimal complexity. Starting from a linear polynomial, simulations pointed out that

at least a third-order polynomial is needed. Here, the limiting factor is the WCDMA

signal, which has a significantly wider bandwidth than a GSM or EDGE signal.

The performance of the interpolator, as well as the other non-idealities in the trans-

mitter, are evaluated by comparing the generated signal to the ideal one. The reference

signal is generated by using an interpolating filter structure with variable coefficients.

In the case of EDGE, calculating the impulse response, as defined in Equation 8.9, is

computationally very demanding; it is therefore reasonable to find a suitable approxi-

mation.

8.2.2.1 Approximation of the linearised GMSK pulse

As mentioned earlier, in the simulations, the coefficients for the interpolation filter

must be calculated for every output sample separately, which is extremely impractical

and time consuming. Therefore, an approximation with a low computational com-

plexity is needed. We start by moving the crest of the pulse to the origin. This makes

the pulse

h′edge(t) = hedge(t +
5
2

T ), (8.24)

symmetrical about the origin; it can then be approximated using an exponential func-

tion

h′edge(t)≈ eP(t), (8.25)
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Figure 8.3 The original and approximated pulse.

where P(t) is a polynomial of Nth degree . Because the pulse has an even symmetry,

we can assume that the odd power coefficients are zero. The even power coefficients

are obtained by calculating h′edge(t) using Equation 8.9, taking the natural logarithm

from the result and fitting a Nth degree polynomial to the data. When N = 6, we obtain

P(t) = 0.007837(t/T )6 +4.31e−16(t/T )5−0.2117(t/T )4

−1.705e−15(t/T )3−1.0685(t/T )2 +8.4805e−16(t/T )−0.0717. (8.26)

It is noticeable that the coefficients of the odd powers are significantly smaller than

the coefficients of the even powers. To guarantee the symmetry of the pulse, the odd

coefficients are set to zero. In this case, the approximation becomes

h′edge(t)≈ exp[0.007837(t/T )6−0.2117(t/T )4−1.0685(t/T )2−0.0717]. (8.27)

In Figure 8.3, the pulse calculated using Equation 8.9 is compared to the pulse

calculated using Equation 8.27. The root mean square and the peak value of the

approximation error over the interval −5T/2 ≤ t ≤ 5T/2 are 0.27% and 1.6%, re-

spectively. However, because it is difficult to estimate the error caused by the limited

numerical accuracy (e.g. in numerical integration) when evaluating Equation 8.9, it

seems justified to use the approximation presented.
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8.2.3 Upconversion

A CORDIC rotator is utilised to implement upconversion [53]. The advantage of the

CORDIC rotator is that no hardware-consuming multipliers are needed. Instead, the

vector rotation is performed iteratively, using binary shifts and additions. The in-phase

and quadrature components of the CORDIC rotator are

Iout = I(n)cos(ωcn)−Q(n)sin(ωcn)

Qout = Q(n)cos(ωcn)+ I(n)sin(ωcn)
(8.28)

respectively. The actual iterative rotation is performed according to the equation

Ii+1 = Ki[Ii−Qidi2−i]

Qi+1 = Ki[Qi + Iidi2−i]

φi+1 = φi−di arctan(2−i),

(8.29)

where

di =−1 if φi < 0, 1 otherwise (8.30)

and

Ki =
1√

1+2−2i
. (8.31)

If the product of Ki’s is removed, the algorithm can be implemented using shift and

add operations only. The resulting gain, dependent on the number of iterations, can

be treated as a part of the system’s total gain. The phase value φin, corresponding to

the desired rotation angle, can be calculated using a phase accumulator with a control

word

Fr =
fc ·2Fr,wl

fs
, (8.32)

where fc is the desired carrier frequency, fs the sampling frequency and Fr,wl the word

length of the control word. When i is an integer, arctan(2−i) can only get values

[0,π/4]: therefore the possible rotations are limited between ±π/2. To enable rota-

tions between ±π, an additional rotation is needed. This initial rotation is performed

according to the equation

I0 =−d0Qin

Q0 = d0Iin

φ0 = φin−d0π/2,

(8.33)

where
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Figure 8.4 Block diagram of the CORDIC rotator.

d0 =−1 if φin < 0, 1 otherwise (8.34)

To achieve an adequate signal quality, 14 iteration stages are needed. A block diagram

of the CORDIC rotator is presented in Figure 8.4.

When I and Q are pulse shaped EDGE or WCDMA symbols, the in-phase output

of the CORDIC rotator is equivalent to Equations 8.16 and 8.19. In the GSM mode,

the CORDIC inputs I and Q are set to 1 and 0, respectively. When the properly-scaled

pulse shaped data is added to the carrier frequency control word, the in-phase output

of the CORDIC rotator becomes

Iout = cos(ωcn+θ(n)), (8.35)

where θ(n) is the information-bearing component of the phase. This is equivalent to

Equation 8.6.

8.2.4 Inverse sinc and power control

In order to reduce the sinc effect caused by the D/A-converter, a 7-tap compensation

filter is placed after the CORDIC rotator. The coefficients of the compensation filter

were found in [24]. It is possible to generate a multicarrier signal by adding the IF

outputs of the several digital modulators. Digital power control must be implemented

to enable the adjusting of a single carrier with respect to the others. The GSM and
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EDGE signals are transmitted in bursts, which requires a digital ramp generator. In

this modulator, a programmable ramp generator capable of generating a Blackman

window was utilised. The power control is performed by scaling the ramp curve.

The digital IF signal is D/A-converted by using a 14-bit on-chip D/A-converter.

The wordlength was chosen according to the high dynamic range of the multicarrier

signal. The exact implementation of the ramp generator and D/A-converter is not in

the scope of this thesis, but the more detailed description can be found in [43].

8.3 Results

The modulator was implemented with 0.35µm Complementary Metal Oxid Semicon-

ductor (CMOS) technology and the performance was evaluated using a specially-

made test board and computer program. The output spectra of the GSM, EDGE

and WCDMA signals are shown in Figures 8.5,8.6 and 8.7, respectively. The GSM

and EDGE signals meets the spectrum mask requirements [27] and the ACLR of the

WCDMA signal satisfies specification [28]. The summary of the spectral properties

is presented in Table 8.2.

The EVM and phase error measured at the digital output and the D/A-converter

output are presented in Table 8.3. All the results satisfy the specification. In fact,

the signal quality is much better than the specification. This is because the following

analogue transmission stages distort the signal. The errors are generated more in D/A-

conversion than in the digital domain.

8.4 Conclusions

A digital multimode modulator for a 3G base station was designed and implemented.

The modulator can operate in GSM, EDGE and WCDMA systems. It is shown in mea-

surements that the solutions chosen work and the modulator meets the GSM, EDGE

and WCDMA standards easily. The margin between the specification and the signal

quality achieved is reserved for the following analogue stages.
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Figure 8.6 Power spectrum of EDGE signal.



8.4 Conclusions 81

1 A V G

 A  

1 R M

U n i t d B m

R e f  L v l

- 2 2  d B m

R e f  L v l

- 2 2  d B m

R F  A t t  1  d B

C e n t e r 2 0  M H z S p a n 3 0  M H z3  M H z /

R B W  3 0  k H z

V B W  3 0  k H z

S W T  2 0 0  m s

 - 1 1 0

 - 1 0 0

  - 9 0

  - 8 0

  - 7 0

  - 6 0

  - 5 0

  - 4 0

  - 3 0

 - 1 2 2

  - 2 2

1

M a r k e r  1  [ T 1 ]        

          - 4 4 . 2 5  d B m

     1 9 . 9 8 2 5 0 0 0 0  M H z

1  [ T 1 ]        - 4 4 . 2 5  d B m

         1 9 . 9 8 2 5 0 0 0 0  M H z

C H  P W R         - 2 4 . 0 9  d B m

A C P  U p         - 6 6 . 5 6  d B  

A C P  L o w        - 6 5 . 8 4  d B  

A L T 1  U p        - 6 7 . 6 7  d B  

A L T 1  L o w       - 6 7 . 8 8  d B  

c l 2
c l 2

c l 1
c l 1

C 0
C 0

c u 1
c u 1

c u 2
c u 2

D a t e :       2 0 . J U L . 2 0 0 1   1 7 : 2 8 : 2 0

Figure 8.7 Power spectrum of WCDMA signal.

Table 8.2 Spectral properties summary

GSM EDGE WCDMA
600 kHz off-
set (dB)

600 kHz off-
set (dB)

ACLR1 (dB) ACLR2 (dB)

Digital output -100 -90 72.9 73.3
D/A-con-
verter output

-87.3 -84.6 65.8 67.7

Specification -70 -70 45 50

Table 8.3 Signal quality summary

GSM phase error EDGE EVM (%) WCDMA EVM (%)
peak rms peak rms rms

Digital output 0.75 0.29 1.26 0.27 1.11
D/A-converter output 1.71 0.74 1.55 0.37 1.18

Specification 20 5 22 7 17.5
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Chapter 9

OFDM modulator

OFDM is widely considered as a technical solution for the 4G wireless communication

systems. In this chapter a digital OFDM modulator is presented.

The modulator consists of IFFT block, upsampling filters, upconversion included

in the upsampling operation and clipper. The block diagram of the implemented mod-

ulator is presented in Figure 9.1. and the specifications for the modulator are presented

in Table 9.1. A 2048-point IFFT is utilised to generate the baseband multicarrier

OFDM signal. The number of the active carriers modulated by 16-Quadrature Ampli-

tude Modulation (QAM) symbols is 1664. The rest of the carriers, as well as the DC

carrier, are nulled to enable the half band filtering included in upsampling. After the

IFFT, the signal is divided in I and Q branches and upsampled by a factor of two. A

half band FIR filter is used to remove the images. In the next stage, the I and Q sig-

nals are upsampled by a factor of four; because the carrier frequency is chosen to be

one quarter of the clock frequency, the upconversion can be included in the polyphase

filtering. This is presented in detail in Section 9.3. The digital IF signal is clipped

in order to reduce the high CF of the OFDM signal. The clipping algorithm used is

discussed in Section 4.

clipping

P/SS/P 0

2048-
point

2

2

MUX

43-tap
FIR

43-tap
FIR

8-tap

7-tap

7-tap

7-tap

fs/4 fsfs/8

IFFT DAC

Figure 9.1 Block diagram of the OFDM modulator.
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Table 9.1 Modulator specifications.

Channel separation 102.4 MHz
Signal bandwidth 83.2 MHz
Subcarrier spacing 50 kHz

Number of subcarriers 2048
Subcarriers in use 1664

ACLR 45 dB
EVM -25 dB

Modulation 16-QAM

9.1 IFFT algorithm

An Inverse Discrete Fourier Transform is needed to generate the OFDM signal. Math-

ematically it can be expressed as

x(k) = 1
N ∑N−1

n=0 X(n)W nk
N 0 ≤ k < N, (9.1)

where W = exp( j2π/N) and is known as a twiddle factor, X(n) is the symbol sequence

to be transmitted and x(k) the corresponding time domain waveform. Factor 1/N

affects the gain of the transmitter chain only and therefore it can be neglected.

A large number of Fast Fourier Transform (FFT) algorithms have been developed

over the years. The Cooley-Tukey algorithm [54], nowadays known as radix-2, can

be considered as the first breakthrough in the implementation of FFT. It was shortly

followed by radix-4 and mixed radix algorithms. The idea of the radix algorithms

is to decompose the original transform into smaller independent transforms, until the

resulting transform is trivial to calculate. Also, algorithms based on different ap-

proaches, e.g. Fast Hartley Transform (FHT) [55] and Winograd algorithm [56], have

been developed. FFT algorithms can be benchmarked using different criteria [57]-

[59]. In this design, the main selection criteria for the algorithm are the minimal

multiplicative complexity, a sufficiently simple control and the possibility of using

pipelined architectures. A radix-22 IFFT algorithm [60] is chosen because it is a good

compromise between the properties mentioned above. It has a relatively low mul-

tiplicational complexity and can be easily divided into stages (butterflies) so that a

pipelined structure can be utilised.

The butterfly structure of the chosen radix-22 FFT is shown in Figure 9.2. The FFT

butterfly can be easily converted to IFFT by changing the sign of the twiddle factor

W . Here, it must be noticed that this concerns not only the complex multipliers, but

also the trivial multiplications included in the butterfly. To implement a 2048-point

transform, six butterfly stages and five complex multipliers between the stages are



9.1 IFFT algorithm 85

-

W

W

W

W

W

W

W

W

W

W

W

W

0

0

0

2

1

4

6

6

9

3

3

2

-j

-j

-j

-j

N/4 DFT

N/4 DFT

N/4 DFT

N/4 DFT

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

Figure 9.2 Structure of the radix-22 butterfly.

needed. The multipliers are used in serial mode in order to reduce the hardware.

In one butterfly stage, four statistically independent samples are added together

and rotated: this yields a maximum gain of 4
√

2. This worst case scenario must be

taken into account in order to prevent overflows. However, scaling down with a factor

of 4
√

2 without increasing the noise floor needs three extra bits added at each stage.

This is avoided by decreasing the scaling factor and allowing the signal to be saturated.

In the first stages, where the saturation is more probable, the scaling factor is chosen

high enough to keep the distortion at a sufficiently low level. In the later stages, the

probability of the worst-case addition is negligible and the scaling factor can be low.
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Figure 9.3 Structure of the IFFT.
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The distortion caused by the signal saturation can be observed as an increased EVM

and ACP. The succeeding half band filter can be used to clean the distortion from

the sidebands: the inband distortion must be kept low enough. Anyway, the signal is

deliberately clipped in the following stages and the saturation error in the IFFT can be

included in the error caused by clipping. Further, the saturation in the IFFT limits the

peak value of the signal and therefore relieves the need for clipping.

If the radix-22 algorithm is implemented as presented in Figure 9.2, the output

samples are in bit-reverse-order and therefore an additional sorting block is needed.

This type of algorithm is called a Decimation-In-Frequency (DIF) algorithm. The

sorting block is implemented using memory and the memory needed is dependent on

the word length. The minimization of memory determines the silicon area and there-

fore a smaller word length in the sorting operation reduces the silicon area drastically.

The DIF implementation can be converted to decimation-in-time (DIT) implementa-

tion, in which the samples are fed to the system in bit-reverse-order and come out in

order [49]. The DIT implementation is very close to the DIF implementation, but the

butterflies are in reverse order. In the DIT implementation, the sort operation can be

done before the IFFT. For this implementation, the input word size was 3-bits, which

is enough for 16-QAM modulation, and the output was 12-bits. The memory size re-

duces to 1/4 when the sorting is completed before the IFFT. For this reason, the DIT

implementation is chosen.

9.1.1 Complex rotator

A special effort is made to minimise the complexity of the complex multipliers. In

the IFFT algorithms, one of the multiplicands is always e jω, i.e. the multiplication is

reduced to complex rotation.

In the Radix22 algorithm, the original IFFT is divided into four smaller IFFTs with

a quarter of the size of the original transform. In each stage, the rotations needed can

be written as

X ′ = Xe j2π n
N ,n = 0, ...N−1 (9.2)

where X is a complex symbol and N the number of points in the transform in question.

In this design, the rotation angles needed are

φ = 2π n
N ,n = 0, ...,N−1 (9.3)

where N ∈ {2048,512,128,32,8}. To implement a multiplier free complex rotator,

the rotation is performed in steps. A CORDIC rotator [53] is a well-known solution to

implement a multiplier free complex rotator. The elementary rotations of the CORDIC
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rotator are
φ1 = π/2

φi = arctan(2−(i−2)), i = 2,3, ...
(9.4)

and the rotation angle becomes

φCOR = ∑KCOR
i=1 diφi ,di ∈ {−1,1}, (9.5)

where di is the control sequence corresponding φCOR. Setting φ equal to φCOR, it can

be seen that the resulting equation has no exact solution, but the number of stages

KCOR must be chosen high enough to ensure a sufficient accuracy.

Instead of using CORDIC, it is reasonable to choose a solution where the sum of

elementary rotations match the needed rotation with a minimal number of stages. This

is done by choosing the elementary rotations as

φi =
π

2(i−1)
, (9.6)

when the rotation angle becomes

φROT = ∑KROT
i=1 diφi ,di ∈ {0,1}. (9.7)

In this case, the equation φ = φROT can be solved for N = 2048,512,128,32,8 exactly,

when the number of stages becomes 11,9,7,5 and 3, respectively.

A rotation of angle φ can be expressed by the matrix equation

[

I′

Q′

]

=

[

cos(φ) −sin(φ)

sin(φ) cos(φ)

][

I

Q

]

(9.8)

and implemented with a structure shown in Figure 9.4. The first (φ = π) and the sec-

ond (φ = π/2) stages are trivial because the sine and cosine terms are reduced to zero

or ±1. In the following stages, the sine and cosine multipliers are implemented using

multiplier-free CSD coefficients. The complexity of the CSD taps is minimised and

the approximations used are presented in Table 9.2. The third stage, which has the

highest complexity, can be simplified using the fact that sin(π/4) = cos(π/4) when

the multiplication can be placed after the addition operation. The number of CSD

multipliers is reduced from four to two. For small angles the cosine terms are ap-

proaching one and after the fifth stage (φ ≤ π/32) the cosine term no longer needs to

be implemented.
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Table 9.2 Realisation of the sine and cosine terms.

φ cos(φ) sin(φ)

π −1 0
π/2 0 1
π/4 20−2−2−2−4 +2−6 20−2−2−2−4 +2−6

π/8 20−2−4−2−6 2−1 −2−3 +2−7

π/16 20−2−6−2−8 2−2 −2−4 +2−7

π/32 1 2−3 −2−5

π/64 1 2−4 −2−6

π/128 1 2−5 −2−7

π/256 1 2−6

π/512 1 2−7

π/1024 1 2−8
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9.1.1.1 Error analysis

To analyse the error caused by the inaccuracy of the CSD coefficients the rotation is

represented in the form

[

I′

Q′

]

=

[

cos(φ)+ e1 −(sin(φ)+ e2)

sin(φ)+ e2 cos(φ)+ e1

][

I

Q

]

, (9.9)

where ei is the difference between the ideal term and its CSD representation. The non-

ideal rotation matrix can be decomposed to ideal rotation matrix Φ and error matrix E

as follows

[

I′

Q′

]

=

([

cos(φ) −sin(φ)

sin(φ) cos(φ)

]

+

[

e1 −e2

e2 e1

])[

I

Q

]

. (9.10)

For simplicity, this is written as

a′ = (Φ+E)a = a1 + e, (9.11)

where a is the original vector to be rotated, a1 the ideally rotated vector and e = Ea

the error vector. Figure 9.5 clarifies the situation. Using the symmetry of the error

matrix, it can be presented as a product of rotation matrix and constant term

E =

[

e1 −e2

e2 e1

]

= G

[

e −ke

ke e

]

= G

[

cos(φe) −sin(φe)

sin(φe) cos(φe)

]

. (9.12)

The rotation angle becomes

φe = arctan

(

e2

e1

)

(9.13)

and the gain term

G =
||e||
||a|| =

e1

cosφe
. (9.14)

The sine of the angle between the actual and ideally rotated vectors can be solved from

Figure 9.5

sin(∆φ) =
||e||sin(φe−φ)

√

||a||2 + ||e||2−2||a||||e||cos(φe−φ)
. (9.15)

After further simplification and utilisation of the terms defined above, the rotation

error caused by one stage becomes
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∆φ = arcsin

(

Gsin(φe−φ)
√

1+G2 +2Gcos(φe−φ)

)

. (9.16)

A bound for the total angular error ∆φtot caused by the chain of rotations can be found

by calculating the error for each stage separately using Equation 9.16 and composing

the worst-case combination. The maximal angular errors are presented in Table 9.3.

The number of stages KROT needed to implement the rotation in the case of N =

2048 is theoretically 11, but, in practice, only 10. This is because the error caused

by the preceding stages is larger than the last rotation angle 360◦/2048 = 0.176◦.

Actually, this is true for the 10th stage also, but it should be noticed that the ∆φtot is

the worst-case scenario and that most of the time the error can be significantly smaller.

Simulations showed that the 11th stage had no effect on the EVM of the system, but

the 10th stage still had an effect and therefore it was implemented.

9.1.1.2 Comparison

The main target of this error analysis is to compare the performances of the CORDIC

rotator and the rotator discussed earlier in terms of complexity. To achieve the same

accuracy, the number of CORDIC stages can be evaluated using the inequality

|∑KCOR
i=1 diφi− n2π

N |< ε ,di ∈ {−1,1},n = 0,1,2, ...,N−1. (9.17)

The number of stages KCOR is increased until the inequality is satisfied for all n. The

results are shown in Table 9.3. Case N = 8 is tricky, because ideally there is no error

in the reference case. In practice, the accuracy is limited due to finite word lengths in

digital circuits, which can be assumed to be quite equal in both cases. However, it is

justified to assume that at least as many CORDIC stages as in the next case (N = 32)
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Table 9.3 Number of rotation stages needed to achieve equal accuracy

N 8 32 128 512 2048
KROT 3 5 7 9 11 (10)

∆φtot 0◦ 0.068◦ 0.43◦ 0.49◦ 0.49◦

KCOR (> 12) 12 9 9 9

is needed.

Another way to implement the n2π/8 rotation using CORDIC is to bypass the

rotator or change the sign in the case of trivial rotations (0,π), utilise one stage to

implement rotations ±π/2 and two stages in the case of n∈ {1,3,5,7}. This approach

has two problems. First, some extra control logic is needed, and second, more severe,

the gain of the system is not constant but depends on the rotation angle. This means

that a compensation system is needed. This extra hardware combined with a two-stage

CORDIC rotator has a complexity comparable to the complexity of the rotator with

three stages.

The effects of the finite word lengths are not included in this mathematical error

analysis. The purpose is to find differences in these two implementations; it is rea-

sonable to assume that both rotator structures show similar behaviour when the word

length effects are included. Simulations support this assumption.

Another advantage compared with CORDIC is the simple control of the rotation

angle. The rotation angle is determined by n in Equation 9.2 and this information

must be converted to a corresponding control word in order to control the rotation

stages. In our case, this becomes extremely simple because the control word is the

digital presentation of n. The MSB and LSB in the control word corresponds to the

first and the last stage of the rotator, respectively. The rotations are always made in the

positive direction only, so the corresponding bit in the counter word indicates whether

the rotation stage is bypassed or active. In the case of CORDIC, the control sequence

di (see Equation 9.5) must either be computed real time from n, using a separate angle

computation block, or pre-compute it for all n and utilise memories. In both cases,

extra hardware is needed.

9.2 Inverse sinc

The sinc(x) frequency response distortion resulting from D/A-conversion is conven-

tionally compensated by using filters [24], [25]. Compensation is needed to cancel the

droop introduced by the sinc effect, especially in the case of very wideband signals.

At the IF, the compensation can be achieved by using a real filter. If the compensation

is in the baseband, a complex filter is needed. The drawback of the baseband com-
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pensation is its increased complexity; on the other hand, the computation rate can be

lower.

Here, a method suitable for the OFDM system is presented. This algorithm is

applied prior to the Inverse Fast Fourier Transform (IFFT). Before the IFFT, the fre-

quency response of the signal can be modified by scaling the powers of the different

carriers. The easiest way to do this is to scale the data symbol of the corresponding

carrier. In this specific case, the input data must be multiplied with a suitable inverse

sinc function. If this is performed in serial mode, only one multiplier is needed. An-

other advantage is that this multiplier can operate with a lower computation rate than

the solutions based on filtering. The inverse sinc function can be either read from a

memory or approximated by using very simple ramp generator structures. In addition,

this type of algorithm can be used to correct any kind of spectral distortion caused by

a non-ideal transmitter if the non-idealities remain unchanged and are known before-

hand. This Section is based on [41].

9.2.1 Compensation algorithm

The frequency response of the D/A-converter (zeroth-order hold) can be written as

HD/A =
sin(π f / fs)

π f / fs
e− jπ f/ fs , (9.18)

where fs is the sampling frequency. The distortion can be compensated by using a

linear phase filter with frequency response

H( f ) = 1/sinc( f / fs). (9.19)

However, in the OFDM system, this frequency response can be implemented by ad-

justing the powers of the different carriers. The simplest way to adjust the power of

a particular carrier is to scale the amplitude of the corresponding data symbol before

the IFFT. This means that the serial form input data must be multiplied by a suitable

function in order to achieve the wanted frequency response at the IF. This is presented

in Figure 9.6.

If the centre frequency of the signal at the IF is fc and the signal bandwidth is W , it

means that the interesting frequency band is [ fc−W/2, fc +W/2], and the multiplying

function needed is

H( f ) = 1/sinc( f / fs), f ∈ [ fc−W/2, fc +W/2]. (9.20)
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This must be presented in discrete form to find the coefficient for N carriers.

H(n) = 1/sinc(
fc−W/2

fs
+

W
fs

n
N

),n = 0, ...,N−1. (9.21)

The ratio between the sample frequency and the signal bandwidth can be expressed as

a function of the OSR

H(n) = 1/sinc(
fc

fs
− 1

2OSR
+

1
OSR

n
N

),n = 0, ...,N−1. (9.22)

The incoming data is cut onto blocks of N samples and multiplied sample-wise by

H(n) before the serial to parallel conversion.

data S/P IFFT

H(n)

Figure 9.6 Block diagram of the compensation system.

9.2.2 Inverse sinc generation

Function H(n) must be either read from a memory or approximated by using ramp

generators. Here, two approximations, linear and parabolic, are studied. These ap-

proximations for H(n) can be generated by structures shown in Figure 9.7 when the

constants k1, k2 and k3 are chosen properly. The constants needed are derived by using

commonly known polynomial fitting methods.

The ideal H(n), and the linear and parabolic approximations, are presented in

Figure 9.8. In this example, fc/ fs = 1/4,N = 2048 and OSR = 8. The constants are

presented in Table 9.4. Note that the inverse sinc ramp is scaled so that its maximum

does not exceed 1. As can be seen, the parabolic approximation gives very accurate

results; in simulations, the performance of the parabolic ramp is equal to the ideal

inverse sinc function.
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Figure 9.7 Linear and parabolic ramp generator.

Table 9.4 Ramp generator constants.

k1 k2 k3
Parabolic 1.5779 ·10−8 3.3453 ·10−5 0.8982
Linear 4.9603 ·10−5 0.8927

9.2.3 Performance

An OFDM modulator similar to that presented in Figure 9.1 and Table 9.1 is simulated.

In this case, Equation 9.22 becomes

H(n) = 1/sinc(0.1875+
1
8

n
2048

),n = 0, ...,2047. (9.23)

The sinc effect caused by a D/A-converter is modelled with an FIR filter. The effi-

ciency of the compensation is measured by calculating the EVM by comparing the

received symbols to the ideal ones.

For comparison, a situation with no compensation, and one with compensation

using a 7-tap FIR filter [24], are presented. The compensation filter is located at the IF

before the D/A-conversion and it needs an eight-times-higher computation rate than

the method presented in here.

The results are presented in Table 9.5. All compensation methods enhance the

signal quality noticeably. Compared to [24], all methods presented here have better

efficiency. The parabolic approximation gives as good results as the ideal inverse

sinc, while the linear approximation is only slightly inferior. Due to the simulation

non-idealities, i.e. limited numerical accuracy and finite length filters, the parabolic
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Figure 9.8 Parabolic and linear approximation of the inverse sinc ramp.

approximation seems to give a better result than the ideal inverse sinc. For the same

reason, the result for the ideal inverse sinc is not zero, as it should ideally be.

The costs of the method presented are only one complex multiplier, which is re-

duced to two real multipliers because the other multiplicand, H(n), is always real and

a very simple ramp generator. Compared to the compensation methods based on fil-

tering, the method presented uses a significantly lower computation rate, because the

filtering is applied to an upsampled signal, unlike in this case.

Table 9.5 Simulated EVM.

Method EVM (%)
None 2.742
7-tap FIR 1.148
Inverse sinc 1.108
Parabolic 1.107
Linear 1.117

9.2.4 Implemented algorithm

The inverse sinc compensation is done as presented above. However, this case differs

from the one presented earlier in that the input samples are in bit-reverse-order due

to the DIT implementation chosen for IFFT. The DIT implementation is chosen to

decrease the amount of hardware needed in the sorting operation and therefore the
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M(n)MEMORY

Acn

H(n)

Figure 9.9 Generation of H(n).

inverse sinc compensation must be placed after the sorting block. Otherwise, the

increased wordlength needed to implement the inverse sinc compensation causes that

no advantage is gained using DIT.

The fact that the input samples are not in order impedes the use of ramp generators.

Instead, the weighting coefficient for a particular sample must be either calculated by

using the sample number or read from the memory. To minimise the complexity of the

calculation logic and the size of the memory a solution based on both calculation and

memory is utilised. The inverse sinc ramp H(n) is divided into a constant A, linear

part and correction term M(n) according to equation

H(n) = A+ cn+M(n). (9.24)

The linear term can be easily calculated using a CSD coefficient and the correction

term is read from the memory using the sample number as an address. The structure

used to obtain H(n) is presented in Figure 9.9.

9.3 Upsampling and upconversion

The complex samples from the IFFT are split into real and imaginary parts. These I

and Q branches are upsampled with a factor of 8. This is achieved in two steps. In

the first phase, the signals are zero-padded and filtered with a 43 tap half band FIR

filter. This doubles the sampling ratios of the signals and reduces the noise on the

sidebands. All the odd taps of the half band filter, except the centre tap, are zeroes,

and therefore only 22 taps need to be implemented. All the taps are implemented using

CSD coefficients. In the second phase, three zeroes are placed between the adjacent

samples and the resulting images are filtered out using a 29-tap FIR filter.

The upconversion is performed according to the equation

y(n) = I(n)cos(2π
fc

fs
n)−Q(n)sin(2π

fc

fs
n). (9.25)
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Figure 9.10 Simplification of the upconversion system presented step by step [61].

The carrier frequency ( fc) is chosen to be one quarter of the clock frequency ( fs). The

advantage is that the sine and cosine waveforms needed in the upconversion are re-

duced to the sequences of ±1 and zeroes. There is therefore no need for multipliers

and the upconversion can be included in the preceding polyphase filtering stage. Pre-

viously, this kind of structure has been used in [61]. A 29 tap FIR filter is decomposed

to four subfilters. Because the multiplicative carrier has a value of zero for every other

sample, only two of the subfilters need to be implemented. Further, the multiplicand

−1 can be implemented by changing the signs of the subfilter taps and the multipli-

cand 1 is trivial. For the I branch, this process is presented step by step in Figure

9.10.

When I and Q branches are combined according to Equation 9.25, we end up with

the structure shown in Figure 9.1. The upsampling by a factor of four can be performed

by using four filters, two for both (I and Q) branches, and the upconversion can be fully

included in the filtering operation without extra hardware. The outputs of the subfilters

are combined by using a multiplexer in order to generate a real valued IF frequency

signal. In this structure, the multiplexer is the only block in the upconversion process

that needs to operate at the full speed. The filters need to operate at the quarter of the

clock frequency only: this structure is therefore very suitable for high-speed solutions.

9.4 Clipping

In OFDM transmission, several statistically independent sinusoidal signals are com-

bined. The resulting signal is Gaussian distributed with a high PAR. According to

simulations, the PAR of the IF signal in our case is around 13 dB. To relieve the lin-

earity requirements of the PA, the signal is digitally clipped. As presented in Section
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1.1.2, the requirement for the number of bits in the D/A-converter can be reduced

also. Without clipping, the maximum value of the signal is unknown and, in order to

prevent overflows, the full dynamic range of the digital circuitry cannot be effectively

used. In practice, the back-off of the D/A-converter must be the nominal CF added

with some margin.

The choice of the clipping algorithm is based on the following requirements. The

OFDM modulation should remain untouched and no side information should be trans-

mitted. This precludes the algorithms based on the modification of the modulation,

e.g. Block Coding [19], Selected Mapping [20], Partial Transmit Sequence [21]

and Tone Reservation [16]. The maximum value of the D/A-converter’s input sig-

nal should be known in order to make the most of the D/A-converter’s dynamic range.

This precludes the methods that include filtering after the peak reduction, e.g. all

baseband methods. Also, because of the high-speed requirements, the iterative meth-

ods are unpractical. Taking into account the aspects mentioned above, the windowing

algorithm (Chapter 4) is chosen. The CF can be reduced down to 10 dB while still

keeping the signal quality at a sufficient level. This enables the reduction of the num-

ber of bits in the D/A-converter from the eleven needed without clipping down to ten,

which is a significant advantage when the sampling rate of the D/A-converter is as

high as 800 MHz.

The windowing algorithm is implemented as presented in Chapter 4. An extra

effort is made to implement the division operation in Equation 4.2. Implementing

a division operation in a straightforward manner needs very complex hardware and

problems arise from the high operation speed also. Therefore, a piecewise linear ap-

proximation is used for the function 1/x(n). The structure needed is shown in Figure

9.11. Constants an and bn and the points of division are chosen to minimise the ap-

proximation error in the area of interest. A multiplexer is used to choose the right

output, depending on the value of x(n).

9.4.1 Window selection

Several window types were tested through simulations and even a triangular window

with 31 samples proved to be sufficient. This fact gives a lot of freedom when selecting

the window. To keep the hardware simple, the coefficients of the filter structure are

realised as CSD taps. Because of the high sampling frequency, the CSD taps must

be as simple as possible. Extra difficulties are caused by the feedback loop, which

obstructs the utilisation of the conventional pipelining techniques. In order to reach

the speed requirements, a window consisting of CSD taps with two terms maximum,

preferably one, is designed. The window is designed by trial and error; the result is

presented in Figure 9.12 and Table 9.6.
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Table 9.6 CSD presentation of the used window.

w(1) 2−5 0.03125
w(2) 2−4 0.0625
w(3) 2−3 0.125
w(4) 2−2 −2−4 0.1875
w(5) 2−2 0.25
w(6) 2−2 +2−4 0.3125
w(7) 2−1 −2−3 0.375
w(8) 2−1 −2−4 0.4375
w(9) 2−1 +2−5 0.53125

w(10) 2−1 +2−3 0.625
w(11) 1−2−2 0.75
w(12) 1−2−3 0.875
w(13) 1−2−4 0.9375
w(14) 1−2−5 0.96875
w(15) 1−2−6 0.984375
w(16) 1 1

9.5 Implementation

At first, the system was tested through extensive Matlab and VHDL simulations. In

these simulations, the functionality of the algorithms were verified and the optimal

wordlengths were determined. The spectrum of the digital output with the inverse

sinc response is presented in Figure 9.13.

The front-end of the system, namely the sinc compensation and the IFFT, was im-

plemented using a Field Programmable Gate Array (FPGA). The interpolation filters,

upconverter, clipping block and 12-bit D/A-converter were implemented on a 1 poly 6

metal 1.2V 90 nm CMOS and packaged to a 144 pin Ball Grid Array (BGA) package.

The die area of the chip is 5 mm2 (0.75 mm2 digital parts, 1.2 mm2 DAC, 0.9 mm2

decoupling capacitors). The power consumption of the digital part is 85 mW with a

819.2 MHz clock frequency (34 mW for the clipper); the DAC consumes 46 mW with

a 10 mA full output current. The IFFT and the sinc compensation were synthesised

with the same process; the area estimate was 0.8 mm2.

The original plan was to use a 10-bit D/A-converter, but, because there were prob-

lems in getting the clipper synthesised at the required frequency of 819.2 MHz, two

extra bits were added. These extra bits were needed because the unclipped signal has a

high dynamic range, and, because the maximum of the signal is not exactly known, it

is impossible to utilise the full dynamic range of the D/A-converter efficiently. How-

ever, in the measurements, there were no problems with the clipper and only 10 bits
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were used in the D/A-conversion because the output of the clipper was only 10 bits.

The VHDL code was written by J. Lindeberg M.Sc, who also did the layout syn-

thesis; the D/A-converter was designed by J. Pirkkalaniemi M.Sc. A detailed de-

scription of the circuit implementation will be published later by the aforementioned

contributors.

9.6 Measurement results

The OFDM signal with a centre frequency of 204.8 MHz measured at the DAC output

is shown in Figure 9.14. Curve 1 stands for the unclipped signal with a CF of 12.7

dB and curve 2 stands for the clipped signal with a CF of 10 dB. The increment of

the signal power gained by clipping is 4.0 dB, of which 2.7 dB comes from the CF

improvement, while the rest comes from the efficient utilisation of the DAC’s dynamic

range enabled by clipping. This is achieved at the cost of a slightly-decreased ACP,

but still the advantage gained by the clipping is obvious. Here, it must be taken into

account, that with the clipping the D/A-conversion is performed at 10-bit accuracy,

but, without the clipping, the accuracy is 12-bits.

Because the D/A-converter is the limiting factor for the signal quality, especially at

the high frequencies, the correctness of the digital algorithms was verified by decreas-

ing the clock frequency in the measurements so that the performance of the DAC was

no more the limiting factor. The spectrum measured at the 100 MHz clock frequency

is presented in Figure 9.15 and is very similar to the simulated spectrum (Figure 9.13).

In Figure 9.15, the spectral widening caused by clipping is clearly visible. Due to the

lack of a suitable receiver, the EVM could not be measured directly. Therefore the

EVM results are based on VHDL simulations. The clipping level and the wordlengths

were chosen to keep the EVM below 3.4%.

The modulator presented is a part of a full OFDM transmitter including RF parts.

The digital part is designed to give a sufficient signal quality with enough margin for

the DAC and the following RF parts. The output spectrum of the full transmitter chain

is presented in Figure 9.16, where the distortion caused by the RF parts is clearly

visible. The ACP specification at the RF output was 35 dB with a 25 dBm output

power level. The output power shown in Figure 9.16 is only 6.27 dBm because an

attenuator was used in front of the spectrum analyser.
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Figure 9.13 Simulated digital output with inverse sinc response.
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Figure 9.14 Measured spectrum with and without clipping.
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Figure 9.16 Measured RF output of the modulator.
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9.7 Conclusions

A digital OFDM modulator with an 83.2 MHz bandwidth and 819.2 MHz sampling

frequency was designed and implemented. This design also included an implementa-

tion of the windowing algorithm. The modulator was tested in measurements and it

met the target specifications. Also, the advantage gained by clipping can be seen from

the measurement results.
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Conclusions

In this thesis, methods for reducing the PAR of the signal in order to enhance the ef-

ficiency of the power amplifier were presented. WCDMA, OFDM, multicarrier GSM

and multicarrier EDGE systems were covered. The methods presented were used to

minimise the crest factor of the signal in such a way that the signal quality still ful-

fils the specifications. Two digital modulators, a multimode GSM/EDGE/WCDMA

modulator and an OFDM modulator were designed and implemented. A specialised

method of compensating the sinc distortion in the OFDM system was presented also.

It was shown that, in the WCDMA transmission, the quality metrics used do not

guarantee an adequate signal quality for every user. The quality metrics EVM and

PCDE are related in such a way that one can be derived from the other, which makes

one of them unnecessary. Instead of using the PCDE, it might be more reasonable to

calculate the SNR for each code channel separately, and set the minimum requirement

for that quantity. Despite this fact, elsewhere in this thesis, the quality metrics were

used as they are specified in the WCDMA standards.

An algorithm to implement the windowing method was proposed. It was tested in

cases of WCDMA, OFDM, GSM and EDGE transmission. In the case of WCDMA,

the algorithm was compared to other commonly known clipping methods and it was

shown to be efficient, giving about 1 dB better crest factor reduction than the other

methods analysed. In the case of multicarrier GSM and EDGE, where only the IF

clipping methods seem to be reasonable solutions, the windowing method was utilised

because the conventional clipping was out of question due to the spectral splattering

problem. It was shown that a multicarrier GSM signal can be efficiently clipped by

several decibels, depending on the number of carriers, but the EDGE signal still re-

mains a challenge. An implementation of the windowing method was included in

the OFDM modulator design. A special effort was made to simplify the algorithm

enough to meet the high speed requirements. A new window with an efficient CSD
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implementation was presented also.

Also, an approach totally different from to the conventional clipping methods of

reducing the CF of the WCDMA signal was presented. This method, called the pro-

jection method, exploits the properties of the WCDMA modulation in such a way that,

despite the high error measured by using the EVM and PCDE, the receiving user does

not experience any error. The algorithms presented in this thesis were developed for

practical implementations and are not optimal solutions. However, this algorithm can

be expressed as a mathematical multivariable optimisation problem and can be solved

exactly. In this work, the most simple clipping problem was solved mathematically in

order to test the real potential of the presented idea. Results show that the CF can be

reduced by some dBs, depending on the number of active codes and the definition used

for the residual signal. The mathematical solution shows that there are still margins

between the optimal solution and the solution achieved by the presented methods: this

gives rise to fertile ground for further research.
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