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1. Introduction

1.1 Background

A variety of sound synthesis methods have emerged with the development of digital
signal processing (DSP). They are utilized to create new timbres or imitate natural
sounds, mostly of musical instruments. And indeed, they work so well that the
average listener cannot distinguish a resynthesized sound from the original.

Multimedia and mobile communication systems released music from its cosy
elevators, urging it to travel round the world much faster than the natural speed of
sound – with low cost. The trend is still to use less data to transmit and store more
high-quality content. In this race, sound synthesis methods have proven useful. For
instance, the MPEG-4 multimedia standard [1] makes use of analysis/synthesis
in coding of audio [2]. The current idea is not to transmit the actual sampled
waveform of the sound, but to represent the sound in another form, as a much
smaller amount of control data which is used to drive a synthesis model in the
receiver end. The same quality of sound would be achieved by fewer bits.

When the waveform disappears, the traditional data reduction methods, such as
the psychoacoustic model in MPEG-1 audio coding standard [3], become useless.
To make the new scheme feasible and more efficient, we first need to find a com-
plete parametric representation of sound to create the control data, and then reduce
the control data somehow. It seems natural to analyze sound into its individual fea-
tures, such as pitch, harmonicity, or vibrato, and then use as control parameters the
features that are most salient perceptually. However, the last step is not completely
taken, since perception used to represent “something completely different” for a
significant part of the synthesis community.

1.1.1 At the same time in another galaxy . . .

Perception in this context means hearing. The structure and basic functioning of
our hearing system is of course known; in fact, the motivation for most perceptual
studies has been to reveal the secrets of the hearing mechanism. The research
has produced valuable information for instance on the perception of high, low,
pulsed, masked, or modulated pure tones, on the importance of periodicity in pitch
perception, and various details on directional hearing. However, in this form the
results are hard to apply on musical and other natural sounds, which typically have

11



12 1. Introduction

a rich spectral and temporal content, and not much of the perceptual knowledge
made its way to audio signal processing applications.

In recent years, an effort has been made to understand the perception of envi-
ronmental events. Given that we use our hearing system to observe the physical
world, the main interest is in studying how the perception of an event is related to
the physical properties of the vibrating system that cause it. Many results in eco-
logical acoustics suggest that we can extract surprisingly exact information from
the physical event based on the corresponding auditory event. For example, per-
ception of geometric form by sound has been reported for width-to-height ratios
of struck bars in [4], for the length of wooden rods dropping on a surface in [5],
and for the dimensions and shape of thin vibrating plates in [6]. The perception of
acoustic source characteristics was studied using walking sounds in [7]. The pitch
cues allowing to discriminate 3-D resonator shapes were analyzed subjectively and
computationally in [8]. Studies on musical sounds include for example perceived
mallet hardness for percussive sounds [9] and the perception of legato articulation
on the piano [10]. All of these studies have tried to find physical correlates for
the source properties perceived by sound. Of course, the aim is not to find the ex-
act physical differences between male and female walking footsteps, but to show
that from natural sound events we perceive physical properties directly rather than
abstract timbral cues.

Apart from many experiments on timbre and consonance of tones and chords
[11], [12], [13], [14], [15], musical tones have received relatively little attention.
The perception of isolated musical instrument tones was perhaps seen less im-
portant than music cognition in general. The consequence is a lack of perceptual
knowledge that would fit the practical needs of sound synthesis [16]. From the syn-
thesis viewpoint, it is important to study what kind of features we hear in typical
musical sounds, or actually, what we do not hear. Anything which remains inaudi-
ble could be left out, which would reduce the complexity of the synthesis models
and the amount of control data, and would thus allow computational savings.

1.1.2 The more you synthesize, the more you save!

The reduction of data in sound synthesis by perceptual means is not a new idea,
however. Already during the early years of digital sound synthesis it was recog-
nized that understanding the perceptual effects of synthesized sounds was essential
to the further development of computer music applications. Risset and Mathews
[17] were able to reduce the data required for synthesis of the trumpet, for instance,
by isolating the most salient physical property of the sound.

Most of the perceptual studies concerning data reduction are related to the spec-
tral represenation of sound. Additive synthesis requires a lot of storage space,
sometimes even more than the original sound sample, because each of the time-
varying amplitudes and frequencies of the individual harmonics must be controlled.
However, the high degree of correlation in the amplitude and frequency envelopes
of the individual partials was very promising in terms of efficient data reduction.
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Related work is reported in [18], [19], [20], and [21].
The starting point for data reduction is different in this thesis. The parameters

whose perceptual effects are measured are not related to the spectral representa-
tion of the sound, but rather they control computational models that are used to
simulate the functioning of natural instruments. The method is called physical
modeling [22], [23], [24]. According to the selection of parameters, properties are
added to and subtracted from the resulting sound. In different instruments and dif-
ferent playing styles, pitch and loudness conditions, a different set of parameters is
needed.

1.2 Scope of the Thesis

This thesis explores the perceptual effects of musical sounds. The emphasis is on
features that can be synthesized by physical modeling in the same form as they are
observed in natural instruments. The main experimental approach is the definition
of perceptual tolerance thresholds for changes in various physical parameters. The
objective is to gain knowledge about the perception of musical sounds and also
to provide simple perceptual guidelines with the aim of data reduction through
efficient parameter selection and quantization in model-based sound synthesis sys-
tems.

The results of this thesis can also be applied without the aim of data reduction.
A strong motivation of this research is the understanding of natural musical instru-
ments and the construction and control of new, virtual ones. Efficient parametriza-
tion of instrument models opens new applications in musical and artistic contexts.

The scope of the thesis is restricted to isolated plucked and struck string in-
strument tones; considering chords and melodies or other instrument types would
result in too much complexity at this initial stage. The reported experiments are
related to the perception of inharmonicity, decay, vibrato, pitch glides, and dual-
polarization effects. Even though these features by no means constitute a complete
description of timbre, they do cause many of the most prominent perceptual effects
in plucked and struck string tones. Furthermore, they have been implemented in
many source models of string instruments, but knowledge of their perception has
been missing. Consideration of instrument body resonances is excluded from the
research topics, although it naturally has a major effect on timbre. The reason is
that in Commuted Waveguide Synthesis (CWS) [25], [26], the effect of the instru-
ment body can be included in the excitation signal and thus neither filter structure
nor control parameters are needed for its implementation.

1.3 Contents of the Thesis

The thesis consists of six publications and an introduction. The introduction gives
background to the research. The main points of the acoustics of stringed instru-
ments are presented in Chapter 2. Chapter 3 gives a short introduction to model-
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based sound synthesis. Chapter 4 concerns human perception of musical sounds,
and Chapter 5 overviews signal detection theory (SDT), the experimental method
used in this thesis. A summary of the publications is presented in Chapter 6 and
conclusions and future directions in Chapter 7.



2. Acoustics of string instruments

Plucked or struck string instruments, such as the guitar or the piano, share a num-
ber of features from the sound production mechanism even to the way in which the
player can control the timbre of the tone. In addition, there are nonlinearities and
nonidealities present in the system that produce special characteristics for different
instruments. This chapter introduces sound production in plucked or struck string
instruments as well as the physical origin of the features whose perception is stud-
ied in the publications. These include decay, beats, two-stage decay, inharmonicity,
pitch glides, and vibrato.

2.1 String motion

The basic string motion is common to all plucked or struck string instruments. The
string is left to vibrate freely after it has been excited by plucking by the finger or
striking by the hammer, for instance. The string vibration is a combination of the
harmonic modes at multiple frequencies of the fundamental, which is the lowest
mode with the longest wavelength. However, the harmonics whose nodes are at
the point of the excitation, are not awakened, since the standing-wave minimum
cannot coincide with the maximum of string displacement. For instance, if the
string is plucked in the middle, the sound contains only the odd harmonics 1,3,5,...,
who have maxima at the excitation point. However, this kind of ideal behavior is
practically not encountered in real strings; the effect is much weaker.

The vibration is damped until the string is at rest again. Although some of
the damping is due to the internal friction of the string, viscous dissipation in the
air, and direct sound radiation of the string, the main cause is the coupling of the
string vibrations to the soundboard through the bridge. In the guitar the string
vibrations are transmitted to the top plate and then to the back plate and the air
cavity. The resonances of the vibrating body boost certain frequencies, which very
much contributes to the characteristic timbre of the instrument. In the guitar, the
lowest resonance is around 100 Hz, and above 400 Hz the resonances become
dense [27].

The piano is somewhat more complicated, since it has an enormous pitch and
dynamic range. For the low keys, the mass of the strings has to be increased. This
is usually done by wrapping them with copper instead of simply using heavier and
stiffer unwrapped strings. The strings are struck by a hammer and the vibrations

15



16 2. Acoustics of string instruments

are transmitted to the soundboard through the bridge, but because of the great mass
of the board, the coupling is too weak to produce a loud sound. For this reason,
each key is connected to three strings that are slightly mistuned. At first, when
the vibrations from the three strings are in phase, the energy is transferred rapidly
to the soundboard. But soon after the “prompt sound” part the strings get out of
phase, which results in a more slowly decaying “aftersound”. The loud sound at
the beginning is changed into a weaker but more sustained sound, and the tone has
a two-part decay pattern [28].

2.2 Decay, beats, and two-stage decay

Normally, string vibrations decay exponentially in such a way that higher partials
die out faster than lower ones. However, the two-stage decay can often be observed,
even though only one string were excited. The phenomenon is due to polariza-
tion of the string vibration [28]. The string actually vibrates in three modes: the
transversal, the longitudinal, and the torsional. The last two modes have relatively
little importance for sound production in plucked string instruments, even though
the longitudinal mode becomes significant in the low register of the piano [29].
The transversal mode is divided into horizontal and vertical components, which
vibrate in the plane of the top plate and a plane perpenticular to it, respectively.
The decay rates and the frequencies of the two polarizations are slightly unequal,
which results in two-stage decay and slow beatings.

2.3 Inharmonicity

The frequencies of the partials of stringed instrument sounds are not exactly har-
monic. This is caused by stiffness of real strings, which contributes to the restoring
force of string displacement together with string tension. The strings are disper-
sive: the velocity of transversal wave propagation is dependent on frequency. If
the string parameters are known, the frequencies of the stretched partials can be
calculated in the following way [30]:

fn � n f0 � 1 � Bn2 (2.1)

B � π3Qd4

64l2T
(2.2)

In these equations n is the partial number, Q is Young’s modulus, d is the
diameter, l is the length and T is the tension of the string, and f0 is the fundamental
frequency of the string without stiffness. B is the inharmonicity coefficient for an
unwrapped string. Its value depends on the type of string and the string parameters.
Completely harmonic partial frequencies are obtained with B = 0. One should note
that the frequency f1 of the first partial in the inharmonic complex tone is actually
higher than the fundamental frequency f0 of the ideal string without stiffness. In
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addition to stiffness, there can be other sources of inharmonicity. For example,
strong inharmonicity can be observed in the attack transients of harpsichord tones,
where the restoring force of string displacement is nonlinear [31]. However, in this
work the focus is on the systematic stretching of partials which is mainly caused
by string stiffness.

One of the most evident effects of inharmonicity is the stretched tuning of the
piano to maintain harmonic consonance between musical intervals [32]. Because
of inharmonicity, the higher partials of low tones become sharp with respect to
corresponding higher tones, and unpleasant beats occur. To minimize the beats,
the bass range is tuned slightly flat and the treble range slightly sharp compared
to the equal temperament. In the middle range, the adjustment is only a few cents
(1/100 of a semitone), but it can be significant at both ends of the keyboard [33].
Lattard [34] has simulated the stretched tuning process computationally.

2.4 Initial pitch glides

The modulation of string tension is an important nonlinearity of a vibrating string.
The string elongates with increasing displacement, reaching the maximum length
twice during a vibration period. As a result the string tension also modulates with
half the period of string vibration. The speed c of the transversal wave varies with
string tension Ft according to [27]

c � Ft

ρ
(2.3)

where ρ is the mass density of the string. The fundamental period of a linear string
is given by

T0 � λ
cnom

(2.4)

where λ is twice the distance between string terminations. Replacing cnom by the
variable speed c suggests that the short time average time period is modulated in
the same way as average string tension. Both attenuate towards the steady state
value exponentially. The time constant is related to the time constant of overall
attenuation of the vibration amplitude [35].

The perceptual effect of tension modulation is a rapid descent of pitch during
the attack, which is characteristic to many plucked and struck string instruments in
forte playing. It can be detected for instance in the clavichord [36], the guitar [37],
and the kantele – a traditional Finnish string instrument [38]. In the clavichord,
where string tension can be directly controlled by the player through key pressure,
the effect is boosted by the mechanical aftertouch.

Fig. 2.1 shows a fundamental frequency estimate obtained from a recorded
electric guitar tone by the autocorrelation method [37]. The f0 estimate decreases
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exponentially with time from 499 to 496 Hz, giving a glide extent of approximately
3 Hz.
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Figure 2.1: Waveform of a single tone played on the electric guitar (top) and its
short-time fundamental frequency estimate, which shows a typical descent (bot-
tom).

2.5 Vibrato

Vibrato is created by the motion of the player’s finger back and forth on the finger
board. The variable string length causes a constant frequency modulation. Vibrato
is used because it gives the sound more depth. Another objective is to make the
vibrato sounds stand out from the rest of the sound space. The origin and nature of
vibrato in instrument sounds and especially voice is well-known [39], [40], [41],
[42]. Research into the perception of vibrato concerns mainly emotional expression
[43] or the pitch center of vibrato tones, which is subject to ongoing discussion
[44], [45], [46].

Figure 2.2 presents the frequency modulation patterns analyzed from recorded
classical guitar tones played by a professional guitar player [47]. The pitch of the
tones is estimated by the autocorrelation method. It is seen that the modulation rate
is typically around 5 Hz, while the total variation of pitch is between 0.7 Hz . . . 3
Hz.

Although the player creates mainly frequency modulation, it results in changes
in amplitude that are crucial for the perception of vibrato [48], [49]. The moving
harmonics are boosted and depressed according to the resonances of the instrument
body. This poses problems for the systematic study of the perception of vibrato,
since the body resonance characteristics vary from instrument to instrument, and
the amplitude modulation changes for each note as a function of the depth of the
frequency modulation. Mellody and Wakefield [49] showed that even though trig-
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Figure 2.2: Waveform of a single vibrato tone played on the classical guitar (top),
and a pitch estimate showing a typical frequency modulation pattern (bottom) – (a)
D5, (b) G3. After [47].

gered by the sinusoidal frequency modulation, the amplitude changes were more
complex in nature and the amplitude envelopes of individual harmonics had little
or no correlation between each other.

2.6 Summary

This chapter has discussed the acoustics of string instruments. The general func-
tioning is similar to all plucked or struck string instruments. Excitation of the string
creates an exponentially damping vibration, which is coupled to the sound board
through the bridge. The resonances of the instrument body boost certain frequen-
cies and affect the resulting timbre.

The physical origins of the perceptual features studied in this thesis were dis-
cussed. Many of them are caused by nonlinearities and nonidealities of string
vibration in real instrumnets. Polarization of the transversal vibration mode causes
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two-stage decay and beats. Stiffness makes a string dispersive, which results in
elevation of the partials of their harmonic positions. String stiffness is the primary
source of inharmonicity in the low register of the piano, for instance. The tension
of the string is modulated due to its elongation with increasing displacement. As
a consiquence, the attack is followed by the rapid descent in pitch. Vibrato is con-
trolled by the player who moves his finger on the finger board, creating a nearly
sinusoidal frequency modulation. As the moving harmonics coincide with differ-
ent resonances of the instrument body, their amplitudes are modulated in a far more
complex way.



3. Synthesis of string instrument sounds

Sound synthesis methods have developed greatly with the rise of digital signal
processing. Pioneering work was published by Max Mathews as early as 1963
[50]. Since then, from abstract algorithms like FM synthesis [51], the interest has
moved towards modeling of natural musical instruments [52]. The main categories
are physical modeling, which models the sound source, and spectral modeling (or
time-frequency modeling), which aims at constructing the spectrum that is received
along the basilar membrane in the inner ear.

A physical model, or a sound source model, emulates computationally the gen-
eration and behavior of sound in natural musical instruments. Thus the sound
produced by physical models is always connected to natural sound sources. The
spectral modeling technique is based on splitting the spectral representation of the
sound into its deterministic (sinusoidal) and stochastic (noise) components [53],
[54]. This way the emulation of natural timbres is more elaborate, because the
time-varying behavior of each partial has to be controlled individually. On the
other hand, the method gains control over the spectral envelope, which is mostly
responsible for the alterations in timbre.

Spectral modeling has found a broad field of applications because it is not
restricted to any particular class of sounds, whereas a physical model is related
to a specific sound source. However, physical modeling requires less memory
and is efficient in producing many natural features of musical instruments, such
as attack transients. Simulation of the physical properties of natural instruments
enables studying the perception of sound source characteristics directly instead
of abstract timbral cues. Since this is the main approach in the present studies,
physical modeling formed a background for formulating the research problems
and was primarily used for synthesizing the test tones.

3.1 Physical models of plucked strings

The vibrating string can be implemented by a one-dimensional digital waveguide
[22], [23], [24], as seen in Fig. 3.1. The string has a transfer function

S � z �
	 1
1 � zLI F � z � H1 � z � (3.1)

21
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where LI produces the integer part and F � z  the fractional part of the delay line
length. H1 � z  is the loop filter which determines the decay of the tone by two
parameters, g and a, according to

H1 � z �� g � 1 � a 
1 � az � 1 (3.2)

For more natural sounding synthesis, a variety of features have been added.
For instance, the model can be excited by a signal which includes the effect of the
pluck as well as the instrument body [25], [26]. Other developments include fine-
tuning of the pitch [22], [55], [56], dispersion simulation [57], [55], [58], [59], and
various details of string vibration such as polarization and the plucking position
[60] and tension modulation nonlinearity [37].

y(n)x  (n)

F(z)H  (z) zl I

p

-L

+

Figure 3.1: Block diagram of a simple string model [61].

3.2 Parametrization of the models

The demand for high-quality audio in a low-bitrate channel created the need for
more parametric representations of sound. The MPEG-4 multimedia standard in-
cludes structured methods for representing synthetic audio [1], [62], [63]. Also in
the more recent MPEG-7 multimedia content description interface [64], the timbre
of musical sounds is described by a number of perceptually relevant parameters
[65] (see [66] for an overview). The object-based approach offers a means to re-
duce the amount of data required for high-quality synthesis [67].

Sound objects are characterized in different ways depending on the synthesis
method. When the spectral modeling technique is used, sound is parameterized
while decomposed into its deterministic and stochastic parts. The method is widely
used in audio coding [2] and analysis/synthesis of musical instruments.

In spectral modeling synthesis (SMS) [68], new sounds are synthesized by
means of spectral domain transforms that affect the original analyzed parameters.
Large parameter sets are usually needed, including the basic dynamic parameters
such as fundamental frequency and amplitude envelope, and also higher level at-
tributes like noisiness, harmonicity, vibrato, and spectral centroid. The behavior of
the parameters changes over the different time segments of the sound: the attack,
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the steady state, and the release. Moreover, as timbre, pitch, and loudness effects
in natural musical instruments are interconnected and related to the same physical
attributes [69], the dynamic evolution of the higher level attributes should be mod-
eled as a function of the basic parameters [70]. However, parameterization in the
spectral domain makes many digital audio effects feasible [71].

In physical modeling, the quality of the sound is controlled by instrument-
related parameters like pitch, decay rate, or plucking point, and the resulting tim-
bre is a natural outcome of the model. The method agrees well with natural instru-
ments. An important difference to spectral modeling is that the control parameters
are used for simulating changes in the physical properties of the original instru-
ment. This opens new possibilities to study the perception of source characteristics
in musical instruments and, on the other hand, new questions about the quality
assessment of synthesized sounds. It is essential to understand the perception of
changes in the source characteristics and audibility of differences between the tar-
get and the synthesized sound.

Physical modeling also makes feasible higher-level mappings between the con-
trol of sound source models and complex musical information [72]. An attractive
feature is also the possibility to create virtual instruments. An example of the “su-
per guitar” with extended pitch range is given in [73].

For structured and object-based applications in audio, efficient schemes are
needed for the selection and dynamic control of parameters. Perceptual studies can
help us

� Understand the perceptual effects of individual parameters

� Select the most salient parameters

� Find a perception-based quantization and control schemes for the selected
parameters

Earlier work concerning perceptual issues was discussed in Section 1.1.2. Until
today, perception has received more attention in spectral modeling than in physical
modeling, obviously because the spectral processing framework is closely related
to other perceptual issues like timbre perception, recognition, and classification.
However, the interest towards perceptual knowledge is increasing also in the phys-
ical modeling community.

3.3 Summary

This chapter gave a short introduction to the most widely used sound synthesis
techniques: physical modeling and spectral modeling. The emphasis was on phys-
ical modeling, which enables studying the source characteristics of natural string
instruments directly instead of abstract timbral ques. For this reason, the perceptual
studies of this thesis are closely connected to the physical modeling framework.



24 3. Synthesis of string instrument sounds

A digital waveguide can be used to simulate the behavior of a string. The
simple string model produces a damping, harmonic vibration. Additional effects
encountered in real instruments, such as dispersion simulation, polarization, or ten-
sion modulation, can be modeled by different filter structures. Physical modeling
also creates the possibility to control the source models by higher-level information
related to the musical score or the player-instrument interaction.

The aim to control sound synthesis models effectively in parametric form has
strongly increased the interest towards perceptual issues.



4. Perception of musical instrument
tones

The previous chapter gave physical explanations for the typical features of string
instrument sounds. The present chapter discusses the perceptual aspects of musical
sounds on a general level, giving background to the perceptual studies presented in
the publications.

The main perceptual features of musical sounds are pitch and timbre, which
are both related to the processing of spectral components in the auditory system.
The pitch of harmonic sounds is mainly determined by the fundamental frequency
while timbre is created by the upper harmonics and their temporal envelopes. Thus
changes in harmonicity or periodicity, caused by the physical properties of the
vibrating string, induce changes also in pitch and timbre. The first sections present
a summary of pitch and timbre perception and auditory organization, which form
the essential background for the publications concerning pitch and timbre effects
of inharmonicity.

Modulations are present in most musical tones in form of time-varying partial
amplitudes and frequencies, vibrato, auditory beats, and pitch glides. Section 4.4
introduces the basic concepts of amplitude and frequency modulation and their
perception. However, in natural instruments amplitude and frecuency modulations
can hardly be separated from each other. They are present simultaneously, creating
complex perceptual patterns that are hard to measure in analytic form. Thus the
presentation in section 4.4 should be regarded as merely theoretical background to
modulation detection.

4.1 Pitch perception

The American National Standards Institute (1973) states that pitch is ”that attribute
of auditory sensation in terms of which sounds may be ordered on a scale extending
from high to low”. A pitch sensation can be weak or strong, and a single sound
can cause many pitch percepts or none at all. Our hearing system can work both
in analytical mode, which means that some of the pure tones included in a sound
complex are heard separately, or in holistic mode, which means that we perceive
one pitch as a joint effect of several components. The pitch sensation resulting
from analytical listening is called spectral pitch, while holistic listening creates
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a virtual pitch sensation (also referred to as ”residue pitch” or ”low pitch”) [74].
Typically a sound or a group of simultaneous sounds evokes several spectral and
virtual pitches. A pitch sensation can be related to noise as well as tonal sounds,
but the pitches of narrowband or modulated noise or the repetition pitch of reflected
sound sources is usually relatively weak [75]. The following gives an introduction
to pitch perception of string instrument tones.

4.1.1 Pitch of pure and complex tones

The pitch of a pure tone usually corresponds to its frequency. Our hearing system
can detect pitch differences as small as 0.1 ����� 0.2 % in the most sensitive frequency
band between 1 kHz and 2 kHz [76], [77]. A great deal of musical sounds are peri-
odic or quasi-periodic complex tones, which means that their spectrum consists of
more or less harmonic line components. The harmonics fuse together into a single
sound with a common timbre and pitch, which corresponds to the fundamental fre-
quency of the complex. However, the presence of the fundamental is not necessary;
the same pitch is perceived even though it is missing.

In many situations, pitch differs from frequency. The pitch of pure tones de-
pends on their level. With increasing level, low tones (under 1 kHz) sound even
lower and high tones (above 2 kHz) even higher than their frequency would suggest
[78]. Also partial frequency masking can induce a remarkable pitch shift on pure
tones [79]. The components of complex tones can be shifted from their harmonic
positions. If the shift is towards lower frequencies, the separately heard inhar-
monic component seems to be lower than its frequency, while in upward shifting
an even higher pitch is perceived [80], [81], [82], [83], [84]. In general, the pitch
of complex harmonic tones is slightly lower than the fundamental suggests [85].
The intensity effect is also detected but more weakly than for pure tones [86].

Complex harmonic and inharmonic tones have unequal pitches. The effect of
single mistuned components is relatively well known: up to 2 ����� 3 % mistuning,
the change in residue pitch is approximately a linear function of the amount of
mistuning. With increasing mistuning, the effect gets weaker and gradually disap-
pears as the mistuned component segregates from the complex [87]. The ability
of the partials to affect the residue pitch varies with partial number. There is some
evidence that the first six harmonics are the most dominant [87] and that the dom-
inance region drops towards lower partials with increasing fundamental frequency
[88].

Pitch shifts of systematically mistuned stimuli have also been observed [89]. A
pitch change is detected, when a harmonic tone is made inharmonic by changing
either the center frequency [90] or frequency spacing of the components. The pitch
difference was modelled in [91].
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4.1.2 Models of pitch perception

The starting point for pitch perception is the basilar membrane in the cochlea, the
inner ear cavity filled with fluids. The inner ear works as a frequency analyzer,
whose resolution power for simultaneous components depends on their frequency.
Low tones are resolved more accurately than high tones. The consequence is that
only 4-6 of the lowest harmonics of a complex tone are resolved in the cochlea. The
rest are analyzed as larger groups. The varying frequency resolution is described
by the critical band scale [92] or the ERB (equivalent rectangular bandwidth) scale
[93].

Theories have been proposed in two categories to explain the human pitch per-
ception mechanisms. The frequency-place theories are based on the tonotopical
coding of frequencies and the place of the maximum excitation along the basilar
membrane. The place theory explains some features of pitch perception nicely,
such as the effect of intensity. Pitch models, which are based on the tonotopic or-
ganization of the basilar membrane, propose that a spectral template is matched to
the partials that are resolved in the cochlea. Models based on the place theory were
proposed by Goldstein [94] and Terhardt [74], [78].

Evidence against the place theory is for instance the finding that also a group of
unresolved partials can create a pitch percept [95]. Another group of theories and
models originated from Licklider’s idea of the timing of neural impulses [96]. The
periodicity of the complex tone is contained in the interspike intervals of the nerve
fibers for the higher, unresolved partials. Thus, according to the temporal theories,
the ear works as a periodicity detector. The neural autocorrelation function can be
used to detect common periodicity accross the auditory channels [97], [98], [99].
The autocorrelation model is able to extract information both from the resolved
and unresolved partials, and it explains a major part of the phenomena in human
pitch perception. Further evidence for the autocorrelation model was presented by
the use of physiologically observed spike trains instead of simulated ones [100],
[101].

4.2 Timbre perception

Timbre is defined by the American Standards Association [102] as ”... that at-
tribute of auditory sensation in terms of which a listener can judge that two sounds,
similarly presented and having the same loudness and pitch, are dissimilar”. This
obviously leaves lots of space for imagination. Sometimes timbre is referred to as
”tone color”. The further definition of timbre has been subject to speculations (see
[69]). Frequent descriptions of timbre are identity and tone quality. Even though
a sound maintains its identity under varying conditions, its quality may change in
many ways. For instance, the voice of the same speaker sounds different heard
acoustically from a short distance than heard over the telephone line.

Timbre is a combination of several perceptual dimensions. The main factors are
related to the spectral content, the time-varying frequencies and amplitudes of the
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components. Also temporal events and modulations have a great effect on timbre.
The attack transients of musical instrument sounds contribute to the characteristic
timbre of each type of instrument so much that if they are absent, it is hard to rec-
ognize the instrument any more. It seems that the attacks are mostly important for
the identification of sound sources, while the attributes that are present throughout
the sound help us judge the timbre in a more general way [103].

4.2.1 Timbre space

There is an ongoing search for the perceptual and physical dimensions of timbre.
The multidimensional scaling method (MDS) [104] has been utilized in many stud-
ies in order to find a relation between the perceived similarities of a set of timbres
and a number of physical attributes. A low-dimensional space whose orthogonal
dimensions represent the most prominent attributes is called the timbre space. A
short distance between two timbres in the timbre space corresponds to high per-
ceived similarity and a long distance to high dissimilarity.

The results obtained for musical instruments using the multidimensional scal-
ing technique differ to a certain extent. The spectral centroid is a common finding
[105], [106], [107], [108]. Others include synchronization of the transients and an
attack-related attribute [105], steepness of the attack and the offset between the rise
of the high and the low frequency harmonics [106], logarithmic rise time and the
spectral flux [107], and logarithmic rise time and spectral irregularity [108]. These
studies used almost entirely wind and string instruments. When the set of sounds
was extended to percussive instruments [109], it was found that although two or
three common dimensions could be found related to the spectral centroid and rise
time, the results were generally context-dependent. This shows that a unitary tim-
bre space is hardly likely to be found for all musical instruments. A new trend is to
find physical correlates for the perception of various instrument classes instead of
analytic perceptual dimensions like attack time or spectral centroid. In a study on
struck bars [110], the MDS yielded a perceptual space that included also physical
parameters such as material density.

4.3 Pitch, timbre, and auditory organization

The ear analyzes sounds into frequency bands, which can be modelled by the ERB
scale as explained earlier. However, the information has to be put back together at
some processing stage, since harmonic sounds obviously receive special treatment
in the auditory system. As a result of spectral fusion, the partials of a complex
tone are perceived as a single sound with common pitch and timbre. How does
the ear decide, which partials belong to the same complex tone, and how can two
simultaneous sounds with a simple pitch ratio be discriminated? It is assumed
that the partials that fuse together are selected according to harmonic template
matching. Also inharmonic partials can fuse successfully up to a certain degree of
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inharmonicity, after which they start to segregate from the complex. A number of
features can reinforce the fusion. Common frequency or amplitude modulation or
timing make the components fuse more easily. On the other hand, harmonicity is
such a strong grouping criterion that even partials coming from different directions
can fuse together [111].

4.4 Perception of modulations

Frequency and amplitude modulations have a strong role in musical instrument
sounds, underlying such features as vibrato, auditory beats, and pitch glides. More-
over, the amplitudes and frequencies of the partials of musical tones vary consid-
erably in time.

4.4.1 Amplitude modulation and beats

A sinusoidally amplitude modulated pure tone is presented as

x � t ����� 1 � mcos � ωmt � φ ��� sin � ωct � (4.1)

where m is called the modulation depth. The amplitude of the carrier signal sin � ωct �
at frequency fc is changed according to the modulating signal that fluctuates at fre-
quency fm. This results in a spectrum where in addition to the center frequency fc
there are two sidebands at frequencies fc � fm and fc � fm with amplitudes m � 2.
Beatings can be seen as balanced amplitude modulation, where there is no offset
in the modulating signal. The spectrum consists only of the sum and difference
frequencies while the center frequency is absent. The situation is similar to the
summation of two sinusoids.

The detection thresholds for amplitude modulation, expressed as modulation
percentage required for detection, have been measured in previous studies as a
function of modulation frequency [112], [113], [114], being typically around m �
0 � 05 and decreasing for modulation rates higher than 64 Hz. The perception of am-
plitude modulation in the audible range varies with modulation frequency. When
two sine tones are summed together, they are at first perceived as a single beat-
ing tone whose beating frequency equals the frequency separation of the tones.
When the modulation rate increases over 10 . . . 15 Hz, the loudness variation can
no longer be followed and the beating is changed into a roughness sensation. With
increasing frequency separation, the tones segregate from each other. When the fre-
quency difference exceeds the critical bandwidth, the roughness sensation is lost
as well [92].

If the amplitudes of the components of a beating tone are unequal, the over-
all pitch is varied according to the modulation rate. The maximum of the pitch
shift cycle coincides with the minimum of the amplitude, so that the pitch effect
is supressed. However, there are several reports that the pitch shift is sometimes
detectable [115], [116].
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4.4.2 Frequency modulation and mixed modulation

A sinusoidally frequency modulated (FM) signal is given by

x  t !�" Asin #ωct $ βsin  ωmt $ φ !�% (4.2)

where ωc " 2π fc is a constant carrier frequency and β " ∆ω & ωm is the modulation
index, expressed as the ratio of the maximum excursion of the frequency variaton,
∆ω, and the modulation frequency, ωm. If the modulation index is small, i.e., the
frequency excursion is small compared to modulation frequency, the spectrum of a
frequency modulated sine tone consists of the center frequency and two sidebands
at frequencies fc $ fm, fc ' fm. The difference between amplitude modulation and
narrow-band frequency modulation is a phase difference caused by the negative
amplitude of the lower sideband in FM. For higher β we talk about wide-band FM.
The spectrum of a wide-band FM signal includes an infinite number of sidebands,
separated from the center frequency by its integer multiples.

The detection of frequency modulation, as well as the detection of amplitude
modulation, depends on the modulation rate. Moreover, the detection tasks are
almost identical because of the narrow-band simplification of the FM spectrum.
The modulation index required for detection of FM decreases with modulation rate
roughly from 0.7 for fm = 4 Hz to 0.003 for fm " 64 Hz [113].

It is hard to dicsriminate between frequency and amplitude modulation around
the detection threshold [114]. There are different views about whether separate
mechanisms exist for the detection of FM and AM [117], [118], [119], [113]. How-
ever, in instrument tones, as well as in other natural sounds, FM and AM seldom
appear alone. Modulation where both FM and AM are present is called mixed
modulation. If the modulations are in phase, the maximum loudness and maxi-
mum frequency excursion appear at the same time. If they are out of phase, the
maximum loudness coincides with minimum frequency separation and vice versa.
However, for sinusoids mixed modulation was more detectable than FM or AM
alone, independent of the relative phase up to a modulation rate of 64 Hz [113].

4.4.3 Detection of glides

The perception of gliding tones is interesting, since variations of the fundamental
frequency are often present in string instrument sounds. The detection task differs
from normal frequency discrimination. In addition to discriminating the starting
and end point frequencies, there is the question of detecting the gliding event itself.
Previous research shows that glide detection is not entirely based on discrimination
of the end points, but there is also sensitivity to glide extent and rate [120].

The detection thresholds of the glide extent are robust against changes in over-
all conditions. Neither center frequency, duration, level nor direction (upward
or downward) have a strong effect on detectability. The detection thresholds are
roughly a constant proportion of the ERB of the auditory filter. For instance, around
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the typical frequency region of musical instruments (below 2 kHz), a threshold of
0.15 ERB . . . 0.2 ERB was measured [121].

4.5 Summary

The present chapter explained the general basics of perception of musical sounds,
forming important background to the specific studies presented in this thesis. The
formation of pitch and timbre percepts was discussed. For harmonic tones, the
fundamental frequency typically determines pitch, while the higher partials create
timbre. However, many physical properties, such as inharmonicity, induce changes
in pitch and timbre. Another important physical property, underlying such percep-
tual features as vibrato, beats, pitch glides, and musical consonance, is modulation.
The concepts of frequency and amplitude modulation were explained and their per-
ception was discussed on a general level.
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5. Signal detection theory

The main objective of this work is finding perceptual detection or tolerance thresh-
olds for various features of musical sounds. To be precise, no such things exist as
thresholds. It can never be decided strictly when a signal or a difference between
two signals is detected and when it is not. However, a simple measure is often
needed for studying, how the detectability changes with a number of parameters.
In such cases a threshold is usually decided to be somewhere between chance per-
formance and 100-% performance. The thresholds used in this work were found
by means of signal detection theory (SDT) [122].

The problem is similar to statistical hypothesis testing (Fig. 5.1). When there is
no signal, the sensation is caused by noise alone and corresponds to the probability
distribution on the left with mean µN . With signal present, the sensation caused by
signal plus noise corresponds to the distribution on the right with mean µS. The
observer’s criterion is somewhere between the two means. Whenever the strength
of the sensation exceeds the criterion, the observer judges that a signal is present
and vice versa. Obviously, if the signal is strong, the distributions are well apart
and the responses are mostly correct.
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Figure 5.1: Probability density for noise (left) and signal + noise (right) excitations.
Both distributions have the same variance σ2.

A measure d ( , given by the distance between the two means, is used to describe
the observer’s sensitivity. Because µN and µS are based on hypothetical distribu-
tions, they remain unknown. By assuming Gaussian distributions underlying the
decision-making, d ( can be calculated from experimental data. Two experimen-
tal procedures are discussed in the following, the yes-no procedure and the two-
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alternative forced choice (2AFC) procedure.
In the yes-no procedure the observer is presented a stimulus which either does

or does not contain the signal. The task is to detect the signal. In addition to correct
detections and correct rejections, the answers can be false alarms, if a non-existent
signal is detected, or misses, if an existing signal is not detected. After a number of
trials, d ) can be derived from the proportions of hits and false alarms. In the 2AFC
method, the trials consist of two sound pairs, one of which contains the signal.
The task is to decide, whether the signal occured in the first or the second interval.
The measure of sensitivity can be directly derived from the proportion of correct
responses.

The Receiver Operating Characteristics (ROC) curve plots the proportion of
hits as a function of false alarms (Fig. 5.2). Isosensitivity curves are obtained by
asking the listener to alter his or her decision behavior from “no” to “yes” responses
while the stimulus intensity is kept constant. When the “no” answer is favored,
there are few hits but also few false alarms. When the bias moves towards “yes”
responses, the number of hits and false alarms increases. Thus the measurement
produces an arch from point (0,0) to (1,1), all points of the curve having the same
d ) . Pure guessing, or chance performance, would produce a straight diagonal with
d ) = 0. With increasing sensitivity, the center of the arch would approach the upper
left corner of the coordinate system.
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Figure 5.2: Receiver Operating Characteristics (ROC) curves for several values of
d ) .

In order to find a detection threshold, sensitivity measurements must be carried
out for several stimulus intensities. The threshold can be expressed as stimulus
intensity required for a given d ) or area under the ROC curve. Commonly used
thresholds, d ) = 1.0 or 75 % area under the ROC curve, are also used in the present
work. In the 2AFC method, the threshold can be expressed as the proportion of
correct responses, for instance 75 %. It is also possible to use a staircase method
that converges to the threshold value during the test session. The stimulus intensity
is decreased after a correct response and increased after an incorrect one.



6. Summary of publications

The following presents a summary of the publications included in this thesis and
describes the author’s contribution. The initial idea for this research came from
Professors Matti Karjalainen and Vesa Välimäki, who later contributed to many of
the publications. Dr. Tero Tolonen and Dr. Tony Verma have also contributed as
co-authors. In addition to them, the author has received ideas and practical help
in sound synthesis from Dr. Cumhur Erkut, Mr. Henri Penttinen, and Mr. Janne
Riionheimo. In general, the Sound source modeling team at Helsinki University
of Technology, Laboratory of Acoustics and Audio Signal Processing, was always
bursting with new questions about the perception of synthetic sounds, thus provid-
ing a natural framework of research topics, synthesis tools, and analysis data.

The scientific contributions of this thesis are not in sound synthesis methods but
in the perceptual experiments, for which the author is mostly responsible alone.
For this reason, the co-authors have not produced much text to the publications,
but mostly ideas and synthesis tools. An exception is [P2], whose earlier version
formed a part of Tero Tolonen’s doctoral thesis.

Each publication in the thesis represents a different research topic. Together
they form a study on the perception of synthesized string instrument sounds. None
of the topics is completely covered in the publications; instead, it was considered
worthwhile to address a wide area of questions concerning the perception of real
and synthetic musical tones.

Publication [P1]

The first publication reports a study on the timbral effects of inharmonicity. The
aim was to find out, how much inharmonicity is tolerated in plucked string instru-
ment sounds until it affects the timbre. Earlier work on the perception of mis-
tuned partials in complex tones and inharmonicity in musical tones is reviewed. In
the present publication, audibility of inharmonicity in string instrument tones was
measured in listening experiments for five fundamental frequencies and two tone
durations. Inharmonicity was expressed in a way typical of dispersive strings, for
which the frequencies of the higher partials can be calculated as a function of par-
tial number and inharmonicity coefficient B. The test sounds included all partials
up to 10 kHz.

Seven subjects participated in the experiment, where the task was to detect
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inharmonicity by judging two sounds, a harmonic sound an a possibly inharmonic
sound, as same or different. The measurement was run for eigth values of B varied
in equal steps within a range that was decided in initial listening. The detection
threshold was expressed as B required for 75 % area under the ROC curve.

Inharmonicity was most detectable for the lowest note and least for the highest
note: the mean threshold was more than 1,000 times higher for C * 6 than for A1.
One reason for the results might be that low tones have simply more partials within
the frequency band than high tones. A simple mathematical model was fitted to
the data for estimating the audibility of inharmonicity as a function of fundamental
frequency. When analyzed against available data on inharmonicity in the piano, it
is noticed that high tones have a much higher B than low tones. Still the thresh-
olds suggest that inharmonicity is clearly detectable in the bass range, while in the
treble some of the measured inharmonicities reported in literature are lower than
the mean detection thresholds. This indicates that because of its effect on timbre,
inharmonicity should be implemented in the synthesis of low register piano tones,
while for the high register the implementation is not always necessary.

The author designed and conducted the listening experiments as well as the
analysis of the results. The test sounds were generated in co-operation with Vesa
Välimäki.

Publication [P2]

Along with the pluck and the body response, decay is a crucial perceptual feature in
plucked string instruments. Inaccurate reproduction of the decay pattern produces
unnatural sounding synthesized tones. The main objective in this study was to mea-
sure the perceptual tolerance to variations in the decay parameters in plucked-string
synthesis. The test sounds were generated by a physical model of the classical gui-
tar, describing the decay by an overall time constant and a frequency-dependent
parameter. The effects of the two parameters were investigated in separate tests.
Two fundamental frequencies, tone durations, and types of excitations were used,
resulting in eight sets of different sounds in both experiments. The decay param-
eter values were varied in nine equal steps around the reference values that were
measured from a real guitar. In experiment one the overall time constant was the
independent variable while the frequency-dependent parameter was fixed to the
reference, and vice versa in experiment two.

Five normal-hearing subjects participated in the experiment. The task was to
detect a difference between the test sound and the reference sound. The method of
constant stimuli was used combined to the yes-no procedure. Each of the 72 test
pairs in both experiments were judged 25 times. The experiments were conducted
in five one-hour sessions. The first session was considered training.

In a perceptual sense, large variations are allowed for the decay parameters.
The results indicate that values between 75 % and 140 % of the reference time
constant and 83 % and 116 % of the frequency-dependent a parameter are per-
ceptually transparent. Applied in sound synthesis using the measured reference
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parameter values, this means that the time constant can be varied within a region
of about 300 ms and the + 6-dB point of the frequency-dependent damping within
a 300-Hz band.

The author was responsible for general implementation of the experiment, as
well as statistical analysis of the results. The test signals were synthesized by Tero
Tolonen, who also applied the results in model parameterization and parameter
estimation. The test material was chosen in collaboration by both authors.

Publication [P3]

The publication studies the audibility of initial pitch glides in string instrument
sounds due to modulation of string tension. Realistic sounding tones were gen-
erated by additive synthesis. The frequency decay rate of the glide was defined
through the overall decay rate of amplitude, simulating the behavior in string in-
struments. The glide extent required for an audible pitch glide was measured for
four fundamental frequencies in experiment 1 and as a function of decay time con-
stant in experiment 2. The thresholds were expressed as 75 % correct responses, a
measure derived from the proportions of hits and false alarms in the test trials. Five
subjects participated in the experiments.

It was found that on the ERB frequency scale, the thresholds remained roughly
constant at approximately 0.1 ERB with varying fundamental frequency. Thus, any
pitch glide weaker than this could be left unimplemented in digital sound synthesis.

The test sounds were synthesized and the listening experiments were designed
and conducted by the author.

Publication [P4]

This publication is closely related to publication [P1]. The effect of inharmonicity
on pitch was measured by listening tests at five fundamental frequencies. Inhar-
monicity was defined in a way typical of string instruments, such as the piano,
where all partials are elevated in frequency in a systematic manner. Six listeners
participated in a pitch-matching test between inharmonic and harmonic tones. For
each of the four fundamental frequencies, the pitch increase was measured as a
function of B. The pitch judgment was usually dominated by one of the partials
higher than the fundamental; however, with a high degree of inharmonicity, the
fundamental became important as well.

Based on the results, guidelines are given for compensating for the pitch dif-
ference between harmonic and inharmonic tones in digital sound synthesis. The
compensation is based on a pitch estimate given by the dominant partial. However,
since inharmonicity reduces the pitch strength of sounds, upper limits are estimated
for the relevance region of the compensation model. Beyond this region, the pitch
judgment was usually ambiguous and individual partials became audible. In syn-
thesis of natural string instrument sounds, the upper limits are practically never
met, however.
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The author’s contribution is again designing and conducting the perceptual
study. The synthesis tool for generating test sounds was created by Tony Verma,
and it was based on sinusoidal modeling of the piano.

Publication [P5]

The paper reports four listening experiments exploring the perception of vibrato in
string instrument synthesis. In model-based synthesis, vibrato is controlled by two
parameters, rate and depth, which cause variation of the fundamental frequency.
However, the most salient perceptual effect of vibrato is caused by amplitude vari-
ation which results from the resonances of the instrument body coinciding with the
moving harmonics.

The perceived similarity of different vibrato patterns was studied by a rating
experiment. Thereafter, JND’s were measured for vibrato rate. Two additional
experiments studied the effect of vibrato on the accuracy of pitch perception and
the effect on musical consonance. Five subjects participated in the experiments.
The results show that accurate control of the vibrato rate is much more important
than control of vibrato extent. About 6 % of variation was allowed for vibrato
rate, but for the extent the perceptual tolerances were much wider. Additional
experiments on the perception of pitch and musical consonance of vibrato tones
did not support the importance of vibrato extent either.

The author is alone responsible for the study. However, background informa-
tion as well as help in analyzing the pitch variations in recorded sounds were given
by Cumhur Erkut. Henri Penttinen provided the guitar body filter that was used to
create the amplitude modulation effect to the test tones.

Publication [P6]

The presence of both vertical and horizontal polarizations creates auditory beats
and a two-stage decay pattern. The perception of these effects was studied in lis-
tening experiments using an acoustic guitar string model.

Detecting a change in beating was measured as a function of the level dif-
ference between the vertical and horizontal components. Beating frequency and
fundamental frequency were used as parameters. Perception of two-stage decay
was studied in two experiments as a function of difference in the time constants
of the polarization components. Perceptual tolerances were measured for varia-
tions in the time constant of the aftersound. The perceived similarity of one- and
two-stage decay patterns was also studied. It was found that our sensitivity to dual-
polarization effects is generally weak. Significant deviations from reference values
were allowed before they became audible. The interaction of beating and two-
stage decay phenomena should be considered when designing control schemes for
synthesis parameters.

The author designed and conducted the experiments. A synthesis model for
dual-polarization sounds was available at the Laboratory of Acoustics.
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7.1 Summary

This thesis has its background in sound synthesis, where a number of questions
have arisen concerning the perception of synthesized sounds and the effects of vari-
ations in the synthesis parameters. Perceptual studies have had an important role
in the development of spectral modeling techniques since the early years; how-
ever, physical modeling has been left behind in this sense, and there is a lack of
perceptual knowledge that fits its practical needs.

The aim of the thesis is to produce that kind of knowledge. The publications
address different topics around synthesis of plucked or struck string instrument
sounds. The tones were studied in isolation, out of the musical context, and without
reverberation produced by the surrounding space. These constraints were neces-
sary at this stage: musical sounds are complex enough without any extra variation.

The effects of inharmonicity on timbre and pitch are measured in publications
[P1] and [P4]. The results indicate that the implementation of inharmonicity is
not always necessary. The timbre effect is more salient in natural instruments, but
for high tones a pitch difference may also be detected. Guidelines were given for
compensation of the pitch effect.

Effects of variation in the decaying parameters were measured in [P2]. It
was found that large deviations from the reference value are tolerated perceptu-
ally. Other basic features of string sounds were studied in [P3] and [P6], reporting
measurements of the audibility of initial pitch glides and dual-polarization effects,
respectively. Related to expression rather than basic string behavior, the study on
perception-based control of the vibrato parameters in publication [P5] has a sligthly
different starting point. However, all the studied features are more or less player-
controlled by different ways of plucking the string or pressing the key.

The main objective of the thesis is to find answers to current problems in digital
sound synthesis, such as parameter quantization. Another aim is to gain more
general understanding of how we perceive musical sounds.

The separate studies form a set of perceptual tolerances and audibility thresh-
olds of many aspects of string instrument tones. The common factor is that the
features are selected according to and studied in a form related to physical model-
ing. Inharmonicity, decay, vibrato, pitch glides, and dual-polarization effects are
essential features of plucked and struck string instrument tones and make a ma-
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jor contribution to the sound produced by a model. They can be implemented in
the source models by special filter structures and controlled in parametric form.
The current studies can help find out, which parameters must be controlled with
the highest accuracy. For example, we perceive relatively small amounts of inhar-
monicity, small pitch glides, and small changes in vibrato rate, while much greater
variations in decay and dual-polarization parameters are tolerated. Some of the
results of this thesis are applied in the synthesis of clavichord tones in [123].

Knowledge of the perception of different source characteristics can also be uti-
lized in synthesizing sounds that are based on natural instruments but cannot be
produced by them. The perceptual guidelines can be used to decide, how much
variation is needed in order to produce perceptually significant differences in syn-
thetic sounds.

7.2 Future Directions

Several other features than the few that have been considered here deserve a closer
perceptual study. Numerous details both in plucked and struck string instruments
as well as other instrument groups contribute to their characteristic timbre. An
important factor that is not included in this study is the instrument body. In sound
source modeling the effect of the body can be included in the excitation signal to the
model instead of a filter structure. However, knowledge of the perceptual effects
of body resonances is needed to develope effective body models. Some research
already exists, for instance on the timbral effects of the guitar body resonances
[124] and models of reverberant instrument body responses [125].

The results from perceptual studies should be considered against theory and
current auditory models. This would serve both as evaluation of the models and
evaluation of the data from listening experiments. If the perception of musical
sounds can be explained by basic models of our hearing system, also the perceptual
effect of synthesis model parameters could be at least partly estimated without
further listening experiments. It is hard to measure, however, how well the current
results could be explained by auditory models until a full comparison can be done.
No suitable models have been developed so far for some of the studied features,
such as pitch glides or decay times. By intuition, the pitch variations caused by
inharmonicity may well be explained by the various models of pitch perception.
Also the perception of vibrato and beats produced by dual polarization may, at least
partly, be explained by models and psychoacoustic indices of fluctuation strength
or roughness.

The trend in multimedia, mobile communications and virtual audio is to find
efficient structured and parametric representations of sound, which would enable
transmitting high-quality content with a low bitrate. It has become more and more
attractive to organize sounds as objects and control their features individually. Per-
ceptual knowledge could be utilized in resynthesizing sounds whose properties are
varying over time. The features included in the synthesis model could be reduced



7.2 Future Directions 41

according to the perceptual thresholds, and the frequency of refreshing the control
parameters could be minimized by the perceptual tolerances. For instance, the val-
ues of the vibrato parameters should be changed only if the effect is perceptually
significant.

To build a working system like that, more perceptual studies on the features
of musical sounds are needed in all instrument groups. Before those can be done,
it is essential to isolate the physical features from natural sounds and turn them
into synthesis parameters of instrument models. Much work is currently going on
in automatic parameter estimation [126], [127], [128], [129], but more is needed
in order to develope fast and reliable algorithms. More measurement data from
natural instruments would also be welcome, so that the impact of the perceptual
results could be better evaluated in relation to real instruments. However, now that
perceptual methods are recognized as an important tool in assessing the quality of
numerical models of musical instruments [130], fast development is expected in
parallel with synthesis tool and parameter estimation techniques.

Physical modeling offers a gateway to higher-level parameterization. It seems
natural to seek a relation between the synthesis parameters and musical informa-
tion, as was already done in [72]. The next step is to go beyond musical notation
and link the parametric representation of sound to models of expressivity and even
emotions. Research into this field is presented in [131].

It should be noted, however, that the complexity of the perceptual effects in-
creases, when musical context enters the picture. In this work only isolated tones
are considered. The interaction between the partials of different tones in chords
might either boost or supress the effects of some features. Modeling the evolu-
tion of the attributes according to the expressive intentions of the player is another
wide field of study. Instead of complete answers, we have more and more open
questions.
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[26] M. Karjalainen, V. Välimäki, and Z. Jánosy, “Towards high-quality sound
synthesis of the guitar and string instruments,” in Proc. Int. Computer Music
Conf., pp. 56–63, 1993.

[27] N. Fletcher and T. Rossing, The Physics of Musical Instruments. New York,
USA: Springer-Verlag, 1991.

[28] G. Weinreich, “Coupled piano strings,” J. Acoust. Soc. Am., vol. 62,
pp. 1474–1484, 1977.

[29] H. A. Conklin, “Design and tone in the mechanoacoustic piano. Part 3. Pi-
ano strings and scale design,” Journal of the Acoustical Society of America,
vol. 100, pp. 1286–1298, 1996.

[30] H. Fletcher, E. D. Blackham, and R. Stratton, “Quality of piano tones,” J.
Acoust. Soc. Am., vol. 34, no. 6, pp. 749–761, 1962.

[31] W. Weyer, “Time-frequency-structures in the attack transients of piano and
harpsichord sounds I, II,” Acustica, vol. 36, pp. 241–258, 1976.

[32] H. Suzuki, “Effect of inharmonicity of a piano on tuning,” in Music and Con-
cert Hall Acoustics: Conference Proceedings from McHa 1995, pp. 219–
232, Academic Press, 1996.

[33] D. Martin and W. Ward, “Subjective evaluation of musical scale tempera-
ment in pianos,” J. Acoust. Soc. Am, vol. 33, pp. 582–585, 1961.

[34] J. Lattard, “Influence of inharmonicity on the tuning of a piano – measure-
ments and mathematical simulation,” J. Acoust. Soc. Am., vol. 94, no. 1,
pp. 46–53, 1993.

[35] K. Legge and N. Fletcher, “Nonlinear generation of missing modes on a
vibrating string,” J. Acoust. Soc. Am., vol. 76, no. 1, pp. 5–12, 1984.
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niques to model reverberant instrument body responses,” in Proc. Int. Com-
puter Music Conf., (Havana, Cuba), 2001.
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