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In this thesis, a commercial active network measerdg platform is tested fc
performance and accuracy. The platform is als@dekir ability to detect certain even
in networks. Two types of measurement probes atedethe low performance Brix 1(
Verifier and the high performance Brix 1000 Verifidt is found that both platform’
measurement probe types are accurate when meagswoung-trip delay, but do nc
perform nearly as well when measuring one-way détayernal synchronization, such
GPS, helps the Brix 1000 Verifier to reach sub-seitond measurement accuracy.
Brix 100 Verifiers do not support external synchiration, their accuracy is suitable or

for measuring one-way delays larger than a fewiseitonds.

The platform is able to detect sudden high loaélkand router failures in a network, [

fails to detect short (sub-second) link breaks.

In the theory part of this thesis, some well knoagtive measurement methods &
mechanisms are presented. Also, challenges refatadtive measurement are discus

and some of the recent major academic active measunt projects are introduced.
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Diplomity0ssa testataan ja mitataan yhden kaupallektiivimittausalustan suorituskyk

ja tarkkuus. Myds alustan kyky havaita tiettyja ahfumia tietoverkoissa testatas
Testeissa on mukana kaksi erityyppistd alustaanluikaa mittalaitetta: alhaise
suorituskyvyn Brix 100 Verifier ja tehokkaampi Brb000 Verifier. Testauksen tulokse
voidaan sanoa, ettd molemmat mittalaitetyypit dowet hyvin Kkiertoaikaviiveer

mittaamiseen. Yhdensuuntaisen viiveen mittaukseeix BOO ei sovellu etenkd&an

mitattaessa alhaisia viivetasoja (~1ms). Ulkoistaksynisointilahdetta, kuten GP$H

kelloa, kaytettdessa Brix 1000 —mittalaitetta vaidakayttada myos yhdensuuntais

vilveen mittaamiseen.

Mittausalusta havaitsee verkossa tapahtuvat kuostildnteet ja reititinviat, mutta se

kykene havaitsemaan lyhyita alle sekunnin mittaisitkoja.

Tybn teoriaosassa esitellaén joitain tunnettujaivakiittausmekasimeja ja —metode
sekd pureudutaan aktiivimittauksiin ja niiden omggkohtiin yleisella tasolla. Lisak

tyossa esitellaan tunnettuja akateemisia aktiivaukseen liittyvia projekteja.
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Chapter 1

Introduction

While delay or packet loss can be measured witieeipassive or active means, in this
thesis the focus is on active measurements. Hendeis not otherwise specifically
mentioned all measurement methods and discussionents the active measurement
viewpoint.

Goals of this thesis are to introduce the readeactove measurements in data networks,
benchmark one commercially available active measent platform and analyze the
measurement results gathered by using the aforenedt measurement system. The
thesis is divided into three parts according togbals: the theory part, benchmarking part
and measurement part.

In the first part the theory behind active networgasurements is revealed and some basic
concepts are presented. Some of the current amshtrecademic projects focusing on
active measurements are listed and their resudtdiacussed briefly. The focus of the first
part is on discussing the notions of delay and glldss that play an important part in the
measurement and benchmarking chapters.

The second part focuses on benchmarking a settivkeameasurement devices. This is
done to find out how accurate and reliable thesults are. The devices are compared
against each other and one accurate industry-rezatyrmeasurement device which is
used as a measurement standard.

In the third part these devices are used to measlive network. The results are analyzed
and some conclusions are made of the devices agid dpplicability to measuring
networks.

1.1 Motivation

Why should networks be measured? For network opesrat is important to know how

well their network performs so that they know wkisitds of services they are able to offer
to their customers. A customer may want a virtualgte network (VPN) connection that
has a guaranteed level of delay, packet loss,abiliy etc. in which case a service level
agreement (SLA) is negotiated between the custoaner the service provider. The




operator has to know if it is able to provide sacbkervice and this means that in addition
to making some calculations based on the levelvafl@ble resources in the operator's
network the performance of the network has to beetkin real life.

The customer may want to actively test and meath@egurchased service to see if the
quality of the service is on the agreed level (Sduditing). This requires active end-to-
end network measurement since the customer doeswrothe network and thus he/she
does not have access to the intermediate devichsasuthe provider’s core routers.

In addition to measuring performance, network ojesause active measurements to
troubleshoot their network. In some cases therdniig a fault in the network that causes
traffic to be routed the wrong way. Generating atifiaal traffic flow through the
network and inspecting its behavior can help taltteshoot routing faults.

When introducing a new application or service toeswork it is necessary to test the
performance of the application before making itilade for the users. Active measuring
can be used to simulate a large number of usessitltan help in finding out for example
how many simultaneous users a web server can seRa&ssive monitoring in conjunction
with active probing (this is called hybrid measuesit) can be used in finding out how a
new service impacts the network both from the esefs and the network operator’s
point of view.




Chapter 2

Basic terms and notions

In this chapter some basic notions and terms kledecomputer networks are listed.
These notions are explained in the sense theysain this thesis.

2.1.1 Path

A sequence of links from a source n@l® destination nodP is called a (network) path.
Also the nodes connecting the links can be consditr be a part of the path.

2.1.2 Link capacity

The capacity of a link is the maximum transfer natssible for that link [1]. It must be

noted that link capacity is defined per protocgkla This means that the link capacity on
Layer 2 is different from the link capacity on Lay@ although the physical link is the
same. The capacity of an end-to-end path is the minimum link capadityn the path:

C =minC,, Q)

2.1.3 Delay (latency)

In telecommunications there are several types daydsuch as processing delay,
propagation delay, queuing delay and transmissabdayd In this thesis the notion of delay
includes all the mentioned delay types and cambe ¢allecend-to-end delay

DE2E = DPROCESSING+ DTRANSMISSDN + DPROPAGATI(N + DQUEUING (2)

Processing delay is the sum of delays caused ligaalhtermediate nodes on the network
path processing the packet. A router needs to exaittie arriving packet’s header to
determine where to direct the packet. It also duesevel error checking to see if the
packet is corrupted and it may also process thkgbdny doing e.g. firewalling, encryption
etc. All these functions the router performs addthie delay caused by processing.
Processing delay mainly occurs on the edge roofdirse network.




Transmission delay (or serialization delay) is tinee it takes to send out a packet at the
bit rate of the link. In other words transmissialay is the amount of time required by a
router to push the entire packet onto the link.

L
DTRANSMISSDN = E ) (3)

where L is the length of the packet and R is thedmission rate of the link.

Propagation delay is the time required for the a@igio travel from one end of the
transmission medium to the other. The delay dependbe physical medium and thus the
delay is the distance between two end-points divlmethe propagation speed.

d
D =—, 4
PROPAGATION ,70 ( )
whered is the distance; is the speed of light ang< 1.
Queuing delay is the amount of time a packet spéamglde routers’ queues on its way

from the source node to the destination node. Qujedelay is proportional to the buffer
size and the amount of cross-traffic entering theer.

Propagation delay
A

~ ™
Transmission delay Round-trip / Two-way delay
s Queuing delay

Processing delay e T Tl - —

— -7 Tt~

;?Du ___________________ -

o~ —Y
Host A One-way end-to-end delay Host B

Figure 1. Delay types.

Delay measurements produce either one-way or two+@aults. One-way delay is the
end-to-end delay of a packet from the sending {tésst A in the Figure 1 above) to the
receiving host (Host B). Two-way delay (or rounigr-time, RTT) is the delay of a packet
from sender to receiver and back.

2.1.4 Packet delay variation and inter-arrival time variation (jitter)

The variation of packets’ one-way delays is calbedket delay variation (or jitter). The
use of the term jitter is nowadays deprecated hastbeen used in different meanings by
different groups [2].




Instantaneous packet delay variation (PDV) can bkutated from two successive
packets’ one-way delays:

PDVINSTANTANE)US = Dn+1 - Dn ) (5)

whereD,.; and D, are one-way delays of two consecutive packets.

Delay variation can be caused by congestion in osdwouting changes or timing drift. It
affects especially real time applications such af?\Vor video streaming where it causes
jerkiness in video and breaks in audio. Bufferisgused to battle the effects of delay
variation: in the receiving end of a VolP-call, gats are buffered and played back after a
short delay. This helps the receiver to order grates arriving packets so that the voice
stream is continuous and as close to the origmalogsible.

The variation in the time between packets arriim@ host is called packet inter-arrival
time variation (also referred to as jitter). Ingtareous packet inter-arrival (IAT) time can
be calculated from two successive packets’ artivas:

IATINSTANTANE)US = A1+1 - Al ) (6)

whereA,:; and A, are the arrival times of two consecutive packets.

2.1.5 Queuing

In packet networks queues are used to mitigateetieets of bursty traffic. A router can
process only one packet at a time. If packets @miv a router faster than the router can
process them, the packets are put into a queuepatieets wait in the queue until the
router has enough time to process them. If the gisefull and still more packets arrive to,
the router the packets arriving are dropped (thtké main cause of packet loss).

2.1.6 Packet loss, loss period and loss distance

When a packet is sent from host A to host B andoteket never arrives to B, the packet
is lost. This is called packet loss. It is not mreble to keep on waiting for a packet
forever so usually there is some kind of timeoutihamism that discards the packet if it
takes too long to reach the other end of the ndétwbhis way a packet can be declared
lost even if it would reach B at some point.

Packet loss can occur because of several reasqreckat can be discarded in a router
because of buffer overflow or because the arriygagket is corrupted, the packet can be
accidentally misrouted or be lost because of a faikure or wireless channel errors.
Faulty or misconfigured equipment can also caus&gidoss. Some congestion control or
avoidance mechanisms (such as RED) can cause paskantentionally to trigger TCP
window size reductions.




Loss period and loss distance are two importanonstthat are closely tied to packet loss.

Loss period is the length of a packet loss evestiotessive lost packets. The period starts
when a packet is lost and a preceding packet isived and ends when a packet is

received and the preceding packet is lost. Lostamlig is the difference in sequence

numbers of two consecutively lost packets that imaye received packet between them

(see Figure 2). [3]

Loss distance Loss dlstanc&
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Figure 2. Packet loss distance and period.

Packet loss distribution can have a varying impmactzideo and voice applications. How
lost packets are distributed can change the wakepdass degrades, for example, a voice
stream. If there are long loss periods during aPvoall, the voice codec cannot use
previously received data packets to “fill in theits” and thus the quality of the voice
stream is seriously degraded. On the other hatldeiflost packets are distributed more
widely (shorter loss periods more often), the codac use history data to replace the
missing packets and the degradation is not nealsaarsevere.

2.1.7 Throughput

Throughput is a measure of how much data is tramsfeacross a link or a network in a
certain time. Usually throughput is measured is pér second or bytes per second.

2.1.8 Available Bandwidth

The available bandwidth of a link is the unusedac#ty of this link at a certain time
period. If C, is the capacity of a link and is the average utilization of the link (thus the

link transmits C,u;, bits) during time period’, then the available bandwidth for the link

ISA:
A =Q0-u)C. (7)
From this we get the available bandwidth of a pdtN hops:

A= min A. (8)

Table 1 lists terms and notions related to avaldandwidth measurement. These notions
are later used below when presenting mechanisnecfive bandwidth measurement.




Table 1. Terms and notions relating to available bandwidtkasurement.

Capacity The maximum rate at which packets camaresinitted by a link
Narrow link The link with the smallest capacity afpa path

Available bandwidth A link’s unused capacity

Tight link The link with minimum available bandith along a path
Cross traffic Traffic other than the traffic cregtey the probing.

2.1.9 Bulk Transfer Capacity
RFC 3148 [4] defines the Bulk Transfer Capacity (B Tetric as follows:

_ sent_databits

BTC —
elapsed time

9)

wheresent_databitgepresents the number of unique data bits semuann the sense
that header bits and retransmissions are not iadludTC is a measure of TCP (or some
other congestion aware transport protocol) conae&imaximum obtainable throughput.
It must be noted that since BTC is TCP-specific @armannot be as such compared with
the available bandwidth metric.

2.1.10 Goodput

In this thesis goodput means the effective througlgxperienced by a user and in this
sense goodput can be also called application léwelghput. Goodput is a measure of
how many user data bits per time unit (usually sdspcan be forwarded by a network or
system. Goodput can be calculated by subtractingeader overhead and retransmissions
from throughput.

A good example of goodput is a file transfer whengser downloads a file from a remote
server. In this case goodput is the file size digithy time it takes for the file to download
completely. If the measured throughput during thee tfansfer is 100 kbps, the goodput
can, for example, be only 90 kbps because of headghead and retransmissions.

2.1.11 Probes

Special probe packets are used in active measutemanprobe is inserted into the
network and the response is recorded and analyzedobe packet is an artificial packet
that can be almost of any type depending on thernmdtion wanted from the
measurement. A simple example of a probe packetddoe a small UDP packet that
contains only a timestamp and little or no paylaadll. This type of probe could be used
in delay measurements or to measure VolP perforenanc

Probe packets and their properties should be selaarefully so that they represent the
actual network traffic as well as possible. Formgke, when measuring network delay the
use of ICMP packets is not a good choice since #reyput to lower priority in most

routers and thus are not treated as normal traffidP packets should be used instead to




get a more realistic view of the network delay.cAssich things as packet size and sending
rate can be issues.

2.1.12 Metrics

A metric is a quantity related to the performannd eeliability of the Internet. It can also

be said to be a generic indicator of how the netwamrforms. One single measurement
result of a metric is called a singleton metricset of distinct measurement results
(singletons) is called a sample metric and a siatealculated over a sample metric is
called a statistic metric. [5]

For example, a single active UDP echo test run éetwtwo hosts produces a round-trip
time result that is considered a singleton mefflte same test repeated fotimes in a
row produces a sample metric. The mean of all medswund-trip values in the previous
sample metric can be defined as a statistic metric.

The IETF IP Performance Metrics (IPPM) working gooloias proposed several metrics
and procedures for accurately measuring and dodimgethe metrics. The following
metrics have been published in a series of RFCs:

* Connectivity (RFC 2678)

* One-way Delay (RFC 2679)

e One-way Packet Loss (RFC 2680)

* Round-trip Delay (RFC 2681)

* One-way Loss Pattern Sample (RFC 3357)
e |IP Packet Delay Variation (RFC 3393)

» Packet Reordering Metrics (RFC 4737)

Other metrics such as bulk transport and link badthwcapacity are being developed by
the IPPM.

2.1.13 Intrusiveness

Active network measurement creates an additiorsal tm the measured network and thus
uses some of the available bandwidth. Intrusiversetise property of a measurement tool
that describes how much of the available bandwidéhtool consumes. For example, a
tool or mechanism that consumes 90% of the availabhdwidth on a network path can
be considered intrusive. A tool that generates ls2P-packets to measure RTT every
now and then can hardly be said intrusive (assurthiagthe available bandwidth of the
path is not exceptionally low). According to [6] antive measurement tool or technique
can be considered intrusive if its average probiogd on the network during a
measurement is significant when compared to thagadla bandwidth in the path.




2.2 Active vs. passive measurements

Active and passive measurements produce differiemiskof information and the results

do not necessarily correlate well [7]. A more coetelpicture of the health of a network
can be gained by combining results from both actind passive measurements (hybrid
measurements). Although the focus in this thesmiactive measurements, differences in
active and passive measurements will also be disdusriefly.

Passive measurements are best suited to situatibese capture points can be freely
selected. This is true in situations where the whwdtwork is owned and operated by a
single organization (e.g. corporate premises nésjofThis allows traffic to be captured

from any point on the path from the sender to dueiver.

In situations where it is not possible to selegitoee points freely, active measurements
have to be used. This is often the case when maggiglay performance of a VPN which
is carried over multiple ISPs. Active measuremeats be made over a network path that
has parts which are not controlled by the measurer.

When it comes to accuracy of measurements, passgteods are often more accurate.
For example packet loss can be measured very aebutay monitoring router buffers
along the network path. Also, available bandwiddn de accurately measured by
monitoring link usage on routers. Both above memtmeasurements are difficult to do
accurately with active probing. The problems realate active probing are discussed in
chapter 4

2.2.1 Passive measurements

In passive network measurements data is gatherpdgsively listening to network traffic
for example by using (optical) link splitters ordsuto duplicate a link’s traffic (Figure 3)
or by monitoring buffers in routers. Most of modetevices have some sort of built-in
passive measurement mechanisms like RMON whictbearsed to gather different types
of data from the devices such as the number oflsgas, lost packets and other interface
statistics. These built-in mechanisms usually peedonly highly aggregated data and thus
provide only little information on the network stabr traffic behavior. Data created by
these mechanisms can often be fetched by usin§NXIP protocol. Another mechanism
is IPFIX [8] which gathers IP flow data and therspes it to pre-configured receivers e.g.
a central monitoring server.

Results acquired from passive measurements raoge andwidth usage and protocol
distribution to intrusion detectiotthereal(nowadays calledlViresharf andtcpdumpare
among the most used passive measurement tools.
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Figure 3. An example of a passive network measurement.

The main problem of passive measurements is thelainud data that is generated. If we

assume a gigabit link with a utilization of 60% (B1:layer) and an average packet size of
300 bytes, then the capture rate is about 25000Kepm per second. The traffic rate is 75
mebibytes (MiBs) per second and thus the storageespeeded for one hour trace is
270000 mebibytes (= 270 gibibytes).

If there are several capture points in the netwtir&,amount of captured data is going to
be a problem. Depending on the type of measurersergral compression methods are
available: all irrelevant data could be removedrirthe captured packets including the
payload and some of the header fields. Normal cesgiwn methods can be used to
remove redundancy from the packets (for examggip can be used to further reduce the
required storage space) [9]. Also, traffic samploag be used when full traffic analysis is
not required. Sampling can drastically reduce tm®wunt of storage space needed but it
has some drawbacks (difficulty of flow analysis)[@hd not all sampling methods produce
good results [10]. Different sampling methods asewksed in [11].

If only the IP and transport layer headers wereest@40 bytes per packet), the example
calculation above would yield a traffic rate of df@gabytes per second and 36 gigabytes
of storage space required for a one hour trace.

The analysis of the captured data is also an issudine analysis is difficult because of
the large amount of data. If the capture is madenfan operational network, there are
privacy issues that need to be taken into accdums means that the captured traffic has
to be modified in such a way that the IP-addressesanonymized and the payload data
has to be removed. A short discussion about theitsgty of IP header fields and a
method to anonymize packets is given in [12].

There are some advantages in passive measuremeamtaciive measurements. Passive
methods do not create additional traffic thus tdeynot disturb the network and they
provide an accurate representation of the netwafkd.

2.2.2 Active measurements (probing)

Active measurements generate special probe pattiatare sent over the network to, for
example, measure the time it takes for the packeeach the other end of the network
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(one-way delay), the available capacity of a nekwpath or the response time of an
application. Unlike passive measurements, activeasm@ments generate additional
network traffic so they may possibly disturb themal network traffic flow. This is why
active measurements have to be carefully plannddréoeexecution and usually the
bandwidth reserved for the probe packets is limiteéewer than 5 percent of the path’s
total capacity. This is the case in most SLA-measients where the measurement is done
constantly meaning the test traffic and custonadfitrshare the same bandwidth.

Some methods (e.g. SLOPS, see section 3.13.8) imedneasuring the available
bandwidth on a path consist in sending probe packieain increasing rate and recording
the rate at which the probe’s delays start to (nseaning that packets are being queued at
some point) [13]. These methods will cause pertisha in the normal traffic flow
although the perturbations are usually short. Hieey’'s (Werner Karl Heisenberg,
December 5, 1901 — February 1, 1976, Germany) taiogy principle can be interpreted
to state that the act of measurement itself inttedu(an irreducible) uncertainty to the
measurements [14]. This is true in the case of@ctetwork measurements and especially
in active packet-loss measurements, where the ppabkets may cause congestion and
therefore packet-loss. Passive measurement doémwethis issue as no additional traffic
Is inserted into the measured system.

Generated traffic

Web server

-
-

Agent (web client) Web page response

Figure 4. An example of active network measurement.

Active measurements do not require huge amounssoodge space and they can be used
to measure things that are not possible by usisgipa measurements. Also, when using
active probing, there are no privacy issues siheedaita used does not contain any private
information. All active probe packets are artificiz. they are generated on demand and
thus they usually contain only random bits as payld’he example presented in Figure 4
shows how active probing can be used to measureeiponse time of a web server. A
measurement device or a software agent installedrmrmal PC sends web page requests
across a network and records the response time.

The most well known active measurement tools aobalsly tracerouteand ping which
are built in to most operating systems. These walstwill be presented in more detail
later.
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2.2.3 Hybrid measurements

Combining active and passive measurements is chifedd measurement. An example
of a hybrid measurement (Figure 5) could be a sceménere active probes are sent over
a network and their progress is monitored by passieans during the measurement. This
type of arrangement allows the measurer to traekpdth of the probes and record the
intermediate and end-to-end delays. This is somgtthiat is not possible by doing only
active probing.

Passive monitoring / traffic capturing

____Probe traffic y

E .................... >

Figure 5. An example of a hybrid measurement.

The above scenario requires that the measurer dasnigtrative access to the
intermediate routers and is thus not suitable terhet scale measurements. It must be
noted that since hybrid measurements use bothveassd active means, they share all the
same issues as passive and active measurements.
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Chapter 3

Active measurements

In this chapter, some of the recent academic releprojects focusing on active
measurement are studied and their results are ssisdubriefly. In addition to research
projects, this chapter lists known active measurgnmeechanisms, methodologies and
tools. Also, different uses for active measurenagatpresented briefly.

3.1 Academic research projects focusing on active
measurement

There are several research projects focusing oneaoteasurement or measurement
platforms in Internet environment. A selected gradithese projects is briefly discussed
below although most of these projects have alreaayed. This list is by no means
comprehensive: there are many other projects eué thuch as RIPE [15].

3.2 NIMI

National Internet Measurement Infrastructure (NIM4) a measurement platform, or
rather, a command and control system for managiegsorement tools. NIMI aims at
being a scalable large scale measurement platfblne .ability to schedule measurements
to take place in the future allows large scale mesamsents to be started simultaneously
without the need to start every probe manually. hWiecentralized control of
measurements and modular measurement tools NINkklbke a promising tool for large
scale network measurements.

The NIMI architecture can be divided into two maieas: the structure of the individual
platform and the different external components toattrol the platforms. A platform (also
called aprobg performs different measurements using externakteuch agraceroute
treno or zing and records the results. All data analyzing arslialization are done by
external hosts. New measurement tools can be addi@ platform as plug-in modules.
This requires that a “wrapper” script is generdiadthe tool that helps the tool to fit the
NIMI API.

Each measurement platform includes a server, wipgses to handle such tasks as
authenticating, queuing and executing measurenegpiests. The server also takes care of

13



bundling and shipping the results to a specifiestidation and deleting them after they
are no longer needed. All messages sent betweeNI¥l components are, by default,
encrypted and authenticated using RSA public andier key pairs.

The software component of the NIMI probe is intdgnalivided into two distinct
componentsnimid, andscheduled The nimid daemon is responsible for communication
with the outside world and performing access cdrmtnecks. Thescheduledlaemon takes
care of the measurement scheduling and result gacka[16]

The external components controlling the measurerplatiorms are listed and explained
below:

« CPOC, Configuration Point of Contact
* DAC, Data Analysis Client

« MC, Measurement Client

« MPOC, Measurement Point of Contact

CPOC is the component that is used to configureamimlinister measurement platforms
within the CPOC’s administrative domain. The CPOGvjmes each platform with its
initial policies (access control lists etc.) andoalupdates these policies over time if
needed.

DAC is the component that is responsible for sgpand post-processing the measurement
data. After a probe completes a measurement, dssis data out to a designated DAC.
DAC can be run as a part of the MC, if the resattswanted immediately after the test or
during the test.

The measurement client (MC) is the only NIMI comeonthat can be directly operated
by the end user. It is a UNIX utility that can henron any suitable host computer to
directly communicate with the measurement probes.

The MPOC component allows a set of measuremertg twonfigured and prepared at a
single location. The MPOC and CPOC functions amagted because it allows a site to
delegate partial control of its NIMI daemons to BHPOC (or MPOCs) while still
maintaining ultimate control locally. [17]

Figure 6 displays the basic NIMI architecture. e figure, CPOC is the component that
gives the probes their initial configurations an®®IC the one that configures a test to be
run on all three probes. After the test is finishébe probes send their measurement data
to the DAC for analysis and (or) storage. The M@ponent can be used to control the
probes and in some cases it can include the furadtty of the MPOC, however this is not
clear from the NIMI documents and the current Nlikhplementations may differ from
the one that is described in [16] and [17].
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Figure 6. NIMI architecture.

3.2.1 Results and future work

Since the NIMI project focuses on building a mamaget platform for measurements
rather than making any actual measurements, thétsexf the project mostly regard how
the platform could be improved. The developersdigieriences they have had with NIMI
in [16]: two main problems that are still unsolvede secure software updating on
measurement platforms and constraining the usesofurces by different measurements.

Secure and Accountable Measurement InfrastructbAM() aims at revising the NIMI

architecture by adding new authorization, secuahd resource control mechanisms.
SAMI builds on top of NIMI and it tries to learncim the mistakes made during the NIMI
project. The plan is to replace current certifisatdth X.509 certificates and messages

with XML messages. [18]

3.2.2 References and publications

The developers of the NIMI infrastructure preséw architecture, some early results and
future plans in [17]. In [16] the authors disculs experiences they have had with the
platform. NIMI has had some architectural problemg. remote error handling and the
lack of a GUI. The authors also present the sgcpritblems and groundwork that led to
the development of the more secure SAMI infrastmect

3.3 Surveyor

Surveyor [19] is a measurement infrastructure degmloat around 50 universities and
research centers around the world but mainly inNbgh American region. This project
focuses on measuring end-to-end one-way delay,epdags and route information along
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Internet paths. The project ended around the y880 aand it is now difficult to find
information regarding Surveyor.

Surveyor’s guiding principles to achieve measurergeals were:

» Use of standard metrics

* Measurement of path’s one-way properties

* Use of dedicated measurement devices

* Continuous end-to-end measurements

* Real-time access to long-term performance measuntetata

The use of standard metrics (i.e. IPPM metrics)euired for the measurements to be
comparable with other metrics and for general wstdeding of the measurement results.
Since most of the Internet paths are asymmetnicahture, it is better to measure one-way
metrics than for example round-trip time. Due tointenance, performance and security
reasons the measurement machines are dedicatedeslgwiovided by the Surveyor
organization. Continuous measurements are requoedetect trends in the network
behavior and to reduce the possibility of missioghe events occurring in the network.
The ability to provide real-time (or near real-timeng-term measurement data is
important for network engineers performing troublesting or capacity planning.
Surveyor archives all raw performance data this aiding network researchers.

To measure delay and packet loss Surveyor usesssadAgrocess withh=2 per second

to send test packets. The average packet ratasswlo packets per second. Probe packets
contain only a sequence number and a timestampghamdsize is minimal of 12 bytes.
Such properties for the probe packets were selebtsrhuse of storage space and
bandwidth limitations.

Route information is gathered by using a modifiedsion oftraceroute Changes made to
the program are:

e 10 tries instead of the default 3 when a TTL exedetCMP message is not
forthcoming

* No probes are sent after TTL success rather thaairsg all three probes in any
case

» All timing information gained from th#racerouteis discarded

A truncated Poisson process withl per 10 minutes is used to generate a schedutbdo
measurements. This leads to a measurement in #0enynutes but in practice the longest
time between measurements can be over 1 hour. foherthe route measurements are
scheduled to be taken every 10 minutes and mordrely if the Poisson process
schedule indicates so.

The Surveyor measurement platform consists of thma@r components: measurement
devices, a database and an analysis server. FHglrews the measurement architecture.
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Figure 7. Surveyor measurement architecture.

Measurement devices are standard desktop PCs eguipith GPS receivers for accurate
timing and appropriate type of interface card (Etkee ATM, FDDI). Each device runs
measurement software on top of a modified BSDI ajey system. Each measurement
device buffers its measurement data on a local. did&chines are polled for new
measurement data every few minutes and the new idateansferred to the central
database where all data is kept in binary fileslyDeummary plotstraceroutedata and
some other statistics are made available usingTarP+server.

3.3.1 Results and future work

The results from the Surveyor project mainly foomsthe performance of the measured
network. Two comparisons between Surveyor and athBve measurement projects can
be found online [20], [21].

In [22] the developers list lessons they have ledrwith Surveyor. The measurement
infrastructure is able to detect Layer-2 changethénetwork and it has proven that the
measured high speed connections really provideldbency and low-loss paths. They also
note that the routing in the measured network ygnasetric and even if the routing is

symmetric, the queuing is not.

Another publication [23] presents packet loss mesment results an analysis from
November 1998 to March 1999. They also presentralysis on which paths in the
network are congested.

3.3.2 References and publications

It is difficult to find any publications by the Steyor team but there are a few papers that
use the data gathered with Surveyor. One suchgqaiian is a study of Internet telephony
call setup delay [24]. In [25] the authors examite performance of high-speed
multimedia applications over a network by simulgtiaa teleimmersion application and
compare the results with data from Surveyor.

17



3.4 IEPM PingER

Internet End-to-end Performance Monitoring (IEPMpup’s PingeR (Ping End-to-end
Reporting) project aims at monitoring end-to-endfgrenance of Internet links. The
reason why such project was setup was to find out the network used in transferring
the huge amount data created by particle and hngingg nuclear physics experiments
performs. The PingER project is worldwide: currgnitiere are 42 monitoring sites in 21
countries and 751 remote nodes at 606 sites incbb@tries in 11 regions (December
2007, according to the PingER web site [26]).

PingER relies on the use of ICMP messages (i.ePthg facility) which can be found
preinstalled on almost all operating systems. Timns that PingER'’s clients require no
software installation and almost any type of maeldan be used as a client.

Figure 8 presents the components used in the PingiERsurement infrastructure.
Monitoring nodes placed in important sites (maimdyge research laboratories and
universities) all over the world ping several reendtites (nodes) of interest. Each
monitoring site node usually pings the sites osthmvolved in collaboration with it. This
way the monitoring nodes can monitor the perforneapicthe network between the sites
which are most likely to transfer (large) reseadelta files. All measurement results are
transferred (HTTP) daily from the monitoring nodeshe central repositories in Stanford
Linear Accelerator Center (SLAC) and Fermi NatioAgktelerator Laboratory (FNAL).
The repositories store, analyze and prepare tteevdaich can then be accessed via a web
interface.

Monitoring node

Remote nodes all over the world
Figure 8. PingER infrastructure.

Pings are scheduled to run every 30 minutes inldatches. The first batch includes 11
probes of 100 bytes each sent once a second Umragefault ping timeout of 20 seconds.
The first ping of every batch is used to prime tlaene server caches and thus is not taken
into account in the results. The second batchestidal to first one except the probe size
is 1000 bytes. Round-trip times and lost packetsracorded. In average the probes sent
create an additional load of only 100 bps to thisvaek but on the other hand the results
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gained from such sparse sampling are very inaceuféie use of ICMP packets makes the
measurement’s results even more unreliable.

3.4.1 Results and future work

In [27] the authors discuss the PIingER project disdresults. PIngER has been
successfully used in pointing out needs for netwanhgrades, tracking network

infrastructure changes and illustrating the diffiee in performance between developed
and developing countries. Since PingER usegihgtool (ICMP Echo Request) to probe

the monitored remote-hosts, it suffers from blogkand rate limiting of ICMP packets.

According to the authors blocking and rate limitimge increasing, especially in

developing countries. This leads to a situation nehsome of the sites cannot be
monitored accurately or at all.

3.4.2 References and publications

A report describing the progress of the PingERgmiogan be found in [28]. It lists results
from global packet loss and round-trip time measa@s and compares these results with
economic and development indicators developed kyUtN. and ITU. A selection of
publications from the PingER project is availali¢2®]. These publications focus mainly
on the so called Digital Divide. It means the diffiece between the quality and number of
Internet connections available to customers indéneeloped world and in the developing
countries (such as most African countries).

3.5 NLANR AMP

Started in 1998 the NLANR’s (National Laboratoryr fBpplied Network Research)

Active Measurement Project (AMP) focuses on meaguand analyzing the performance
of the network connecting campuses and researels. sithe data gathered from the
measurements is at the same time used for studsngus aspects of Internet traffic.
Approximately 150 AMP monitors have been placeduadbthe United States and some
strategic sites in other countries to run a fullsméest between all sites. The NLARN
project ended in September 2006 and the AMP proyest handed over to CAIDA. [30],

[31]

AMP measures round-trip time, packet loss, topol@nd throughput between the
participating sites. Each monitoring node sendsI@MP packet to each other site in the
mesh every minute and records the results. Eversnibites a route trace is performed
against every other site. AMP allows on-demandughput tests to be made between any
source-destination pair. The tests include bulk T&@d UDP data transfepjng-F and
trenotests.

The AMP’s measurement architecture is similar t® BingER architecture. Monitoring
nodes run tests between each other and reportethdts to a central database which
processes the data and makes it available for gersuvia the WWW. AMP’s
measurements suffer from the same inaccuracy aBitlyg=R project since it uses ICMP
packets and a relatively low sending rate (1 papketminute). RTT is measured instead
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of one-way delay because of cost issues: setting omnitoring network of 100 nodes
with GPS receivers is too expensive and difficolsét up.

3.5.1 Results and future work

The AMP project has provided researchers, engireeihetwork designers with valuable
data on short and long term network behavior. AMR&asurement mesh has been used in
several studies ([32], [33], [34]) and it has supgd a new approach to network
measurement, where the net is densely coveredchi#gap and simple monitors. During
the project NLANR researchers have devised a paldos a new measurement protocol:
the IP Measurement Protocol (IPMP). [30], [35]

Since the NLANR project has ended and CAIDA hasodeuissioned most of the AMP
probes, there will be no more work done on theqatojHowever, some of the old AMP
probes might still be used in other CAIDA projed&il]

3.5.2 References and publications

In [36] the authors present the NLANR project’s Wetk Analysis Infrastructure which
includes the active measurement part (AMP). Haredesl. present detailed methods to
analyze the data gathered with NLANR AMP in [37]c@®tegor and Braun discuss and
explain the choices they had to make during the NRAAMP project to balance the cost
and quality of the collected data in [38].

3.6 Saturne

A more recent (started in 2003) and accurate erehtb measurement platform is
developed by the Saturne project which allows tieasarement of IPPM defined one-way
delay and packet loss metrics. This measurementopta differs from the previous
examples by being mainly located in Europe (Franitdjas some remote sites in Mexico
and South-Korea [39]. Saturne has been used toumee#ise performance of the French
experimental high speed network VTHD. It has alserbused to validate (or audit) the
DiffServ implementation on the VTHD network and t8eA negotiated by the VTHD.
One interesting property of the Saturne platfornihigt it enables the measurement of
different service classes. The Saturne architeagsudivided into four separate modules
but otherwise it follows the same principles asSlueveyor project:

e Timestamping module: uses GPS to gain accurategimmnd ALTQ/ADServ to
add DiffServ functionality.

* Emission module: generates the UDP probes.

e Capture module: Berkeley Packet Filter based modtieh receives and analyzes
the probe traffic flows.

« Data management module: processes and visualieesllected data.

All modules run in FreeBSD environment on normaskdep PCs. Data is stored in a
mysqgl database andRRDTool is used as the visualization tool. GPS receivaes a
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connected to the measurement nodes to provide aectimestamping and packet filters
are used to discard unwanted packets before thietp geser-space where they only slow
down the capturing process. All measuring devicesdstheir results to a central
repository by using a Remote Procedure Call (RP€)hanism.

The Saturne architecture is designed to be flexflleprobe emission and class of service
parameters are fully configurable meaning thatpheket sizes, sending rates and used
service classes can be selected to match the neéady measurement.

All the above information and the Saturne architextire presented in [40].

3.6.1 Results and future work

Probably the most notable result of the Saturngeptas the verification of the VTHD
network QoS policy. Also, the tests done on then3$+Rurasia Information Network
(TEIN) link prove that the connection between Feaad Korea has a low loss rate and
low one-way delay variation [41].

3.6.2 References and publications

Very little concerning the Saturne project can tentd from the Internet: there does not
seem to be too many papers that even mention ®atimn[40] Corral presents the

measurement architecture. The authors in [41] $egtrne for interoperability against

another active measurement platform and find tesystems interoperate. They also find
that the network connecting the two measurememasiructures has low loss and low
one-way delay variation.

3.7 Comparison between different projects

Table 2 gives a brief comparison of the presentejepts. L. Cottrell has done a more
detailed comparison of Internet active measurerpenécts and it is available at [42].

Table 2. Comparison between active measurement projects.

Project Location Metrics Synchronization Req. Resources
Saturne Europe One-way delay & loss GPS Heavyweight
Surveyor Worldwide | One-way delay & loss GPS Heavyweight

(mainly
USA)
PingER Worldwide RTT NTP Lightweight
NLANR Worldwide RTT NTP Lightweight
AMP (mainly
USA)
NIMI Worldwide One-way & loss,| None or NTP (seeg Lightweight
(mainly Traceroute, bulk transfgr[16] for details)
USA) throughput etc. (any type gf
test can be added as|a
module)
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3.8 Commercial performance measurement products

Several commercial performance monitoring prodacesavailable [43], [44], [45], [46].
Some products are based on software (agents)ahdiecinstalled on normal desktop PCs
while other use dedicated measurement hardwareU3DQT-50 and Brix Networks’
Brix Verifier Agent are examples of software measuent agents. Accedian Networks,
Prosilient, Brix and JDSU all offer hardware proli@sperformance measurement.

In this thesis Brix Networks’ Brix platform is bemmarked for measurement accuracy.
Only the hardware measurement probes are testéldeasoftware measurement agents
were not available for testing at the time of thissis.

3.9 Active application performance measurements

Active methods may be used to measure the enddopmrformance of different
applications. For example a web server’'s perforraacauld be measured by sending
probe packets from a host computer across someoriethe probe packets used in this
case would be normal TCP/IP-packets containing HT@@iests requesting a web page
from the server. By sending automated HTTP requbstéiost is able to measure the time
it takes for the server to respond to the requétiser possible statistics which can be
gathered from an HTTP active test include firstgpdgwnload time, first page response
time, total download time, redirect time and theawek latency.

Performance measurements can be done on virtuaylyapplication. The most common
active performance tests are done on such prot@oldTTP, VolIP, SQL, RSTP, DNS
and FTP since these are the most used technoldggpecially VoIP and IPTV tests have
become more and more common now that these tedaiaslare coming into widespread
use. Enterprises are testing their networks tchegetheir new VolP systems perform and
operators are testing their capabilities to offFV services for their customers.

3.10 Device performance testing

RFC 2544 (and RFC 1242) provides a standardizedhimearking methodology and
allows comparing of different vendors’ productsisas routers, switches etc. It specifies
a set of tests that produce measurement data #matbe compared with the results
produced by a different vendor’s product. Specitiests include throughput, frame loss,
latency and system recovery. All these tests ane dath active means i.e. probe traffic is
generated and the response of the device und€big3i) is recorded.

3.11 Active probing in network security

Active probing has a special place in computer aetvork security field as it is used to
find security vulnerabilities in networks and hogtsmust be noted here that the same
probing tools can, unfortunately, be used for nialis purposes).
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There are tools that can be used to scan portscadetect known vulnerabilities on host
computers. These tools can often identify softveare services running on hosts and also
detect the installed operating system(s) and dgcpatches. The operating system (OS)
detection (OS fingerprinting) is often based ondseg packets to different ports and
deducting the OS from the ports that are open.

Another way of fingerprinting OSs is to analyze tieactions of the target host's TCP
stack to different TCP packets. Some OSs can bwiigel from the initial TCP window
size alone [47], while others require a bit morphssticated approach such as interpreting
the slight variances in the TCP option fields. Wlmplementing their own versions of
the TCP stack, operating system developers follwitCP RFC (RFC793) and often see
it as a recommendation, thus their implementatiary slightly. These variations can be
used to detect and fingerprint an operating system.

The most well known free network security toolsttircorporate some kind of active
probing are listed below.

» XxProbe http://sourceforge.net/projects/xprope/
* hPing f@ttp://www.hping.orgy

e Nessuslfttp://www.nessus.ory/

* Nmap f@ttp://insecure.org/nmap/

A website fttp://sectools.org/index.htinlists other useful security tools some of which
include active probing components.

3.12 Layer 2 measurements

Measurement mechanisms and techniques on thedysk bre presented in this section.
Traditionally link layer measurement has been maijrbut now as Ethernet technologies
are being more widely deployed in the carrier levEthernet measurement and
troubleshooting tools are becoming more important.

3.12.1 Ethernet OAM

Operations, administration and maintenance (OAM9Jtquols for Ethernet provide
operators the same troubleshooting tools for E#tetimat they have been using on the IP
layer. These tools include Continuity Check, Linlade and Loopback Messages.

Continuity check (CC) messages are used as a heattsignal to detect connectivity
between two endpoints. Link trace messages aretedrace a path hop by hop between
two endpoints. This is the Ethernet equivalent tioe Traceroutetool on IP layer.
Loopback message functionality is similar to ICMIhg? Its function is to test for
connectivity between two endpoints. [48]
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3.12.2 UDLD

Unidirectional Link Detection (UDLD) is a Layer 2aohanism to detect unidirectional

Ethernet fiber or copper links but it can also defer example mis-wirings, interface and

media converter faults. A unidirectional link issauation where a normal bidirectional

Ethernet link loses it capability to either transimi receive data from the Ethernet port at
the other end of the link. This kind of fault caause different types of problems in a
network such as spanning-tree topology loops ofunetioning of other protocols.

UDLD monitors the physical configuration of the b= and detects whenever a
unidirectional link exists. In case UDLD detectsi@directional link, it shuts down the
affected port and creates an alert for the netwdrkinistrator. UDLD works with Layer 1
mechanisms to determine a link’s physical statud also to detect the existence of
physical and logical unidirectional connections.ténegotiation is one of these Layer 1
mechanisms: it takes care of physical signaling fauit detection at Layer 1. UDLD
performs mutual neighbor identification and neighlbcknowledgement on top of the
Logical Link Control (LLC) layer. This makes it pgble for UDLD to discover logical
one-way mis-communication between neighbors evenpghysical layer mechanism has
reported the communication to be bidirectional.

To be able to detect faults and mis-configuratiod.D uses two mechanisms. The first
mechanism is used to advertise a port’s identitth vello-packets and to learn the
identities of its neighbors. These identities agptkin a neighbor database for a defined
time interval (time-to-live, TTL) after which thegre considered old and removed. The
second mechanism periodically sends UDLD echo ngess#o its neighbors’ UDLD
enabled ports. If the packets are not echoed baekspecific time, the link is considered
unidirectional and the port is shut down. [49]

3.12.3 Link layer (physical) topology discovery

Several proprietary solutions to Layer 2-discov@yg. Cisco Discovery Protocol) exist.
These solutions are device manufacturer dependwhtda not work in heterogeneous
network environments. There are also some autontiatkc layer topology discovery
algorithms proposed by the research community [1]]. There has been some talk in
IEEE 802.1 working group to develop a physical togg discovery protocol [52] but
nothing has been standardized yet.

3.13 Measurements on Layer 2+ to Layer 4

In this section some well known Layer 2+, Layer 18l d.ayer 4 active measurement
mechanisms are presented. The list includes meshanbuilt into routing hardware,
measurement tools developed by the research cortynand general measurement
techniques. Note that here the term “Layer 2+” nsgiat the mechanism or technique is
on top of Layer 2 but not on Layer 3 (e.g. MPLS).

The mechanisms and methods are presented in sdeh thiat lower layer methods are
presented first.
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3.13.1 MPLS/LSP-Ping

LSP-Ping [53] is intended as a diagnostic tool dperators to isolate faults in MPLS
networks and especially to detect synchronizatiamblems between the data and control
planes. It works in two modeging mode andtraceroute mode. These two modes
correspond to the ICMBIng andtraceroutetools used in IP networks for connectivity
tests ping), path tracing and fault isolatiotrgcerouts.

LSP-Ping’s main use is to verify that packets bgiog to a certain FEC really go through
the path that they are supposed to. This is dorseehgling an MPLS Echo Request packet
through the same path as all the other packets:geelg to this FEC. In ping mode the
echo request packets are forwarded just like ahgrgbacket in the FEC and once they
reach the egress router they are sent to the ¢qitnoe of the egress router. The control
plane checks if the egress router is actually tiress point for the packet’s FEC. In the
traceroutemode the echo packets are sent to the controkmferach LSR along the path
to see if the LSR is a valid transit LSR for theket's intended path. Transit LSRs return
information that can be used to check if the fodirag on the router matches what the
routing protocols determined as the path for tlasket (control plane check against the
data plane).

MPLS echo request packets are routed based oraltleé dtack so the IP address of the
receiving end is never used in the forwarding denisThis means that the sender of the
echo request packet does not have to know thedRessl of the egress router. To prevent
packets from causing confusion in the network isecaf LSP failure, the destination IP
address should be selected from the 127/8 addaege r(internal host loopback address,
localhos) [54]. This way the packets that happen to drop foam the LSP are not IP
forwarded but are silently discarded instead [55].

3.13.2 Juniper Real-time Performance Monitor (RPM)

RPM [56] is an active measurement mechanism bottt Juniper routers to actively

monitor the performance of network paths betweea tw more Juniper devices. By

sending a constant flow of probes routers can roofor example the level of delay inside
a VPN. Main use for RPM is performance monitorimgLayers 3 and 4 and it can also be
used to generate SNMP traps on SLA violationsf@&axample if the delay level inside a

VPN rises above some predetermined value, theaam @& generated. Alarm generating
thresholds can be configured so that the monitoand analysis of the measurement
results are simplified. All results can be direaiged from the CLI, fetched via SNMP or
exported to external network management application

RPM supports RFC 2925 MIB (Management Informati@s® with extensions. The RFC
defines a MIB for performing remote pintgacerouteand IP or DNS lookup operations at
remote hosts meaning that a Juniper router cansbeéd to initiate one of the mentioned
operations on another Juniper router.
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The following types of probes are supported by RRith Differentiated Services Code
Point (DSCP) marking:

e ICMP Echo

e ICMP Timestamp
e HTTP Get
 UDP Echo

¢ TCP Connection

The probe packets can be given a priority over leggiata packets on input interfaces in
which case the probes can reach their destinatien & there is congestion. Such results
as minimum, maximum and average round-trip timeT RiElay variation and standard
deviation, number of probes sent and percentagstfprobes are produced by the
probes.

3.13.3 Cisco Service Assurance Agent / 10S IP Service Level

Agreements
Formerly known as the Service Assurance Agent (S#)Cisco I0S IP SLAs [57] is
much like its Juniper counterpart RPM. It is a buil feature of the Cisco IOS devices
allowing active probing and thus active monitorifi¢pe probes have several configurable
options such as UDP/TCP port numbers, ToS fieldF\i&tance, source and destination
IP addresses and web URL. Since IP SLAs is Lay&gasport independent it can be
configured to run end-to-end over a heterogeneetsark.

IP SLAs allow the collection of the following perfoance metrics:

¢ One-way delay

¢ Round-trip delay

* Delay variation

» Packet loss

» Packet ordering

* Voice quality scoring

* Network resource availability
» Application performance

» Server response time

The data collected by the probes can be accesaddlvior SNMP MIBs and it can be
used by third party performance monitoring appiarz.

3.13.4 Active network layer topology discovery

With the speed networks are growing and changim@ytogetting a clear picture of a
network’s topology is becoming more and more difitic Topology information is
valuable for network resource managers and admatiss planning server placements.
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Researchers also need topology information to sitauhetworks. Different tools and
methods have been proposed for active network eggyadliscovery [58], [59], [60]. Most
of these tools are based on SNMRraceroutelike methods (sending hop-limited packets
to a destination address and waiting for an ICMBsage indicating IP TTL expiration).

3.13.5 Reachability / Ping

One of the most basic active network measuremeresting if a certain host is reachable
(available). This can be done easily by sendingGiMP echo_reques{ICMP Type 8)
packet to the target host which then elicits an Fodho_responsé’he most well known
reachability testing tool is thping tool originally written by Mike Muuss in 1983. Its
usefulness and simplicity has allowed it to riseatstatus where it is built in to nearly
every operating system. In addition to measuriragchability ping can also be used to
estimate (measure) round-trip delay and packet-loss

Even ping has its problems. Many ISPs have begun to fillegr ICMP echo requests
because of growing number of Internet worms uslvegn to search for potential targets.
Also, some hosts do not reply to echo requestauipgse to hide their presence. These
facts diminish the usefulness of tpeng tool, but most of the time it still is the most
valuable tool a network engineer has when perfagrioubleshooting.

3.13.6 Route discovery / Traceroute

Finding out what route a packet takes on its wapugh a network can be done by
exploiting the time-to-live (TTL) field of the IPdader. The TTL field on an IP packet is
decremented every time the packet is processedroytar. When the TTL counter of an
IP packet reaches zero, the packet is droppedmht@MP TTL Expired—message is sent
back to the sender. By sending packets with inangaETL fields (starting from 1) each
router on the path can be elicited to send an atipir message thus all routers can be
identified. The method described here was firstdusethe famoudraceroute program
written by Van Jacobson [61]. Known problems existthe traceroute method as
presented by Vern Paxson in [62]:

« The method assumes that all intermediate routerd E&MP messages while this
Is not true in all cases as some routers are ameftgnot to send or reply to ICMP
messages because of security concerns

e Layer 2 devices are transparent to the methodchkest and different link layer
technologies cannot be discovered vitdteroute

Thetraceroutetool is similar to thging tool in its popularity as it is built in to most the

current operating systems. Unfortunately, it ssffeven more thaping from the filtering

issues since not all routers reply to ICMP messag#éentraceroutereturns only the first
few routers on the path.
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3.13.7 Path MTU discovery

The largest packet size that can be sent on takawithout fragmenting the packet is
called the Maximum Transmission Unit (MTU). An drhry path between two nodes in a
network may have links that have different MTUse®mallest MTU on the path between
these two nodes is the Path MTU (PMTU). When sentiinge amounts of data across a
network it is efficient to use the largest MTU pbss, using a smaller packet size would
waste resources. RFC 1191 [63] defines one ICMPechaBath MTU discovery
mechanism. This mechanism has several problemdweinecdiscussed in RFC 2923 [64].

The mechanism defined in RFC 1191 uses the IP hedden’t Fragmentbit to discover
the PMTU of a path. A source node first assumesttt@PMTU is the MTU of the first
hop. With the DF bit set in every packet, the netigts to send traffic to the destination
node. If a router on the path notices that thegtata cannot be sent to a next hop without
fragmentation, the router drops the packet and sandICMP Destination Unreachable
message with the code “fragmentation needed anddDFoack to the source node [65].
When a source node receives these messages, matidally reduces the size of the
packets and thus the PMTU until it receives no nesrer messages. However, the source
must never reduce its PMTU estimate below 68 ocsatse, according to RFC 791, every
router must be able to send packets of 68 bytdwwitfragmenting them. [63]

Increases in the PMTU can be detected by periddisainding packets with increased
PMTU (e.g. by setting the PMTU back to the MTU loé ffirst hop). Since this will most

likely result in more of above mentioned ICMP meggsa it is recommended that the
testing is done infrequently. Decreases of the PNiféJdetected by ICMP “fragmentation
needed and DF set” messages.

3.13.8 Available bandwidth measurement methods and tools

Some applications benefit from knowing the amoudrtandwidth available on a network

path so that they can adapt their sending rateshace the bandwidth more fairly. Such
applications include multimedia content adaptatitynamic server selection, peer-to-peer
applications and congestion control transports.deag (or rather, estimating) available
bandwidth with active probing is required whenralliters along a network path are not
controlled by the measurer (passive measuremefiogecannot be used).

When measuring available bandwidth by probing,ustrbe noted that all current methods
merely give approximations of the current bandwiddage of a path. The available
methods used are not very accurate especially whed to measure high bandwidth links

[6].

There are four major techniques that are used ve@stimating available bandwidth. A
brief overview of these techniques is given henetome thorough review can be found for
example in [6].

1. Variable Packet Size (VPS) technique attemptsstonate the capacity of each link
(hop) along a path. VPS does this by sending @iffesized probe packets from the source
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node to all nodes along the path and measurindgRIiE to each hop as a function of
packet size. The inverse of the RTT vs. packet slizge is the capacity estimate of a hop.
The minimum of all link capacity estimates is thel¢o-end path capacity. This method
was first used by Bellovin [66] in 1992 and latgr\h. Jacobson in thpathchartool [67].

It was later used in such tools@knk andPchar[68], [69].

2. Packet Pair/Train Dispersion (PPTD) [6] technigegneates the end-to-end capacity of
a path. It does this by sending multiple identigalterms of size) packets back-to-back
and by measuring the dispersion of the packetseateiceiver side. The narrow link on the
path causes an increase in the dispersion of tbkefsm This increase can be used to
estimate the capacity of the narrow link. The ddfece in packet pair and packet train
techniques is that the latter uses multiple packétde the former uses only a pair of
packets. The dispersion of a packet train (or paithe time measured from the last bit of
the first packet to the last bit of the last pacl&ich tools abprobe, nettimer, pathrate
andsprobeimplement the PPTD methodology [70], [71], [72]3]7

3. Self-Loading Periodic Streams (SLOPS) techniqu8g] [heasures the end-to-end
available bandwidth of a path. The operating pplecis to send sequences of equal sized
packets at an increasing rate and to monitor tleevesy delay variations experienced by
the packets. An increase in delay indicates cormagesh the path’s tight link. SLOPS uses
an iterative binary search -like method to find tyimal sending rate i.e. the rate that
does not cause queuing and yet is able to fullizatihe path’s available bandwidth.

4. Trains of Packet Pairs (TOPP) [74] is another endrid available bandwidth
measuring technique. The TOPP method is much likeSLOPS method but instead of
just estimating the available bandwidth it is addde to estimate the tight link on the path.
TOPP adjusts its sending rate linearly.

Pathload, pathChirmandIGI are tools that use either the SLOPS or the TOPfRadeo
measure the end-to-end available bandwidth [7%]. [Comparative analyses of available
bandwidth measurement tools and methodologiesrasepted in [1], [77].

Lai and Baker present a hybrid technique calbedket tailgatingin [71]. Tailgating
combines VPS and packet pair techniques to mediserend-to-end capacity of a path in
two phases. The first phase, called the sigma phmasasures the characteristics of the
whole path, while the second phase, called thegatmg phase, measures the
characteristics of each hop individually.

The idea in tailgating is to send a large packailg@ted) followed by a small packet
(tailgater) for each link on the path. The largechet's Time to Live (TTL) is set to

expire on the link under measurement. The smaflekgt will continuously queue behind
the larger packet until the larger packet's TTL iex in which case the tailgater will

continue to destination without queuing thus capguthe important timing information. It

is assumed that the larger packet will not be gdewdile the smaller packet is always
queued after the larger one.
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Packet tailgating is less intrusive than the presip mentioned techniques. STAB is a
lightweight tool that combines self-induced congestpacket tailgating and packet chirps
to measure and locate tight links. [78]

3.13.9 Bulk transfer capacity

IPerf, TRenoand Cap tools implement the BTC measurement methodolo®y, [[B0],
[81]. IPerf measures BTC by establishing a TCP connectionselected host and trying
to send data as fast as possible. It uses the Th@fementation of the underlying
operating system (e.g. Windows, LinuX)Renotool emulates TCP by using low TTL
UDP or ICMP Echo packets: probe packets elicit THXpired ICMP packets from the
receiving host thus simulating TCP ACKZapalso uses UDP packets to emulate TCP but
instead of using ICMP to simulate ACKs, it sendsRJPackets from the receiving end
every time it receives a packet.

TReno is a non-cooperative tool meaning that isdu# require software to be installed to
the receiving end. IPerf and Cap are both cooperatius they require software to be
installed on both ends of the measurement.

3.13.10 IPMP

The Internet Protocol Measurement Protocol (IPMPa proposition to create a protocol
that is designed purely for active network measr@s) The protocol is basically an echo
protocol allowing routers to participate in the m@@ment by inserting path information
in the probe packets. IPMP can be used to measwrevay and round-trip delay, packet
loss and one-way path length. [35]

IPMP is still in development phase and in the gast years there has not been any
notable progress.

3.13.11 OWAMP

One Way Active Measurement Protocol (OWAMP) definedRFC 4656 [82] aims to
provide an interoperable high precision mechanisméasure one-way delay in Internet
environment. OWAMP has been designed with secumitynind: the protocol traffic is
hard to detect (plain UDP packets) and manipulabéchv makes it more difficult for
others to interfere with the measurements. Teffidrean be encrypted which makes it
impossible for attackers to alter the timestampsetectably. Authentication is also
supported by adding an HMAC (a keyed Hash Messagghehtication Code) code to
control messages.

The OWAMP architecture is separated to differetggan order for to it be more flexible.
Five roles are defined in the RFC:

» Session-Sender: the sending host of the test sessio
» Session-Receiver: the receiving host of the testisa.
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e Server: manages the test sessions, configuresepsiesa states in the session
endpoints, and returns the results of a test sessio

» Control-Client: initiates requests for test sessjdriggers the start or termination
of test sessions.

* Fetch-Client: initiates requests to fetch the rssod completed test sessions.

OWAMP- Control

Host B

Server
Session-Receiver

Control-Client
Fetch-Client
Session-Sender

OWAMP- Test

Figure 9. An example of a simple OWAMP test setup whereaewotes are played by
one end host.

Figure 9 shows a simple example of how a test cbaldet up. Host A plays the roles of a
control-client, fetch-client and session-senderijevHost B acts as a server and a session-
receiver. This way there is no need for other d=vito take part in the measurement
except for the two endpoints.

The OWAMP protocol is divided into two separatetpdprotocols): the control part and
the test part. The control protocol, layered ovEPT controls the test sessions and it can
be used to initiate, start or stop a session dettth test results from the test receiver. The
test protocol, layered over UDP, handles the sendintest packets between the sender
and receiver using the IP addresses and port nsmiegotiated during the session
initialization.

The principle of operation in OWAMP is simple: ttest packets are sent from the sender
to the receiver and the packets’ timestamps (seddreceive times), sequence numbers
and TTLs are recorded on arrival.

As OWAMP measures the one-way delay by compariegtithestamps on the sender’s
and receiver’s end, it is clear that the clockbath the sender and the receiver have to be
synchronized.

Two implementations of OWAMP have been made to:daternet2’'s OWAMP [83] and
J-OWAMP [84]. The developers of J-OWAMP report ss=ful testing of interoperability
of these two implementations in [85].

3.13.12 TWAMP

While OWAMP is aimed at measuring one-way delayTh-way Active Measurement
Protocol (TWAMP) adds two-way or round-trip measuoeat capabilities to the OWAMP
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methodology and architecture. TWAMP also consistsmo inter-related protocols: the
control and test protocols. The TWAMP protocoltif ;1 draft status [86].

The TWAMP architecture is similar to OWAMP'’s butttvisome exceptions. The Session-
Receiver is replaced by the Session-Reflector wisidapable of creating and sending test
packets when it receives test packets from a Ses&eoader. Unlike the Session-Receiver
it does not collect any information from the teatkets as round-trip delay information is

available only after the reflected test packet hasn received by the Session-Sender.
Another exception is that the Server component doéhave the capability to return the

results of a test session as the Session-Refl@awassociated with does not collect any
results. Consequently, this means that there 3eal for a Fetch-Client and thus it does
not exists in the TWAMP architecture.

Again, one host can play one or more of the rofes.example of a minimal setup is
presented in the figure below (Figure 10) wheretHosnitiates the measurement and
Host B reflects the received test packets.

TWAMP- Control

Host A || Host B

Server
Session-Reflector

Control-Client
Session-Sender

TWAMP- Test

Figure 10. A simple example of a TWAMP test setup where ptautibles are played by
one entity.

The TWAMP Internet draft specifies also a lightegrsion of TWAMP called the
TWAMP Light. In this simpler version of TWAMP theles of Server, Control-Client and
Session Sender are performed by the sending hdgharrole of Session-Reflector by the
responding host thus there is no need for the TWASgftrol protocol.

The Control-Client establishes a test session thighServer through non-standard means
since they are located on the same host (this ntfenaot yet been defined to date by the
working group). Once the session is establishesl sénder starts to send test packets to
the responder who then reflects them back so Heasénder can collect round-trip time
data.

Brix Networks have announced [87] that they havedenan implementation of the
TWAMP draft and successfully tested it with anothmeplementation by Allied Telesyn.
According to the driving force behind the TWAMP pmct, Kaynam Hedayat from Brix
Networks, there are also other parties develogieg tmplementations of TWAMP.
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3.14 BFD-protocol

The goal of Bidirectional Forwarding Detection (BFprotocol is to test for path failures
between any two adjacent network nodes’ forwardingines. BFD works independently
of media, data protocols and routing protocols. theo of its goals is to provide liveness
detection over any media and at any protocol laydrout the need of multiple methods.
[88]

3.14.1 Operating modes

BFD can be used in two different operating modsgnehronous and demand modes. In
the former mode, which is the primary mode, BFDtoanpackets are periodically sent
between the two systems. If a system stops regepatkets for a certain time, the path,
or some part of the path, is assumed failed. Tlaig BFD is very similar to IGP HELLO-
protocols.

In the latter operating mode, it is assumed thatsiystems verify the connectivity to the
other system by some other means (e.g. by receixafitc from the remote system). The
systems stop sending control packets after the B&€3ion is established and only send
packets when they feel there is an explicit needetafy the connectivity (e.g. after a
period of silence between two systems).

BFD has a third optional operation mode that camiged with the two modes mentioned
above. This third mode is known as the Echo functibhe echo function forces the
remote system to loop back all the BDF echo packes by a system thus exercising the
entire forwarding path in the remote system. Bingighe Echo function the rate of
control packets can be reduced in asynchronous modgiminated completely in the
demand mode. This is because the Echo functioandlimg the task of detection.

3.14.2 Applications for BFD

Since BFD can be run on any protocol layer, theasgits of a session break down is in
context of the protocol used to encapsulate the B&Ekets. For example the breakdown
of a BFD-over-IP session implies an IGP neighbdurfa (IGP neighborhood should be
removed) and the breakdown of a BDF-over-Etheragsisn implies a switch failure [89].

BFD can be used in one-hop or multi-hop situati@g, [91] and it can also be used to
detect MPLS LSP data plane failures [92]. This nsedémat BFD sessions can be
established over direct physical links, virtualkuaits, tunnels, LSPs or even OSPF virtual
links. A separate BFD session has to be set ugdadhn individual protocol or link between

two systems.

BFD can be used to complement MPLS LSP-Ping fdefagetection of MPLS data plane
failures. While LSP-Ping is somewhat heavy on thetiol plane processors, BFD packet
processing is relatively lighter and more suitabler hardware or firmware

implementations. Since BFD is lighter it means thatan support fault detection for
greater number of LSPs. Also, BFD is designed tteadefaults with sub-second
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granularity thus it is faster than LSP-Ping‘s d&tettimes which are counted in seconds.
Considering the following advantages BFD has it rbayuseful to use BFD to replace
LSP-Ping’'s data plane failure detection. BFD and48ng used in conjunction will work
the following way:

* LSP-Ping is used for boot-strapping the BDF session

* BFD is used to exchange fault detection packetiseatequired detection interval

» LSP-Ping is used to periodically verify the contptdne against the data plane by
re-synchronizing the MPLS LSP and FEC mappings

All this is presented in an Internet draft by R.gagwal and K. Kompella [92].

3.15 IPPM spatial composition

End-to-end measurement can in some cases be irblgogsi instance when the entire
network path is not under the measurer’s contraherdifferent administrative domains
along the path use different measurement toolsmethods or conflicting policies. In
these situations spatial composition can be useful.

Defined by IPPM [93] spatial composition is basedtlee idea that measurements of the
sub-paths can be combined so that the result ésintlae properties of the complete path.
Figure 11 shows a possible scenario of a measutewlggre the network path crosses
three independent domains. Each domain measuregethg from its ingress node to its
egress. Delay across each sub-path is measurdu lpmain’s owner and the results are
concatenated to get an estimate of the delay otdneplete network path. This method
clearly has its weaknesses and inaccuracies balsit has some benefits. These are
discussed in the following sections.

delayz
delay; delay3
f_/%
/_/—\ Sub- path)<\/\\ —
L an —= & —= JEBLELPEEEEEPPREPEEE ._@{.?} -------
........ Domain3—
etWOFk path ...........................
Domain2

Host B

Figure 11.Spatial composition.

The following formula gives the approximate deldyametwork path composed nfsub-
paths:

Dtotal = Z Dn ’ (10)
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wherek is the number of sub-pathB,, the delay of a sub-path am¥,, the combined
delay of all sub-paths. IPPM has defined spatiahmosition metrics also for packet loss
and delay variation.

3.15.1 Justification

It may sometimes be more practical to run only feell placed measurements between
the edges of a domain rather than to run a largeuatmof measurements across the
domain. For example, a service provider whose Wieonstantly run measurements to
determine their quality of service across the pitews network could benefit from
running a measurement between its edge routersreBudts from the measurement could
be used by all the clients so that they would raehto run their own measurements.

3.15.2 Accuracy and sources of error

Since the inter-domain measurement packets havesirce and destination addresses
set to those of the domain’s edge routers instéddeoaddresses of the complete path’s
source and destination, the packets may actuaNtma different route across the domain.
This may cause the results to differ from the rssghined by measuring the complete
path.

3.15.3 Spatial decomposition

The opposite of spatial composition is spatial dggosition. The idea is to measure a
complete path and then try to deduce how much salfpath contributed to the result of
the measurement. For example, when measuring @é¢laycomplete network path, the
delay of a sub-path can be estimated by usingadlcompaosition.
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Chapter 4

Active measurement challenges

Active network measurements face several challedgethis chapter some of the major
challenges are presented and discussed. The funtimeestions are: how many probes
are needed to accurately measure delay or pacget What is the time required for an
accurate measurement, and how accurate the cumeasurement methods really are?
Active probing can overload the network causinggestion especially when there already
is a high load on the network. This is a problencdose usually the most accurate
performance measurements are needed when the kestoghly loaded.

4.1 Measurement protocols

UDP, TCP and ICMP protocols were not designed tadasl for measurements so they do
not suit well for the modern Internet. New protachhve been proposed for this purpose.
Such protocols are the Internet Protocol MeasurérRestocol (IPMP), One-way Active
Measurement Protocol (OWAMP) and Two-way Active B@@ment Protocol
(TWAMP). These new protocols are mainly used fottisg up and controlling
measurement sessions and use UDP or other “oldtoqois to carry the actual
measurement traffic.

4.2 Sampling

The discrete sampling nature of probing is probdhly active measurement’'s greatest
problem. By probing a network, one can only santpéestate of the network. Selecting
the interval at which the probe packets are sentht® network is important: the

characteristics of the sampling process affect #ueuracy of the measurement.
Traditionally probes have been sent with Poissodutaded intervals according to the
well known PASTA principle (Poisson Arrivals SeanE Averages) [94], but some recent
work questions the usefulness of PASTA. In [95]dléhors claim that Poisson probing is
rarely required and propose an alternative defmulprobes and probing patterns. The
IPPM framework [5] suggests the use of PASTA fotelnet measurements but also
comments that there are situations where otherepadadiributions may be better.
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4.3 End-to-end measurements on IP layer

Some mechanisms and devices used in IP-networke makore difficult for researchers

and network administrators to perform active measients. Generally, all proxy services
and other similar mechanisms which sever the erahtblP-layer connection between the
end hosts running a measurement, cause problems:pyggies and IP-IP gateways are
good examples of such mechanisms. A concrete exanfipthe problem created by losing
the end-to-end connection on the IP-layer is preskibelow.

Using an active measurement to monitor the perfoomaf a VolIP call going through an
IP-IP gateway somewhere along the route from thierceo the callee is problematic.

When an IP-IP gateway is used, it breaks the erefitbIP path making it impossible to
measure the call's performance using the normal RTReal-Time Control Protocol)

statistics. A VoIP call uses RTP (Real-time Tramspwotocol) to transfer the voice data
over a network and RTCP can be used to transfeofelbdnd control information, such as
the number of lost packets and delay variationgdpced by the RTP session.

A gateway connecting networks of two operators paform transcoding between VolP
codecs (e.g. conversion from G.711 to G.729) tluimgas a Session Border Controller
(SBC). This requires that the call initiated by Hés(in Figure 12) is terminated in the
gateway and then in turn initiated by the gateway i@rminated by the Host B (who is the
original called party). As the gateway breaks tbanection between the caller and the
callee, the RTCP connection between the end hofioken at the same time and the end-
to-end statistics are lost.

Border between two operators

VoIP traffic

Figure 12. Measuring the one-way delay of a VoIP call is peotatic when an end-to-
end IP-layer connection is broken into parts by onenore IP-IP-gateways.

To circumvent the problem of measuring end-to-eedgomance of a “broken” IP-path,
only a few solutions have been proposed. Spatiaposition may work in simple cases
where there is only one gateway (or a few) betwikerhosts. RTCP statistics from host A
to gateway and from gateway to Host B can be coetbito get an estimate of the
complete path’s properties. Especially in largaxvoek environments where there can be
several gateways on the path from A to B spatiatasition will not solve the problem
as it gets too impractical to be used. A solutibattis open, standards-based, does not
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require any changes in the existing devices, amd dot rely on vendor implementations
has to be found.

One such solution could be to insert a timestamgdse of one-way delay measurement)
in the payload data of the RTP packet since ihésdnly part of a VolP data packet that
remains the same when an SBC is placed on the Paithapproach gets more difficult if
transcoding is performed to the voice stream someesvhlong the path since it will most
likely scramble the timestamp so that the inforovais uninterpretable once it reaches the
receiving end. In this case the timestamp has tesdlected is such a way that the
transcoding does not affect it. One way could beFtwrier transform the selected
timestamp at Host A and then take an inverse toamsftion of the data on Host B. This
way the transcoding process should not affectithestamp.

4.4 Measuring packet loss

Packet loss can have a substantial impact on deiméeanet protocols and applications.

TCP suffers from packet loss since it temporarigpd its sending rate if a packet is lost.
Although TCP interprets the lost packet as a sifjnomgestion there might be another
reason for the packet to be lost e.g. a randorarkor on the physical layer. Another issue
with TCP-connections is that while they suffer froata packet loss, they can also suffer
from the loss of TCP Acknowledgement packets (AGHS).

Real-time media applications using UDP do not suffem single lost packets as the
packets usually contain only a very small portiéthe total video or audio stream. Also,
UDP protocol does not suffer from ACK losses asph&ocol is connectionless. When
packet loss rate becomes higher, it starts to tafflso streaming media making a video
stream garbled. A packet loss of only 1 % can figantly reduce the quality of a VolP
call. A lost route advertisement message will eaasetwork to converge slower because
the lost packet has to be re-sent and there mignt be a timer that has to expire before it
can be done.

Several things have to be considered when measpaickget loss:

« When can a packet be declared to be lost?
* What is the sufficient length of a packet loss measnent?
« How many probes are required for an accurate meamsnt?

If we consider packet delay distribution in Figut8 we can see that the tail of the
distribution graph is long. As the tail can, inding be infinitely long there is a need to
specify some bound to what the delay can be befgacket is considered to be lost. The
delay bound depends on the application e.qg. in B \application it is usually better to
discard a single late packet than to stop playiegaudio stream while waiting for it. A
large file transfer on the other hand can affordvent for a single packet a bit longer
before re-sending it because the file (usually)ncaiibe used before all the data packets
have arrived to the destination. This way the nemredoes not suffer from waiting for a
single packet as it can transfer the other remgipickets while waiting for the missing
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one (that is unless the late packet is not ond@fdst packets in which case the transfer
cannot be completed before the packet arrivestauglthe file cannot be used).

Delay Distribution
10 T T

I
[ Ipelay
oF ——rit |

Density
(9]
T
I

Packet loss bound

Delay

Figure 13.An example of a delay distribution.

With real-time applications it can be said thataaket should be declared lost when it
arrives too late to have any use. This is true figa video stream packet that arrives
several seconds after the frame to which the packiata belongs to has been shown on
the receiver’s screen. The bound after which a gaskdeclared lost should be set in such
a way that waiting for a late packet does not cauperformance drop for the application

waiting for it e.g. the real-time media stream doespause while waiting for a late single

packet.

Finding the optimal length for a packet loss measent requires making compromises.
A measurement that is long enough to be accuratsually too impractical. On the other
hand short measurements produce results that areeme near the accuracy required for
the measurement to give any useful data on thegpéass properties of a network.

Measuring a highly loaded network is difficult to dccurately. If the links on the network
path are already near saturation, the probe pasketsto measure packet loss can be the
straw that breaks the camel’'s back. Unfortunatélg situation when the network is
already highly loaded is often the situation whie@ tnost accurate results are needed. On
the other hand measuring a network that has a tad land thus low packet loss
probability, the measurement is also difficult.[86] the authors claim that low packet
loss probabilities may even be immeasurable witivatneans.

4.5 Measuring available bandwidth

Intrusiveness of some bandwidth estimation toofshm considered a problem. Especially
BTC measurement tools are intrusive as they usallujhe available bandwidth on the
network path they are measuring. Packet pair teci@si cause short traffic bursts at high
rates, but their average probing load on the ndtwgolow. [6]
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Many of the more sophisticated bandwidth measuréneshniques, such as the packet-
pair method, give accurate results in only undetage conditions. Some tools can be used
without the need of administering both the souncé destination nodes. Other methods
rely on accurate timing on both ends of the measeant path and this often means that
tester needs some control over the destination Rasket pair techniques usually require
that measurement software is running on both ehtteeanetwork path.

Some mechanisms, such as VPS probing, use ICMieseid gather delay data from
routers along the measured path. This is a prollecause (as mentioned before) ICMP
messages are often not processed with the saméypas normal traffic and this way the
resulting measurements are inaccurate. One goamp&aof this is theraceroutetool
which rarely displays the complete path if run kesgw two hosts connected via Internet.

In addition to the ICMP problem, VPS probing mettsudfers from a problem that may
cause it to severely underestimate the availabpaaty of a path. The VPS method
assumes that each hop of a path adds to the onedelay of a probe packet by a
serialization latency, which can be calculatedh&sratio of the probe size over the hop’s
capacity. Layer 2 devices do not send the ICMP Tiixeeeded messages required for the
VPS method to calculate the capacity estimate they add serialization delays that are
not visible to the VPS method. This leads to th&S\fRethod underestimating the capacity
of a hop. [97]

Cross traffic is a problem for packet-pair methotlse selection of the probe size can
affect the amount of error caused by cross tratfarger probe size leads to wider gaps
between probes. The longer the time between twoesso/e probe packets the greater the
possibility that a cross traffic arrives at a rouietween the two probes and interferes with
the measurement. On the other hand, if the packetiy small the results are often

overestimated. [98]

Packet tailgating method avoids the need of usBlglR messages but it still produces
inaccurate results possibly because small errotmknestimation accumulate along the
measurement path. It is unable to measure a vestylifk after a very slow link and
gueuing anywhere along the path disrupts the measants of all links on the path. [71]

4.6 Measuring delay

Packet delay measurements play an important rolenwhaking network’s capacity
planning decisions, tuning applications and detgctiaults in networks. Delay of a
network path or a link can be measured by eithssipaly monitoring packets traveling
the path (link) or by creating active traffic oretpath (link). Passive monitoring requires
that a packet is recognized and captured in botip@nts (e.g. customer’s CE routers
monitor a flow of packets between two VPN sitesgtie probing creates a stream of
packets that are timestamped at both ends (e.giraopsynchronized hosts send UDP
packets).
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4.6.1 Timestamping and synchronization

Delay measurements are based on comparing timestafest packets. Timestamping
means that the exact time the packet arrives (part®) is recorded and attached to the
packet. If packets are timestamped on departurearatrival, then these two timestamps
can be compared to calculate the time it takegHerpacket to travel from the source to
the destination. The resulting time difference atled themeasured delayin case the
clocks in both endpoints are perfectly synchronifdtkeoretical situation), then the
measured delais thetrue delay [99]

When making network traffic traces, timestampingvarg packets allows correlating an
arriving packet with other arriving packets thusking it possible to calculate several
performance metrics such as delay, delay variatapmlication performance and flow
throughput. In multipoint measurements it is es@ciimportant to have as accurate
timestamps as possible so that a packet’'s patlughréhe network can be traced and
different events in the network can be correlated.

Since delay (and delay variation) measurementdased on the difference between the
time the packet was sent and the time the packstreeeived, it is important that the
clocks of both endpoints are synchronized. On tsddygh speed network this is
becoming more and more challenging as the packetgeaon interfaces on ever
increasing frequency. This means that the clock&hercapturing devices need to have an
increasingly better resolution.

Assuming that the delay measurements are madesovee arbitrary network path (e.qg.
Internet) there are three well known methods akikeléor endpoint synchronization:

- GPS
- CDMA
« NTP

All these methods use an outside time source taigiesynchronization for the endpoints.
Above mentioned methods are discussed in morel deiaiv.

46.2 GPS

The Global Positioning System (GPS) is a globatlbeg navigation system which allows
a GPS receiver to accurately determine its locatiopwhere on Earth. While the GPS
system is mainly used for positioning, it can disoused in telecommunications because
the system provides an accurate time reference: SaRflites have atomic clocks which
are extremely precise. [100]

GPS receivers suitable for synchronizing usuallipoua PPS-signal (Pulse per Second)
which can be used to discipline the system clockateery high degree of precision
(typically less than 1Qs). A PPS signal is a series of pulses each palg@dnlogical true
and logical false phases. PPS-signal level is érgd every time the UTC-second changes.
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The only problem with GPS synchronization is th&S&receivers require a view-of-the-
sky antenna. This means that hosts located deefeibsildings require a lot of cabling
and the antenna has to be installed on roof-top.

4.6.3 CDMA

Some cellular telephone networks can be used tadea@ccurate GPS based timing. All
base stations in Code Division Multiple Access (CBMbased cellular telephone
networks have at least one GPS receiver instak®duse CDMA requires that the base
station’s transmissions are synchronized withimiiroseconds. The GPS receivers can
be used indirectly by the CDMA receivers since @i#gMA base stations work as GPS
repeaters. CDMA based time receivers have an aalgardver GPS time receivers in that
the CDMA signal is often available indoors so theseno need to do costly roof-top
antenna installations.

4.6.4 NTP

The Network Time Protocol’'s [101] function is tosttibute time information between
clients and servers in large networks. NTP is basea hierarchical architecture where
higher stratum time servers are used as time referfor lower stratum servers. Figure 14

depicts this service.
Satellite % ,

GPS Antenna

Stratum 3

Figure 14.NTP server hierarchy.

The GPS receiver works as a reference clock (tstrad server”) for the stratum 1 NTP
server. Other possible reference clocks includenitaclocks or radio receivers. All
servers using a stratum 1 server as their timeaaete become stratum 2 servers and
servers using stratum 2 servers become stratumd3sanon. The time information
propagates down the hierarchy to the end-usershimas following a simple client-server
model where the client’s clock is adjusted accaydio the time on the higher stratum
server (also peer-to-peer and broadcast modelsberredefined).

4.6.5 Accuracy of delay measurements

There are several things that can cause error @ertainty to delay measurements one of
which is clocks and timing in general but the ussethanisms themselves usually cause
the most significant errors.
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Asymmetric paths can also cause problems when megsdelay. One cannot simply
divide a round-trip time by two to get the delagrr A to B and from B to A. The path
from A to B can be very different from the pathrifr® to A thus the delay experienced by
the probes is not necessarily the same.

The type of probe packet used in a measurement brusiarefully selected. Different
types of packets receive different kind of seniicgouters along the network path. For
example, if ICMP-packets are used to measure delagre is a danger that the
measurement overestimates the delay because ICbhbKetpaare often given a lower
priority in routers than ‘normal’ traffic (i.e. TCéd UDP).

The size of the probe packet can also affect theeydexperienced by the probes. Selecting
the size of the probe packet must be done carefullya highly loaded path 64 byte probes
will surely produce different results than 1500ébgtobes.

4.6.6 Error and uncertainty caused by clocks

Timing is one of the major issues in accurate demagasurement. Many active
measurement techniques require that the end-hostsng the measurement have their
clocks in synchronization. The problem with clockghat it is difficult to get two clocks

to run in same time for the duration of the measiamet. These timing issues are discussed
in RFC 2679 [102] for a one-way delay metric andRIRC 2681 [103] for a RTT delay
metric.

Several parameters are related to clock uncertainty

* Accuracy: tells how close to ‘real time’ (UTC timie clock is.

» Resolution: a measure of how precise the clockasv(often the clock ticks)

» Skew: measures the change of accuracy, or of sgniation, with time (e.g. a
clock might gain 1 ms per hour).

e Synchronization error (offset): a measure of howl weo clocks agree on what
time is.

These parameters are used in identifying the usiogigs or errors clocks cause when
measuring delay. Both clocks, on the sending aedébeiving ends of the network path,
add uncertainty to the measurements in several:ways

* The difference in the clocks’ synchronization willuse synchronization error.
e The resolution of the clocks will add uncertainbpat any time measured with the
clocks.

* The difference in wire-time and host-time on batll @osts adds more uncertainty.

Synchronization error can be corrected to somenéxtg using external synchronization
sources mentioned in section 4.6Timestamping and synchronization).
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The resolution of a clock determines how oftendloek can be ‘ticked’. If a clock can be
ticked for example once per 10 ms, it is clear that clock cannot be used to measure
delays under 10 milliseconds.

Wire-time is the exact time when a packet leavesititerface card of the sending host or
completely arrives at the interface card of theengng host. If these packet departures
and arrivals are timed by a software component ttie software can only directly
measure the time between the moment a packet ignadsa timestamp on the sending
host and the moment the packet is given a timestamtpe receiver side. These times are
referred to ashost-times There is latency between the time the packetssgaed a
timestamp and the time it actually leaves the fater card. This latency comes from
processing done by the operating system: the O8srneemove the packet from user to
kernel space and transmit it on the network card.

Error caused by the difference between wire-timd hast-time can be minimized by
carefully planning the sender and receiver softwarby using dedicated interface cards
that are capable of high precision hardware tinmegiag (these cards can be synchronized
to e.g. GPS).

In delay measurement the accuracy of the clock®ismportant since one only needs to
know the difference between the clock values, hetvialues themselves. Accuracy is only
needed in identifying the time the measurementmade.

4.6.7 One-way delay (OWD)
In the case of one-way delay, the uncertaintiesugith

EOWD = ESYNCH(t) + RSRC + RDST + H SRC + H DST? (11)

where Eg,\(t )is upper bound on the uncertainty in synchronirati®,., R,s; are the
resolutions of the clocks an#i;.,H,s; are the host-related uncertainties. Since the
synchronization erroifg,, is a function of time, it needs to be measuredoperally. It

can be approximated by a linear function plus sbigber order terms and the result can
be used to correctl,,.t0 some extent. The residual @t,,. after the correction is

denotedEg,,,(t )in the above formula.

4.6.8 Round-trip time (RTT)

When measuring roundtrip delay, the synchronizaporblem does not exist, since the
timestamps are given by one clock. The other probjenowever, still apply. The total
uncertainty caused by clocks is thus:

Egrr = 2[Rgpc + H

+ H final + H refl 1 (12)

initial

where Ry, is the resolution of source’s clodk,,., » H
uncertainties of the source host and the resporttisy

, andH ., are the host-related

final ref

44



Chapter 5

Measurement architecture and devices

In this chapter, descriptions of all the devicesdum the active measurements done in this
thesis are given. The Brix measurement platform wsesl in both the accuracy and live
network measurements. All used measurement dewees tested for performance and
accuracy because they were used in a projectuhdetl the making of this thesis.

5.1 Brix Networks’ Measurement Platform

The Brix system consists of software (BrixWorx) dmaltdware entities (Verifiers). The
heart of the system is the network managementrsy@tdS) which is used for managing
and administering the whole measurement platforcfuding different tests and verifiers
through a web interface. The Brix architecturersspnted in Figure 15.

Consolidator

_ Collector
BrixWorx Local Registry
Network Registry

Operations Center GUI,
Subscriber portal GUI

Verifier

Verifier

Figure 15. Brix Measurement Platform.
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5.1.1 Brix Verifiers

A verifier is the hardware device in a BrixWorx & that is responsible for running
tests administered by the Consolidator and reppi8st results back to the NMS. A single
verifier can run multiple (active or passive) maasoent tests.

Brix verifiers range from low performance Brix 1@0 carrier-grade performance Brix
2500 and Brix 4000, which is designed to monitostributed high bandwidth VolP
networks. In this thesis the Brix system consi$tBrox 100 and 1000 verifiers.

All the other verifiers except the Brix 100 candyachronized using GPS, CDMA or NTP
as an external time source. For the Brix 100 NTRclssonization is the only choice in
addition to using the verifier's internal clock.

The Brix 100 Verifier can be placed behind firewalhline between a router and a switch
or it can be directly connected to a switch.

WAN/Test
[MDI-X]
Full / Half

Status === Duplex
e L. [anm|

Figure 16.Brix 100 Verifier’s rear panel

Figure 16 shows the backside of the Brix 100 verifin addition to a power connector, a
reset button, status LED and a duplex selectorchwihe device has two 10/100 Mbps
Ethernet ports. The WAN/Test port provides hardwaaeket timestamping and the other
port (LAN port) can be used to connect the devidené between e.g. a switch and a
router (see Figure 17). The LAN port works like abhit repeats the traffic sent and
received by the WAN/Test port. If the verifier i®mected to a switch, then the
WAN/Test port must be used, otherwise the testi¢rpfickets will not be timestamped by
the hardware timestamper.

Several IP aliases can be configured for the \erifihis allows the verifier to have more
than just one IP address.
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Brix 100

WAN/test port

Switch

ﬁ@l___z
&\f/ w Brix 100 m’

LAN port

Figure 17.Connecting a Brix 100 Verifier.

5.1.2 BrixWorx software

The BrixWorx server can be either a standaloneeseshich takes care of all the needed
functions or the server can be distributed so thiierent functions are performed by
different servers. The main functions (roles) &ttt below:

* The Collector collects performance data from thefiees and stores the data for
the Consolidator. It also distributes the updatedfiguration information it
receives from the Consolidator to all the verifietisich are associated with it.

» The Consolidator is the component that is usednfanaging and creating tests and
where data analysis and reporting take place. AikVBorx utilities, reporting
subscriber portal and the Operations Center residbe Consolidator.

* The Local Registry is the component which a verifiest contacts when attached
to the network. Local Registry is the host whicKexifier uses to connect to and
communicate with BrixWorx. It also serves as theifiers’ Collector.

The registry hierarchy in BrixWorx is three tierédlhen a Verifier is performing a
discovery process, it tries to connect to its LdRadistry first. If the Verifier is unable to
connect to a Local Registry it tries to conneca tdetwork Registry which should provide
the Verifier with a list of suitable Local Regigs. Universal Registry provides a Verifier
with the IP address of one or more Network Registri

Discovery process is performed by a Verifier evérge it has lost contact with the
BrixWorx server or when it is first installed. Tigeal of the discovery process is to enable
communication between the Verifier and the BrixWsexver.

Collector functions can be distributed so that éhare multiple Collectors which each
have one or more verifiers. These Collectors sapddata collected from the Verifiers to
the Consolidator for data analysis and reporting.

In this test case all the BrixWorx roles were parfed by one server. BrixWorx software
version 5.0 (unpatched) was used in the firstdasé and 4.12 in the second test case.
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5.1.3 Configuring Brix Verifiers

Before the verifiers can be taken into use, thesetta be properly configured so that they
are able to connect to and communicate with theVBorx server. There are several ways
to configure a verifier. Normally you make configtion changes to a verifier by using the
BrixWorx Operation Center or by using the CommardeLinterface (CLI) via a telnet
connection, but this is only possible if the vexifis already able to communicate with the
BrixWorx server. When a verifier arrives from themufacturer, it generally is not able to
communicate with the BrixWorx server since it firseeds to have several network
specific settings (e.g. IP address, server’s IPremddetc.) changed. This configuration
process can be either done manually (bench cotfligm) or automatically. If Dynamic
Host Configuration Protocol (DHCP) or BOOTstrap tBoml (BOOTP) is used, the bench
configuration process is not required: if a verifitas a connection to the Brix Universal
Registry, it can download the correct settings fridme registry. In situations where
Internet connection is not available, thus thereasonnection to the Universal Registry,
all the required configurations have to be done uaén.

5.1.4 Bench configuring

When preparing a verifier to be shipped to a remotation, it is useful to bench
configure the verifier. In bench configuring alktkerifier's basic settings are changed to
match the current network environment and the ceam@ge stored into the verifier's flash
memory. The bench configured settings become tfaullesettings for the verifier so that
whenever the verifier’s flash is cleared, the difsettings become active.

It must be noted that while bench configuring chengthe verifier's settings
(semi)permanently, the other configuration methoddl overwrite the bench

configuration settings, but only until the verifgerfile system is cleared: the bench
configured settings will become active and the osdtings will be overwritten.

5.1.5 Bench configuring Brix 100

A special dongle is required when bench configurBrix 100 verifiers locally. The
dongle needs to be present in the WAN/Test pothefverifier. A PC with the following
IP address:

192.168.168V/24, wheren = 1..167 om = 169..254

can be used to connect to the LAN port of the i@rifTelnet session). The verifier's
default IP address i1$92.168.168.168 To log in to the verifier for the first time, éh
default usernamea@min and passworda@dmin must be used. When in the bench
configuration mode (entdvench-cfgto change the mojleisually at least the following
settings have to be set:

e Comm-Port number (BrixWorx server port)

* Default gateway address

e |IP address, network mask and IP acquisition method
* Domain
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* DNS server address
e Server discovery addresses (local, network andeusal)

The new settings must be written to the flash keetbey can be taken into use. This is
done by entering thendor theexitcommand to exit the bench configuration mode. When
the basic settings have been stored to the veésifilrsh, the verifier’'s file system has to
be cleared by holding down the reset button foleast 5 seconds. After resetting, the
bench configured settings become the default vafoesthe verifier: whenever the
verifier’s file system is cleared, the bench coufeg values are returned.

Once the verifier is communicating with the BrixWaerver, all the other settings may be
configured from the Operations Center. Also, thitiregs mentioned above can later be
changed from the Operations Center.

5.1.6 Bench configuring Brix 1000

Configuring a Brix 1000 verifier is identical to miiguring a Brix 100; the only difference
is that the dongle is not required. A Brix 1000 ludes a console port so all initial
configuration can be done by using it. If furthemiguration changes are needed, they
can be made via the operations center or by usiegClLI| via console or management
ports (assuming th&lnetor SSHmanagement is allowed).

5.2 Echo-1

These devices are meant to be used as cheap antbeastall echo servers. Their main
function is to echo back packets to a device sendéng. a Brix verifier) UDP Echo
probes. This allows the measurement of round-teipydand reachability. While Echo-1's
are not designed to be high performance they resfmecho packets with good precision
(i.e. the round-trip time distribution is narrowarfast, low latency network).

5.3 Juniper M7i

JUNOS, the operating system used in Juniper’s reuitgcludes a Real-time Performance
Monitor (RPM) feature that allows active measurets¢n be made with the router. RPM
is covered in more detail in section 3.13.2.

5.4 Spirent AX4000 (Adtech)

Spirent's AX4000 broadband performance and QoSingessystem is a traffic
generator/analyzer capable of creating and anajymiaffic at speeds up to 10 Gbps
depending on the configuration. In this thesis AB@G@s used in creating a steady stream
of packets across a network to measure the onedelay of the network.
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Chapter 6

Delay measurement accuracy / performance test

Before starting the actual network measurement \dceetest was made to test the
accuracy of the measurement devices which were taskd in the live network test. This
was done to see how accurate results the measurevoatu yield. The general idea was
to test the delay measurement accuracy of cer@ncels and compare them to a known
accurate high performance traffic generator / arealySpirent AX4000).

AX4000 was used to get a baseline against whiclthallother devices were measured.
The test was made using 100 Mbit/s (full duplex)eEnet links. An NTP server was set
up to distribute more accurate timing informatiar &ll the devices connected to the
network. One of the Brix 1000 verifiers was equigppeith a GPS module so it was
selected as the NTP server (stratum 1).

Synchronizing the verifiers proved to be difficldnhd took a long time. The first
measurements resulted in negative delays and tdfgets so it was decided that the NTP
system should be left to stabilize overnight. Theese problems especially with the Brix
100 verifiers: their clocks were unable to syncli@enproperly and the clock offset
seemed to travel constantly (although the offséth@ clocks stayed inside +1 ms). This
problem was later confirmed by the product’s Fihnispresentatives when asked about
the verifier's clock stability. The Brix 1000 veasefs did not have synchronization
problems of the same scale and once the NTP wawlsfabilize their clocks performed
well most of the time.

6.1 Test setup

Test parameters are listed in Table 3 and thesetsp is displayed in Figure 18. Parameter
values listed below were common to all generatstlttaffic but the test types varied in
different test cases: UDP Echo test was run betwkenverifiers and Echol’'s and an
Active RTP VoIP test was run between the verifesshown in Figure 20. Tests were run
separately so that Brix 100 and Brix 1000 testsewen at the same time but each verifier
had only one test running at a time. AX4000 wasaontinuously in the background and
the results were recorded so that they could bé ase reference for the other tests. The
AX4000 produced a packet delay histogram with 320esolution and a delay vs. time
graph with 100 ms averages.
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UDP Echo and Active RTP VoIP tests produced artsilt every 5 minutes. These result
values were the average of 14000 packets sentgd@80 seconds. The remaining 20
seconds of every 5 minute test run were reservedeRult gathering and setting up the
next test run.

NTP clock offset values were measured during adkste Offsets were recorded by
periodically polling the NTP clients withtpq (using option-p) and saving the output into
an RRDtooldatabase. An unfortunate accident took place aadigher resolution offset
value database files were lost so lower resolutesults had to be used instead. The
offsets were originally recorded every 1 minutet because of the accident only 12
minute averages were available to be used in tfa fesult analysis. There is some error
in the measured offset values that is caused bietiaetwork setup but we estimated it to
be only a few microseconds. The host doing theebfiseasuring was separated from the
test network by one router and two switches.

Table 3. Test parameter values.

Device Test length | Packet interval | Payload size | # of packets NTP Stratum
AX4000 300s 20 ms 80 bytes 14000 2
Brix 100 300 s 20 ms 80 bytes 14000 2
Brix 1000 300 s 20 ms 80 bytes 14000 1
Juniper RPM 300 s 20 ms 80 bytes 14000 2
Echo-1 300 s 20 ms 80 bytes 14000 2

Figure 18 displays the test setup. All tested devievere connected to a single HP
Procurve switch to guarantee equal network conustid\ separate connection to the Brix
Server was required so that the verifiers were sthhkend measurement data to the server
for analysis. A hub was used to create this comm@cboth Brix 1000’s were connected to
the hub via their management interfaces and th& B@0's were connected via the
Procurve switch. All Brix components were placedhe same subnet to avoid the need
for extra configuration.

Juniper M7i

1 1
Brix 100 \

HP Procurve Switch |

AX 4000 Juniper M7i

Brix 100

| | Brix 1000

Brix 1000

——d Hub (connection to Brix server)
e

Figure 18. Performance test device and connection setup.
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6.1.1 Traffic pattern

The test parameters listed in Table 3 show thatréféic pattern is bursty: a test is run
every 5 minutes of which 280 seconds is the adggetime (see Figure 19). The rest of
the 300 seconds is used to report back measuratatnand set up the next test. Each test
stream generates a constant UDP test traffic f@iast for 280 seconds and an optional 20
second TCP session for result reporting. Resultslmasent back to the collector in larger
batches so a report is not necessarily sent afenydest run. Verifiers send their report
batches to the collector in the following situason

* When a verifier polls the BrixWorx server and thare some unsent reports on the
verifier. Since the verifiers poll the server péiaally (for new configuration files
etc.) it makes sense to send any pending repottie #ame time.

* When the report buffer on a verifier is about tbup.

« If a collector does not acknowledge a sent repaiitibthe report is re-sent.

Traffic pattern

Test Period
< R

0 100 200 300 400 500 600
Time (s)

Figure 19. Traffic pattern.

Analysis of an Ethereal capture on the trafficatnecreated by a pair of Brix 100 verifiers
running a single UDP Echo —test (2 second intervalealed that the verifiers send
reports to the collector every 60 seconds instdagkinding them after every single test.
The same test run in a full-mesh configuration eetvfour verifiers results in a reporting
interval of 8 seconds.

6.1.2 Bandwidth usage
The (IP) bandwidth required by a test can be catedl with the following formula:

(Payload_ Sizet+ header3 bps
Packet _Interval

(13)

The RTP Active Test thus creates 48 kbps of trgféc test (RTP-header 12 bytes, UDP-
header 8 bytes, IP-header 20 bytes, packet int@¥&00 us). UDP Echo test uses 43.2
kbps of bandwidth per test (UDP and IP headersy®&sb20 000 ps packet interval).
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The result reports create only a negligible amanftraffic (in the area of 10 kB per
minute). The size of a report batch depends omowarfactors including the verifier's
network connection type and the bandwidth alloc&edesting and reporting.

6.2 Test results

All tests produced a large amount of data and &gwwo therefore only the most significant
figures are presented. Each test case’s resultswarenarized under their respective
headings. Active RTP VoIP test produced one-wawystatistics while the UDP Echo
test only produced round-trip time statistics. Fegl0 displays all different test cases that
were run.

Note that the results show negative delay valuesome figures. While in reality there is
no such thing as negative delay, measurement sasaly in some cases produce negative
values. Often this is due to problems in synchration as it was in this case: the clock of
the receiving end was ahead of the clock at thdiegrend.

AX 4000 .
Juniper_1 Juniper_2
(== iy (==
Card 2
AX Test traffic
Juniper RPM Ping
Brix_100_2 Brix_100_1
— Active RTP VoIP test
$Active RTP VOIP test UDP Echo test
Active RTP VoIP test ~
Brix 1000 2 Brix_1000_1
UDP Echo test
ECHO ECHO
1.2 1.1

Figure 20. Different tests cases between devices.

6.2.1 Measured delay distribution

Figure 21 summarizes the accuracy of the diffedaices. It displays the cumulative
probability distribution of both Brix verifier tyge(with and without NTP correction) and
the AX4000 used as a baseline for the measurenmentality, the delay distribution
measured with AX4000 represents the delay disiobutreated by the network switch
(HP Procurve). The effect of Ethernet cables (6emsein total) in the total delay is
negligible.
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Cumulative Probability Distribution of one-way delays
between Brix100 verifiers

Cumulative Probability Distribution of one-way delays
between Brix1000 verifiers
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Figure 21. Cumulative probability distribution of one-way dg$ in Brix1000-Brix1000,
Brix100-Brix100 and AX4000-AX4000 tests. Resulbsvehwith and without NTP
correction.
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There is a significant difference in the delay risttion between the Brix verifier types.

While the Brix 100 verifier's test gives a wide tlisution (varies between -500 and 500
us), the Brix 1000 verifier's distribution is muctarrower and is close to the baseline
distribution (measured with AX4000 and shown inhgaslines in both sub-figures in the
figure above).

Table 4. Minimum and maximum one-way delay results fronpdrérmance test.

Device Min (ms) [ Max (ms) | Max-Min (ms)
Brix 100 -0.4487 0.4895 0.9382
Brix 1000 -0.011 0.037 0.048
Brix 100 (with NTP correction) -0.0658 0.0506 0.416
Brix 1000 (with NTP correction) 0.01 0.0194 0.0094
AX4000 0.0141 0.0152 0.0011

Table 4 lists the minimum and maximum delay valsieswn in the Figure 21. The delay
distribution of the Brix 100 verifier is nearly 2imes as wide as the distribution of the
Brix 1000. In the NTP-corrected case the Brix 1afi&ribution is 12 times as wide. Here
the width of a distribution is calculated as thexmmaum measured delay value minus the
minimum measured delay value.

6.2.2 AX4000

The baseline one-way delay of the network measwrddthe AX4000 device can be seen
in the figure below (Figure 22). While the baseltest was run during all tests, only this
one figure is presented here because the netwaditamns remained the same during all
other tests. The baseline delay seen in the figuiittle over 14 microseconds. This result
is considered accurate enough to be used as a osmpagainst the other devices’

measurement results as the AX4000 uses the sarde tddimestamp the departing and

arriving packets. All tested devices use two sdparicks to measure one-way delay so it
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can be said that if a tested device produces dt tbsil is close to the result given by the
AX4000, the device performs well.

One-way delay distribution One-way delay (average)
AX4000 AX4000

18000
16000 0.0175}
14000 0.017
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Figure 22.0One-way delay distribution (left) and baseline -oveey delay (right)
measured with AX4000

6.2.3 Brix 1000 vs. Brix 1000

Before starting the actual device test the vesfietocks had to be synchronized. Figure
23 shows how NTP’s stabilization affected the defagasurement (the load of the

network is constant so there should not be anytkisg affecting the delay values). At

first the verifiers’ clocks were milliseconds ap&am each other but after several hours
the clocks synchronized and the (one-way) delayevatarted to approach the same level
as reported by AX4000 (~14 ps). A closer inspectib the delay curve shows that the

clocks wandered off a few times causing spikesi¢éocurve (Figure 23).

Brix1000-1000 uncorrected One-way Delay NTP stabilization, Brix1000-1000 test
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Figure 23.The figure on the left shows one-way delay affeiP Ntabilization. The figure
on the right shows how NTP stabilizes after a tilmeng the synchronization phase.

After the synchronization phase the measured deflayed to look stable. The negative
delay seen in the left sub-figure in Figure 23 eschecause of the difference in the
clocks’ offsets.
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To mitigate the effect of asynchronous clocks, NTdtk offsets were used to correct the
delay values. Since the Brix system measures olyedefay and the measured NTP clock
offsets are known, the delay can be corrected Iyracting the offset values from the
delay:

T, =T, = delay,exs

(T, —offset) — (T, — offset) = delay.rs
delay.,zs =T, — T, — Offset, + offset
delay.qrs = delay,-,s — Offset, + offset

(14)

In the above formuld; is the time when a test packet leaves the soweer andT, the
time when the packet arrives on the destinationfiger This gives the corrected delay
delaytorr Which is shown in the Figure 24 along with thecamrected’ original delay
(both shown also as delay distributions). It cansben from the figure that the NTP-
correction removes all measured negative delay egaland makes the distribution
narrower.
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Figure 24.Uncorrected and NTP-corrected one-way delay andyddistributions
between Brix 1000 verifiers.

6.2.4 Brix 100 vs. Brix 100

Clocks onboard the Brix 100 verifiers are not aabk as those of Brix 1000’s. This
instability affects the delay measurement resuits @n be seen in Figure 25. As the test
network is otherwise empty, excluding the testfizafvhich is about 48 kbps per test
stream, there should not be any congestion thatldvexplain the variations in the
measured delay (e.g. negative delay). Thereforectbek instability is the only clear
reason for the delay behavior.

Even when NTP offsets are used to correct the dadaye, it still looks rather unstable
and erratic when compared to the result measurddAM4000. This means that the Brix
100 verifiers cannot be used to measure low deddyes.
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Figure 25.Corrected one-way delay between Brix 100 verifiers.

6.2.5 Brix 1000 vs. Brix 100

While the clock behavior of the Brix 1000 verifiekgs measured to be stable (measured
delay varied between 10 and 20 microseconds) time €auld not be said about the Brix
100 verifiers (delay between -40 and 40 microsespridne-way delay measured between
a Brix 1000 and a Brix 100 is presented in FiguseThe figure shows how the somewhat
erratic clock behavior of the Brix100 verifier affe the measurements by creating
relatively strong variations in the delay.

The variations are so strong that even the NTPectan could not remove all spikes.
Therefore the delay curve still looks erratic, altgh the range of the variation is smaller
than in the Brix100-100 test. In the uncorrecteplife, the delay range (max-min) is 213
pus and the average delay 22 pus. NTP-correctionsgivelelay range of 45 pus and an
average delay of 19 us.
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Figure 26.Uncorrected and corrected one-way delay from Bydd-100 test.

6.2.6 Juniper Real-time Performance Monitor (RPM)

Getting a good measurement with Juniper devicegegrto be difficult because the clocks
onboard the routers were susceptible to temperatage. The routers were located in
an air-conditioned room where the temperature egtyulvaried £3 Celsius degrees. This
variation caused the clocks’ offsets to oscillasween +4 and -4 milliseconds (Figure
27). The Juniper NTP client had no configurableapeeters that could have helped to
solve this problem. For example, changing the clop#fate interval manually could have
helped to mitigate the effects of the air-conditmgneven though it battles against the way
NTP is planned to work.

Again, clock instability lead to inaccurate resudts can be seen from the results of the
delay measurements. Correcting the delay with Nifgéebdid not help either. Figure 28
shows the corrected round-trip delays from bothpRmdevices (ingress and egress). The
egress round-trip delay level in the right sub-ffegulaverage RTT is 1.1 ms) is
approximately 40 times of that reported by the AB@@around 14 ps one-way) and the
ingress delay is even worse. Also, both delay éguare erratic and far from the smooth
curve created by the AX4000.
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Figure 27.Measured clock offset from a Juniper router duranggst.
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Overall, the round-trip delay results look bad. Tieasurement done with Brix 100
verifiers produced a stable average RTT figure 25 Bicroseconds while the RPM test
produced a round-trip delay distribution rangingnfir 0.5 ms to 9 ms. In practice this
variation renders the RPM unusable for performaneasurement purposes.

Probability Density Function of Round-trip Delays Round-trip Delay
Juniper Distributed Ping Test Juniper Distributed Ping Test
NTP-Corrected Delays NTP-Corrected Delays
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Delay (ms) Time (s) x 10°

Figure 28.Round-trip delays from Juniper egress and ingressers.

The major issue degrading the accuracy of the mmeamants is the lack of hardware
timestamping. As the probe packets are timestanpedsoftware level all sorts of
processes running on the router may cause thetamesg process to be delayed. This
leads to inaccurate timestamps. Also, the RPM m®oeost likely does not have the same
priority in the router as other processes suchoasing and controlling functions. In
RPM'’s defence, it must be said that its purposeoisto be used as delay performance
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measurement tool, but as a reachability or conmgctmeasurement tool. For example,
RPM can be used to monitor MPLS-paths to see iptihs are up and lead to the wanted
destination.

6.2.7 Brix 1000 vs. Echol

Since the Echo-1 devices only echo back the padegisto it, the Active RTP VoIP test
could not be used. Instead, a UDP Echo Active wai$t the same parameters was used.
This also limited the measurements to measuringdarp delay as the Echo-1 is not able
to report back the timestamps of the received pack8ince the timescale of the
measurement is so small, clock skew is not an iasgetherefore there is no need to do
any NTP correcting. This test was run betweerBinel000_landEchol_1devices.

The average measured round-trip is 6515 microsec@Rdure 29) which is over 200
times more than the round-trip time measured witk4800 (~14 pus OWD). The

significant difference in the results can be exmdi by the Echo-1's performance, or
rather the lack of it, since the previous testwerthat the Brix verifiers do perform well.

The echo server processes the probe packets far guong time compared to the other
devices and this can clearly be seen in the medsieky. This is shown to be true in
section 6.2.9. Even if the measured round-trip Wedaseveral milliseconds off when
compared to the baseline measurement, the disotbutf the minimum and average
delays is narrow (~10 pus).

Probability Density Function of Round-trip Delays
Brix1000-Echol Test

0.1 T T T T

I
= RTT Average
0.091- - I RTT Maximum| |
RTT Minimum | _|

0.08 -

007+ s

5 0.06 .

‘@

S 0.05 ‘ : |
0.04F :
0.03+ ‘ : :

0.02 - *

0.01 b
1 1 1 1 il.‘.i.-_.l.l. M e -

69000 6200 6400 6600 6800 7000 7200 7400 7600 7800
Delay (us)
Max, Min and Avg Round-trip Delays
Brix1000-Echol Test
7800 T T T T T
Min RTT
—8— Max RTT

7600

7400

7200

7000

Delay (us)

6800 [~ : : -

6600 - R . 7

POOOOOO00000000680 S-000080 000000000000 0000000e00004
6400 - : : f
6200 - : : B
6000 | | | | | | | | | 1

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Time (s) x 10°

Figure 29.Round-trip delay between Brix1000_1 and Echol 1.
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6.2.8 Brix 100 vs. Echol

UDP Echo Active was used also in this test becaisthe reasons mentioned in the
previous section. This test was run betweerBitrel00_landEchol 2devices.

Results of this test (Figure 30) do not differ frahe Brix1000-Echol -test’s results:
round-trip delay and its distribution are on thensdevel (average 6525 us). The results
show that it does not matter which Brix verifier deb sends the probe packets, the
measured RTT is still very high compared to theelblas measurement. This supports the
assumption that the delay is created by the echemdgof the measurement.
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Figure 30.Round-trip delay between Brix100_1 and Echol_2.

6.2.9 Brix 100 vs. Brix 100 RTT delay test

A separate measurement was made to estimate tbesgmog time of the Echo device. A
UDP Echo test was run between two Brix 100 vesfisx measure RTT delay. Results
show (Figure 31) that the delay is on average 3ibaseconds thus the Brix verifiers are
not the components creating the large delay irBtirevs. Echo tests.
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Figure 31.Average RTT distribution between two Brix 100fies.

It can be estimated that the processing delay efEbho device is the average delay
reported in the previous section minus the RTT ydélatween two Brix 100 verifiers
measured in this section. This calculation givesr@cessing delay of 6.2 milliseconds
(6525 ps — 325 us = 6.2 ms). The result includespticessing time and inaccuracies of
the Brix 100 verifier which can be estimated tosbenewhere around 300 ps (as AX4000
measures the one-way delay to be 14 us).
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Chapter 7

Measurements in a live network

A series of live network tests were performed &i the Brix system’s capability to detect
certain events in a network. These events inclugterark breaks and network overload
scenarios. Several Brix 100 verifiers were placeselected locations in the network and a
full mesh UDP Echo test was set up between theredord round-trip delay and packet
loss.

7.1 Test network setup

In this section the test device setup and confijpmaare explained. Also, technological
and configurative choices are justified and disedss

The test network consisted of Juniper Networks’ BI3®re and M10 access routers.
Measurements were taken by using Brix Networksk BBystem. A background load for
the network was created by using Spirent's SmastB&X4000 and NLANR’s IPerf
software [79]. All sites were connected with MPL3Ns and the label paths were
protected by RSVP-TE backup tunnels (300 ms regavee).

7.1.1 Network topology

The network topology and verifier placement is showthe figure below (Figure 32). In
the actual network there were more sites than ptasethe figure, but due to lack of
resources only the sites that were considered itapbwere taken into the measurement.
Also, the Brix 1000’s used in the performance teste not available in the live network
measurement.
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Figure 32. Network topology and measurement device placement.

7.1.2 Synchronization

NTP was chosen as the synchronization mechanismubecit was not possible to get
neither GPS nor CDMA signal for the verifiers ansbabecause the Brix 100 verifiers do
not support external synchronization modules. Aldtwe relatively high number of
Verifiers limited the choices to NTP. Since rounig-delay instead of one-way delay was
measured, clock synchronization did not really sratis the same clock was used to
timestamp the probe packets. NTP setup is showguré& 33.

BrixWorx Server operating
as a DNS and an NTP

server
Verifier

Figure 33. NTP-setup in the test network.

7.2 Measurement setup

The test was set up to see if the Brix system lis tbdetect events in the network. Such
events were link failure, route change and netwawdrloading. The Brix system was set
up to measure round-trip delay, delay variation padket loss during the test. This data
was then analyzed. At the same time with the Beist tAX4000 was used to create a
steady flow of traffic from Site 7 to Site 1. AX400ecorded the number of lost packets
and other packet statistics.
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7.2.1 UDP Echo test setup

UDP Echo test measured round-trip delay by sendiD® echo packets from verifier to
verifier. The test produced packet loss and RTTiatian statistics. Table 5 lists the
parameters used in the UDP Echo test.

Table 5.UDP Echo Test parameter values.

Parameter Value Other
Test Frequency 21/s Determines how often theigesin
Vary Test Start Time Yes
Server Echo server’'s addresses
UDP Port Number 7 Echo server’'s UDP port
Test Interval 2s The time between test runs wisamgumultiple receivers.
Number of Packets 100
Payload Size 64 Bytes.
Packet Interval 20000 Microseconds.

Test traffic was sent dgest efforiand the background traffic was sent at a highieripy.

7.2.2 Test traffic pattern

A single test was done every 2 seconds. Duringsté 180 packets were sent at 20
millisecond intervals. This resulted in 2 secontisest traffic in every 2 second test run.
The traffic pattern was verified by capturing trafbetween two Brix 100 verifiers with
Ethereal.

7.2.3 Bandwidth usage

UDP Echo test used 36.8 kbps of bandwidth per @BtP and IP headers 28 bytes,
20 000 us packet interval, 64 byte payload). Tselteeports, again, created only a small
amount of traffic.

7.2.4 Background load

To simulate a live network a background load wasegated. The background traffic
consisted of unicast and multicast traffic geneatdte multiple sources. Several PCs were
generating multicast UDP traffic with IPerf. Traffwas generated between sites 1 and 7
so the background traffic should follow the sama&eas the test traffic from Verifier 1 to
Verifier 7.

7.3 Test cases and results

Three different tests were run: a load test, atdhi@ak test and a router failure test. All
tests were run in full-mesh configuration, but thké results shown in the results section
are taken from tests run against Verifier 7. Thigsanms that if RTT delay for Brix1 is
presented, the test was run between verifiers 17aetd.
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7.3.1 Load test

To find a point where the network starts to dropkess a load test was set up. A traffic
generator (Spirent SmartBits) was used to fill @ metwork to a point where packet loss
started to occur. Table 6 shows how the backgrdoad level was raised step by step in
order to find the highest load level where packssldoes not occur (in this case the level
was 82.5% of path capacity).

Table 6.Background load levels during load test.

Load level (%) | Test start time (S) Packet Loss (as reported by SmartBits)
80 8 no
90 30 yes
85 54 yes
82.5 83 no
83.75 107 yes
84.375 134 yes
Test duration 30 seconds, Layer 2 packet size Gkby

80

Packet loss and RTT delay Brix 1

Avg RTT Delay (us)

80

100 120 140

]t [o]t

Figure 34. Effects of high load on the delay measured byBtidesystem.

Packet loss %

All three Brix verifiers react to the rising loaghviel as can be seen in the Figure 34. Delay
and packet loss are at maximum when the load Is\8) % (marked witt in the figure).
All load levels that lead to packet loss can benseehe figure: the spikes are at around 40
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(A), 60 B) and 140 D) seconds. A smaller spike can be seen in theduistfigure (Brix
1) at around 120 secondS)( This corresponds to the 83.75 % load level amamnnot be

seen in the other two sub-figures.

One interesting thing may be seen from the reselgry time there is even a slight

amount of packet loss the Brix system fails to pida delay measurement result. In the
figure this can be seen as lack of delay measures@nples (marked with circles) 4
seconds before every packet loss occurrence. [{dveeem that before a Brix verifier
reports packet loss, it loses two previous resutiges. There is a possibility that the Brix
system discards all reports from the verifier whielve packet loss but there is no mention

of this in the Brix documentation.

7.3.2 Short link break test

A series of short breaks were introduced to thevolt and the network’s responses were
recorded. The idea behind this test was to seleifBrix system is able to detect short
breaks on a link.
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Figure 35. Measured packet loss from the short link break te
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Figure 35 presents packet loss figures from the @004and from all Brix verifiers. There
are two short breaks (400 ms and 700 ms) visiblth&nAX4000 packet loss figure at
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approximately 17 and 125 seconds. These two ewamsot be seen in the Brix packet
loss figures thus they are invisible to the Bristgyn. It might be that the packet losses
shown in the sub-figures B to G (highlighted in flggaire with gray arrows) are somehow
related to the short link breaks and that the paldsses happening several seconds after
the actual breaks are reflections of that evenis Would mean that the verifiers only see
the event indirectly by observing the perturbationsated by the break in other parts of
the network. These perturbations could be, for g@tambursts of re-directed traffic
creating a short period of congestion in other @it the network. A more thorough
analysis of the test results might show correlatietween the link break event and the late
packet losses reported by the verifiers.

7.3.3 Node failure

In this test a router (PE of verifier 2) was detddely taken down at time 71 seconds to
see how the network responds. Since the failecerasithe PE router of Brix verifier 2 the
verifier was unable to send measurement data tedhector and thus the ‘silent period’
in the sub-figure A in Figure 36. The router reasvat time 218 seconds and continues to
route traffic at time 424 seconds.
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Figure 36.Router failure test. Brix 2's edge router fails.

While the router is down, the minimum round-triplade of Brix 5 is about 0.3
milliseconds lower than when the router is funamgn A clear change in the delay level
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can be seen in sub-figure B during the router's mtowe. This often results from a route
change which is not so obvious in this case. It rbaythat there was a change in the
routing once the router failed, but the notch ie telay level might also result from more
network resources being available for the tesfitrafvhen the router goes down, so does
the high priority background traffic which meansttthe best effort test traffic gets more
resources. This in turn might lead to lower delapeeially if the network was highly
loaded with high priority traffic.

Sub-figure E shows that there is packet loss amntbeent the router goes down. Probe
packets were sent every 20 ms and 27 packets wstatfter the failure. The network

break can be calculated to have lasted approxiyn@té#t seconds. Unfortunately the Brix

system was not able to report any data back ta@dohlector for 7 seconds after the node
failure. This means that 3 to 4 test result repares missing so the network break could
have been a lot longer than the half a second 8skem reports.

Missing test results can be seen in the Figures3@8hate spaces. The most notable missing
test result set is the one seen in the Brix 2 Riid-fggure where there is a gap of 400

seconds. There seems to be a lot of these gape ifigures which just shows that the

verifiers were not able to perform well enough dgrthe test. This can be verified by the
fact that these gaps appear even when there igtabla cross-traffic in the network and

other measurement methods do not report packe(tlosseports are sent to the collector
using TCP so packet loss should not affect it). Smow the test results sent by the
verifiers do not make it to the database and atsomewhere during the way.

From the round-trip delay sub-figure of Brix 5 d&rcbe seen that the router fails after 77
seconds and recovers after 428 seconds. It iguliffio get the exact time of the events
from the figures because the Brix system failsetword the measurement results from the
moments when the failure and recovery occur. Inteag the two second resolution of
the tests (test interval is 2 seconds) also lithigsaccuracy of event timing.

Router downtime affects Brix 1 differently compartedBrix 5. It suffers the same initial
packet loss but the round-trip delay rises insteadalling. It is difficult to say if the
oscillating nature of the delay is due to routgimag or something else but it seems to
fluctuate between 13.8 and 16.3 milliseconds.
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Chapter 8

Conclusions, results and discussion

This chapter concludes the thesis work. Resultsieghifrom the two test cases are
discussed and some future work is proposed.

8.1 Performance test

Setting up the tests should have been done withradse thought on the combinability of
the results. Matching results from different sosreas difficult because test results were
in different formats. For example the NTP offselues were 12 minute averages while the
delay values were 5 minute averages. It would Hasen better to set the NTP offset
measurement to gather 5 minute averages as walJ@hiper RPM values were gathered
every minute.

NTP correction could have been made more effedtiwemeasuring the offset with higher
frequency. The 12 minute offset averages usedermrdirections were not accurate enough
to mitigate the clock problems properly in the BiiR0’s case. Now the effect of clock
offset made the measured delay distribution muohntiole to be used in any measurement
requiring sub-millisecond accuracy.

Some test should have been done with a longer tamesFor example, the uncorrected
vs. NTP-corrected Brix 1000 OWD test (Figure 24% lmmly 89 samples (12 minute
averages). Measurement done over such a shortniayenot necessarily give a reliable
result.

Although the manufacturer claims that the hardwemestamping on the verifiers is able
to reach microsecond accuracy, it is clear fromrémilts that these devices cannot be
used to reach such accuracy. Brix 100’s perform wken measuring delay larger than a
few milliseconds, but they should not be used wimetasuring one-way delay that is near
or under 1 millisecond. When measuring round-trgtayl, the Brix 100 performs well
enough to be used in normal SLA-measurements. B¥00's are accurate enough to be
used in sub-millisecond one-way delay measurenesmscially if GPS-synchronization is
used.
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The combination of Brix 1000 and 100 verifiers istable for hub-and-spoke style one-
way delay measurements, but only when measuriraysiehore than a few milliseconds.

The lack of GPS-synchronization makes the Brix ¥80fier useless in high-speed core
network measurements (e.g. in operator backbonbsyesmhe delays can be only a few
hundred microseconds. Also, while the NTP-correctitearly gives more precise results,
it is difficult to do in practice unless it is buihto the measurement system itself. This
further diminishes the usability of the Brix 100ri¥ier in places where sub-millisecond

measurement is required.

Echo-1 servers do not suit well for accurate def@asurement as they have a long packet
processing delay and they do not perform too wéh wacket rates more than 200 packets
per second. Also, since they lack hardware timesiagnand external synchronization
capabilities they cannot be used to measure onedetay. Echo-1's should be only used
on longer distances (RTT more than 10 ms) becdweséohg processing time affects the
results. The estimated processing time can be tsetbrrect the delay results thus
allowing the devices to be used to measure shdeiays. According to the manufacturer
of the Echo-1 devices, the software version usdthigithesis is outdated and should not
be used. The current Echo-1 version performs muttet there is still some processing
delay, but not nearly as much as in the old version

It must be noted that the tests were made in idealditions. This means that the
performance figures presented in this thesis maly b®o reached in field conditions.
Especially NTP performs badly in highly loaded netke and is sensitive to delay
variation and packet loss.

8.2 Live network test

The UDP Echo test parameters should have beentextlaewore carefully as the Brix
system was unable to detect short breaks on theoriepath. The problem was that since
the verifiers were set up in a full-mesh configimatthe low-performance Brix 100
verifiers could not handle the amount of test tcaffirgeted at them.

It would have been better to run a test similath® device test case because it seems that
the verifiers have serious performance problemsnwihey have to constantly report
measurement data back to the collector. Longes &&iw the verifier to concentrate on
running the test first and send back the data #feetest has run. The problem of such test
setting is that during the last seconds when nbpaskets are sent the Brix system is
incapable of detecting events in the network. Ha tlevice test case this time is 20
seconds which is a long time, when consideringtshudy-second link faults.

Some test results were difficult to interpret bessatest traffic routes were not recorded.
This would have been possible, since Brix testspstiptraceroute functionality. A
tracerouterun after every test would have helped in figuring if the route of the test
traffic had changed during a link or router break.
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The Brix system is able to detect certain eventhénnetwork. Congestion and changes in
the load level can be seen in the delay measurdBvix and the same applies to node

failures. However, short link breaks were invisitlehe system or at least the events were
not directly detected.

8.3 Future work

A more thorough test should be done on the Jurdpeices. Now the tests run on them
were superficial and their problems were not looked properly. The clock issues should
be easily solved and once they are gone, the neasuts should yield better, more

accurate results. In the final phases of writing thesis, it was noted that the M-series
Juniper routers do not support hardware timestagnpghtso it was noted that the round-

trip times are not measured using the standard IGMg measurement method, but are
actually composed of two one-way delay measurem@&his explains the huge variations

in the delay results as the clock synchronizatiecolmes an issue. There is an option in
the RPM configuration to use ICMP Ping probes dngl something that should be tested
in the future.

It would be interesting to run the Brix performaniest in a more complex network
environment, for example the network used in thhe hetwork chapter (chapter 7), using
GPS-receivers to synchronize all measurement devidso, a more thorough test for the
Brix system should be set up: the two test casestiomed in this thesis should be
combined in such a way that the more complex nétwawrironment of the latter test case
should be used with the equipment of the formerdase.

From academic research point of view more researcthe accuracy of active measure
mechanisms and methods is required. Another integetopic could be the performance
of NTP in a complex network environment.
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