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Worldwide techno-economical development has brought up an idea of offering
wideband connections also to suburban and even rural areas. In Finland this has been
conceptualised as national wideband strategy (Laajakaistastrategia). IEEE 802.16
WiMAX is a future technology which could provide users in rural areas with adequate

connection speeds for basic wideband use with reasonable financial investments.

Being a developing technology, the research that focuses on studying the suitability of
WiIiMAX in different operating environments is of great importance. In this thesis, a
IEEE 802.16-2004 based system under jamming is evaluated in terms of the
requirements set by the standard. The selection of the used jamming forms is justified by

the easiness of generation, so that they could also exist in a natural environment.

The performance of the system was found out to greatly differ with the use of different
jamming signals, allowing central areas to be identified, where system development
should be focused on. In addition, from the basic theory point of view, rather surprising
results where also found as some of the pilot subcarriers needed almost 10 dB less

jamming power than others to cause the same portion of errors.

The work should give a clear picture of how the studied WiMAX system performs as well
under jamming as without the presence of jamming. The results show that some forms of
interference degrade the performance of the system rapidly, thus the form of incoming

jamming should be known and considered before deploying the system.
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Maailmanlaajuinen elintason nousu ja teknologinen kehitys ovat synnyttineet idean
laajakaistayhteyden tarjoamisesta myds harvaanasutuille alueille. Témi tarve on nostettu
esille my6s Suomessa valtioneuvoston laajakaistastrategiassa. IEEE 802.16 standardin
mukainen WiMAX on tulevaisuuden langaton teknologia, joka mahdollistaa perustason
laajakaistakiyttoon riittdvit  yhteysnopeudet taloudellisessa  mielessd  kohtuullisin

investoinnein.

WIiMAX on kehittyvi  teknologia, jonka soveltuvuuden tutkiminen erilaisiin
kiyttotarkoituksiin on keskeistid. Téssd diplomityossi tutkitaan skenaarioiden avulla yhden
IEEE 802.16-2004 mukaisen jirjestelmin toimivuutta hiirinnidn alaisena suhteessa
standardin asettamiin vaatimuksiin. Hiirintityypit on valittu perusteena niiden helppo
toteutettavuus, jolloin ne vastaavat myos luonnollisessa ympiristossi usein esiintyvid

héiriosignaaleja.

Jérjestelmén suorituskyvyn havaittiin poikkeavan selvisti eri hiiriétyypeillid ja néin voitiin
erottaa selkeidsti ominaisuuksia, joihin jirjestelmikehityksessi tulisi tulevaisuudessa
panostaa. Lisiksi jirjestelmidn toiminnasta l6ydettiin joitakin perusteorian kannalta
tarkasteltuna ylldttdavia ominaisuuksia, esimerkiksi pilottialikantoaaltojen

hiirintiherkkyyksissd havaittiin 1dhes 10 desibelin eroja.

Kokonaisuudessaan ty6 pyrkii antamaan selkein kuvan jirjestelmin timin hetkisestd
suorituskyvystd niin hiirinninalaisena, mutta myos toiminta héiriottoméssi ympéristossi
selvidgd mittaustulosten analyysisti. Jotkin hiirintdtavat heikentivit = jirjestelmin
toimintakykyid nopeasti, joten kiyttoonottopidtoksen tekemiseksi tarvitaan etukiteistietoa

mahdollisesti esiintyvistd hiirintimuodoista.

Avainsanat: WiMAX, IEEE 802.16, WMAN, OFDM, Jamming, Interference
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1. Introduction

OFDM (Orthogonal Frequency Division Multiplexingaded IEEE 802.16 WIMAX has
been widely accepted as the next generation wgedendard for providing wideband
communications in rural areas. [1] Due to its talisy and flexibility, other
applications e.g. in military communications haweb proposed during the last few

years.

Multicarrier systems such as WIMAX offer good fuinciality under heavy
interference. Short interfering signals are cowdarsing long symbol times, which are
made possible by spreading data onto several sudrsarThese subcarriers are spread
on a wide spectral range, which enables the systeeffectively resist narrowband

interference.

However, because of its wide operating bandwidthiiyI®X faces strong frequency
selective fading. In order to combat the fadingrumena, the countermeasures need
accurate and real-time knowledge of the transfactian of the radio channel. This so
called CSI (Channel State Information) is a crudattor concerning the true
functionality of WIMAX. The fact that the systemeds accurate information of the
channel state makes it also vulnerable to systéaisare able to prevent a WiMAX

device from getting this information.

The ever going evolution of advanced wireless teldgies makes it financially
impossible for military organisations to completahanufacture their own equipment.
This has raised growing interest in so called CGT8mmercial-Off-The-Shelf) and
MOTS (Modified-Off-The-Shelf) equipment, the formereaning systems that can be
utilised as they are in a store and the latteresystneeding only small and low-cost

modifications.

It is apparent that systems not designed to be fegedxample under jamming, may
strongly degrade in performance when used in sn@maironment. This creates a need
for research on how these devices can functionogr simple modifications in their

original setup could enable them to function inrtlagea of applicability.



WIMAX system is a combination of complicated implemiations of modern
technologies and its true performance in a reatynenvironment is obviously very
difficult to draw from the basic radio communicatsotheory. In [2] a simulation model
is constructed for the IEEE 802.16-2004 based WiMAMich will be used for

comparison when analysing jamming measurementtsedual [3] a somewhat similar
measurement campaign was carried out which makemsgsible in the future to
compare OFDM technologies WLAN and WIMAX considerirtheir jamming

tolerance.

The goal of the thesis is to evaluate empiricalbhyvithe measured WiIMAX system
functions when jamming is inserted on the connectod to conclude whether the
system could be used in a typical hostile envirommeghe information derived from the
study can be utilised not only for military purpsdaut it also gives an insight into the

performance of the system in a natural, interfezetmeh environment.

The scope of the thesis is limited to cover the sussment of the system with good
received signal strength (sensitivity + 20 dB) unfibair typical jamming signals. The
conclusions are based on basic telecommunicatibesry. More in-depth analysis
would not be worthwhile since the IEEE 802.16-286hdard leaves a large proportion
of central issues to be decided by the manufactfrarsystem. A brief comparison to a

simulation based results is, however, performed.

In Chapter 2, the basic communications theory timet WIMAX is built on, is
presented. Chapter 3 focuses on explaining the ldesa of jamming and illustrates the
concepts of noise and carrier jamming signals. hag@er 4, the different measurement
setups are explained in detail and the measurephastes are presented. In Chapter 5,
the measurement results are analysed and concdusierdrawn based on the principles
presented in Chapter 2. Chapter 6 provides a suyn@ad the main conclusions
focusing on evaluating the overall performancehefineasured system.



2. Introduction to WiIMAX (physical layer operation)

IEEE 802.16 standard defines the air interfacefibadd Broadband Wireless Access
(BWA) systems to be used in WMANs (Wireless Metrgpa Area Networks),
commonly referred to as WiMAX (Worldwide Interopbildy for Microwave Access).
The original standard IEEE 802.16 does not suppotiility and for this purpose IEEE
802.16e-2005 was introduced. [1]

The original idea of WIMAX is to provide users imral areas with high speed
communications as an alternative for fairly expeasvired connections (e.g. cable or
DSL). These so called last mile connections argh@bnly purpose for which WiMAX
systems are thought to be used. WIMAX standarduded utilization of adaptive
modulation and coding, which makes it possible mavigde users with high connection
speeds close to the BS (Base Station) and lowedsp&hen the radio channel is not as
good. Thus, WIMAX can offer home and business ugegh data rates and QoS
(Quality of Service) on dense areas and moderateemtion speeds and still good QoS
on rural areas. It is also designed to enable LANsEommunicate with each other
through a WMAN.

2.1. IEEE 802.16 standard family

This work relies on the IEEE 802.16 standard kn@asnEEE 802.16-2004, although
802.16e-2005 has already been published. This éstduthe fact that the WIMAX
equipment used in the measurements has been bocdtdang to 802.16-2004 and no
update from the manufacturer is yet available. 862.16 standard family comprises
several related standards with the main functitiealidescribed in Table 1. Standards
802.16a, 802.16¢c and 802.16d contain upgradesetoriginal standard and have been
integrated into the 802.16-2004 standard.



Table 1. IEEE 802.16 standard family [1], [4], [11]

Frequency | LOS/ PP/ Duplex Modulation Mobility? PHY layer| Other
band [GHz] | NLOS | PMP method operation
802.16 10-66 LOS PP TDD/ | BPSK, QPSK,| No SC complete
FDD 16-QAM, standard,
64-QAM completed
(optional) in 2001
802.16a | 2-11 NLOS| PMP TDD/ | OFDM 256, | No SC, SCa, amendment
FDD BPSK, QPSK, OFDM,
16-QAM, OFDMA
64-QAM (opt.)

802.16¢ | Upgrades for the 10-66 GHz range

802.16d | Upgrades for the 2-11 GHz range

802.16- | 2-11 and LOS PMP TDD/ OFDM 256, | No SC, SCa, complete
2004 10-66 and FDD BPSK, QPSK, OFDM, standard
NLOS 16-QAM, OFDMA

64-QAM (opt.)

802.16e-| 2-11 and LOS PMP TDD/ OFDM 256, | Yes SC, SCa, complete
2005 10-66 and FDD BPSK, QPSK, OFDM, standard
NLOS 16-QAM, OFDMA

64-QAM (opt.)

LOS/NLOS = Line-Of-Sight / Non-Line-Of-Sight

PP / PMP = Point-to-Point / Point-to-MultiPoint

TDD/FDD = Time Division Duplexing / Frequency Diwg Duplexing
BPSK = Binary Phase Shift Keying

QPSK = Quadrature Phase Shift Keying

M-QAM = Quadrature Amplitude Modulation (M states)

SC = Single Carrier

OFDMA = Orthogonal Frequency Division Multiple A=

The newest complete version of the 802.16 stan@ar@02.16e-2005, whose main
purpose is to introduce mobility making it possidta the DTE (Data Terminal
Equipment) to move at about 120 km/h. Some cooestand amendments have also
been made to the 2004 standard. [4]



The evolution of the standard is still far from qulete and new versions are frequently
published.

2.2 Technological aspects

WIMAX is a state-of-the-art wireless technology whiutilizes adaptive modulation
and coding, supports single carrier (SC) and odhagfrequency division multiplexing
techniques (OFDM) and several frequency bands ifeerent operation environments.
WIMAX system is able to constantly monitor the quabf the radio channel and
change its operational parameters (e.g. modulatioth coding) accordingly. In the

following sections technological aspects are moodoundly dealt with.

In the following two subchapters, the basics of ®@F@nd OFDM transceiver are
presented. The latter subchapters go deeper isteessthat have relevancy when

operating in a noisy or interference rich environme

2.2.1 OFDM basics

Orthogonal frequency division multiplexing is a tmedrrier technique, which splits the
system bandwidth into orthogonal subchannels (lidyr each of which occupies only
a narrow bandwidth and a separate subcarrier igreskto each. Since the bandwidth
of a single subchannel is generally smaller thae tadio channel's coherence
bandwidth, it can be treated as a flat fading ckarBy means of guard interval and
cyclic prefix, an OFDM system also achieves goaistance against multipath fading.

[3]

The transmitted data is spread onto the subchdmaetgers, which makes it possible to
transmit high data rates using rather modest pbcasuer data rates (long symbol
times). Transmitting 1 Mbit/s using 200 data subees, would thus mean a per
subcarrier data rate of only 5 kbit/s. In transmiss data is mapped onto every
subcarrier using basic modulation methods, sudBRS8K, QPSK and M-QAM, where



M refers to the number of possible states (4, 16, Modulation methods are more

profoundly dealt with in Section 2.2.3.

OFDM Subcarriers (n=10)

12 T T T T T T T

Amplitude

Frequency offset index

Figure 1. OFDM subcarriers

To reach good performance the transfer functiothefchannel need to be known and
utilized in the receiver. The channel estimatioagass includes making an estimate of
the channel by sending known signals (pilot subeesy at known frequencies and then
mathematically obtaining the channel response bsinsi®f interpolation. The model
obtained by these means is then used to removetefé frequency selective fading

from the data subcarriers. This is called change&ésation.

2.2.2 OFDM transceiver: system architecture

OFDM transceiver (Figure 2) comprises two main kéctransmitter and receiver,
which are separated by a duplexer (TDD, FDD or-tafilex). The data coming from
the Medium Access Control (MAC) layer is first cih@h coded, which includes

randomization (scrambling), forward error correst{&EC) and interleaving. [5]
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Scramblin Codin Puncturin, Interleaver Mapper IFFT
from g L g |, g 1, N pper ||
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Transmitter
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Frequency Digital T'Q ADC AGC LA &
sfrflgjattiomri;l&g B correction  [¥| demodulator [%] 7 " Downconverter
Data Descrambler Witerbi Deinterleaver & Demapper Channel FFT |_
to * decoder [ depuncturing 7 7 Equalizer ] ™
MAC

Figure 2. OFDM transceiver block diagram

The randomizer scrambles the transmitted bit sespipseudorandomly, generating a
sequence generally known as pseudorandom bit seguU&RBS). It eliminates the
possibility of transmitting series of all ones @ras for a long period of time, which
facilitates the work of adaptive circuits such agoaatic gain control (AGC). It also
efficiently removes the dependency between thesinitted data and the shape of the
power spectrum, spreading the transmission equallyhe used frequency band. [1]
The block diagram of the PRBS generator used in ¥XMs presented in Figure 3.

MSB LSB

data out

data in

/.

Figure 3. PRBS generator block diagram



Forward error correction is an error control codbijch utilizes redundancy in finding
errors and correcting them. In IEEE 802.16-2004C Flensists of a concatenation of a
Reed-Solomon outer code and a rate-compatible datiwoal inner code. Puncturing
removes some of the parity bits when using an eroorection code. It affects in the
same manner as having less redundancy or a higléngcrate, but enables us to use
the same decoder regardless of the number of paitgiyhaving been removed. This
provides additional flexibility to the system. Ireptentation of block turbo coding
(BTC) and convolutional turbo codes (CTC) is lgftional in the standard and will not
the treated in this thesis. Forward error correctall be more profoundly dealt with in
Chapter 2.2.4. [1]

Interleaving is the process of transferring adjadets away from each other in time at
transmission and deinterleaving combining them eaeption. The process aims at
weakening the destructive effect of short and sgframerfering bursts. The idea is
illustrated in Figure 4, which shows that when ilgaving is used, the transmitted
words (e.g. AAAA) can probably be recovered, whilghout interleaving the word

BBBB is completely erased. [9]

Without interleaving

Original data Interfering burst Received data
AAAABBBBCCCC > AAAABBBB-CCCC AAAA CCccC
With interleaving

Original data Interleaving Ifeging burst Received data
AAAABBBBCCCC ABCABGABCABC AAA BB_ CCC_

Figure 4. Interleaving

After interleaving, bits are fed to the constetlatimapper, which assigns every fixed
length series of bits (i.e. symbol) with a singemplex value in a constellation. After
mapping, the data stream is converted from seyightallel and an inverse fast Fourier
transform (IFFT) method is applied. IFFT transforthe parallel data streams from

frequency to time domain.



A guard interval is used between OFDM symbols imetidomain to prevent
overlapping of successive symbols caused by mutitiggopagation (intersymbol
interference, ISI). Cyclic extension refers to tim@lementation of the guard interval by
transferring a part from the symbol's end to thgiteing of the same symbol. This
creates adequate protection against multipath phena, while remaining

orthogonality between symbols. [3]

Wave shaping (windowing) is the process of shapinggspectrum of the transmitted
symbol so that the out-of-band spectrum usageeo$tinchannel is at small as possible.

This is usually done by applying a passband fitach as raised cosine window.

The digital I/Q modulator multiplies the in-phasednd quadrature (Q) control signals
with sine and cosine functions respectively andsstimem, creating the final baseband
signal. The baseband signal is mixed to the warddob frequency (RF) and amplified
to the desired power level (e.g. +10 dBm). Thendigmal is finally fed through the
duplexer to the antenna.

The receiver section of the transceiver comprisestiy corresponding blocks, but in
the reverse order as presented in Figure 2. Tha oifferences are the need for an
AGC, channel equalization, frequency correction agchbol timing. These will be

more thoroughly discussed in the following chapters

2.2.3 Modulation

The selected modulation method affects how marg/dain be transmitted in a symbol
and how much fading and interference the system todarate without errors in

transmission. In WIMAX, the (digital) modulation theds used are BPSK (Binary
Phase Shift Keying), QPSK (Quadrature Phase Steaffiri{), 16-QAM (Quadrature

Amplitude Modulation) and 64-QAM.

The more advanced the modulation technique, thieehigpectral efficiency (bit/s/Hz)
can be reached and more bits can be sent in a gmenFor every modulation method,
there are areas in the constellation diagram, c¢alkcision regions, using which the



interpretation of a transmitted symbol is done.cBicomplex modulation techniques
include several decision regions (Figure 5), addingse to the signal easily leads to
false interpretation of the transmitted symbol.thé received symbol, after channel
estimation etc, falls into the box drawn in Figeit is interpreted as 0000oab,bs).
[14]

Q .
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Figure 5. 16-QAM modulation decision region

However, in a realistic radio channel, additive t@hGaussian noise (AWGN) and
sources of interference are always present andstine signal as shown in Figure 6.

Noiseless signal, sin(x)
2 T T T T

-2 I L I L L
0 5 10 15 20 25 30

Noisy signal, sin(x)+noise(awgn)+interference

Figure 6. Noise adds to the signal
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Since the amplitude and phase of additive noise rarelom in nature, channel

equalisation is usually unable to correct their agtpon the signal, which generally
causes the symbol to move from its ideal positiartlee constellation diagram. If the
signal-to-noise-ratio (SNR) is low as a result ofvaak signal or intense noise, the
symbol may move outside its decision region, caudine symbol to be falsely

interpreted. Figure 7 represents false symbol @etisaused by a change in amplitude
and Figure 8 a change in phase.
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Figure 7. False symbol decision caused by amplitudmise
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Figure 8. False symbol decision caused by phase swi
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2.2.4 Forward Error Correction

An essential part of channel coding, forward eromrrection (FEC) is of great
importance in WIMAX because, together with adaptivedulation, it enables effective
link adaptation. In IEEE 802.16-2004, mandatoryneie coding is implemented with
concatenation of a Reed-Solomon (RS) outer code andhte-compatible zero-
terminating convolutional inner code (CC) as ilhastd in Figure 9. The encoding of
block formatted data is performed by first passinthrough an RS-encoder and then
through a convolutional encoder. The main reasorusing encoders in this order is
that convolutional coding with soft decision decwpioperates well for low signal-to-
noise ratios (SNR) and the hard-decision block (B&&)oder is able to correct the few

errors left after convolutional decoding. [1]

Reec-Solomon encode Convolutional encode!

Uncoded
data > (N, K, T =255, 239, 8) > code rates: >
1/2, 2/3, 3/4, 5/6

Coded
date

Channel coding
overall coding rate:
1/2, 2/3, 3/4

Figure 9. Channel coding in IEEE 802.16-2004

The RS encoding is derived from a systematic RS @95, K = 239, T = 8) code using
GF(Z), where N is the overall number of bytes afterceficg, K the number of data
bytes before encoding and T the number of datashwtech can be corrected using the
code. [13] The code rate of a convolutional encagldefined as

m number of information bits

m_ (1)

n  total number of bits after encodi ng

12



The overall coding rate can be defined in a likewisanner

overall coding rate = total number of bitsin uncoded data 2

total number of bitsin coded data

In the standard, mandatory channel coding per natidual is defined and presented in
Table 2.

Table 2. Modulation and coding methods in IEEE 802.6-2004 [1]

. Uncoded block size Code(.l block . )
Modulation (bytes) ( L::jgs) Overall coding rate RS code CC code rate
BPSK 12 24 172 (12,12,0) 12
QPSK 24 48 172 (32,24.4) 2/3
QPSK 36 48 3/4 (40,36,2) 5/6
16-QAM 48 96 1/2 (64,48,8) 2/3
16-QAM 72 96 3/4 (80.72.4) 5/6
64-QAM 96 144 2/3 (108,96,6) 3/4
64-QAM 108 144 3/4 (120,108,6) | 5/6

As can be seen in Table 2, high CC and low RS aatles are used for lower
modulations, since e.g. for QPSK, we are generalberating in a low SNR
environment. For BPSK, RS coder should be compldtgbassed. [1]

2.2.5 Automatic Gain Control (AGC)

The main purpose of an automatic gain control (A@&QGp keep the input power level
of the receiver on its optimal range. Generally ViKitransceivers include AGCs that
allow variations of approximately 50 dB in the pavevel received by the antenna. [6]
Assuming that an optimal input power for the maaneiver block would be -50 dBm,
AGC (50 dB) would allow received powers in the ramg -75 ... -25 dBm. Should the
power level exceed the range, the receiver may wtlk, but the performance is
usually somewhat degraded. The main idea of AGIigrated in Figure 10.

13
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Figure 10. Automatic Gain Control (AGC)

However, if narrowband noise (i.e. interferenceinsuo the signal, AGC may not be
able to raise the signal to the optimal power leifelhe amplitude of the interfering
signal is high enough, it may push the receivertsffunctional range (Figure 11). This

leads to a phenomenon generally known as receataragion.

P [dBm] P [dB]
A A
Sg\gg}al _____ - _> Functional
INe o _ range
level
> T[Hz] > f[Hz]

Figure 11. RX saturation caused by interference

The saturation of the receiver also affects thenobhequalisation process, since the
useful signal power is falsely evaluated due tanarease in the overall received power
(sign. power + jamming power) caused by the jammsmgnal. This tightens the
constellation as illustrated in Figure 12 and as jamming power is increased,
eventually leads to false interpretation of thengraitted symbols. In Figure 12, the
symbols originally on the outer decision regiors mow falsely interpreted

(e.g. 1011 -> 0001).
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Figure 12: Tightening of the 16-QAM

constellation caused by jamming signal

According to IEEE 802.16-2004 a WIMAX receiver shibbe capable of decoding a
maximum input signal of -30 dBm and tolerate O d#ithout damage to the system.
Minimum input level (sensitivity) can be calculatiedm the equation

Rg =-102+ NR,, + 10 Iog{ Fs- ':U:: : wa{"g"”e'sl 3)
where
NRrx the receiver SNR as per Table 7,
Fs sampling frequency (4.0 MHz),
Nusep number of used subcarriers (200),
NeeT number of points in FFT (256),
Nsubchannels the number of allocated subchannels

(default 16, when no subchannelisation is used). [1]

2.2.6 Duplex methods

IEEE 802.16-2004 supports the duplex methods FDDg(fenecy Division Duplexing)
and TDD (Time Division Duplexing). TDD is to be usedlizense exempt bands and
either TDD or FDD on licensed bands. However, this fartred WiMAX Forum -
certified base stations operate in the FDD modedthtian, FDD mode supports full
duplex SSs (Subscriber Station) and half-duplex $8&h do not receive and transmit

15



simultaneously. Half-duplex devices are normallgdidue to the lower implementation
costs. In licensed bands TDD is normally used if tbgulator (such as FICORA)
supplies the operators with a relatively narrow ofegabandwidth, which makes it
hard to allocate enough bandwidth for both transimisbands (UL and DL). However,
if operator has a large operating bandwidth, FDD atgar is usually chosen due to its

fundamentally higher capacity.

From interference point of view, operating in FDD mosleould provide better
protection against jamming, since jamming of théreroperational frequency band
requires jamming of two individual bands (i.e. uglend downlink). If only one of the
bands would be jammed, the transmission in the mngaidirection should still be
possible, allowing that acknowledgements are n@tiired or can still go through in the

jammed transmission direction.

2.2.7 Channel equalization

Channel estimation is first performed to obtaincaade knowledge of the radio channel
(channel state information, CSI). Channel equabmats then performed in order to
compensate for the distortion and losses causedeuadio channel on the signal using
the knowledge of the channel frequency responsergted in the estimation process
(CSI). [10] The general problem is reaching as detepand real-time CSI as possible
with as little signalling as possible. In WiIMAX, radchannel is measured by sending
known signals at known frequencies (pilot subcaryiarsl interpolating the frequency
response of the channel thereof. (Figure 13)
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Figure 13. Channel estimation using pilot subcarries

Since the radio channel is time-variant, the fregyeresponse needs to be calculated
frequently. The process of updating the receivet B&alled training and the sent
known information a training sequence. The morenotte channel frequency response
is derived the more accurate and real time CSké¢beiver has. However, the process
always consumes resources, which can be of importaspecially when SSs are

concerned.

Channel equalization is an important interfereramgdmming) countermeasure, since it
enables the system to adapt to changes in thetogecanditions. On the other hand, it
also provides an easy way to degrade the performaht®e system by jamming the
channel equalization mechanism. Jamming of the pubcarriers will be dealt with in
Chapter 3.

2.2.8 Antennas

Antennas to be used with WIMAX are not defined in sh@ndard, but have a crucial
impact on the system operation especially in aerfetence rich environment. The
basic sectorisation of the BTS provides some @& against interference coming
from directions other than that of the SS (Figud@. Naturally, the more sectors we

17



use, the better the protection. Typically a WiMAXsbastation covering the entire

radius (360 degrees), uses e.g. three (120 °)uor(8® °) sector antennas.

Jammer

wanted

jamming .
signal

signal

sector-

Figure 14: Sector antenna radiation pattern

Furthermore, by narrowing the lobe of the antenmticadly, we can reduce the harmful
impact of interference coming for example from t@fiters and other airborne jamming
sources. For example, the sector antenna providiédtie measured WiIMAX system

offers a gain of 16 dBi.

Other possibilities include high gain antennas (gagn 50 dB), which are always aimed
directly at the other part of the connection. (Feggd5) This usually requires both the
BS and the SS not to move in order to stay with& bbe of the antenna. Smart
antennas, where radiation pattern can be constatdgtrically modified, are an
important research topic especially in the fieldnafitary communications. [10] The
process of controlling directionality of an antensigenerally called beamforming.
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Figure 15: High gain antenna radiation pattern

2.3 WIMAX spectrum

The WIMAX system used in the measurements consisas oplink band at 3.445 GHz
+ 1.75 MHz and the downlink band 100 MHz above upbani3.545 GHz + 1.75 MHz.

The 3.5 MHz bandwidth is occupied with a total oDZubcarriers, 192 of which are
used for data transmission and 8 are pilot sulmarnused for channel estimation

purposes. [1] The spectrum allocation for the erB¥V is illustrated in Figure 16.

UPLINK DOWNLINK
<+—> <+—>
3.5 MHz 3.5GHz 3.5 MHz
) 100 MHz g

Figure 16. WIMAX spectrum in FDD operation
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Compared to a single carrier (SC) system, usingargel number of narrowband

subchannels results to a very sudden power densap @t the border of the

transmission band. This makes efficient use ofethidre allocated band possible, as is
typical for OFDM systems.

The carriers of the entire transmission band oingle transmission direction (UL or
DL) are shown in Figure 17.

Data Subcarriers DC subcarrier Pilot Subcarriers

R v AT

-

: -
\Guard Band Channel Guard band/

Figure 17. WiMAX subcarriers on the spectrum (UL/DL) [1]

According to [1] the subcarrier spacing for theteys can be calculated from the

equation
N, ying - BW
- floor [m‘é"goo ]-8000
Af =—3—= (4)
NFFT NFFT
where
Fs sampling frequency (4.0 MHz),
Nrrr number of points if FFT (256),
Nsampling sampling factor (8/7 for channel bandwidths mddtipf 1.75 MHz) and
BW nominal channel bandwidth (3.5 MHz).

For the measured system, this results in subcaspacing of 15.625 kHz. The exact
positions of the subcarriers can be determinedguia frequency offset indices from
the Table 3.
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Table 3. WIMAX subcarriers

Subcarrier index Other
-128 ... -101 Guard
-100 ... -89 Data
-88 Pilot
-87 ... -64 Data
-63 Pilot
-62 ... -39 Data
-38 Pilot
-37 ... -14 Data
-13 Pilot
-12 ... -1 Data
0 DC subcarrier
1...12 Data
13 Pilot
14 ... 37 Data
38 Pilot
39...62 Data
63 Pilot
64 ... 87 Data
88 Pilot
89 ...100 Data
101 ... 127 Guard

For example the first pilot subcarrier of the dowkliband can be found at the
frequency

foilotr = (3545000 — 885.625) kHz = 3.543625 GHz . (5)

2.4 Chapter summary

In this chapter an overview of the basics of IEEES.86-2004 based WIMAX
technology was presented. The standard family ik cginstantly evolving and now
seems to have its major breakthrough as the mib& 802.16-2005 based WIMAX
hits the market.

OFDM based systems offer efficient use of regulatimcated bandwidth due to the
orthogonality of subcarriers and effective link ption with the standard defined

capability of intelligibly adjusting modulation ancbding. They also offer efficient
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coding methods and channel equalisation to prokigl speed, errorless connections.
When operating with higher modulations (16-QAM ->hetchannel equalisation

process needs accurate channel state informatioanasput. Thus, the efficient

implementation of channel estimation is of gregtamance in WiMAX.

On many parts, the implementation of the above roeetl features in commercial
WIMAX systems has been left open in the standard, hvban be seen not only as a
factor giving desired freedom in design, but alscaafuture challenge what comes to
compatibility of differently implemented devices.
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3. Introduction to jamming

Due to the development of highly sophisticated gotaoy techniques, the decryption of
enemy’s messages is getting practically impossibiece recovering the message is no
longer possible, the only practical option lefttas make it impossible for the enemy

parties to communicate.

Jamming could be defined as the process of detdlgranserting man-made

interference onto a medium, with the purpose ofalyaing or destroying enemy’s

equipment. In this sense, paralysing can simplymmeserting enough interference onto
the connection, so that adequate signal-to-noigex@rrference-ratio (SINR-ratio) can
no longer be reached and the system can not fumctio

Jamming signals can be sent from whatever suitaeteice, for example from
helicopter, airplane, car etc. The further away fritw@ jamming target the jammer is,
the more equivalent isotropic radiated power (EIRR)st be used. Hence, one of the
key factors in successful jamming is to get them@nclose to the jamming target.

The basic idea is thus to accurately locate thaneg target and then use high gain
antennas, high transmit powers and a suitable wawefoo disrupt enemy

communication. Accurately stated, the denial ofuaate information consists of
deception, disruption and destruction of informatifil2] In the following subchapter

the effect of the earlier mentioned parametersramee profoundly dealt with.

3.1 Jamming types

In the thesis two main jamming types are used: namgkmulticarrier jamming. Noise
jamming can be further divided into wide- and narramd) jamming according to on
how large a fraction of the communication systengdency band the jamming is
applied onto. Multicarrier jamming aims at jammiogrtain preselected carriers that

have the most effect on the overall performanchefsystem.
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3.1.1 Noise jamming

The goal of noise jamming is to insert an intenfieee signal into the enemy
communication system so that the wanted signal mptetely submerged by the
interference. This form of jamming is also knownadsial jamming or obscuration

jamming. The main idea of noise jamming is illustchin Figure 18.

OFDM Spectrum using 20 subcarries + noise Jammlng S|gnal

uMLk1\(erW;N,‘HW\\W,\NW«WIM(’]Jmlj WH‘NWWWH‘MW f M ![HM M\Mﬂ Hi Hlf]\“m*\hb[m\ll I h ]“’WWWIl“l;'“" op I l[’MH
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Frequency offset index
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Figure 18. Wideband noise jamming

The optimal jamming waveform is intuitively white Gaian noise (WGN), since from
the information theory point of view, it has maxim@mtropy. [8] This conclusion can
also be drawn from the fact that the receiver cah distinguish between jammer
injected noise and its own. Based on the relatignbletween jammer bandwidth and
that of the equipment, noise jamming can be categwrinto narrow- (spot) and
wideband (barrage) jamming. The relationship isveoiently expressed as

B,  Jammer bandwidth

= . 6
B, Victimsystem bandwidth (©)
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Typically, if the ratio B/Bys is less than 0.2 jamming is considered to be gpoining

and if greater than 1, barrage jamming.

The main advantage noise jamming has, is that itleyabout the enemy’s equipment
need to be known. However, there are great manyrigotich make the performance
of a noise jammer to drop below its theoretical tapg. The fact that a noise jammer
has to function on victim systems using arbitranjapsations, generally leads to usage
of either 45 degrees slant polarised or circulgrbfarized jammer radiations. This
causes a rather modest ERP (Effective Radiated Raivep of typically 3 dB, but
more serious losses in the order of tens of dBsiroas a result of bad noise quality and
e.g. orthogonal polarization between jammer andmieintennas. [7]

The easiest way of creating an effective noise jamisi¢o pass band-limited noise
through an RF-amplifier and to the transmittingesuma. This method is also known as
direct noise amplification (DINA). In the noise jarmg measurements described in the
following chapter, a WGN signal is first created msbband, then modulated onto the
selected RF and transmitted.

3.1.2 Multicarrier jamming

Multicarrier jamming differs from noise jamming leing suitable only for jamming
the very system it is designed for. The generah ideto determine the most critical
vulnerability of the victim system in terms of tharriers used and then inject a very
narrowband signal, e.g. zero bandwidth sine sign@b the those carriers. The idea is
illustrated in Figure 19.
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OFDM Spectrum using 20 subcarries + multicarrier jamming signal
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Figure 19. Multicarrier jamming signal injected on an OFDM signal

In Figure 19, a 20-carrier OFDM system with 4 pilobsarriers (green) is used. The
multicarrier jamming signal (red) is inserted ome pilot subcarriers with frequency
offset indices -8, -2, +4 and +10. In Figure 19siassumed that pilots are the critical
vulnerability of the jammed system. In this cabe, jamming signal is a zero bandwidth

sine signal, which is also used in the measurehesitribed in Chapter 4.

In WIMAX, channel equalisation is performed usingitt subcarriers, which makes it
intuitively one of the critical vulnerabilities dhe WIMAX. The jamming of these

subcarriers prevents the victim system from adexiyatorrecting the effects of the
channel on the signal. A successful channel eqialis is shown in Figure 20 and the
effects of jamming on the 16-QAM constellation irgdie 21. It is assumed that only

0001 symbols are sent over the channel.
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Figure 21. Unsuccessful channel equalisation causbky jamming

As can be noticed in Figure 21, the jamming of tieim system led to a number of
false symbol decisions. Increasing the power of mhelticarrier jamming signal
increases the spread of the constellation and keeadurther degradation in the symbol
error probability.
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3.3 Chapter summary

In Chapter 3, the basic jamming types and theigesainciples were presented. If no
specific knowledge of the attacked system is alilglanoise jamming should generally
be used. Its efficiency is based on the fact thatewtoise has maximum entropy, which
makes it practically impossible for the victim systto separate noise from the desired

signal.

If the attacked system is already known in dethéré may be other, more efficient
ways of deteriorating the performance of the systene such method, in the case of
WIMAX, is jamming its pilot subcarriers. For otherssgms there can be other
vulnerabilities and of course differently implemettViMAX transceivers may not be

as vulnerable to pilot jamming as the one analyséthapter 5.
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4, Measurement setup

The measurement setup used in the jamming measntec@nsists of a WIMAX base
transmitter station (BTS), customer premises eqain(CPE), cables, attenuators,
directional coupler, spectrum analyzer and sigmealegator. For the downlink jamming
measurements the setup is illustrated in Figurea2® for the uplink in Figure 23.

Computer Computer
client server
(Iperfv.1.7.0) (Iperfv.1.7.0)
BTS | At .| Adj. att. N Directional | CPE
60 dE 6...66 dE coupler

A
Signal Spectrum

generator analyzer

Figure 22. Measurement setup (Downlink measurement)

Computer Computer
client server
(Iperfv.1.7.0) (Iperfv.1.7.0)
CPE o Att. o Ad. att. _,| Directional | | BTS
60 dE 6...66 dE coupler

A
Signal Spectrum
generatc analyze

Figure 23. Measurement setup (Uplink measurement)
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The attenuation normally caused by the additive evi@aussian noise (AWGN) radio
channel is generated using two attenuators, a &tethuator of 60 dB and an adjustable
attenuator (6 ... 66 dB). The adjustable attenuatarsed to create a typical operating

condition for each modulation, which can be expre sse

typical received power level = rec. sengtivity (standard) + fade margin. (7)

In the measurement, the typical received power lsvealculated using the sensitivity
requirements defined in the standard and adding @Bfade margin. For instance, for
QPSK 3/4 standard defines a sensitivity of -86 dBms the signal is attenuated so that
the power level of -66 dBm is received. For a Rayleiading channel, the 20 dB fade

margin would correspond to time availability of ab8@ %. [13]

Cables are radio frequency coaxial cables, whoseath\asttenuation with connectors,
the spectrum analyzer and signal generator in réifite measurement settings is

calculated in Section 4.4.

Spectrum analyzer is connected in parallel to #ugor path using a directional coupler
in order to observe the changes in the system’satipeal state and to verify that the
jamming signal is of the correct bandwidth and aatly located on the transmission
band. Signal generator is used to create the jagwsignal and to inject it onto the

jammed band.

4.1 Generation of jamming signals

The jamming signals were created using a Rohde &&chSMJI100A signal generator
(Figure 24) and the base band white Gaussian n@ealsvith WinlQSIM v. 4.30
software (Figure 25) created by Rohde & Schwarz.
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Figure 25: Rohde & Schwarz WinlQSim program

The parameters of the different types of jammimgnals are presented in Table 4 and a
graphical illustration in Figure 26. In Sectionsl4. and 4.1.2, the generation of

different jamming signals used in the measuremelhb@iexplained in greater detail.
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Table 4. Jamming scenarios used in the measurement

Jamming scenario | Noise/pilot jamming| Bandwidth (%) Other
1 Noise 10 Narrowband (spot)
2 Noise 50
3 Noise 120 Wideband (barrage)
4 Pilot Zero-BW sine signal Pilot 4 (UL), Pilot DL)
5 Pilot —ZorePiileinesieaaly alles
6 Pilot SZopezinleinocionald Al cilats
A
dBm/Hz Scenario Scenario :
(uplink) (downlink) Pilot T
subcarrier
Data
Scenario 1 subcarriers
Scenario 2
Scenario 3
[ } Hz

Figure 26: Jamming scenarios

4.1.1 Noise jamming

For the jamming Scenarios 1-3, a white Gaussian r{g¥&eN) signal was first created

in base band with the WinlQSIM software and modulatedo RF using signal

generator’s integrated 1/Q-modulator.

The bandwidth of the noise signal was selected t@yia) the clock frequency of the
arbitrary waveform generator (ARB) of the signal geor and verified with the
spectrum analyzer (Figure 27). The base band msigg®l consists of 12000 samples

and can thus be considered satisfactorily randomatare.
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Figure 27: Hewlett Packard 8596E spectrum analyzer

The centre frequency of the jamming sighal was amndsebe the same as that of the
WIMAX system. Of course, especially for the spot jamgncase, if the noise jamming

would be set to optimally overlap certain pilot sav@rs, the effect on the system
might be more significant. However, noise jammingissially used when no specific

knowledge or equipment is available to attack ticeina system and on the other hand,
jamming of the pilots is already studied in anotimerasurement.

The idea of studying the impact of the bandwidthlef noise jamming signal on the
performance of the system is conducted to studyctmpromise needed to be done
between the spectral power density (dBm/Hz) of themarg signal and its spectral
coverage (percentage of the system BW). For narmévi@mming (Scenario 1), the
achieved spectral power density is high, but theegey fraction of the system BW is
modest. The system could therefore possibly trandatia using the subchannels not
covered by the jamming signal. On the other hasthgua wideband jamming signal
(Scenario 3) makes it possible to cover the erdperational BW, but the spectral

power density with the same jamming power remains low.
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4.1.2 Pilot jamming

Multicarrier jamming signal was planned to be stddie jamming Scenarios 5 and 6
(Table 4) but due to the limitations of the usegnal generator this could not be
performed. Scenario 6 with 8 jamming carriers comtd be studied, because of the

different distance between th8 &nd the B pilot subcarrier.

Scenario 5 could not be actualised because theicawier jamming signal created
using the signal generator integrated signal aeatool did not place the carriers at
their exact intended positions. Adjusting the dista manually with the help of the
spectrum analyzer did not help, since there seeimdzk discreteness in the possible
positions of the carriers in the order of a few kiBecause of the very high accuracy
needed to make jamming effective, proceeding woaldehgiven false conception of

the performance of the multicarrier jamming signal.

The only studied pilot jamming scenario now incluggasming of individual pilots.
The jamming signal is a pure sine signal locateat#y at the frequencies of the pilot
subcarriers, which are given in Table 5. Becausthefadditional DC subcarrier, the
frequency gap betweer'and ' subcarrier is 406.25 kHz while for other it is 356
kHz.

Table 5. Pilot and DC subcarrier frequencies

Uplink frequency (Hz) Downlink frequency (Hz)

3443625000 3543625000 1st pilot
3444015625 3544015625 2nd pilot
3444406250 3544406250 3rd pilot
3444796875 3544796875 4th pilot
3445000000 3545000000 DC subcarrier
3445203125 3545203125 5th pilot
3445593750 3545593750 6th pilot
3445984375 3545984375 7th pilot
3446375000 3546375000 8th pilot
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4.2 Packet error ratio measurement

The effect of jamming was conceptualized using @cgl measure known as packet
error ratio (PER), which can be expressed as

PER= Number of erronous packets _ (8)
Number of packets sent

The measurement was conducted by transmitting aangtagth (8 kb) UDP (User
Datagram Protocol) packets over the connection (Egy28 and 29), with a constant
transmission rate of 95 % of the measured maxintuoughput allowed by the selected
modulation/coding combination. The transmissiom naas selected 5 % lower than the
maximum to make sure that no errors occur becatiskeosmall fluctuations in the
system capacity caused by the software, computetsonk adapters etc. UDP packets
very chosen to minimize the signalling traffic ovitie connection so that only real
effects on the transmission rate could be monito@ddccourse, effects of jamming on a
connection with a need for 0 % PER (such as TC#®) lahve great significance, but are
completely of different nature and therefore natered in this thesis.

The measurement was performed using iPerf v.1.7.0¢chwis considered a good
measurement tool due to its simplicity and the fhat it consumes very little resources.
First the receiving end of the connection was iltém as the server (Figure 28) and the

transmitting end as the client (Figure 29).
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e C:AWINDOWS\system32hcmd.exe - iperf s -u -il

C:s>iperf —s —u —-il

Server listening on UDF port 58601
Receiving 1478 byte datagrans
UDF buffer size: 8.88 KByte <(default)>

Figure 28: Iperf v.1.7.0 running in server mode

oo CIAWINDOWS\system32\cmd.exe - iperf -¢130.233.238.167 -u -i1 110000 -b1000000

C:wriperf —c138.233.238.167 —u —il —t18008 —hl188BA6BA
Client connecting to 138.233.238.167. UDP port 5861
Sending 1478 bhyte datagranms

UDP huffer size: 8.0 KByte <defaunltl>

[1916]1 local 138.233.238.167 port 2155 connected with 138.233.238.167 port S6H1

Figure 29: Iperf v.1.7.0 running in client mode

The server was set to report the transmission PlER/&@econd and the jamming power
needed to reach certain PER was written down. Due ¢o lahge number of
measurements (~500), the jamming power values wken tas the PER value mostly
stabilized between the values shown in the Table Winbaits average with good
accuracy at the intended PER for a period of 10

Table 6. Packet Error Ratio ranges used in the measements

PER (%) 0 5 30 60 100

PER range (%)| O 3...7 20...40 50...70 100
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An example of on ongoing 16-QAM 3/4 downlink PER-measwent aiming at 30 %
PER is illustrated in Figure 30.

. Command Prompt - iperf.exe - khits -s -u -il

238.8-231 .8 sec 336 KBytes 2752 Khits~/sec
231.8-232.8 sec 337 KBytes 2775 Khitsssec
232.8-233.8 sec 329 KBytes 2693 Khits/sec 939 ms 89/ 318 (282>
233.8-234.8 sec 322 KBytez 2634 Khits/sec 146 m= 94, 318 382>

4.635 ms 126/ 368 (35x)
3
4
2
234.8-235.8 sec 353 KBytes 2893 Khitsssec L.846 ms 111/ 357 (3142
&
4
2
3

853 ms 82/ 318 (26#2

235.8-236.8 sec 346 KBytes 2834 Khits/sec 144 ms 121/ 362 (3342
236.8-237.8 sec 349 KBytes 2858 i B78 ms 111/ 354 (312
237.8-238.8 sec 373 KBytes 3658 -938 ms 181/ 361 (2842
238.6-237.8 sec 368 KButes 3611 823 ms 182/ 358 (2812

237.8-248.08 sec 377 KBytes 318% Kbits~sec 898 ms 23, 357 (2642
[ ID] Interval Transfer Bandwidth Jitter Lest-Total Datagrams
3822 358 (28

[19232]1 248.8-241. 369 KButes

[19321 241 .8-242. 369 KBytes 3622

[19232]1 242.8-243. 379 KBytes 3185

[19232]1 243.8-244. 356 KBytes 2%16

[1232]1 244.8-245. 362 KBytes 2964

[12321 245.8-246. 352 KBytes 2881

[1232]1 246.8-247. 366 KButes 2999 Khits/sec
[19321 247.8-248. 37% KBytes 3185 Khits/sec
[19321 248.0-249. 373 KBuytes 3658 Khits/sec
[19321 247.8-258. 356 KBytes 2916 Khits/sec
[192321 258.A-251. 385 KBytes 3152 Khits/sec
[19321 251 .8-252. 382 KBytes 3128 Khits/sec
[192321 252.8-253. 346 KBytes 2834 Khits/sec

2.7860 ms 181/ 28%>
-853 ms 186/ 363 (2%x2
-593 ms 94, 358 (26x2
379 ms 1877 355 (3840
.734 ms 188/ 368 (382
673 ms 114/ 3597 (3240
812 ms 183~ 358 2%
.311 ms 26/ 368 (274D
-326 ms 9/ 359 (2840
-935 ms 111/ 359 (31D
-429 ms 86~ 354 (240
-323 ms 95~/ 361 <26x2
751 ms 117/ 358 (330

o Gl D G B D o b I i Gl

Figure 30: 16-QAM 3/4 PER measurement (PER = 30 %)

In Figure 30 on the right the PER value is shown¥24.. 35 %), which falls in the
range (20 % ... 40 %) defined in Table 6. The averddghe PER values in the window
is 29.1, which can be considered to be sufficiendgr PER = 30 % that was the target
value. The measurements targeting at other PERs 6. %) were performed in a

similar manner.

4.3 Receiver sensitivity measurement

Receiver sensitivity measurement is performed éhsav well the requirements set by
IEEE 802.16-2004 standard have been met. Should stwesitivity exceed the
requirements, the functionality of the receiver thé standard sensitivity defined
coverage area borders can be expected to be good.

The measurement is performed by transmitting UDKgtacat 95 % of the modulation
and coding enabled maximum throughput separatehoddh transmission directions.
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The connection is then attenuated using the adjlestattenuator until transmission

errors start to occur or the system drops the aiore

Measured receiver sensitivity can now be calculateu the equation

rec. sensitivity = transmitted power - fixed. att. - adj. att. - cable att. (9)

where

transmitted power = power transmitted by CPE (uplink) or BTS (downlink)dBm,
fixed att. = attenuation caused by fixed attenuator (60 dB),

adj. att. = attenuation caused by adjustable attenuator @b5.dB),

cable att. = attenuation caused by cabled)5 dB).

4.4 Cable attenuation measurement

Cables and connectors used in the measurementFaceiRponents, but at frequencies
high as 3.5 GHz, they cause significant attenuatothé signal. In order to calculate
PER vs. SJR (Signal-to-Jamming-Ratio) curves ctyeihe impact of these and that
of the signal generator and spectrum analyzer tatse carefully taken into account.

In the PER measurement BTS and CPE were at theadrtdle connection (Figures 22
and 23). Here, they have been replaced by the sig@maérator and the spectrum
analyzer. The spectrum analyzer and the signalrgteas they were in the PER
measurement, are here replaced by 50 Ohm loadsafféeuation caused by cables,
connectors, directional coupler, signal generatak spectrum analyzer is measured by
feeding a 3.5 GHz sine signal through the measuresysi@m and measuring the input
power with the spectrum analyzer. The whole setujustiated in Figure 31.
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Spectrurranalyze Spectrurranalyze
shows 0 dBr shows-5.1 dBm

Signa | A / Att. Adj. att. \4 Spectrur

q Directional
generator > 60 dB —» 6...66 dB e coupler [ analyzer

A 4

Figure 31. Cable attenuation measurement setup

Before the actual measurement a short, 30 cm, d&les connected between the
signal generator and the spectrum analyzer andeiteived power by the spectrum
analyzer is set to 0 dBm by adjusting signal geoetaansmitted power (Figure 32). In

this case, the signal generator transmitted sigeedled was 0.2 dBm.

Signal A Spectrum
generator > analyzer
Pt =0.2dBm Pr=0dBm

Figure 32. Cable A attenuation measurement

The same cable (A) is used when measuring theuattiem of the whole setup allowing
its effect to be cancelled. While keeping the tnaitted power at 0.2 dBm, the
attenuation of the whole system without cable A naw be simply expressed by the

Equation 10.

Total attenuation (dB) = received power (dBm) (10)

Now the spectrum analyzer received signal power wak dBm, meaning simply that
the attenuation of the rest of the measuremenesystas 5.1 dB. Since the setup
without cable A is used in the jamming measuremehtis value can also be considered

total attenuation of the measurement system.
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4.5 Chapter summary

In this chapter, the measurement setup used in jaganctable attenuation and
sensitivity measurements was presented and the qaracéor measuring packet-error-
ratio was explained. For verification, the attermatcaused by components in the
measurement system was measured for both the WiMANXakignd the injected

jamming signal.

The generation of different jamming signals wassilfated and the limitations of the
generator resulting in fewer jamming scenarios tpéanned were presented. The
waveform and bandwidth of the jamming signal wereifieel with the spectrum

analyzer connected parallel to the measuremengrayst
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5. Measurement results analysis

Four different jamming scenarios were measuredetheng noise jamming scenarios
and one targeted at jamming individual pilots. Mulbt jamming scenarios were
planned to be measured, but could not be realisedta limitations of the software of

the signal generator described in Chapter 4.

In the following sections, the results are graplhycaresented e.g. by using signal-to-
jamming-ratio (SJR) vs. packet-error-ratio (PER)rves. First the downlink
measurement results are analyzed with all the Iplessiodulation/coding combinations
for different jamming scenarios. In Chapter 5.4inlplis analysed for BPSK %2 and
downlink jamming scenarios are summarized. Uplinkdutation could not be kept
constant, since jamming the connection always letth@écsystem dropping modulation.
Thus, the data for uplink consist only of BPSK Y2 sugaments and therefore no deep
downlink vs. uplink analysis will be performed. Alld measurement based curves are

presented in Appendixes | and Il and the measuredsa in Appendixes Il and IV.

In Table 7, minimum receiver signal-to-noise-r§@NR) required for BER = 1Dafter
forward error correction (FEC) is presented assunindB noise figure and 5 dB
implementation margin. The SNR values given in €ablcan be used to evaluate the
performance of the system especially under widebaride jamming, since its effect
can simply be considered as an increase in noiet (er drop in SNR). Other types of
jamming signals can then be compared to the pednceunder wideband jamming.

Table 7. Required receiver SNR to reach BER = 1Dafter FEC [1]

Modulation | Coding rate Recezﬁ;)SNR
BPSK 1/2 6.4
1/2 94
QPSK
3/4 11.2
1/2 16.4
16-QAM
3/4 18.2
2/3 22.7
64-QAM
3/4 24.4
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Here signal-to-jamming-ratio is defined as

Sgnal Power (W)
Jamming Power (W)

Sgnal-to-Jamming-Ratio = (12)

and in decibels as

Sgnal-to-Jamming-Ratio [dB] =Sgnal Power [dBm] - Jamming Power [dBm] (12)

where
Sgnal Power= Signal power received by BTS (uplink) or CPE (damiqj|,
= Py, signal — Avixed — Aadj. — Acablest ,

where

Py, signal = Transmitted signal power by BTS (DL) or CPE (UL)
Afixed = Fixed attenuator attenuation (60 dB)

Aqgi. = Adjustable attenuator attenuation (6 ... 66 dB)

Acablest = Attenuation caused by cables and connectotsifs) and

Jamming Power = Jamming power received by BTS or CPE.
=P, jamming — Acables?
where
Pt jamming = Transmitted signal power by the signal generator
Acnies = Attenuation caused by cables and connectorsi@)5

The packet-error-ratio values are calculated amel@fy Equation 8.

5.1 Downlink noise jamming (scenarios 1-3)

In downlink measurements for Scenario 1 (Figure a3j)arrowband (BBys = 10%)

jamming signal was summed to the WIMAX signal havengentre frequency of 3.545
GHz. For modulation methods QPSK % to 64-QAM % it seinaisthe SJRs follow the
SNRs given in Table 7, but for the two lowest modatsd BPSK Y2 and QPSK % the

jamming is not as effective.
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The better performance using lower modulations eaexplained by the fact that they
don't need as efficient channel equalisation ashigber ones. For BPSK and QPSK
there are no multiple amplitude levels in the celtation, which makes them rather

insensitive to AGC saturation. In this case, thenang signal was located at the centre
of the downlink band, which makes it overlap pilabsarriers 4 and 5. Due to its high
spectral density, the jamming signhal was able ttorgdge the channel equalisation

process effectively, but didn't overlap enough dsteécarriers to be efficient when

using lower modulations.

The effect of moving the jamming signal to anotpart of the WiIMAX spectrum was
not studied, but is worth noting. In Section 5.2, mhpilot jamming is studied, it is
noticed that jamming the pilot subcarriers is thestrefficient form of jamming studied
here. Naturally, should the jamming signal ovedaty one pilot which is possible, the

impact on the performance of the victim system waowdt probably be as severe.

DOWNLINK: Jamming scenario 1 (10 % of bandwidth jammed)

100 T T T l [ ‘ T T T
‘ | \ \ BPSK 1/2
90~ | “‘ —QPSK12 |-
‘ | \ Q
| x \ \ ~—— QPSK 3/4
B0 | \‘ \ 16-QAM 1/2 | |
2ol \ | 16-QAM 3/4 | |
9 “ 64-QAM 2/3
E 60 | ‘ 64-QAM 3/4 |
© \ ‘ | |
o \ \
S 50 “ \‘ i
L1 \ \ \ ‘\
o | \ | |
2 | | | | ]
(8] | \ |
@ | \
& 30+ \ \ .
0 L ! AN ! ! ! ! !
5 0 5 10 15 20 25 30 35

Signal-to-Jamming-Ratio [dB]

Figure 33: Downlink jamming (Scenario 1)
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In Scenario 2 (Figure 34), a jamming signal with% ®f the bandwidth of the WiMAX
system was used centred at the centre frequendyeo¥ittim system. The downlink
measurements show that, compared to Scenario 1réF&3), the jamming now affects
the lowest modulations rather effectively. This le&althe conclusion that the system is
not resistant to the jamming form, even if it do@st need very good channel
estimation. This can be justified by thinking thHagving channel equalisation aside, the

noise occupies enough of the whole band makingpiossible for the system to ignore
it.

However, now that the jamming power is spread on amitdguency range, the pilots
can form a good channel estimate, which is the alwspecially when operating with

16- and 64-QAM modulations. This can easily be dsecomparing 64-QAM % curves
in both the Scenarios 1 and 2.

DOWNLINK: Jamming scenario 2 (50 % of bandwidth jammed)
100 “l [ T [ T w“ T T T
| BPSK 1/2
90~ x ‘\ ‘\ ——— QPSK 1/2 |
| \ ———— QPSK 3/4
801 I | 16-QAM 1/2 |
20 | \ 16-QAM 3/4
9 | \ 64-QAM 2/3
° 60 I \ 64-QAM 3/4
g | | |
T I | |
5 50 | | | *
3 . | |
g 40 | | | f
S \ \ \ \
20 \ 1
10+ \ ]
N
0 1 N 1 ! 1 1
0 5 10 15

20 25 30
Signal-to-Jamming-Ratio [dB]

Figure 34: Downlink jamming (Scenario 2)
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In the wideband jamming case (Figure 35), a n@saning signal occupying 120 % of
the system bandwidth was inserted onto the trangmissedium. Compared to
Scenario 2, the results seem to be rather similarreach the same performance the
system now seems to need a bit lower SJR, which agty pe explained by the fact

that the jamming signal now occupies 20 % more badittiwthan would have been

needed and about 16.7 % of the jamming power i€ther wasted.

DOWNLINK: Jamming scenario 3 (120 % of bandwidth jammed)

100 sx T \\ T T T 1 T T T
| BPSK 1/2
90 - | ——— QPSK 1/2 |
~ QPSK 3/4
80 . 16-QAM 1/2 | |
ol 16-QAM 3/4 | |
= \\ 64-QAM 2/3
2 60 | ‘\‘ ‘u‘ \‘ 64-QAM 3/4 | |
¢ o | |
S 50r \ \ | | 4
f |
L] I | \
= | |
£ 40 L | | I
@ “ | \ \
o 30 ‘ \ | k
\ \ | ‘\
\ \
20+ \ \
\ S \
of |
‘ \
0 1 \ B \ ! A\ ! ! 1
0 5 10 15 20 25 30

Signal-to-Jamming-Ratio [dB]

Figure 35: Downlink jamming (Scenario 3)

5.2. Downlink pilot jamming (scenario 4)

In jamming Scenario 4, a sine signal was insert@étleatentre frequency of one pilot at
a time, and their relative vulnerability was detered by comparing the needed
jamming power. The most vulnerable pilot subcar@@peared to be"7for the

downlink and & for the uplink jamming. The needed jamming powereach PER =
5% for each of the pilot subcarriers is illustratedrigure 36.
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DOWNLINK: Determination of the jammed pilot (PER 5%)

T T I I T T

BPSK 1/2

35- ——— QPSK 1/2 1

— QPSK 3/4

16-QAM 1/2
30 16-QAM 3/4 T
64-QAM 2/3

o5 [ T 64-QAM 3/4

T

Signal-to-Jamming-Ratio [dB]

Pilot number

Figure 36: Determination of the jammed pilot (Downink)

What is somewhat surprising is the difference ejgimming power needed to detoriate
system performance by jamming individual pilot sadiers. For example, when
operating with BPSK %2 the difference in the neegedming power when jamming
different pilot subcarriers can be up to 7.5 dBofsi5 and 7). One could also expect
that there would be some symmetry what comes to/aheerability of the pilots, i.e.

pilots 1 and 8, 2 and 7, and so on, would actsimalar manner. This appears not to be
true, either.
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DOWNLINK: Jamming scenario 4 (pilot 7 jammed)

100 Co : ‘ \ ‘
BPSK 1/2
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Figure 37: Downlink jamming (Scenario 4)

As the weakest pilot was determined, a similar PERsoreanent as with Scenarios 1-3
was performed. The result shows clearly that jammimeg 7" pilot is a far more
efficient way of attacking the system than the amged in Scenarios 1-3. The jamming
power needed is now about 10 dB less, than withébersl most efficient scenario (i.e.
Scenario 2). However, since the implementation ofdieennel equalisation is vendor
specific, the results shown here apply only forveey system studied.

It can also be noticed that the performance (ER)Pdoes not go down as quickly as in
Scenarios 1-3. Using the highest modulations, tfierdnce of the 0 % and 100 % PER
is now about 14 dB as with earlier scenarios it waly about 4 dB. The phenomenon
could be explained by the receiver saturation whindwever, is not very likely since,

by changing the transmission frequency of the digi@merator, it was noticed that
moving the jamming signal away from its exact in&shgbosition on the transmission
band reduced the measured PER significantly. Toexefit is concluded that the

channel equalisation is not possible for the dabzarriers closest to the jammed pilot.
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Thus, the theory based assumption of the pilotegotie system’s weak spot can be

considered to have been justified. The reasonictargied in Figure 38.
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Figure 38: The effect of pilot jamming on system p#ormance

Figure 38 now illustrates how the performance ofsygem drops as more and more
data subcarriers stop to function as the jamminggpancreases. Had it been possible
to inject a multipilot jamming signal to the system more sudden decrease in

performance would probably have happened.

5.3 Comparison of jamming scenarios (UL and DL)

The comparison of jamming modes in downlink jammprgvides some insight into
how the system actually functions. With the lowestdations not needing accurate
CSl, it seems that narrowband jamming can be emgibyred. Jamming a larger fraction
of the system bandwidth is more effective, but oy fairly easy way to deteriorate
system performance is to jam a pilot subcarrigreeslly the ¥ (Figure 39). Naturally,
this is a system specific feature and thus the jammmerformance of another system

can be different.
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DOWNLINK BPSK 1/2: Jamming scenarios 1-4
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Figure 39: Comparison of DL jamming scenarios (BPSKL/2)

As we move to jamming the system operating with na@heanced modulations (Figure
40), jamming the 7 pilot is still clearly the most effective type gimming. However,
the increased need for accurate channel estimbgoomes clear, since the narrowband
jamming is now getting more effective compared te ttmes jamming a larger
bandwidth. Thus, it is concluded that the narrowbgemhming actually starts to
function as if it was a form of pilot jamming by alapping pilot subcarriers 4 and 5.
The reason it is still far more inefficient compar® Scenario 4, is the fact that it
wastes most of its power on the data subcarriers.
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DOWNLINK QPSK 3/4: Jamming scenarios 1-4
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Figure 40: Comparison of DL jamming scenarios (QPSK3/4)

What was earlier presumed about the increasingiefiy of narrowband jamming
when operating with higher modulations shows inelytabth 64-QAM 2/3 (Figure
41). Narrowband jamming has now risen as the secorsl afficient jamming form
and is now more efficient than jamming some of thetp (not the ¥). The relative
difference of the second best jamming type to thet gpmming has dropped from
about 10 dB to 6 dB when comparing the required jamgnpower causing errors on

connection.
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DOWNLINK 64-QAM 2/3: Jamming scenarios 1-4
100 T DN T T T T T T T

Scen. 1: 10 % jammed
Scen. 2: 50 % jammed |
Scen. 3: 120 % jammed
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Figure 41: Comparison of DL jamming scenarios (64-@M 2/3)

A distinctive feature noticed, is that the PER esrof the wideband noise jamming
signals come down from 0 % to 100 % PER far morddhaghan those of the
narrowband and pilot jamming. This result can beifjed with the reasoning already
presented in Figure 38. As data subcarriers startirop as a result of increased
narrowband jamming power, the PER value slowly startsicrease. For Scenarios 2
and 3, such a phenomenon doesn't occur due toighged impact of jamming on
channel estimation (i.e. the pilot subcarrier).

The uplink jamming measurements were performed simalar way as the downlink
measurements. For Scenario 4, the jammed pilot Wasen to be the™due to its
highest relative sensitivity to jamming (Figure 4®Yhat can clearly be noticed is the
more profound difference in the vulnerability ofethdifferent pilots in terms of
jamming. It almost seems that only four pilots ased for channel estimation. Of
course, this can also have something to do witHatiethat the measurement was only
done with BPSK not needing very accurate chanrighagon. However, the difference
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to the downlink measurements is that there is novarmgnp symmetry to be seen in
Figure 42.

UPLINK: Determination of the jammed pilot (PER 5%)
10 T T T T T

BPSK 1/2

Signal-to-Jamming-Ratio [dB]

Pilot number

Figure 42: Selection of the jammed pilot (Uplink)

The result obtained from the uplink measuremenigu(é 43) for BPSK have some
rather similar features compared to those for dmknlThe PER curves of Scenarios 2
and 3 are much more steep than for the other tenas®s. What is different, however,
is the fact that the narrowband jamming signal (8oenl) is already almost as
efficient as the pilot jamming for BPSK jamming. Aher difference is that to
completely prevent transmission in uplink directi@nseems to be reasonable to use
Scenarios 2 and 3. However, the differences of upinéd downlink jamming results
can't easily be justified theoretically, since tl®andard doesn’t go into the
implementation of the transceivers at both endeé®tonnection.
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UPLINK BPSK 1/2: Jamming scenarios 1-4
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Figure 43: Comparison of uplink jamming scenarios

5.4 Comparison to the simulated results

In [2] a simulator was built to predict the effecfsiamming on an IEEE 802.16-2004
based WIMAX system. The results are not completelpmarable, since the jamming
scenarios are slightly different and a Rayleighifgcchannel is used. However, in [2]
the user is moving only 1.5 m/s, so the channeioisvery rapidly changing and the
results should therefore have similar features. Thannel parameters (Table 8)

correspond to flat terrain type and moderate-toéae density.
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Table 8: Rayleigh channel parameters

Operating Band 2.4 GHz

Channel Bandwidth 7 MHz

Channel Path Gains [0 -4 -8]dB
Channel Path Delays [0 1.5 4] us
Max. Doppler spread 12 Hz (at 1.5 m/s)

In the following, the simulation results for 1 gilamming (Figure 44) and 50 % partial
jamming (Figure 45) are compared to the measursditsg since the jamming forms

should perfectly match the ones used in the meamnes.

According to [2], jamming an individual pilot sulsc@r should not have much of an
effect on the performance of the system (Figure Bibwever, the results obtained by
measuring the system (Figure 37) show that even BRe§Hires a SJR of almost 15 dB
to reach maximum throughput (or PER = 0 %) whennjémg the #' pilot subcarrier.
This contradiction can result from the way the measgsystem is implemented, since
the pilots don't even seem to act similarity in whel estimation. For higher
modulations (e.g. 64-QAM %) a similar kind of belmawi can be noticed when
comparing the measured and simulated results,Heu¢ tis still a notable difference in

the needed SJR to reach a certain level of periacena
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Figure 44: Jamming 1 pilot (simulation [2])
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For the 50 % partial jamming scenario the meas(iFegure 34) and simulated (Figure
45) results are now presumably a lot closer to oa¢heer. To reach PER = 0 % for 64-
QAM 3/4, a SJR of about 25 dB (simulated) and 23 diegsured). Similarly, for

BPSK %2 a SJR of about 4 dB is required accordingptt the simulated and measured

results.
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Figure 45: Jamming 50 % of the bandwidth (simulatia [2])

The reason, why the simulation results are now vemlas to the measured ones can
be justified by the fact that the implementation tbe channel estimation and
equalisation does not have as crucial a role. Whenming additional noise to the
signal, it adds to the pilot subcarriers in the sananner as to the data subcarriers. This
does not prevent the system from making an accuwilaémnel estimate and mainly
functions as natural noise the system is alreadigded to tolerate up to a certain level.
Thus, the measurements support the simulator aedverrsa.
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5.5 Receiver sensitivity measurement

According to [1], standard defined minimum receigensitivity can be calculated from
Equation 3 and is presented in Table 8. For stahdafined sensitivity values it is
assumed that BER < f@fter FEC.

The measurement was performed as described in Ch&Btend the final sensitivity
value was calculated using Equation 9. The resuwie rounded down to the nearest
integer value, not to give too good a conceptiothefperformance of the system. Since
it was not possible to measure BER with the givenigegent, the sensitivity values
obtained from the measurement are given with tlseiraption of PER = 0 % for a
period of 30 seconds. This resulted in values semb dB better than standard defined.

For uplink only BPSK % could be measured, due ®® ahtomatic modulation drop

resulting from attenuating the connection. Shoublel points where modulation change
occurred be used as sensitivity values, a false viethe uplink performance would be
given. In addition, there seemed to be significamtance in the received power values
where modulation drop occurred, which is likely to dsised by the chosen channel
quality measurement algorithm. However, it appeatwst the modulation changes
occurred close to the sensitivity values measuoedaidéwnlink and since the value for
BPSK %2 was the same, it can be assumed that thesvédu uplink are most likely

rather similar.

Table 9: Receiver sensitivity (standard defined ashmeasured)

Receiver sens. (standard): | Rec.sens.(meas.) DL | Rec.sens.(meas.) UL
BPSK 1/2 -91 -96 -96
QPSK 1/2 -88 -91 -
QPSK 3/4 -86 -88 -
16 QAM 1/2 -81 -84 -
16 QAM 3/4 -79 -82 -
64 QAM 2/3 -74 -78 -
64 QAM 3/4 -73 -75 -

The measurement allows the conclusion that, ingeshsensitivity, the system at least
meets the standard defined values. For the loweslulaions, the system seems to

even function with somewhat weaker signals.
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5.6 Chapter summary

In Chapter 5, the results of the four measured jagnscenarios and the receiver
sensitivity measurement were presented. Since thiekumodulation could not be
locked, uplink measurements consist only of BPSKasueements and were presented
together with the downlink jamming mode compariso8éttion 5.3.

Downlink jamming measurement indicated clearly the famming of an individual
pilot is the most effective way of attacking thest®m. It was also noticed that
narrowband jamming forms start to act like pilot mmg as higher modulations are
chosen. For the studied system, wideband jammiggats function naturally like a

raise in the noise floor and are not very powerful.

The results from the uplink jamming measurementrerteall the way similar to the

results from downlink jamming. To cause some ermmsthe uplink connection, the

pilot jamming scenario was the most efficient. Howeueiorder to raise the PER value
up to 80 % and higher, Scenarios 2 and 3 provéx tmore powerful, which wasn'’t the
case for downlink. Still, it can’t be explicitly $&l which transmission direction is the
most vulnerable due to fact that not all uplink miations could be analysed and
because of the relative difference in the effectess of the different jamming forms.

Although the jamming of pilots generally seems tdheebest way to attack the system,
the differences in the wvulnerability between induadl pilot subcarriers is very
significant. For both downlink and uplink, the di#@ces between pilots were
remarkable, but the real reason for this can’t mevkn without additional knowledge of
the implementation of the channel equalisation @sec The conclusion can be drawn
that the effectiveness of pilot jamming is veryelkto depend greatly on the WIMAX
system used.

A comparison to the simulated results was also madegdently supporting the
measurement results for the noise jamming scenatowever, single pilot jamming
was predicted to be rather inefficient in the sirtiates, which was not the case in the
measurements. This could result from the implem@&maf the measured system or

from the presumed parameters in the setup of thelations.
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In terms of sensitivity, the system clearly meéis tequirements set by the standard as
can be noticed in Figure 60 in Appendix II.
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6. Summary and conclusions

The goal of this thesis was to evaluate how an IEBE.1%-2004 based WIMAX
system operates in a hostile environment, wherderdifit kinds of intentional
interference exist. Due to the ever increasing cerigyl and cost of manufacturing
state-of-the-art equipment only for military purpesmuch interest has also raised in,
what is known as, commercial-off-the-shelf (COTS) amwdified-off-the-shelf
(MOTS) devices.

WIMAX supports orthogonal frequency division multipleg (OFDM), which should
make the system fairly resistant against e.g. fietence and different fading
phenomena. To correctly interpret the informati@mried by the data subcarriers, 8
pilot subcarriers are inserted along the spectafadilitate efficient channel estimation
and equalisation. In jamming scenarios, the vulména of the system, when attacking

pilot subcarriers and the whole spectrum was tested.

The measurements were conducted using a flat-fa@MdsN channel, since the
system does not yet support mobility (i.e. IEEE .862-2005). In the measurements,
four different jamming signals were separately itestronto the connection and the
required jamming powers were recorded. Signal-to-jamgrmatio (SJR) values were
compared with the general conclusion that the staigd most powerful way to jam the
measured system is to insert a single sine wave thetaentre frequency of a pilot
subcarrier. All the other measured interferencenages generally needed more power

to reach similar system performance degradation.

It was also noticed that the system tolerates jamroindifferent pilot subcarriers in a
very different manner, which can not be explainedthwy standard. This practically
means that the results obtained in this thesisyagpéctly only to the very system
studied. Also, the simulated results support thatttser approach in system design
might have made the system rather insensitive nglesipilot jamming. In that case,
more advanced jamming signals (i.e. noise or migtipmming) should be used.

Although the system does not appear to be verytaesigagainst a simple interfering
sine signal, an easy fix could be applied. The nbhastimation algorithm could simply
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be modified to detect if a certain pilot subcargeems to be under jamming and ignore
it when estimating the frequency response of thennél. In the case of a strong
constant interfering sine signal, the presenceanfning should not be very hard to
discover. This would now turn the system from COTSMOTS, but the cost of
modification should remain on a reasonable levebdN§ing the system to tolerate
multipilot jamming would require that the locatiookthe pilots on the frequency band
could be dynamically altered allowing for the syste® escape jamming. However, this
would require an operation mode contradicting with tequirements of the standard
and would thus be possible only when normal reguidativould not apply.

It should be noted that in this thesis the systemrdink modulation was kept constant
by disabling adaptive modulation and coding, andujplink only BPSK was studied.
However, the performance of the system under jamraleg greatly depends on its
ability to adapt to the environment, which to a €&rdegree is dictated by the
performance of the adaptive modulation and codiing fact that the system does lower
the modulation/coding when a jamming signal isdtgel, actually makes the system a
lot more resistant to jamming than what could lagest simply be looking at the graphs.
Although not included in the scope of this thesigdging the functionality of adaptive
modulation/coding and combining the results witbseh presented in this thesis would
be worthwhile.

At the moment, it can stated that the measuredesystoes not tolerate jamming the
way it should when operating in a hostile environmet#owever, the performance
under jamming in not strictly dictated by the stamtand it is thus possible to further
develop the system to better resist jamming. Thetmal limits that currently restrict

development for military environment are the fixgperating frequency and the fixed

positions of the subcarriers.

In the future, the performance of IEEE 802.16e-20@&ld make an interesting topic
for further studies. Due to its standard built regoent to tolerate phenomena related
to mobility, the performance of the system in ateiiference rich Rayleigh fading

environment should also be on a better level.
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Appendix | - Noise and pilot jamming results

DOWNLINK JAMMING MEASUREMENT

DOWNLINK: Jamming scenario 1 (10 % of bandwidth jammed)
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Figure 46: 10 % of bandwidth jammed (DOWNLINK)

DOWNLINK: Jamming scenario 2 (50 % of bandwidth jammed)
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Figure 47: 50 % of bandwidth jammed (DOWNLINK)
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Packet-Error-Ratio [%0]

DOWNLINK: Jamming scenario 3 (120 % of bandwidth jammed)
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Figure 48: 120 % of bandwidth jammed (DOWNLINK)
DOWNLINK: Jamming scenario 4 (pilot 7 jammed)
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Figure 49: Pilot 7 jammed (DOWNLINK)
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DOWNLINK BPSK 1/2: Jamming scenarios 1-4
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Figure 50: Jamming modes comparison (BPSK 1/2, DL)
DOWNLINK QPSK 1/2: Jamming scenarios 1-4
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Figure 51: Jamming modes comparison (QPSK 1/2, DL)
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Figure 52: Jamming modes comparison (QPSK 3/4, DL)

DOWNLINK 16-QAM 1/2: Jamming scenarios 1-4
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Figure 53: Jamming modes comparison (16-QAM 1/2, DL
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DOWNLINK 16-QAM 3/4: Jamming scenarios 1-4
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Figure 54: Jamming modes comparison (16-QAM 3/4, DL

DOWNLINK 64-QAM 2/3: Jamming scenarios 1-4
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Figure 55: Jamming modes comparison (64-QAM 2/3, DL
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Figure 56: Jamming modes comparison (64-QAM 3/4, DL

DOWNLINK: Determination of the jammed pilot (PER 5%)
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Figure 57: Determination of the jammed pilot
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UPLINK JAMMING MEASUREMENT
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Figure 58: Jamming modes comparison (BPSK 1/2, DL)

UPLINK: Determination of the jammed pilot (PER 5%)
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Figure 59: Determination of the jammed pilot
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Appendix Il - Sensitivity measurement

Sensitivity [dBm]

Receiver sensitivity measurement (BTS/CPE)
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Figure 60: Receiver sensitivity measurement (CPE aBTS)
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Appendix Il - WIMAX Jamming Measurements

25.10.2006 / Mika Husso

Adj. att. settings: Adj. att setting (DL) Adj. att. sett. (UL) Rec. sens. (stand.)
BPSK 1/2 -35,6 -25,6 -91
QPSK 1/2 -32,6 -22,6 -88
QPSK 3/4 -30,8 -20,8 -86
16 QAM 1/2 -25,6 -15,6 -81
16 QAM 3/4 -23,8 -13,8 -79
64 QAM 2/3 -19,3 -9,3 -74
64 QAM 3/4 -17,6 -7,6 -73

Scenario number

Jamming signal

Jammed BW (Hz)

1 10 % of bandwidth 350000
2 50 % of bandwidth 1750000
3 120 % of bandwidth 4200000
4 pilot 7 (DL) / pilot 4 (UL) -

Throughput measurement (kbit/s)

95% of max tp. 95% of max tp.
Meas. max. tp /DL Used data rate /DL Meas. max. tp /UL Used data rate /UL
BPSK 1/2 687 653 635 603
QPSK 1/2 1400 1330 1290 1226
QPSK 3/4 2100 1995 1920 1824
16 QAM 1/2 2800 2660 2580 2451
16 QAM 3/4 4210 4000 3860 3667
64 QAM 2/3 5620 5339 5160 4902
64 QAM 3/4 6340 6023 3860 3667
SCENARIO 1
Jamming power measurement (dBm)
UPLINK
PER 0% until PER 5 % PER 30 % PER 60 % |PER 100 %fr om
BPSK 1/2 -75,5 -74,2 -72,8 -71 -60,8
QPSK ... 64 QAM - - - . _
DOWNLINK
PER 0% until PER 5 % PER 30 % PER 60 % |PER 100 %fr om
BPSK 1/2 -64 -63,9 -63,7 -63,6 -63,4
QPSK 1/2 -66,7 -65,8 -64,8 -63,8 -63,5
QPSK 3/4 -71,3 -70,1 -69 -68,5 -67,1
16 QAM 1/2 -73,1 -70,2 -69,5 -68,2 -65,7
16 QAM 3/4 -75,4 -73,8 -72,7 -71,9 -69,7
64 QAM 2/3 -73,7 -72 -70,6 -69,8 -67,3
64 QAM 3/4 -75,7 -73,3 -71,9 -71,2 -69,1

71



SCENARIO 2

Jamming power measul

ement (dBm)

UPLINK PER 0% until PER 5 % PER 30 % PER 60 % |PER 100 %fr om
BPSK 1/2 -73,5 -72,8 -72,4 -71,8 -71,2
QPSK ... 64 QAM - - - - -
DOWNLINK PER 0% until PER 5 % PER 30 % PER 60 % |PER 100 %fr om
BPSK 1/2 -70,2 -69,5 -68,8 -68,4 -67,8
QPSK 1/2 -70,4 -69,5 -69 -68,6 -67,9
QPSK 3/4 -71,4 -70,4 -69,7 -69,3 -68,5
16 QAM 1/2 -68,3 -67,6 -67 -66,7 -66
16 QAM 3/4 -70,6 -69,3 -68,6 -68,2 -67,4
64 QAM 2/3 -70,7 -69,1 -68,2 -67,8 -66,8
64 QAM 3/4 -70,8 -69,4 -68,4 -68 -66,9
SCENARIO 3
Jamming power measurement (dBm)
UPLINK
PER 0% until PER 5 % PER 30 % PER 60 % |PER 100 %fr om
BPSK 1/2 -71,9 -71,3 -70,7 -70,4 -69,9
QPSK ... 64 QAM - - - - -
DOWNLINK
PER 0% until PER 5 % PER 30 % PER 60 % |PER 100 %fr om
BPSK 1/2 -68,3 -67,7 -67,2 -66,8 -66
QPSK 1/2 -68,4 -67,8 -67,1 -66,8 -66,1
QPSK 3/4 -69,5 -68,3 -67,9 -67,5 -66,5
16 QAM 1/2 -67,2 -66,2 -65,6 -65,3 -64,5
16 QAM 3/4 -70,4 -69,5 -68,8 -68,6 -67,4
64 QAM 2/3 -68,5 -67,1 -66,4 -65,9 -65
64 QAM 3/4 -69,6 -67,6 -66,7 -66,3 -65,3
Selection of the jammed pilot (the most critical)
Jamming power measurement (dBm)
PER 5 %, Data rates and attenuation as usual, downlink jamming power
UPLINK Pilotl Pilot 2 Pilot3 Pilot4 Pilot5 Piloté Pilot7 Pilot 8
BPSK 1/2 -68,2 -75,4 -68,5 -75,6 -75,4 -67,4 -74,9 -68,0
QPSK ... 64 QAM - - - - - - - -
DOWNLINK
BPSK 1/2 -76,4 -77,2 -79,0 -73,9 -72,9 -75,2 -80,4 -77,6
QPSK 1/2 -76,7 -76,9 -75,9 -74,3 -72,0 -74,2 -81,0 -76,7
QPSK 3/4 -75,1 -76,0 -76,8 -72,5 -70,1 -74,5 -80,3 -77,2
16 QAM 1/2 -72,9 -73,1 -74,4 -71,6 -69,2 -72,6 -77,9 -74,7
16 QAM 3/4 -74,7 -74,3 -73,1 -71,9 -69,9 -71,9 -78,0 -73,3
64 QAM 2/3 -72,7 -73,9 -74,1 -72,1 -70,1 -72,6 -78,2 -75,1
64 QAM 3/4 -74,3 -74,2 -72,4 -72,5 -70,7 -71,7 -77,5 -72,9
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SCENARIO 4 (DL: pilot 7/ UL: pilot 4)

Jamming power measurement (dBm

UPLINK
pilot 4 PER 0% until PER 5 % PER 30 % PER 60 % |PER 100 %fr om
BPSK 1/2 -75,8 -75,6 -75,1 -74,5 -66,1
QPSK ... 64QAM - - - - -
DOWNLINK
pilot 7 PER 0% until PER 5 % PER 30 % PER 60 % |PER 100 %fr om
BPSK 1/2 -80,7 -80,4 -78,6 -77,1 -75,7
QPSK 1/2 -81,5 -81 -79,8 -78,5 -75,9
QPSK 3/4 -80,8 -80,3 -79,4 -77,7 -75,1
16 QAM 1/2 -78,9 -77,9 -76,8 -75,2 -71,1
16 QAM 3/4 -79,9 -78 -77,4 -76 -70,4
64 QAM 2/3 -80,7 -78,2 -76,7 -75,3 -68,8
64 QAM 3/4 81 77,5 -76,6 75,2 67,7
Sensitivity measurement
sending at 95 % of max. tp

Rec. sens. (std.): SNRRX rec.sens.(meas.) /CPE rec.sens.(meas.) /BTS
BPSK 1/2 -91 6,4 -96 -96
QPSK 1/2 -88 9,4 -91 -
QPSK 3/4 -86 11,2 -88 -
16 QAM 1/2 -81 16,4 -84 -
16 QAM 3/4 -79 18,2 -82 -
64 QAM 2/3 -74 22,7 -78 -
64 QAM 3/4 73 24,4 -75 -
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Appendix IV - SIR vs. PER calculations

27.10.2006 / Mika Husso

SJR [dB] = (Ptx + Gatt,fixed + Gatt,adj. + Gcablesl ) - (Ptx,sign.gen., + Gcables2)

Ptx 20 dBm (CPE) / 30 dBm (BTS) Transmitted signal power
Ptx,sign.gen. See Appendix llI Transmitted jamming power
Gatt,fixed -60 | dB

Gatt,adj. See Appendix IlI

Gcables1 -5,1 | dB

Gcables?2 -4,5 | dB

Signal-to-Jamming-Ratios (SJR)

Values in dB are calculated using the formula above

SCENARIO 1 (10 % jammin

PER (%) 0 5 30 60 100
UPLINK PER 0% until PER 5 % PER 30 % PER 60 % PER 100 % from
BPSK 1/2 9,35 8,05 6,65 4,85 -5,35

QPSK ... 64 QAM

DOWNLINK PER 0% until PER 5 % PER 30 % PER 60 % PER 100 % from

BPSK 1/2 -2,15 -2,25 -2,45 -2,55 -2,75
QPSK 1/2 3,55 2,65 1,65 0,65 0,35
QPSK 3/4 9,95 8,75 7,65 7,15 5,75
16 QAM 1/2 16,95 14,05 13,35 12,05 9,55
16 QAM 3/4 21,05 19,45 18,35 17,55 15,35
64 QAM 2/3 23,85 22,15 20,75 19,95 17,45
64 QAM 3/4 27,55 25,15 23,75 23,05 20,95

SCENARIO 2 (50 % jamming)

PER (%) 0 5 30 60 100
UPLINK PER 0% until PER 5 % PER 30 % PER 60 % PER 100 % from
BPSK 1/2 7,35 6,65 6,25 5,65 5,05

QPSK ... 64 QAM

DOWNLINK PER 0% until PER 5 % PER 30 % PER 60 % PER 100 % from

BPSK 1/2 4,05 3,35 2,65 2,25 1,65
QPSK 1/2 7,25 6,35 5,85 5,45 4,75
QPSK 3/4 10,05 9,05 8,35 7,95 7,15
16 QAM 1/2 12,15 11,45 10,85 10,55 9,85
16 QAM 3/4 16,25 14,95 14,25 13,85 13,05
64 QAM 2/3 20,85 19,25 18,35 17,95 16,95

64 QAM 3/4 22,65 21,25 20,25 19,85 18,75




SCENARIO 3 (wideband jamming 120%)

PER (%) 0 5 30 60 100

UPLINK PER 0% until PER 5 % PER 30 % PER 60 % PER 100 % from

BPSK 1/2 5,75 5,15 4,55 4,25 3,75

QPSK ... 64 QAM

DOWNLINK PER 0% until PER 5 % PER 30 % PER 60 % PER 100 % from

BPSK 1/2 2,15 1,55 1,05 0,65 -0,15

QPSK 1/2 5,25 4,65 3,95 3,65 2,95

QPSK 3/4 8,15 6,95 6,55 6,15 5,15

16 QAM 1/2 11,05 10,05 9,45 9,15 8,35

16 QAM 3/4 16,05 15,15 14,45 14,25 13,05

64 QAM 2/3 18,65 17,25 16,55 16,05 15,15

64 QAM 3/4 21,45 19,45 18,55 18,15 17,15

Selection of the jammed pilot (the most critical)

PER 5 %

Pilot 1 2 3 4 5 6 7 8
UPLINK

BPSK 1/2 2,05 9,25 2,35 9,45 9,25 1,25 8,75 1,85
QPSK ... 64QAM - - - - - - - -
DOWNLINK

BPSK 1/2 10,25 11,05 12,85 7,75 6,75 9,05 14,25 11,45
QPSK 1/2 13,55 13,75 12,75 11,15 8,85 11,05 17,85 13,55
QPSK 3/4 13,75 14,65 15,45 11,15 8,75 13,15 18,95 15,85
16 QAM 1/2 16,75 16,95 18,25 15,45 13,05 16,45 21,75 18,55
16 QAM 3/4 20,35 19,95 18,75 17,55 15,55 17,55 23,65 18,95
64 QAM 2/3 22,85 24,05 24,25 22,25 20,25 22,75 28,35 25,25
64 QAM 3/4 26,15 26,05 24,25 24,35 22,55 23,55 29,35 24,75
SCENARIO 4 (pilot jamming

PER (%) 0 5 30 60 100

UPLINK (pilot 4) PER 0% until PER 5 % PER 30 % PER 60 % PER 100 % from

BPSK 1/2 9,65 9,45 8,95 8,35 -0,05

QPSK ... 64 QAM

DOWNLINK (pilot 7) PER 0% until PER 5 % PER 30 % PER 60 % PER 100 % from

BPSK 1/2 14,55 14,25 12,45 10,95 9,55

QPSK 1/2 18,35 17,85 16,65 15,35 12,75

QPSK 3/4 19,45 18,95 18,05 16,35 13,75

16 QAM 1/2 22,75 21,75 20,65 19,05 14,95

16 QAM 3/4 25,55 23,65 23,05 21,65 16,05

64 QAM 2/3 30,85 28,35 26,85 25,45 18,95

64 QAM 3/4 32,85 29,35 28,45 27,05 19,55

75




