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ABSTRACT: In this second publication on the contextual SOMs of Chi-
nese words, a new effect is reported. The SOM was trained by the complete
MCRC corpus used in the previous publication. When its hit diagrams were
formed using subsets of words of a certain word class with different word fre-
quencies, the hit distribution was found to be a function of this frequency.
An explanation of this effect might be that the usage of the words changes
with time, and frequent use accelerates this transformation. Therefore, in
planning new experiments on the contextually self-organizing word maps,
one should be aware of this effect and take it into account in the selection of
words to represent the word classes.

KEYWORDS: Chinese text analysis, cognitive linguistics, contextual map,
self-organizing map, semantic representation, SOM, word frequency
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Contextually Self-Organized Maps of Chinese Words.
Part I1. Dependence on Word Frequencies

Teuvo Kohonen

Abstract

In this second work on the contextual SOMs of Chinese words, a new effect has been found and is
reported here. The SOM was trained by the complete MCRC corpus used in the previous publication.
When its hit diagrams were formed using subsets of words restricted to certain intervals of word
frequencies, the hit distribution was found to be a function of the frequency. An explanation of this
effect might be that the usage of the words is changed with time, and frequent use accelerates this
transformation, which will alter the contexts in which the words appear. Therefore, in planning new
experiments on the contextually self-organizing word maps, one should be aware of this effect and
take it into account in the selection of words to represent the word classes.

1. The method

The contextual SOMs are being used to represent statistical relationships between local
contexts (groups of contiguous words) in text corpora, believed to reflect semantic values
of the words. It has been found earlier that words of different word classes will be
mapped into separate areas on the SOM on the basis of their contexts. In a previous
publication (Kohonen, 2010) it was also found that the role of the words as sentence
constituents modifies this organization. In the present work it is further found that the
mapping depends on the frequencies of the words selected to represent the word classes.

In this work, the construction of contextually self-organizing maps followed the same
procedure as described in (Kohonen, 2010); cf. also Refs. 2 and 3. The context around a
word, indexed by its position i in the corpus, was defined to consist of five successive
words, represented by the coding vectors ri_p, i, I ris1 and ri.,, respectively.

In order to minimize the effect of the word forms on the contexts and to concentrate on
the pure word patterns, the words were encoded and represented by high-dimensional
Euclidean vectors with random elements.

For a statistical analysis, each unique word w of the corpus, according to which its
context is labeled, is usually described by the averaged contextual feature x(w) of this
word, averaged over the corpus. Such features were here formed of five parts, each one
being a random-vector representation of a word of the context in the neighborhood of the
word w in the text:

X(W) = avgi([rizc ria ri Fia el [W), (1)



where avg; ( * | w) means the average over al positions i in the text, on the condition
that the contextual feature relating to position i belongs to word w (i.e., on the condition
that r; is the random-vector representation of word w).

When constructing the SOM, the averages of the context vectors x over each unique
word w in the corpus were used as the training data.

The calibration of the SOM was carried out using similarly defined input vectors, but
averaging the input vectors only over the words w of a particular word class (such as
genera adjectives). Moreover, when the effect of word frequency on the hit diagrams was
studied, in the test only such words (e.g. general adjectives) were included that occurred
in the corpus only a specified number of times, say, 10 to 100 times.

It has further to be mentioned that only such contexts were accepted to the training and
testing sets of the SOM inputs that did not contain any punctuation marks or other non-
textua symbols.

For computationa reasons, the random elements of the r vectors were defined by a
special hash-coding process described in (Kohonen, 2010). By this method it aso became
possible to define the dimensionalities of the r vectors individually, as a function of their
distances from the middle word in the context. The dimensionality of the middle vector r;
was selected as 50. The dimensiondities of ri_; and ri.; were taken equa to 200, and
those of ri_, and i+, equal to 100, respectively.

2. Hit diagrams

The text corpus used in thiswork, called the MCRC (Modern Chinese Research Corpus)
(Sun € al., 1996), is an electronic collection of text material from newspapers, novels,
magazines, TV shows, folktales, and other text material from modern Chinese media. It
contains about 1' 500’ 000 words provided with linguistic classification of the words by
Dr. Hongbin Xin.

In the following, each linguistic word class will be signified by a specia code (e.g., ag0,
meaning the genera adjectives).

2.1 General adjectives (ag0)

In Fig. 1 we have the first hit diagram, a histogram of all general adjectives (having the
linguistic code ag0) that occurred in the MCRC corpus. All those testing inputs picked up
from ag0 that were closest to a particular model of the SOM were mapped into the
corresponding hexagonal bin of the SOM and their number was indicated by the grey
level of the bin.



When only “pure” contexts (which did not contain any punctuation marks or other
nonlinguistic symbols) were used, the number of remaining unique adjectives (types) was
2002.
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Fig. 1. The hit diagram of 2002 general adjectives (ag0) in the MCRC.

The adjectives in Fig. 1 are mapped onto the top of the SOM into a relatively narrow
zone, and further one can discern certain substructures in their distribution, due to the
specia nature of certain subclasses of adjectives (cf. especidly Figs. 3, 4, and 5).

Next we see in Fig.2 the hit diagram constructed by using only such general adjectives
that occurred 1 to 10 timesin the whole MCRC corpus.
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Fig. 2. The hit diagram of those 1059 general adjectives that occurred 1 to 10 timesin the MCRC.

The structures of the distributions in Figs.1 and 2 look rather similar, showing that the
very rare words, each of which occurs only 1 to 10 times in the corpus, and the number of
which is 1059, are the most decisive for the structure of the adjective zone on the SOM.

One particular caution may be necessary, when looking at the graphics of the hit
diagrams. In order to be able to compare histograms that contain very different total
numbers of hits, one usually normalizes the intensities of the images. The MATLAB
graphics does this automatically, unless other options are specified. Then, however, the
clustersin low-intensity images are overemphasized and should not be compared directly
with clustersin the other images.

Differences with respect to the previous distributions start to show up in Figs. 3 and 4. In
Fig. 3, only such test words were used that occurred 10 to 100 times in the corpus. In this
diagram, 750 lexical words were included. In Fig. 4, the test words occurred 100 to 1000
times in the corpus, and 217 lexical words were included. The cluster close to the upper
right corner is very much emphasized in Figs. 3, 4, and 5. It may be deduced to contain
attributive adjectives (cf. Sec. 2.11 and an interpretation given in the Discussion).
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Fig. 4. The hit diagram of those 217 general adjectives that occurred 100 to 1000 timesin the MCRC.
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Fig.5. The hit diagram of those 15 general adjectives that occurred 1000 to 10000 times in the MCRC.
In the corpus there were only three lexical words that occurred at least 10000 times. It

may be understandable that the contexts in which they occur are no longer statistically
semantic role due to their common usage. In Fig. 6 they are scattered more randomly than

comparable with those of the less frequent words, and they may also have a specific
the words in the previous hit diagrams.

Fig. 6. The hit diagram of those three general adjectives that occurred at least 10000 timesin the

MCRC.
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2.2 Cardinal numbers (mgx)

In al of our earlier experiments on the contextual SOMs, the numerals have been very
well clustered. This is obviously due to the fact that the role of the numerals is
semantically very simple, well defined, and invariant in various contexts. Now it also
seems that the hit diagrams of the numerals are practically independent of the word
frequencies, and one may then assume that their role has stayed constant with time. In
this subsection we see the hit diagrams of the cardinal numbers.
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Fig. 8. The hit diagram of those 629 cardinal numbers that occurred 1 to 10 timesin the MCRC.
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Fig. 9. The hit diagram of those 130 cardinal numbers that occurred 10 to 100 timesin the MCRC.

Class 32

Fig. 10. The hit diagram of those 36 cardinal numbers that occurred 100 to 1000 timesin the MCRC.
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Fig. 11. The hit diagram of those four cardinal numbers that occurred 1000 to 10000 timesin the
MCRC.
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Fig. 12. The hit diagram of those two cardinal numbers that occurred at least 10000 timesin the
MCRC.
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2.3 General nouns (ng0)

In Fig. 13 we have the hit diagram of all general nouns (having the linguistic code ng0)
in the MCRC. It is essentially a very broad belt surrounding an empty area in the middle
of the SOM. The latter area, as will be seen later, contains mainly verbs. The number of
genera nounsin the vocabulary used for this diagram was equal to 10754.

Class 34
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Fig. 13. The hit diagram of 10754 general nouns (ng0) in the MCRC.

At first sight, one might claim that the distribution of the nounsis not clustered at all. The
diffuse nature of the image, however, is only virtual. There are several factors that cause
the spreading of the hit diagram.

First of all, aswill be seen later, the belt is divided into several substructures.

Second, the dependence of the distribution on the frequencies of words selected for
testing causes that the distribution is further spread out. With narrowly specified word
frequencies, the clustering of this hit diagram is much more constricted, as seen from the
images starting with Fig. 16.

In Fig.14 the hit diagram was constructed by using only such general nouns that occurred
1 to 10 times in the whole MCRC corpus. Their number was 6878.

16



Class 34

The structures of Figs.13 and 14 look rather similar, apart from some minor differencesin
Fig. 15 shows the distribution of the 3300 nouns that occurred 10 to 100 times in the
corpus. Thereisaclear shift of the density towards right, compared with Figs. 13 and 14.

Fig. 14. The hit diagram of those 6878 general nounsthat occurred 1 to 10 timesin the MCRC.
their grey levels, showing that the very rare words are decisive a'so in Fig.13.

Class 34

which depicts the 733 lexical words that occurred in the corpus 100 to 1000 times. An

An even stronger shift of the density towards the upper right corner is visible in Fig.16,
explanation may be that the semantics of these nounsis now more specific.

Fig. 15. The hit diagram of those 3300 genera nouns that occurred 10 to 100 timesin the MCRC.
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Fig. 16. The hit diagram of those 3300 general nouns that occurred 100 to 1000 timesin the MCRC.

The number of lexical words (74) included in the hit diagram of Fig. 17 is so small that
one cannot expect to see any statistical forms of the clusters. Nonethel ess the hits comply
rather well with those of Fig. 16, showing the empty areain the middle.
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Fig. 17. The hit diagram of those 74 general nouns that occurred 1000 to 10000 timesin the MCRC.

The number of lexical words included in the hit diagram of Fig. 18 is only six, and their
scattering in the lower left corner cannot be statistically convincing. No conclusions
about their contexts can be drawn on the basis of thisfigure.

18



Class 34

e e s e asesssseasasasssssssassonsasasss!
S e e
e0e et e et atata e e tetatatateeteteatene!

..?ﬂﬂf.;: \:.lﬁf
ﬁ%ﬁ%c&%@v@_m.mfﬁvﬁ,ﬁvl_wm
e e eSS oe e oo sesesssssssstessesoessss
R R O
s%aa"s lTPUSTﬁLJLJYTWﬁLJLJkIP
b b -

%

b
TJ“
1

oot
1:1

7
:

> Il {
e oao s et segesesete
agededed .rmxtmuh

)8l Selely .
030a0ae S S
le8s0e%s! 505 000a 0500000008500
) egegeg egegeetasedeseseCatuce!
\....TMMT., o8 e %ﬂﬂ\u UMLJiHWuIi” 2 rf.” ;
1geseged e geassegese e etetade: e
18a0e8a®, S L A L
(el A aSaata®,
% { e { { > 4 ) 4
m n” ]H g > —
Ia: )
b5 e {
4

L

=
s

e ee
I

e eangece, SR
egegegefagegeges- cgesegetegegesetese

2.4 People’s names (npm)
the rare nouns have their highest density, as seen when comparing Figs. 19 and 14. The

Fig. 18. The hit diagram of those six general nouns that occurred over 10000 timesin the MCRC.
The distribution of people’ s names on the SOM is located roughly in the same area where
cluster in Fig. 19 is narrower and its centroid lies somewhat lower thanin Fig. 14.

19

Fig. 19. The hit diagram of 1488 people's namesin the MCRC.
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Fig. 20. The hit diagram of those 1209 people's names that occurred 1 to 10 timesin the MCRC.

In Fig. 20, only the rarest names (that occurred 1 to 10 times) are shown. The differences
between Figs. 19 and 20 are hardly visible, but anyway there exist some faint ones. The
main reason for the similarity of Figs. 19 and 20 is that a clear majority (1209/1488) of
the names occur only 1 to 10 times in the corpus. There is a high degree of scattering, due
to therelatively small number of samples.
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Fig. 21. The hit diagram of those 289 peopl€’ s hames that occurred 10 to 100 times in the MCRC.

In Fig. 21 those 289 names are shown that occurred 10 to 100 times in the corpus. The
constellation of Fig. 21 complies with that of the general nouns and also has clearly an

20



empty areain the middle like, e.g., in Fig. 13. The graphics, however, causes that the low
densities seem to be overemphasized.

The next two figures continue the series of people' s names. Due to the small number of

lexical words included, there exists a high degree of statistical scattering in the hit
diagrams, and no conclusions can be drawn from them any longer.
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Fig. 22. The hit diagram of those 16 people’s names that occurred 100 to 1000 times in the
MCRC. Notice that one of the three dots in the lower left corner has the double intensity with
respect to the rest.
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Fig. 23. The hit diagram of those three people’s names that occurred 1000 to 10000 timesin the
MCRC
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Class 38

Fig. 26. The hit diagram of those 289 names of places that occurred 10 to 100 timesin the MCRC.

Class 38

Fig. 27. The hit diagram of those 47 names of places that occurred 100 to 1000 timesin the MCRC.
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Class 38

Fig. 28. The hit diagram of those four names of places that occurred 1000 to 10000 timesin the

MCRC.

2.6 Nouns of time (nt)

previous two classes, as seen from their concentration on a vertical zone dlightly to the

The hit diagrams of the nouns that are related to time differ slightly from those of the
right of the area where the names of persons are concentrated.
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Fig. 29. The hit diagram of 410 nouns of time in the MCRC.
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Class 42

Fig. 30. The hit diagram of those 198 nouns of time that occurred 1 to 10 timesin the MCRC.

Class 42

Fig. 31 The hit diagram of those 177 nouns of time that occurred 10 to 100 times in the MCRC.
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Class 42

Fig. 32 The hit diagram of those 44 nouns of time that occurred 100 to 1000 timesin the MCRC.

The cluster in the upper right corner of Fig. 32 is strongly emphasized, apparently,
however, because the automatic normalization of the grey levels causes a distortion when
there are only few hits per model (cf. Discussion). No other explanation is easily
suggestible.

Class 42

Fig. 33. The hit diagram of those seven nouns of time that occurred 1000 to 10000 timesin the
MCRC.
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2.7 Verbs without objects (vwO0)
This class, related to the intransitive verbs in some other languages, has the main cluster

in the middle of the SOM where the nouns have a round empty area. In some diagrams
there is a singular cluster at the top of the map where the corresponding verbs probably

have a specia nature.
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Fig. 34. The hit diagram of 5053 verbs without objectsin the MCRC.
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Fig. 35. The hit diagram of those 2518 verbs without objects that occurred 1 to 10 timesin the MCRC.
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Fig. 36. The hit diagram of those 2057 verbs without objects that occurred 10 to 100 timesin the
MCRC.

Class 82

Fig. 37. The hit diagram of those 525 verbs without objects that occurred 100 to 1000 times in the
MCRC.
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Fig. 38. The hit diagram of those 89 verbs without objects that occurred 1000 to 10000 times in the

MCRC.

Class 82

Fig. 39. Thehit diagram of those five verbs without objects that occurred at least 10000 timesin the

MCRC.
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2.8 Verbs followed by nouns (vwn)

The verbs of this class are related to the transitive verbs in some other languages. Their
hit diagrams are very well clustered in the middle of the SOM where the nouns have an
empty area, and they are almost invariant with respect to the frequency of words.

Class 87

Fig. 40. The hit diagram of 3691 verbs followed by nouns inthe MCRC.

Class 87

Fig. 41. The hit diagram of those 1577 verbs followed by nouns that occurred 1 to 10 timesin the
MCRC.
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Class 87

Fig. 42. The hit diagram of those 1642 verbs followed by nouns that occurred 10 to 100 timesin the
MCRC.

Class 87

Fig. 43. Thehit diagram of those 489 verbs followed by nouns that occurred 100 to 1000 timesin the
MCRC.
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Fig. 44. The hit diagram of those 59 verbs followed by nouns that occurred 1000 to 10000 timesin

the MCRC.

Class 87

Fig. 45. The hit diagram of those three verbs followed by nouns that occurred at least 10000 timesin

the MCRC.

It is interesting to note that the hit diagrams of the verbs followed by nouns are so well

clustered in the middle of the area where the nouns have an empty space. This may be
due to the fact that these verbs are then almost optimally close to the majority of the

nouns.

32



2.9 Verbs as modifying components in noun phrases (vtp)
The hit diagrams of this class are clearly different from any of those of the previous two

classes. In particular, they have an empty area in the middle of the map like the nouns, so

that their roles as sentence constituents resembl e those of the nouns.
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Fig. 46. The hit diagram of 1534 verbs as modifying components in noun phrasesin the MCRC.
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Fig. 47. The hit diagram of those 605 verbs as modifying components in noun phrases that occurred 1

to 10 times in the MCRC.



Fig. 48. The hit diagram of those 727 verbs as modifying components in noun phrases that occurred
10 to 100 times in the MCRC.

Class 77

Fig. 49. The hit diagram of those 222 verbs as modifying components in noun phrases that occurred
100 to 1000 times in the MCRC.
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Class 77

Fig. 50. The hit diagram of those 18 verbs as modifying components in noun phrases that occurred

1000 to 10000 times in the MCRC.

Class 77

Fig. 51. The hit diagram of one verb as a modifying component in a noun phrase that occurred at least

10000 timesin the MCRC.
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2.10 Verbs as the core of a noun phrase (vtx)

The hit diagrams of this class, let aone the last figure, are concentrated around the lower

right corner. Asthey are clearly different from any of those of the other verb classes, one
has to conclude that the semantic nature of this classis also very different from the rest.

Salotototol
12e2e2e%a s

Class 78

esesonaens

89800y 050e840

CH AT

S

Fig. 52. The hit diagram of 1035 verbs as the core of a noun phrase in the MCRC.

Class 78

Fig. 53. The hit diagram of those 253 verbs as the core of a noun phrase that occurred 1 to 10 timesin

the MCRC.
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Class 78

Fig. 54. The hit diagram of those 567 verbs as the core of a noun phrase that occurred 10 to 100 times
inthe MCRC.

Class 78

Fig. 55 The hit diagram of those 220 verbs as the core of a noun phrase that occurred 100 to 1000
timesin the MCRC.
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Fig. 56 The hit diagram of those 12 verbs as the core of a noun phrase that occurred 1000 to 10000
timesin the MCRC.

2.11 Pronouns as attributive adjectives (rn)

Thisis a very interesting class, because many of its hit diagrams have their main cluster
at the top, to the right of the middle, in the same place where some adjectives also have a
strong cluster (cf. Figs. 3, 4, and 5). The latter thus probably represents attributive
adjectives.
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Fig. 57. The hit diagram of 125 pronouns as adjective attributesin the MCRC.
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Class 58

Fig.58. The hit diagram of those 18 pronouns as adjective attributes that occurred 1 to 10 timesin the

MCRC.

Class 58
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Fig.59. The hit diagram of those 30 pronouns as adjective attributes that occurred 10 to 100 timesin

the MCRC.
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Fig.60. The hit diagram of those 55 pronouns as adjective attributes that occurred 100 to 1000 timesin
the MCRC.

Fig.61. The hit diagram of those 22 pronouns as adjective attributes that occurred 1000 to 10000 times
inthe MCRC.
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Fig.62. The hit diagram of those three pronouns as adjective attributes that occurred at least 10000
2.12 Pronouns as subjects or objects (rs)

timesinthe MCRC.
This class has hit diagrams similar to those of the nouns, especially having an empty area

in the middle of the SOM, indicating that the roles of these words as sentence constituents
25
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are similar to those of the nouns.

Fig. 63. The hit diagram of those 109 pronouns as subjects or objects that occurred in the
41
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Class 61

Fig, 64. The hit diagram of those 27 pronouns as subjects or objects that occurred 1 to 10 timesin the
MCRC.

Class 61

Fig, 65. The hit diagram of those 23 pronouns as subjects or objects that occurred 10 to 100 timesin
the MCRC.
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Class 61

Fig, 66. The hit diagram of those 42 pronouns as subjects or objects that occurred 100 to 1000 times
inthe MCRC.

Class 61

Fig. 67. The hit diagram of those 19 pronouns as subjects or objects that occurred 1000 to 10000 times
inthe MCRC.
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Class 61

Fig. 68. The hit diagram of those four pronouns as subjects or objects that occurred at least 10000
timesin the MCRC.

2.13 General prepositions (pg)

Especialy the hit diagrams of all of the general prepositions, shown in Fig. 69, as well as
the partia hit diagrams shown in Figs. 72 through 74 seem to be clustered into a narrow
area to the right of the middle of the SOM. The prepositions shown in Figs. 70 and 71
have a different distribution. Maybe there is a certain subclass of exceptional cases in
Figs. 70 and 71.
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Fig. 69. The hit diagram of those 143 general prepositions that occurred in the MCRC.
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Class 46

Fig. 71. The hit diagram of those 49 general prepositions that occurred 10 to 100 times in the MCRC.

45



Class 46

Fig. 72. The hit diagram of those 56 general prepositions that occurred 100 to 1000 timesin the
MCRC.

Fig. 73. The hit diagram of those 22 general prepositions that occurred 1000 to 10000 timesin the
MCRC.
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Class 46

Fig. 74. The hit diagram of one general preposition that occurred at least 10000 times in the MCRC.

2.14 General adverbs (dr)

The adverbs (‘ad-verb’) are located in the hit diagrams along the main border between the
nouns and the verbs. They have only few clusters in fixed places, showing that there are
only few main types of adverbs, and their contexts depend very little on word frequency.

Class 12

Fig. 75. The hit diagram of those 1193 general adverbs that occurred in the MCRC.
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Class 12

Fig. 76. The hit diagram of those 413 general adverbs that occurred 1 to 10 timesin the MCRC.

Class 12

Fig. 77. The hit diagram of those 524 general adverbs that occurred 10 to 100 timesin the MCRC.
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Class 12

Fig. 78. The hit diagram of those 223 genera adverbs that occurred 100 to 1000 times in the MCRC.

Class 12

Fig. 79. The hit diagram of those 47 general adverbs that occurred 1000 to 10000 timesin the MCRC.

49



Class 12

e
a2
et a et
s

Class 9

.
S aessassssess

Fig.80. The hit diagram of those five general adverbs that occurred at least 10000 times in the MCRC.
2.15 Conjunctions (c)

This classisrandomly scattered and not clustered, except for an empty zone at the top of

the map, showing that its words do not have any clear contextual role. This could be
expected, since the conjunctions occur in fixed places in the sentences and do not

correlate with the rest of the words.

Fig.81. The hit diagram of those 128 conjunctions that occurred in the MCRC.
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Fig.82. The hit diagram of those 15 conjunctions that occurred 1 to 10 timesin the MCRC.

Fig.83. The hit diagram of those 40 conjunctions that occurred 10 to 100 timesin the MCRC.



Fig.84. The hit diagram of those 53 conjunctions that occurred 100 to 1000 times in the MCRC.

Class 9

Fig.85. The hit diagram of those 19 conjunctions that occurred 1000 to 10000 times in the MCRC.
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Class 9

Fig.86. The hit diagram of one conjunction that occurred at lest 10000 times in the MCRC.

3 Discussion

In the previous study on contextual SOMs of Chinese words (Kohonen, 2010), the hit
diagrams of some classes of words, e.g., those of the general nouns and general adjectives
looked rather diffuse at the first sight. The simplest explanation may be that the sets of
words of any class in genera consist of several smaller subsets with a more specific
semantics, and the subsets are clustered more sharply. However, such detailed
information about these subsets was not available with this corpus.

The new result obtained in this study is that the hit diagrams aso depend on the
frequencies of the words selected for testing. In some cases, e.g., for nouns and adjectives
(the diagrams of which were the most diffuse ones) this dependence is strong, whereas
for some other word classes like the numerals and general adverbsit isweak.

The most natural explanation of the frequency dependence that comes into mind is that
the MCRC corpus used in this work is very heterogeneous. It contains texts from
newspapers, novels, magazines, TV shows, folktales, etc., written by different people.
The vocabularies of the different parts, especially the sets of nouns and adjectives in them
have probably very different word frequencies. Conversely, when the word frequencies
during testing are restricted to certain intervals, they correlate closest with certain parts of
the corpus, and then the corresponding hit diagrams look different. It would be very
interesting to compare the present results with those produced by one author only and
dealing with awell-defined topic area, preferably written in atraditional style.
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On the other hand, it is also thinkable that the contexts in which especially the nouns and
adjectives are used have changed with time, and frequent usage accelerates this semantic
transformation. One fact that supports this assumption is that a hit diagram as a function
of word frequency often changes gradually in the same direction (cf. Figs.29 through 32).

The semantics of the numerals seems to be most independent of frequency. There are also
word classes such as the conjunctions, the hit diagrams of which ook completely random
and are not clustered at al. This is understandable, because the conjunctions do not
correlate with the other words, and they occur always in a particular position in the
sentences; so their position on the SOM is haphazard.

It is interesting that the hit diagrams of the verbs followed by nouns are well clustered in
the middle of the area where the nouns have an empty space. This may be due to the
almost symmetric role of these verbs with respect to the nouns.

It may be necessary to remind that the self-organizing process of the SOM can converge
into aternative orderings of the mapping, al of which represent loca optima.
Nonetheless the mapping can be regarded as topologically correct, if the geometric
relations between the clusters in the hit diagrams are the same as in the source data. The
maps published in this work are samples of humerous maps that had different parameters
and sizes, and have been produced under different training conditions. Nonetheless the
SOM selected to thiswork is believed to be typical of the majority of the maps.

In the contextual SOM, the selection of the random-vector representations for the words
may have an effect on the exact form of the SOM, due to statistical variations in the
matching of the random vectors. These stetistical variations could be eliminated for the
most part if one were able to use representation vectors with extremely high
dimensionalities, for which supercomputers would be needed.

One particular notice may be necessary, when looking at the graphics of the hit diagrams.
In order to be able to compare histograms that contain very different total numbers of
hits, one usually normalizes the intensities of the images. The MATLAB graphics does
this automatically, unless other options are specified. Then, however, the clustersin low-
intensity images are overemphasized and should not be compared directly with clustersin
the other images. The images with very few hits such as Figs. 6, 12, 17, 22, etc. may aso
be misleading, since if there are only dots corresponding to a very small number of hits,
most of them are displayed very black, and it seems as if there were a cluster
concentrated at each of them. In order to gain a correct view of the cluster structures, one
should concentrate on figures in which a great number of lexical words are included.

The main message of the work in presentation is that the word frequencies probably have
an important role in all of the contextual-SOM experiments and should be taken into
account especially when picking up words from the lexica for testing, preferably by
uniform probability.
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